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Application of NSGA-II Algorithm to Energy
and Spectral Efficiency Trade-off in Massive

MIMO Systems with Antenna Selection

Qiaoqiao Zhang(&), Xuebin Sun, and Dianjun Chen

Key Lab of Universal Wireless Communications,
Beijing University of Posts and Telecommunications, Beijing, China
qq_0913@sina.com, {sunxuebin,djchen}@bupt.edu.cn

Abstract. In the massive multiple input multiple output (MIMO) system with
transmit antenna selection, considering large-scale fading and power con-
sumption, the trade-off between energy efficiency (EE) and spectral efficiency
(SE) is important for green communication and meeting the traffic request.
However, the diversities of the solution spaces (decision and objective domain)
which the existing method obtained are not enough. In this paper, we adopt the
non-dominated sorting genetic algorithm version II (NSGA-II) algorithm to
study the EE-SE trade-off, which is summarized as a multi-objective opti-
mization (MOO) problem. Simulation results show that compared with the
weighted-sum particle swarm optimization (WS-PSO) algorithm, NSGA-II has
obvious advantages on the diversity of solution set in both decision and
objective domains.

Keywords: Massive MIMO � Energy efficiency � Spectrum efficiency
NSGA-II � Antenna selection

1 Introduction

Massive MIMO has become a key technology of 5G communication to meet the
demand of explosive growth of wireless data traffic. With the increase in the number of
transmit antennas, the base station (BS) will be configured with a large number of
expensive radio frequency (RF) links, together with a dramatic increase of the com-
plexity and hardware costs of the wireless communication system. Antenna selection
technique [1] can achieve high energy efficiency as well as high spectral efficiency and
reduce the costs. When the active antennas amount exceeds the number of users
seriously, it has been proved that simple random transmit antenna selection (TAS) and
linear precoding algorithms performs closely to the optimal strategy [2, 3]. As the
number of antennas equipped at BS side is quite large, we cannot ignore impact of
circuit power consumption, related work is studied in the scene of multi-cell [4, 5]. [6]
has studied the transmit power and the number of active antenna selections to optimize
the trade-off between EE and SE in massive MIMO, and summarized it as a MOO
problem of both EE and SE. It proposed an effective WS-PSO algorithm by trans-
forming it into a single objective optimization (SOO) problem. However, the solution
space has poor diversity in both decision and objective domains.

© Springer Nature Singapore Pte Ltd. 2018
S. Sun et al. (eds.), Signal and Information Processing,
Networking and Computers, Lecture Notes in Electrical Engineering 473,
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NSGA-II [7] algorithm is a popular multi-objective genetic algorithm with low
complexity. We try to apply NSGA-II to this MOO problem directly without trans-
forming it into a SOO one to achieve a diverse solution set of the optimized EE-SE
trade-off. NSGA-II utilizes non-dominated sorting and elite reserved strategy to find the
Pareto optimal set quickly, calculates and compares crowding distances to obtain a
diverse solution set. It has been successfully applied to optimize multi-objective
problems such as generation expansion planning (GEP) problem [8] and resource
allocation in MIMO-OFDMA systems [9].

In this paper, we mainly investigate energy and spectral efficiency trade-off in the
scene of massive MU-MIMO (multi-user MIMO) with antenna selection. We apply
NSGA-II algorithm to obtain a diverse Pareto solution set, considering the active
antennas amount and transmit power at BS side. Numerical simulation shows that the
proposed algorithm is suitable and effective in solving this problem and performs more
superior in the result diversities compared with WS-PSO.

2 System Model

2.1 Massive MU-MIMO System

In this paper, a massive MU-MIMO system with K single-antenna users distributed
evenly over an annulus single-cell with radius dmin; dmaxð Þ and the BS configures N
ðN � KÞ antennas is considered. The downlink of the massive MU-MIMO system,
whose channel bandwidth is B Hz, and perfect channel state information (CSI) is
known to the BS will be discussed.

As random TAS and ZF precoding is adopted, Nt antennas is randomly selected
from N ones, and the received signals can be combined in a K � 1 vector as

y ¼ GsWsPssþ n ð1Þ

where s is transmit symbols vector, Ps ¼ diag
ffiffiffiffiffi
p1

p
;

ffiffiffiffiffi
p2

p
; . . .;

ffiffiffiffiffiffi
pK

p� �
is the power

allocation matrix and Pt ¼ tr WsP2
SW

H
S

� �
is equally allocated to all users, n is additive

white Gaussian noise subject to CN 0; r2Ikð Þ. Gs and Ws are the channel gain and
precoding matrix respectively. Gs is given by gk; n ¼ hk; n

ffiffiffiffiffi
bk

p
, where hk; n and

bkðxkÞ ¼ �d
xkk kj represent to the small- and large-scale fading, and xk refers to the

physical location of the k-th user, j is the path-loss exponent [6]. From [10], we have

E b�1
k

� � ¼ djþ 2
max �djþ 2

min

d 1þ j
2ð Þ d2max�d2minð Þ. As ZF precoding is employed, Ws is determined by

Ws ¼ WZF ¼ GH
S GSGH

S

� ��1 ð2Þ

2.2 Power Consumption Model

As a large amount of antennas is equipped at the BS side, the circuit power con-
sumption cannot be ignored. Each active antenna needs a separate expensive RF chain,

4 Q. Zhang et al.



and we adopt the conventional circuit power consumption model [10, 11]. The total
power consumption PTot can be represented as a function of the amount of active
antennas Nt and the transmit power over a symbol period Pt as:

PTot ¼ B � Pt

g
þNt � PBc þPetc; ð3Þ

where B � Pt represents the transmit power, g is the power amplifier efficiency, the other
power consumption is Petc and each active antenna will increase PTot by PBc.

3 Analysis of EE-SE Relations and Trade-off

3.1 EE-SE Relations with ZF Precoding

The spectral efficiency is obtained by the achievable rate divided by the channel
bandwidth. With Jensen’s inequality, we have the lower bound of SE from [10] as (4)
in which Nt �Kþ 1.

f ZFSE Nt;Ptð Þ ¼ K � log2 1þ Pt Nt � Kð Þ
K�b�1r2

� �
ð4Þ

Where �b�1 ¼ E b�1
k

� �
is same for all users, and (4) is tight as Nt ! 1 [10].

According to Subsect. 2.2, we formulize the corresponding lower bound of EE as

f ZFEE Nt;Ptð Þ ¼
B � K � log2 1þ Pt Nt�Kð Þ

K�b�1r2

	 

B�Pt
g þNt � PBc þPetc

: ð5Þ

The spectral efficiency increases with active antennas amount Nt and it is same for
the total power consumption PTot, so that the energy efficiency EE respected to Nt is a
concave curve [12]. For a given Nt, the curve of EE-SE is a quasi-concave function,
and a trade-off between EE and SE can be calculated [6].

3.2 Multi-Objective Optimization for EE-SE Trade-off

The trade-off between EE and SE is mainly related to an integer variable Nt and a
continuous variable Pt. This MOO problem is mathematically expressed as follows [6].

Pð1Þ : max F Nt;Ptð Þ ¼ fSE Nt;Ptð Þ; fEE Nt;Ptð Þ½ �T
s:t: Nt;Ptð Þ 2 X

ð6Þ

where X ¼ Nt;Ptð Þ Kþ 1�Nt �N;Nt 2 Z; 0\Pt �Pmaxjf g is the feasible region, and
Pt is limited by the maximum transmit power of the base station.

Figure 1 shows EE-SE relationship generated by different and the red line illustrates
Pareto front of EE-SE tradeoff problem. Although the Pareto front has been obtained in
Fig. 1, we still don’t know what the responding optimal solutions N	

t ;P
	
t

� �
are [6].
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4 NSGA-II for EE-SE Trade-off

As the problem in Subsect. 3.2 is a mixed-integer-continuous-variable MOO problem, so
that in the operation of genetic operators we need to pay attention to the integer constraint of
Nt. The pseudocode of the proposed NSGA-II algorithm for EE-SE trade-off is sum-

marized in Algorithm 1, in which xim ¼ Ni
t;m;P

i
t;m

	 

represents them-th individual in the

i-th generation, and non-domination sort is based on the objective Fi
m ¼ f iSE;m; f

i
EE;m

	 

.

Fig. 1. EE-SE relationship generated by different Nt and the Pareto front
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In fast non-dominated sort, for each individual p, we preserve a set of individuals
dominated by p (Sp) and the number of individuals that dominates itself (np). Since
NSGA-II utilizes the information about Sp and np, its computational complexity is
much lower than conventional NSGA.

Then, we assigned crowding distance, which represents the Euclidean distance between
an individual and its neighbors in the same front and the distance of boundary values is
set to be infinite. In the binary tournament selection, individual i is superior to j only if
irank\jrank or irank ¼ jrank and id [ jd at the same time. After NSGA-II algorithm, we
obtain the optimal Pareto solution set of EE-SE trade-off with good diversity

5 Simulation Results

In this section, the performance of the proposed algorithm is compared with WS-PSO
algorithm [6] in solving the EE-SE trade-off MOO problem.

We set parameters as follows, users number K ¼ 10, bandwidth B ¼ 20MHz,
transmit power PtB 2 10dBm, 54dBm½ �, active antennas Nt 2 Kþ 1;N½ �, pop N ¼
400 and gen max ¼ 20.

Application of NSGA-II Algorithm to Energy 7



The solution set of WS-PSO and NSGA-II with total antennas amount N of 100 and
600 are respectively illustrated in Fig. 2. Compared with the actual Pareto front in
Fig. 1, we can recognize that the two algorithms are both effective to obtain the optimal
Pareto solution set on the Pareto front. It’s obvious that the optimal Pareto solution set
obtained by WS-PSO is concentrated at the convex regions. By contrast, the solution of
NSGA-II is distributed along the Pareto front more evenly, so that NSGA-II algorithm
has superior diversity to WS-PSO in the objective space.

With the given parameters, the probability density in decision-domain Nt;Ptð Þ for
WS-PSO and NSGA-II with total available antennas N ¼ 600 is shown in Fig. 3. In the
solution set obtained by WS-PSO, Pt is concentrated in the vicinity of �38dBm=Hz and
�19dBm=Hz, and Nt is concentrated in the vicinity of Kþ 1 and N, where the particles
can achieve the largest EE or SE. By contrast, the solution set obtained by NSGA-II is
relatively evenly distributed across the feasible region, satisfying the diversity
requirement of decision variables in this paper.

From Fig. 4, it can be known that the mean of SE is decreasing with the increase of
the generation, and the mean of EE is increasing until the 11th generation. In other
words, in massive MU-MIMO systems, it is feasible to sacrifice a certain amount of SE
in exchange for an increase in EE with antenna selection to achieve green
communication.

Fig. 2. Comparison of WS-PSO and NSGA-II algorithms in solving EE-SE trade-off
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6 Conclusion

We studied the trade-off between energy and spectral efficiency in massive MU-MIMO
systems in this paper. The trade-off issue can be concluded as a MOO problem of active
antennas amount (integer variable) and transmit power (continuous variable). Since the
Pareto fronts of EE-SE contains both convex and concave sections, we applied
NSGA-II algorithm to solve this MOO problem. Numerical simulation shows that
NSGA-II algorithm can obtain the Pareto optimal EE-SE trade-off with improved
diversities of the solution set in both decision-domain and objective-domain.

Fig. 3. Probability density in decision-domain of WS-PSO and NSGA-II

Fig. 4. Mean of SE and EE varies with the number of generation
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Abstract. A secure secret sharing scheme distributes a secret among a group of
participants and only when a sufficient number of shares are combined together
can the secret be reconstructed. In this paper, we present a secure PHY-based
secret sharing (PSS) scheme exploiting radio channel fading coefficients in
multiple-input multiple-output (MIMO) systems. ðn; nÞ threshold secret sharing
scheme is considered and there is no need for the third party to distribute keys in
PSS scheme. A two-step randomness sharing is designed, which reduces the
time overhead significantly compared to one-by-one randomness sharing when
the number of participants increases. Furthermore, we derive a power allocation
scheme under power constraints based on particle swarm optimization
(PSO) algorithm. Numerical results demonstrate the efficiency of our power
allocation strategies on secret key rates.

Keywords: PHY-based secret sharing � Two-step randomness sharing
Power allocation

1 Introduction

Secret sharing is proposed to distribute a secret among a group of participants, each of
whom is allocated a share of the secret. Individual shares are of no use on their own and
only when a specified number of shares are combined together can the secret be read
out. The purpose of secret sharing is to prevent secrets from being excessively con-
centrated as well as to prevent a copy of an encryption key falling into the wrong
hands. In one type of secret sharing schemes which is called ðt; nÞ threshold scheme
[1], a secret is divided into n shares and every t shareholders out of n can reconstruct
the secret while shareholders less than t should not be able to gain any information
about the secret.

Security of classic cryptographic-based key generation in secret sharing schemes
usually depends on the computational hardness of some mathematical problems. And
most key distribution strategies assume that there may exist a safe wireless transmitting
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S. Sun et al. (eds.), Signal and Information Processing,
Networking and Computers, Lecture Notes in Electrical Engineering 473,
https://doi.org/10.1007/978-981-10-7521-6_2



channel, which, however, is highly challenging in wireless systems. Besides, with the
development of hardware technology, these schemes may be compromised. To
enhance the security of wireless communications, PHY-based key generation has
attracted much attention in recent years.

There have been extensive researches on key generation based on the wireless
physical layer. Instead of exploiting the computationally secure nature of the public key
cryptography and symmetric encryption schemes, wireless physical layer based key
generation is information-theoretically secure. The concept of the secret key agreement
exploiting wireless channel characteristics was first proposed in [2]. Key generation
schemes such as received signal strength (RSS) based schemes and channel state
information (CSI) based schemes have been studied in [3–6]. Secret key agreement in
two-way wireless relaying systems was studied in [7, 8]. Group secret key generation
was discussed in [9], where one-by-one randomness sharing was exploited, i.e., each
participant took turns to broadcast training sequences to estimate channel gains. In
general, the secret key generation procedures are usually divided into four stages, i.e.,
channel probing, quantization, information reconciliation and privacy amplification
[10]. Channel reciprocity, which provides similar wireless channel characteristics for
the two communication parties within coherence time, is exploited in most systems.

In this paper, we propose a PHY-based secret sharing (PSS) scheme based on
fading channel characteristics in multiple-input multiple-output (MIMO) systems. The
main contributions are summarized as follows.

• A two-step randomness sharing is designed. Different from letting participants take
turns to broadcast training sequences, we divide the coherence time into two time
slots in which all the participants transmit signals to reduce the time overhead.

• The status of each participant in the group is equal and anyone within the group can
encrypt a file using the obtained key while the others need to decrypt the file jointly,
thus can prevent secrets falling into the wrong hands.

• A power allocation scheme based on particle swarm optimization (PSO) algorithm
is presented to improve the secret key rates under power constraints.

The rest of this paper is organized as follows. Section 2 introduces the system
model. Section 3 presents the proposed PSS scheme in details and provides our power
allocation algorithm. The numerical results are shown in Sect. 4 and conclusions are
given in Sect. 5.

2 System Model

In this paper, we are mainly concerned with ðn; nÞ threshold secret sharing schemes,
when all shares are necessary to recover the secret. Without loss of generality, we
consider a secret sharing scheme for a group including three participants named Alice,
Bob and Charlie. The system model is depicted in Fig. 1, where the three participants
wish to generate a set of secret keys through fading wireless channels in the presence of
a potentially dishonest one who may act as a passive eavesdropper. In this model, we
assume that the fading channel is a slow fading channel, which means the fading
channel remains constant within the channel coherence time, thus the reciprocity of the
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channel holds. Let hi;j denotes channel between antenna i and j, and it is assumed to be

Gaussian random variables, i.e., hi;j �N 0; r2i;j
� �

. We also assume the noise at each

antenna is i:i:d complex Gaussian random variable with zero mean and variance r2.
Moreover, we assume all the participants can communicate with each other and work in
a half-duplex system. Each participant is equipped with two antennas and in each time
slot in the proposed scheme, one antenna is used to transmit signals while the other is
used to receive signals. Considering channel estimation between antenna i and j, the
received signals after the training process at antenna i and j can be written as yi;j ¼
hi;jsi þ nj and yj;i ¼ hj;isj þ ni, where si and sj are probe signals transmitted from
antenna i and j, respectively. Then node j and i can obtain the following estimated
channel gains

~hi;j ¼ sTi
sik k2 yi;j ¼ hi;j þ sTi

TPi
nj; ð1Þ

~hj;i ¼
sTj

sj
�� ��2 yj;i ¼ hj;i þ

sTj
TPj

ni; ð2Þ

where k si k2¼ TPi and k sj k2¼ TPj . Pi, Pj are transmission power of antenna i and j,
respectively. T is the duration of the signal transmitted by each antenna.

After the channel estimation, each antenna pair ði; jÞ can agree on a nearly uni-
formly distributed pairwise secret key with arbitrarily small error probability [8], the
secret key rate between antenna i and j is Ri;j ¼ Ii;j=2T where

Ii;j ¼ I ~hi;j; ~hj;i
� � ¼ � 1

2
log 1� r2i;jTPi

r2i;jTPi þ r2
� r2j;iTPj

r2j;iTPj þ r2

 !
: ð3Þ

Alice

Bob

Charlie

Antenna

Fig. 1. System model.
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3 PHY-Based Secret Sharing and Power Allocation

3.1 PSS Scheme

In our scheme, the duration of each channel estimation requires two time slots T1 and T2.
It is reasonable to assume T1 ¼ T2 ¼ T=2, where T represents the channel coherence
time. Our scheme includes two major components: two-step point-to-point randomness
sharing and secret key generation. Let B represents the group, i.e., B ¼ A;B;Cf g, the
details can be described as follows.

• Two-step point-to-point randomness sharing. As is illustrated in Fig. 2, this
phase consists of two time slots. In the first time slot T1, each participant n; n 2 B
transmits probe signals sn with length L using their antenna 1. At the same time,
their antenna 2 are used to receive all the signals. Assuming all transmitted
sequences are orthogonal to each other, the received signal at each participant can
be written as

yk2 ¼
X

n2B;n 6¼k

hk2;n1sn þ nk2 ; ð4Þ

where k denotes the participant k and the subscript 1, 2 denote antenna 1 and 2. nk2
is additive white Gauss noise at antenna k2 and sn ¼ sn1; sn2; . . .; snL½ � is the probe
signal. We assume the three parties are at least half of wavelength away, thus all the
channel gains are independent of each other, which indicates that Charlie can get no
information about hB2;A1 , so it is with Alice and Bob.

In the second time slot T2, each participant n transmits probe signals sn using their
antenna 2, respectively. At the same time, their antenna 1 are used to receive all the
signals. Similar to the first time slot, the received signal at each participant can be
written as

yk1 ¼
X

n2B;n 6¼k

hk1;n2sn þ nk1 : ð5Þ

Antenna 1

Antenna 2

Time slot 1 Time slot 2

Alice Charlie

Bob

Alice Charlie

Bob

Fig. 2. Two-step randomness sharing in PSS where each participant is equipped with two
antennas.
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Due to the channel reciprocity, we have hi;j ¼ hj;i. Consequently the shared ran-
domness among Alice, Bob and Charlie can be given as ~hBA ¼ ~hB2;A1 ;

~hB1;A2

� �
,

~hCA ¼ ~hC2;A1 ;
~hC1;A2

� �
, ~hBC ¼ ~hB2;C1 ;

~hB1;C2

� �
.

• Secret key generation. Based on the two-step randomness sharing, each participant
within the group can obtain the corresponding estimated channel gains, i.e., Alice
gets ~hBA and ~hCA, Bob gets ~hBC and ~hBA and Charlie gets ~hCA and ~hBC. Then
according to the pairwise key agreement schemes in [6, 9], the cumulative distri-
bution function (CDF) based quantizer maps ~hBA, ~hCA, ~hBC to the corresponding
Gray code. After information reconciliation and privacy amplification, three pair-

wise keys ~h
M
BA, ~h

M
CA and ~h

M
BC are generated. Next, all the three participants calculate

the XOR of the pairwise keys they possess. Thus the final secret keys ðKA;KB;KCÞ
can be easily obtained by KA ¼ ~h

M
BA � ~h

M
CA, KB ¼ ~h

M
BA � ~h

M
BC, KC ¼ ~h

M
CA � ~h

M
BC with

the key rate Rkey.

As the channel between any two participants consists of two sub-channels, con-
catenating the pairwise secret keys from each sub-channel, the key rates for each
channel hBA, hCA, hBC can be written as RBA ¼ RB2;A1 þRB1;A2 , RCA ¼ RC2;A1 þRC1;A2 ,
RBC ¼ RB2;C1 þRB1;C2 . Since the shorter key is protected by the longer key in XOR
operation, the group key rate is limited by the smallest pairwise key rate. Therefore the
final keys KA;KB;KCð Þ in this scheme are obtained with the key rate

Rkey ¼ minfRBA;RCA;RBCg: ð6Þ

3.2 Power Allocation

Here we design an algorithm to search for the optimal power allocation for the PSS
scheme under total power constraint. The problem we solve can be given as

maximize Rkey

s:t: P ¼ P
d2Q

Pd;

Pd [ 0

ð7Þ

where P is the total power of the group and Q is the set of all the antennas within the
group. Pd is the transmission power of antenna d. Exploiting the penalty function
method, we can rewrite the problem as

maximize Rkey þ k P;
P
d2Q

Pd

" #þ
;

s:t: Pd [ 0

ð8Þ

where k is a inertial weight coefficient for the penalty function. a; b½ �þ means that
a; b½ �þ¼ 0 if a � b, otherwise a; b½ �þ¼ a� b.
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We design the power allocation based on the proposed PSO algorithm to maximize
the key rate. PSO is inspired by the birds flocking behaviors and is a population-based

optimization method. In Algorithm 1, xni ¼ xni;d; d 2 Q
n o

is the position of bird i at

time n, and xni;d means the transmission power of antenna d. vni ¼ vni;d; d 2 Q
n o

is the

velocity of bird i. Pi ¼ ½xni;A1
; xni;A2

; � � � ; xni;C2
� is the personal best position of bird i and

Pb ¼ ½xnb;A1
; xnb;A2

; � � � ; xnb;C2
� represents the global best position of the group, where b

indicates bird b. Moreover, according to Eq. (8), the fitness F can be given as

F ¼ Rkey þ k P;
P

d2Q Pd

h iþ
. The purpose is to find the best position where the fitness

F is maximum through iteration. The position and speed update model is

v nþ 1ð Þ
i ¼ vni þ c1b1} Pi � xni

� �þ c2b2} Pb � xni
� �

; ð9Þ

x nþ 1ð Þ
i ¼ xni þxv nþ 1ð Þ

i ; ð10Þ

where } represents the element-by-element (Hadamard) product operation. x is the
inertial weight coefficient and c1 and c2 are the learning factors. We set x ¼ 0:5,
c1 ¼ c2 ¼ 2. b1 and b2 are vectors which obey uniform distributions over [0,1]. Using
Algorithm 1, we update the power allocation and when the number of iterations reaches
to a predetermined value, we can get the optimal power allocation.

4 Numerical Results and Analysis

In order to estimate the performance of our proposed scheme, some numerical
examples are provided in this section. For simplicity, all additive noise variance are
assumed to be 1 (i.e., r2 ¼ 1).
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Figure 3(a) compares the secret key rates of our proposed power allocation with the
equal power allocation. We assume the variances of each channel gain are set as
rA1;B2 ¼ 2:7, rA2;B1 ¼ 1:3, rB2;C1 ¼ 1:1, rB1;C2 ¼ 0:09, rA1;C2 ¼ 5:7, rA2;C1 ¼ 4 and
ri;j ¼ rj;i. The inertial weight coefficient is set as k ¼ 4. It is obvious that our power
allocation scheme using PSO algorithm outperforms equal power allocation. We can
also see that the secret key rate difference between the two allocations increases with
the increased SNR at the low SNR region. However, when the SNR is higher, the
difference tends to be a stable value. This phenomenon occurs because the proposed
power allocation algorithm tends to assign more power to channels with worse channel
quality. When SNR is low, the secret key rate is mainly limited by noise, so with SNR
increasing the improvement of the power allocation algorithm can be more significant.
However, when SNR is high, the secret key rate is mainly limited by the variances of
channel coefficients, thus the improvement of the power allocation algorithm can
become stable.

Moreover, Fig. 3(b) shows the secret key rates using two-step randomness sharing
and one-by-one randomness sharing as a function of the number of participants (i.e.,
M) during the coherence time. The variances of all channel gains are 2.7, and the power
P = 20 or 30. The results indicate that our two-step randomness sharing can reduce the
time overhead when the number of participants gets large.

5 Conclusions

In this paper, we have investigated the ðn; nÞ threshold secret sharing scheme based on
physical layer in MIMO systems. In our PSS scheme, three legitimate participants
within a group employ the two-step randomness sharing scheme to establish keys with
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Fig. 3. (a). Comparison of key rates with proposed power allocation and key rates with equal
power distribution under total power constraint. (b). Secret key rates using two-step randomness
sharing and one-by-one randomness sharing versus the number of participants, the variances of
all channel gains are 2.7.
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each other exploiting the fading channel coefficients. Once the group secret keys
generated, any participant in the group can encrypt confidential message and let the rest
of the group work together to restore the message. Moreover, a PSO algorithm based
power allocation scheme was derived for total power constraint. Numerical results
show that our proposed power allocation is efficient on the secret key rates.
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Abstract. In modern wireless systems, channel prediction is an effective way to
overcome the feedback delay of channel state information (CSI). When the
receiver performs adaptive transmission based on the feedback CSI, the channel
prediction algorithm can reduce the system overhead by predicting the future CSI.
In this paper, we provide a long short-term memory (LSTM) network for wireless
channel prediction. This method can get a smaller prediction error than other
intelligence methods. Experiments show that the LSTM model has a lower
normalized mean square error (NMSE) and less running time than support vector
machine, artificial neural network, and recurrent neural network prediction
approaches.

Keywords: Wireless channel prediction · Channel state information ·
Long short-term memory network

1 Introduction

With increasing demands of business communications, high communication quality and
spectral efficiency become the main objectives and challenges for the future of wireless
communication systems. With the increase in the number of base station antennas, feed‐
back overhead increases. For a Time Division Duplexing (TDD) system, which can use
channel reciprocity to obtain Channel State Information (CSI), but for a Frequency
Division Duplexing (FDD) system, it is difficult to obtain accurate CSI at the base station
side, and a large feedback overhead. Channel prediction is an effective way to overcome
the feedback delay of CSI. It can predict comparatively accurate CSI to provide reliable
data for applying the adaptive transmission technique. Channel prediction methods can
be used to predict the coming CSI in advance, so it can reduce the impact of channel
feedback delay error.

There are many existing channel prediction methods. The existing methods for
channel prediction can be divided into traditional methods and intelligence methods.
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The traditional methods include Kalman filtering method, LMS algorithm, particle filters
and so on. These methods have some disadvantages as follows.

• Kalman filtering method: it would result in a waste of frequency resources and large
amounts of data were needed.

• LMS algorithm: the convergence was slow and the method is not applicable in the
fast time varying system.

• Particle filters: there were no pilot symbols, but due to the random variable iteration
was used to complete the approximation of the unknown distribution, the computa‐
tional complexity was further increased.

The intelligence methods include support vector machine (SVM) [1–3], support
vector regression (SVR) [4], neural network [5–8], autoregressive (AR) model [9, 10]
and so on. Figure 1 shows a block diagram of the intelligence methods for channel
prediction. Compared with these intelligence optimization algorithms, the neural
network has the advantages of nonlinearity, input-output mapping, adaptability, fault
tolerance, high-speed parallelism, and self-learning, which will provide important tech‐
nical support for wireless communication development.
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Regression

Recurrent 
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Complex-
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propagation 
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Complex-
Valued 
Neural 

Networks

Fig. 1. Channel prediction family tree

LSTM is an excellent variance model of Recurrent Neural Networks (RNN), inher‐
iting the characteristics of most RNN models, and solves the vanishing gradient problem
caused by the gradual reduction of gradient back propagation. An LSTM network is a
prediction model. It is well suited for dealing with issues that are highly relevant to time
series, such as machine translation, dialog generation, encoding, decoding, and so on.

In this paper, we propose an LSTM model to solve wireless channel prediction for
real scenarios. We first build a simple input simple output LSTM model which can make
full use of pasted CSIs. In addition, we proposed a channel prediction scheme. Finally,
the experiment determines the number of training samples and hidden layers.
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The normalized mean square error (NMSE) and running time are evaluated under
different prediction approaches.

2 Channel Model

In this paper, we study realistic scenes, based on outdoor microcellular channel meas‐
urements at 39 GHz for 5th-Generation (5G) channel. The outdoor microcellular meas‐
urements were conducted at the research institute of radio wave propagation in Qingdao,
China. In this scenario, a line-of-sight (LoS) is measured as shown in Fig. 2. The Base
Station (BS) and Mobile Station (MS) are located in a crane and a trolley with heights
of 9 m and 1.8 m, respectively. As can be seen from Fig. 2, the BS and the MS are line-
of-sight transmission, and they are equipped with one antenna. Dmin represents the
minimum distance between the BS and the MS. The moving distance of MS is Dt. Also,
there are many obstacles in the actual measurement. The antenna parameters are
displayed in Table 1.

minD

BS

MS

tD

Fig. 2. Outdoor line of sight measurement

Table 1. Antenna parameters.

Frequency 26.5 GHz–40 GHz
Transmit power 1 W
Bandwidth 1 GHz
Antenna gain 24.29 dB–26.97 dB

3 Long Short-Term Memory

LSTM is a special recurrent neural network with the ability to learn long-term depend‐
encies. It is a useful model for predicting. CSI obtained from the feedback channel for
FDD wireless communication systems is outdated as a result of processing and feedback
delay, and cannot indicate the actual channel state at the time of sending data. In order
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to alleviate the problem of outdated CSI, the transmitter predicts CSI at the time of
sending data by adopting an LSTM.

LSTM has a chain structure similar to RNN, but the repeating modules are different.
There are four instead of a single neural network layer, and they interact in a special
way, as shown in Fig. 3.

Fig. 3. LSTM chain structure

LSTM contains three layers: an input layer, a cell layer, and an output layer. A Cell
consists of three gates (input, forget, output) and a cell unit. Gate uses a sigmoid acti‐
vation function, while input and cell states are usually converted using tanh. Figure 4
shows the LSTM cell diagram.

th

•

•

•

to

ti

tc in−

tctf

1tc −

( )1,t tx h −

Fig. 4. LSTM cell diagram

The input vector is 
(
xt, ht−1

)
∈ CM×1, which is an M-dimensional variable, the output

state is ht ∈ C, a one-dimensional variable. The update of the LSTM cell can be divided
into the following steps.
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Step 1: Calculating the value of the candidate memory cell at the current time c−int,
Wxc, Whc corresponding to the input data and the last moment LSTM cell output weight,
respectively.

c−int = tanh
(
Wxcxt + Whcht−1 + bc

)
. (1)

Step 2: Calculating the value of the input gate it. The input gate is used to control the
effect of the current data entry on the memory cell status value.

it = 𝜎
(
Wxixt + Whiht−1 + Wcict−1 + bi

)
, (2)

where 𝜎 is usually taken as a logistic sigmoid function, the value range (0,1).
Step 3: Calculating the value of the forgotten gate ft. The forgotten gate is used to
control the effect of historical information on the current memory cell status values.

ft = 𝜎
(
Wxf xt + Whf ht−1 + Wcf ct−1 + bf

)
. (3)

Step 4: Calculating the current time memory unit status value ct.

ct = ft ⊙ ct−1 + it ⊙ c−int, (4)

where ⊙ represents a point-by-point product.
Step 5: Calculating the output gate ot, used to control the output of the memory unit
status value.

ot = 𝜎
(
Wxoxt + Whoht−1 + Wcoct−1 + bo

)
. (5)

Step 6: Finally, the output of the LSTM cell is given by Eq. (6).

ht = ot ⊙ tanh
(
ct

)
. (6)

The design of three doors and a separate memory cell allows the LSTM cell to
maintain, read, reset and update long distance historical information.

4 Experiment Results and Analysis

At time n, there are M input features for LSTM, and y(n) is the output variable. Thus,
input samples are as follows:

{
x(n) = [h(n), h(n + 1),… , h(n + M − 1)]T

y(n) = h(n + M)
, (7)

where n ∈
{

1, 2, 3, … , Ns

}
, Ns is the total number of samples.

The total samples consist of training data and test data. Training samples are selected
from the following proportions: {20%, 40%, 50%, 60%, 80%}. The rest are test data.
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In the experiment, the total number of samples and forecast length are set as Ns = 22528,
M = 20, respectively.

The prediction error metrics NMSE is defined as,

NMSE =

∑|||h(n + M) − ĥ(n + M)
|||
2

∑
|h(n + M)|2

, (8)

where ĥ(n + M) is the predicted CSI, and h(n + M) is the actual CSI.
The number of hidden layers and training samples in the LSTM are determined by

experiment. Training samples are selected as described above. Training set repeated
training model 1000 times. Figure 5 shows that under different cell layers, NMSE grad‐
ually decreases as the sample increases. As can be seen from Fig. 5, when the number
of cell layers is 1, samples ratio is 80%, the LSTM can obtain a smallest NMSE perform‐
ance. when the samples ratio is 50%, the NMSE get the minimum at cell = 3. Therefore,
in this experiment, the numbers of hidden layers and training samples are set as 1 and
0.8 × Ns, respectively. So we can use the least hidden layer to obtain a lower mean square
error, the network is simpler.
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Fig. 5. NMSE versus number of training samples under different hidden layers.

Figure 6 shows the predicted results for LSTM when the samples ratio is 80%. The
blue line represents the original CSI, and the red line indicates the predict CSI. From
Fig. 6 we can see that the CSI trend is consistent, and the difference is small between
original CSI and predicts CSI.
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Fig. 6. The predicted results for LSTM when the samples ratio is 80%.

In Table 2, the existing SVM, Artificial Neural Network (ANN), RNN prediction
methods are compared in terms of NMSE and running time. Running time is the time
for the model to train once. In this experiment, SVM uses the radial basis function kernel
function, the hidden neurons of ANN and RNN were set to 30, the hidden layer activation
function is set to sigmoid and the output layer is tanh. The samples ratio is 80%. And
the operating system is inter core Central Processing Unit of 3.40 GHz. The program
runs 10 times to solve the average of the NMSE. It can be observed that LSTM outper‐
forms SVM, ANN, and RNN and running time is acceptable. The reason is that LSTM
has the ability to learn long-term dependencies. Remembering information for long
periods of time is practically their default behavior, not something they struggle to learn.

Table 2. Compare SVM, ANN, RNN, with LSTM in NMSE and running time.

Methods NMSE Time
SVM 0.9786 175.08 s
ANN 0.4842 12.94 s
RNN 0.4847 0.04 s
LSTM 0.0878 0.82 s

5 Conclusions

Channel prediction provides a more accurate prediction of channel state information,
which can improve the system capacity and system performance of the channel. In this
paper, we present an LSTM model to apply the channel prediction to the actual scene.
The proposed LSTM model has lower NMSE and running time than previous intelli‐
gence methods.
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Based on the algorithm of the model, compared with traditional methods, the biggest
benefit is that it does not need Doppler frequency shift, the physical properties of scatter
and number of channel information, it only predicted CSI values on the basis of past
CSI, the algorithm is relatively simple, and has a smaller amount of calculation.
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Abstract. Signal identification is a crucial subject in cognitive radio
(CR) systems. In GSM spectrum refarming or spectrum monitoring sce-
narios, CR is required to identify on-the-air signals like long term eval-
uation (LTE), global system mobile (GSM). Second-order cyclostation-
ary detection is an identification method robust to noise uncertainty and
used widely in spectrum sensing. However, it requires high sampling rate
and long processing time. In this paper, we first propose a compressed
sensing (CS) based sampling structure to reduce the sampling rate using
the second-order cyclostationary features of Time Division-LTE (TD-
LTE) and GSM signals. Furthermore, an identification method for TD-
LTE and GSM signals based on CS is employed to reduce sensing time.
The performance of the method is evaluated by the practical on-the-air-
signals measured with a spectrum analyzer. Numerical results show that
our method can achieve a high detection probability with a low sampling
complexity.

Keywords: Signal identification · Compressed sensing
Second-order cyclostationarity · TD-LTE · GSM

1 Introduction

Cognitive radio (CR) is an effective technology to tackle the spectrum scarcity
problem. It allows secondary users to access the spectrum opportunistically with-
out interfering with the primary users [1,2]. In some applications, in order to
adapt to the complex radio environment, CR is required not only to identify
the presence but also the type of on-the-air signals [3]. And in spectrum shar-
ing scenario, such as GSM spectrum refarming for LTE co-channel deployments,

c© Springer Nature Singapore Pte Ltd. 2018
S. Sun et al. (eds.), Signal and Information Processing,
Networking and Computers, Lecture Notes in Electrical Engineering 473,
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it is more important to identify who is occupying the spectrum. And then cor-
responding decisions can be made to avoid interference with licensed users and
improve spectrum sharing efficiency. Thus it is important for CR to identify LTE
and GSM signals [4].

Second-order cyclostationary detection is one of the signal identification
methods. It identifies different signals by detecting the second-order cyclosta-
tionary features related to frame structures, modulation, etc. [5]. Since reference
signals (RS) used for channel estimation and acquisition repeat every LTE frame,
significant peaks are formed at certain fixed cyclic frequencies. This has been
verified in [4,6] by acquiring the cyclic autocorrelation function (CAF). Second-
order cyclostationary detection is robust to noise uncertainty and needs less
prior information of the target signal. However, cyclostationarity based signal
identification requires large signal samples and high computation complexity.

To reduce the complexity of second-order cyclostationary detection, com-
pressed sensing techniques have been investigated in many studies [7–9]. Specif-
ically, in [7], Tian proposed a compressive sampling scheme to recover a two
dimensional cyclic spectrum in wideband sensing. However, this method relies
on sparsity in both cyclic domain and frequency domain. In [8,9], the authors
exploited the sparse feature of the CAF, upon which a CS based spectrum sens-
ing method was proposed. This method shortens the sensing time and has a
relatively low complexity. However, this method is only verified in the identifi-
cation of simulated man-made narrow-band signals. So, real world experiments
are needed to verify compressed sensing based signal identification using cyclo-
stationary features. Different from the prior work on CS based cyclostationary
identification, our paper evaluates the performance of the method by the mea-
sured on-the-air data. So our conclusions are more practical and can be used to
guide piratical spectrum sharing deployments.

In our paper, we implement CS algorithm using real world TD-LTE and GSM
signals acquired with a spectrum analyzer Tektronix 306B. The CAF of TD-LTE
and GSM signals are obtained using the measured data and then the second-
order cyclostationarity of the measured signals are verified for our proposed CS
structure. Our contributions are as follows:
1. Using cyclostationary features, we are the first to propose a low-rate com-

pressed sampling structure for TD-LTE and GSM signals identification.
2. Real-world experiments are implemented to prove our proposed signal iden-

tification method. Verification results show that a high right identification
probability can be obtained with short observation time and low false alarm
probability.

2 Preliminaries of LTE and GSM Signal Identification

2.1 Second-Order Cyclostationarity

Signal identification is a binary hypothesis-testing problem [8]:

H0 : y (t) = n (t)
H1 : y (t) = x (t) + n (t) . (1)
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Under the hypothesis H0, the received signal only contains Gaussian noise
n (t) ∼ N (

0, σ2
n

)
, where N (

0, σ2
n

)
is the Gaussian distribution with mean 0 and

variance σ2
n. Under the hypothesis H1, the received signal is LTE or GSM signal

x (t) plus the additive Gaussian noise n (t).
Given the second-order cyclostationarity of the random process x (t), the

autocorrelation function R (t, τ) can be expressed by the Fourier series as

R (t, τ) =
∑

α

c (α, τ) ej2παt, (2)

where {α} consists of the integer multiples of the cyclic frequency α0. If T0 is a
cycle of R (t, τ), then α0 = 1

T0
. The CAF can be expressed as

c (α, τ) =
1
T0

∫ T0

t=0

R (t, τ) e−j2παtdt. (3)
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Fig. 1. The frame structure of TD-LTE. Fig. 2. The frame structure of GSM.

The sampling sequence of the signal x (t) is denoted as x (n). If the observa-
tion time is Ttotal and the sampling period is Ts, the length of x (n) is N = Ttotal

Ts
.

Fs = 1
Ts

is the sampling frequency. The unbiased estimation of c (α, τ) is

ĉ (α, τ) =
1
N

N−1∑

n=0

x (n) x∗
(

n +
τ

Ts

)
e−j2παnTs , (4)

where τ is the integer multiply of Ts. The second-order samples are
rτ (n) = x (n) x∗

(
n + τ

Ts

)
. Therefore, the vector consisted of samples

of ĉ (α, τ) in the cyclic frequency domain, which is defined as cτ =[
ĉ (0, τ) , ĉ

(
Fs

N , τ
)
, · · · , ĉ

(
(N−1)Fs

N , τ
)]

is

cτ =
1
N

DNr τ , (5)

where DN is an N dimensional DFT matrix and rτ =
[
rτ (0) , rτ (1) , · · · ,

rτ (N − 1)
]T is the vector form of rτ (n).
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2.2 The Frame Structures of TD-LTE and GSM

The second-order cyclostationarity based signal identification is closely depends
on the frame structure of the signal. The frame structure of TD-LTE is shown
in Fig. 1 [10]. A TD-LTE frame contains 20 time slots, each with 6 or 7 OFDM
symbols. In each time slot, NRB

SC subcarriers constitute a resource block (RB).
The reference signals (RSs) used for cell identification are embedded in the RBs
as shown in Fig. 1. Since reference signals are repeated in each time slot, LTE
signal exhibits second-order cyclostationarity.

The frame structure of GSM signal is depicted in Fig. 2 [11]. Each GSM
frame contains 7 time slots. A time slot might be the normal bursts for data
transmission and the control bursts for synchronization, access, etc. In each
normal burst, the training sequence used for channel estimation occupy 26 bits.
The second-order cyclostationarity of the GSM signal comes from the periodicity
of the training sequences.

For LTE signals, the period of reference signals is T0,LTE = 0.5 ms. So the
cyclic frequency is α0,LTE = 1

T0,LTE
= 2kHz. And for GSM signals, the period

of training sequences is T0,GSM = 0.577ms. So the cyclic frequency is α0,GSM =
1

T0,GSM
= 1.733 kHz. These features are used to identify signals.

3 The Compressed Sensing Based Identification Method
for LTE and GSM Signals

In this section, we present an enhanced method to identify LTE and GSM signals
as depicted in Fig. 3. First, a noval structure is introduced to achieve sub-Nyquist
sampling rate. Then, a low-complexity algorithm based on compressed sensing
is used to estimate the cyclic frequencies. Finally, we elaborate the decision rule.
The detection diagram is shown in Fig. 3.

Fig. 3. The proposed detection diagram.

3.1 Signal Sampling

The band of the target signal is usually broad, but the cyclic frequencies may
not be very high. As our aim is to identify the signal, the sampling rate can be
much lower than the Nyquist rate.

In our proposed structure, the samples are obtained from the second-order
signals, which is obtained by multiplying the original signal with the delayed



A Practical Implementation of TD-LTE and GSM Signals Identification 31

Algorithm 1. Cyclic frequencies detection via OMP
Input: Second-order signal samples r2; dictionary matrix Q
Initialization: res = r2; I = []
1: for k = 1 : K do
2: i = argmax

(
resHQ

)
// Find the most relevant item form the dictionary.

3: I = [I , i], Ψ = Q (:, I )
4: α̂k = (i − 1) Δα // Calculate the cyclic frequency corresponding to the selected

index.
5: res = ĉ − Ψ

(
Ψ−1Ψ

)
Ψ−1ĉ // Remove the influence of the estimated cyclic

frequencies.
6: end for
Output: Estimated cyclic frequencies α̂k (k = 1, 2, · · · , K).

signal. The delay is τ = Tf , where Tf is the frame length of the target sig-
nal. In this way, the second-order cyclostationarity of the target signal is more
significant. The signal at a in Fig. 3 can be represented as

r (t) = y (t) y (t + Tf ) . (6)

In order to sample the second-order signal with a low rate, the mean of the
second-order signal is calculated every Tc period before sampling. According to
the Nyquist sampling theory, the maximum cyclic frequency should be smaller
than 1

2Tc
. The signal at b is denoted as

r1 (p) =
1
Tc

∫ pTc

t=(p−1)Tc

r (t) dt. (7)

The vector form of r1 (p) is r1 = [r1 (1) , r1 (2) , · · · , r1 (N1)], where N1 = T1
Tc

.
T1 is the observation time. The CAF vector can be denoted as c = DN1r1, whose
resolution is Δα = 1

T1
= 1

TcN1
. The observation time should be long enough to

obtain a high CAF resolution.

3.2 The Identification Method

As mentioned above, signal identification requires a long observation time, which
is generally many frame periods. In fact, a short observation time is enough
because CAF is sparse in cyclic domain. This means that the recovery of CAF
is a compressed sensing problem. We define a short-time observation r2 that is
the first N2 elements of r1. Namely, r2 contains the samples within the obser-
vation time T2 (T2 � T1). If we use the knowledge of r2 to recover CAF c, the
compression ratio is β = N2

N1
= T2

T1
. Thus, the recovery problem is

min
c

‖c‖0 , subject to r2 = Qc (8)

where ‖·‖0 is the l0 norm to count the number of non-zero entries, and Q ∈
C

(N2×N1) is the first N2 columns of N1 order IDFT matrix.
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Orthogonal matching pursuit (OMP) is used so solve the recovery problem,
which is given in Algorithm 1. K estimated cyclic frequencies are worked out
in K loops. K should be larger than the number of the cyclic frequencies. But
larger K will lead to larger false alarm probability. In each loop, the index of
the column in Q which has the largest correlation with the residue is selected.
The estimated cyclic frequency is calculated according to the index and the
expected cyclic frequency resolution Δα = 1

T1
. Then a new residue is obtained

by eliminating the contributions of the estimated cyclic frequencies.
The identification needs to decide whether the target signal has the cyclic

frequencies of LTE or GSM {αz|αz = zα0, (z = 1, 2, · · · , Z)}, where α0 is α0,LTE

or α0,GSM, and Z is the number of cyclic frequencies to be detected. The deci-
sion rule is that if an estimated cyclic frequency α̂k (k = 1, 2, · · · ,K) satisfies
|α̂k − αz| < η, where η is a predefined threshold, the target signal has the cyclic
frequency αz.

The signal type is decided using a voting rule. If the target signal has an
cyclic frequency az, we have Δz = 1. If

∑Z
z=1 Δz ≥ V , the occasion is decided

as H1. Else, the occasion is decided as H0.

Fig. 4. An example of neighborhoods of cyclic frequencies. α0 = 2000Hz, Z = 5.

The false alarm probability is determined by the two threshold η and V . For
the noise case H0, the possible positions of the peaks are uniformly distributed in
the cyclic domain with the employment of OMP. Considering the decision rule,
the false alarm probability is the probability that no less than V estimated cyclic
frequencies locate in the neighborhoods U (αz, η) , (z = 1, 2, · · · , Z), which are
the red ranges in Fig. 4. From this figure, we can easily find that the probability
that one cyclic frequency locates in U (αz, η) is Pe = 2ZηT1

N1
. So the false alarm

probability is

Pf = P (H1|H0) = 1 −
V −1∑

k=0

Ck
KP k

e (1 − Pe)
(K−k)

. (9)

4 Performance Evaluation by Measured Data

The experiment conditions are given first. The on-the-air signals were measured
by the spectrum analyzer RSA306B from tektronix company. Real-world cellular
signals are down converted from RF to baseband by RSA306B. And IQ data
can then be processed with MATLAB software. We measured TD-LTE signal of
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Fig. 7. The recovery of CAF of TD-LTE
with the compression ratio β = 0.1.
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Fig. 8. The recovery of CAF of GSM with
the compression ratio β = 0.1.

Band 33 with the frequency range 1885–1905 MHz and the downlink GSM signal
with the frequency range 935–954 MHz. The CAF of the measured signal with
length T1 = 100 ms is calculated and shown in Figs. 5 and 6. Significant peaks
exist at some integer multiplies of the two cyclic frequencies α0,LTE = 2kHz and
α0,GSM = 1.733 kHz, respectively.

Then, the measured data is used to simulate the proposed sampling structure
and the identification method. Since the cyclic frequencies (αz ≤ 10 kHz) is much
smaller than the signal bandwidth (20 MHz), the sampling rate can be lower
than the Nyquist rate with the proposed sampling structure if the only purpose
is identification. In our simulations, the sampling rate is set as Fs = 1

Tc
= 56 kHz,

and the compression ratio is set as β = 0.1, which means the observation time
is T2 = 10 ms. The number of iterations of OMP is set as K = 20 in order to
recover all peaks. The recovery of CAF is shown in Figs. 7 and 8. The positions
of the peaks are precisely estimated by OMP algorithm.

In the decision step, the voting threshold is V = 2. The false alarm probabil-
ity is decided by the threshold η. In our simulations, η is set as 10 Hz, 20 Hz and
30 Hz, corresponding to different false alarm probabilities. The number of cyclic
frequencies to be detected is set as Z = 5 for LTE identification. And for GSM
identification, Z = 4. The probability of right identification Pd = P (H1|H1) ver-
sus signal to noise ratio (SNR) is illustrated in Fig. 9. We adjusted the SNR in our
simulations by adding emulational noise to the measured data. The compression
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Fig. 9. The probability of correct detec-
tion versus SNR with different false
alarm probabilities. The compression
ratio is 0.1.

Fig. 10. The probability of correct detec-
tion versus compression ratio with differ-
ent SNR. False alarm probability is 5.9 ×
10−4 for TD-LTE and 3.8×10−4 for GSM.

ratio is 0.1 in this simulation. As shown in this figure, a high performance is
achieved with small false alarm probability.

The influence of the compression ratio on the probability of correct identifi-
cation is illustrated in Fig. 10. The SNR is set as −2 dB, −4 dB and −6 dB. The
threshold η is set as 10 Hz. Namely the false alarm probability is 5.9 × 10−4 for
TD-LTE and 3.8×10−4 for GSM. From this figure, we get the conclusion that a
high performance can be achieved with low compression ratio (short observation
time) when the SNR is not very small.

5 Conclusion

In this paper, we focused on the low-complexity identification of the practi-
cal LTE and GSM signals. We measured TD-LTE and downlink GSM signals
by a spectrum analyzer. Then a low-rate sampling structure and an OMP-
based method were employed to identify the signals. The performance of the
compressed sensing based method was evaluated by measured data. Numerical
results show that a high right identification probability is obtained with short
observation time and low false alarm probability. For future work, it would be
interesting to identify signals in the condition that diverse signals possibly exist.
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Abstract. The interference of mobile communication network optimization
system is mainly for the interference of intra-system, interference of inter-system
and short distance external interference. The interference localization of the
mobile communication network, especially the Time Division Duplexing
(TDD) system, becomes very complicated. This paper mainly expounds the
basis of the generation of atmospheric duct, and how to monitor the interference
of atmospheric duct of the Time Division Long Term Evolution (TD-LTE)
system. On the basis of this, the paper proposes a centralized scheme to avoid
the interference of atmospheric duct, focusing on the optimization measures of
avoiding and reducing the interference of atmospheric duct through parameter
optimization.

Keywords: Atmospheric duct � Special sub-frame
Time division duplexing � Power control

1 Introduction

Under certain meteorological conditions, the propagation of electromagnetic waves in
the atmosphere, especially in the near surface layer, is bent due to the influence of
atmospheric refraction. When the curvature over the surface of the earth curvature,
electromagnetic wave will be part of the ground settlement by the thin atmosphere with
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a certain thickness, like electromagnetic wave in metal duck propagation, the atmo-
sphere is called atmospheric duct. Propagation of electromagnetic waves in atmo-
spheric duct is called atmospheric duct propagation. It can make the electromagnetic
wave in the smaller attenuation along atmospheric duct to a very far place.

Atmospheric duct is a layer different from the standard atmosphere. Atmospheric
duct has a negative high index of refraction gradient. Atmospheric duct layer can make
the part of the regional electromagnetic wave propagate to become the original elec-
tromagnetic blind, also can make the part of the electromagnetic wave with a low
attenuation spread far away. And the electromagnetic wave signal maintains strong
electric field strength, the problem of interference in mobile communication system is
very complicated.

Because of the change of air temperature, pressure and humidity in the wireless
environment, the characteristic parameters of the duck can be changed, and the inter-
ference analysis will be more difficult.

2 Interference Characteristics and Monitoring
of Atmospheric Duct

2.1 Interference Characteristics of Atmospheric Duct

Atmospheric duct mainly occurs in summer and autumn, with the temperature around
20°. It usually starts at night and disappears around eight o’clock the next morning.
Atmospheric duct is more easier to spread in the open environment, therefore, the plain
area is greatly affected, and the interference of rural area is stronger than the interference
of urban area [1, 2]. The atmospheric duct propagation diagram is shown in Fig. 1.

Because downlink frequency of the Global System for Mobile Communication
(GSM) network is isolated, and is using the same frequency, so atmospheric duct has no
effect on it; Time Division-Synchronous Code Division Multiple Access (TD-SCDMA)

Fig. 1. The atmospheric duct propagation
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and TD-LTE are both using TDD standard, but the degree of interference of TD-SCDMA
network, which is using the same frequency is less than that of TD-LTE network; Early
rural TD-LTE base stations are few, atmospheric duct has little effect on users. With the
expansion of network scale and the growth of the number of users, the degree of inter-
ference of rural area is increasing, and users are complaining more and more.

TD-LTE system downlink frequency consistent in atmospheric duct environment
propagation loss, propagation distance, the uplink and downlink Guard Period
(GP) protection network mainstream distance is about 64.2 km, the same frequency
reuse interference can be completely isolated wireless base station, but according to the
temporal characteristics of atmospheric duct environment analysis, spread even more
than 200 km GP, before the apparent lack of distance protection [3].

As the user’s sensitivity to speech is much greater than that to data service, the
user’s complaint may suddenly increase.

2.2 Atmospheric Duct Interference Monitoring

Atmosphere duck interference, disturbed cell interference level rise obviously, in part,
interference mean even higher than −100 dbm, while the wireless connection rate and
dropping rate significantly worse, seriously affect the user perception. TD-LTE network
performance indicators are mainly manifested in the following aspects [4, 5].

1. wireless access rate
Daily mean remained at more than 99.5%, a large area of the worst interference time
deteriorated to 88.22%. The success rate of Evolved Radio Access Bearer (ERAB)
and Radio Resource Control (RRC) has serious deterioration, the main reason is
that the wireless layer caused the failure of RRC and ERAB.

2. wireless dropping rate
The daily mean wireless dropping rate of less than 0.5%, a large area of the worst
interference period deteriorated to 1.93%, as shown in Fig. 2, the red column
diagram of the wireless drop rate (using the coordinate axis). Among them, the
wireless layer is mainly due to the uplink error rate is too high (more than 3%), the
Automatic Repeat-reQuest (ARQ) retransmission rate also has serious deterioration.

Fig. 2. Influence of atmospheric duct on TD-LTE network index
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3. the success rate of switching
Handover success rate of the daily average of about 99%, a large area of the worst
interference time deteriorated to 96%.
The influence of atmospheric duck interference on TD-LTE is collected on the
network index, as shown in Fig. 2.

It can be seen from the above analysis, the atmospheric duct wireless access,
TD-LTE network with switching have caused a serious impact, from the random access
process, causes of the decline in performance index of atmospheric duct interference
network is mainly MSG3 not successfully sent or received by. It can be considered to
mitigate the impact of interference on the performance of the network by improving the
MSG3 reception reliability.

2.3 Accurate Identification of Atmospheric Duct

Based on the causes of interference and temporal frequency domain characteristics, the
interference of waveguides is precisely and quickly identified. Because the interference
of atmospheric duct can not be eliminated fundamentally, the main objective of this
thesis is to minimize the impact on users [6].

1. Time domain characteristics
The time domain shows obvious power ramp characteristics, and the GP begins to
be disturbed until the last symbol interference of the uplink subframe decreases
gradually.

2. Frequency domain characteristics
In the frequency domain, the 6 PRB perturbations are more serious, the 100 PRB
are disturbed, and the 6 PRB perturbations in the middle are more serious, mainly
the primary and secondary synchronization, the MIB, etc., as shown in Fig. 3.

Fig. 3. Schematic diagram of frequency domain characteristics of atmospheric waveguide
interference.
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3. Spatial characteristics
With the increase of the antenna height, both the perturbation and the perturbation
increase, and the smaller the dip angle of the base station antenna is, the larger the
interference level is.

3 Atmospheric Duck Interference Mitigation Measures

3.1 Time Domain Dimension Mitigation Measures

In time domain, the mitigation measures of atmospheric duck are mainly realized by
changing the sub frame ratio of special sub frame, and the special sub frame of
TD-LTE is composed of 3 special slots [7, 8].

Downlink pilot time slot (DwPTS) is a special sub frame in the downlink time slot.
The minimum duration of DwPTS is 3 Orthogonal Frequency Division Multiplexing
(OFDM) symbols, and the main synchronous channel Physical Shared Channel
(PSCH) is placed on third symbols of DwPTS. Because DwPTS in TD-SCDMA for
downlink synchronization, PSCH is also used for downlink synchronization, so put the
DwPTS in the PSCH; at the same time, on the third symbol is conducive to the
configuration of GP. In addition to the synchronization symbol resource, the other
DwPTS resources can transmit data, pilot and downlink control signals.

Uplink pilot time slot (UpPTS) is a special sub frame in the uplink time slot, used to
access as a random access channel (RACH) occupy 6 resource block (RB) bandwidth,
the bandwidth of the system in the case of sufficient UpPTS can be assigned to more
than one Physical Random Access Channel (PRACH) channel. In addition, the allo-
cation of RACH after the remaining resources can be transmitted pilot (Sounding and
demodulation pilot). Physical Uplink Control Channel (PUCCH) is not transferred in
this time slot, and the control overhead can be minimized.

Period Guard time slot (GP) is a special protection time of TDD system. The main
reason is that there is a downlink uplink bidirectional transmission delay between the
base station and the User Equipment (UE) when the uplink conversion. When the GP is
determined, the bidirectional transmission delay of the cell coverage radius is deter-
mined. In order to overcome the special symbol interference Inter Symbol Interference
(ISI) in OFDM system, LTE introduces the cyclic prefix CP (Prefix Cyclic). CP length
configuration: the length of CP is related to the coverage radius, the general situation of
the Normal CP can meet the requirements of the wider coverage and other small radius
of the scene can be configured to expand the CP (CP Extended). The greater the length
of the CP configuration means the greater the system overhead. Third Generation
Partnership Project (3GPP) agreement provides for the 9 GP configurations, as shown
in Table 1, the unit is the symbol. GP maximum time is 10 OFDM symbols (CP
Normal), the value of which is mainly affected by cell coverage radius.

Currently TD-LTE network F band use special sub frame mode is configured 6, that
is, 9:3:2, protection slot for the 3 symbols, a symbol for the 71.4us, corresponding to
21.4 km, so the protection of the 3 symbols of the range of 64.3 km. If it is a special
sub frame is configured 5, that is, 3:9:2, the protection of time slot for the 9 symbols,
the corresponding protection distance of 192.6 km.
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In addition, can also use the downlink sub frame part shutdown occurred during the
atmospheric interference duck in each frame 0, closed 5, 1, 6, and RB downlink sub
frame non symbol must be sent, only broadcast channel, the primary synchronization
channel and secondary synchronization channel. But the downlink rate will drop sig-
nificantly, the laboratory test to close down the downlink part of the sub frame, the
terminal will have a serious deterioration of the downstream level, do not consider the
deployment.

3.2 Dimensional Mitigation Measures in Frequency Domain

1. F+D/F+E double network

In the atmospheric duck interference serious regional scale deployment F + D/F + E
double network, when the buck interference, through parameter optimization, the user
will migrate from the F area to a clean D/E cell, improve the user’s perception. Ministry
approved the E band can only be used indoors, there is a risk of policy. Follow up with
the increase of network capacity, large-scale use of D band, there will be the same
frequency, the anti-interference effect is weakened [9].

2. F band 10 M same frequency network

The F band of 30 M bandwidth is divided into 3 10 M band, a different use of different
frequency points. There is more interference from outside the duck region, the F
frequency bandwidth of 30 M were used, the F band same frequency network limited
effect: from the current network data, during the 10 M F band duck interference area
(frequency 38544) average level of interference with 20 M cell (frequency 38400),
indicating that F band 30 M bandwidth are effect. 10 M different frequency network
will lead to cell capacity, half rate in half, 4G users continued rapid growth, unfa-
vorable to the user perception, competing for the underdog.

Table 1. TD-LTE special sub frame configuration

Special sub frame Normal CP Extended CP
DwPTS GP UpPTS DwPTS GP UpPTS

0 3 10 1 3 8 1
1 9 4 1 8 3 1
2 10 3 1 9 2 1
3 11 2 1 10 1 1
4 12 1 1 3 7 2
5 3 9 2 8 2 2
6 9 3 2 9 1 2
7 10 2 2 – – –

8 11 1 2 – – –
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3.3 Spatial Dimension Mitigation Measures

1. control of high power station

Township rural areas F band high station (40 m above), the unified specification of its
power is not more than 80 W. During the period of interference, the province’s unity to
the F band high station temporary further down power, interference regression power
recovery. Implementation results show that the intensity of interference has a decrease
of 1–2 dB. According to the assessment, the high station power is not more than 80 W,
the surrounding traffic and indicators have no effect.

2. control antenna elevation angle

Antenna height of 45 m above the angle of not less than 10°, 40 to 45 m is not less than
8°, 30–40 m according to whether the interference area to adjust to 8°, 30 m below the
temporarily not adjust. Implementation results show that the interference intensity
decreased by 5–10 dB. Measured single point covering distance is reduced by about
10–15%, and if it is replaced by remote electrically tunable antenna, the inclination
angle of the lower pressure can be disturbed during the interference, and the inclination
angle of the interference is dissipated, and the coverage and interference response can
be considered [10].

3. control antenna height

Antenna height is not more than 40 m, the current tower company built a height of
40 m, to meet the requirements; for the stock of the station, considering the coverage of
competing factors, only antenna height above 55 m to consider the platform. Imple-
mentation results show that the intensity of interference can be decreased by 3–4 dB.
Coverage radius is reduced by about 5%, which can be solved by adjusting the
inclination angle.

4 Optimization Measures to Avoid Atmospheric Duct

By increasing the GP protection time slot to increase the protection distance, reduce the
atmospheric duct interference scheme and the scheme of F band 10 M same frequency
network will affect the overall throughput, affect the user perception. If we can achieve
the monitoring of atmospheric duck in time, we can deploy the optimization measures
such as uplink access, power control, to avoid the impact of atmospheric duck
interference.

4.1 Access Channel Parameter Optimization

PRACH power control purpose is to ensure the success rate of eNodeB in the premise
of random access, UE in order to minimize the power of the pilot, to reduce the
interference of the adjacent area and make UE power. The PRACH transmit power
calculation formula for each UE is as follows:
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PPRACH ¼ min PCMAX ;PO pre þPLþDpreamble þ Npre � 1
� � � Dstep

� � ð1Þ

Among them, P_CMAX is the maximum transmission power of UE;
P (O_pre) indicates that the Evolved Node B (eNodeB) is expected to be the target

power level when the PRACH leading scheme is 0. Setting initial value through
parameter PreambInitRcvTargetPwr.

PL estimates for the downlink path loss value of UE, through the Reference Signal
Receiving Power (RSRP) measurement and the cell reference signal transmit power;

The Dpreamble preamble said that the current configuration of the preamble format
based on preamble format power offset value between 0;

N_pre indicates the number of times that the UE sends a leader, involving a
parameter of PreambleTransMax, which cannot exceed the maximum number of
leading times;

The Dstep said the leading power rising step by setting PwrRampingStep
parameters.

Through the network performance index of TD-LTE monitor atmospheric distur-
bance, receiving target power through the parameters of the PreambInitRcvTargetPwr
uplift leading initial value, recommended by the current network around −104 dBm
uplift to −94 dBm; to increase a maximum number of transmission by setting
parameters PreambleTransMax, the net 8 times increased to 10; by setting the
parameter PwrRampingStep to increase the power of PRACH climb step increased
from 2 dB to 4 dB network.

4.2 Uplink Control and Optimization of Shared Channel Parameters

The purpose of Physical Uplink Shared Channel (PUSCH) power control is to reduce the
interference and improve the cell throughput, and to ensure the rate of cell edge users.
The formula for calculating the transmission power of UE in the PUSCH channel is:

PPUSCH ið Þ ¼ min PMAX ; 10 log10 MPUSCH ið Þð ÞþPo PUSCH jð Þþ a jð Þ � PLþDTF ið Þþ f ið Þf g ð2Þ

Among them, ið Þ represents the first ið Þ uplink sub frame; P_MAX for the system
through the RRC signaling to the UE configuration of the maximum transmission
power;

MPUSCH ið Þ represents the number of RB resources allocated by the UE in the
PUSCH channel on the I sub frame;

Po PUSCH jð Þ is the power benchmark 1.5 static setting value, the value of J is 0, 1
or 2, PUSCH transmission j = 0 corresponding to the semi static scheduling autho-
rization or retransmission; PUSCH transmission j = 1 corresponding to the dynamic
scheduling authorization or retransmission; J = 2 corresponds to the random access
response PUSCH transfer authorization.

a is indicated as the compensation amount of the path loss, and the downstream
path loss is estimated by PASS LOSS (PL) for the UE.
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After monitoring the interference of atmospheric duck, the initial PUSCH power is
set up to ensure the successful access of cell edge users, and to maintain the business.
By setting the nominal P0 value of PUSCH and the path loss factor to resist the
interference of atmospheric duct. PUSCH nominal P0 value from the current network
of −87 dBm adjusted to −93 dBm (recommended value), the path loss compensation
factor from the current network of 0.8 adjusted to 1 (recommended value).

Accordingly, for the uplink control channel PUCCH, the parameter values need to
be adjusted for the nominal P0 value of PUCCH, adjusted to −95 dBm*−98 dBm
(recommended value) by the −100 dBm*−105 dBm of the current network.

4.3 Optimize the Implementation Effect

The optimization measures of time domain, frequency domain and airspace are carried
out in a region seriously disturbed by atmospheric waveguide.

In the time domain, breaking through the TDD specification, a special subframe
ratio is proposed, which is automatic continuous station adjustment and downlink
subframe partial turn off.

In the frequency domain, the power control parameters and double layer network
parameters are adjusted to improve the user access capability during the interference
period.

In the space domain, the use of remote electrically controlled antennas to cope with
interference from the waveguide, taking into account interference and coverage.

Through the implementation of the measures, the province atmospheric interference
waveguide frequency from 19 times to 7 times and no mass complaints, waveguide
interference level period significantly decreased, cell interference accounted for before
the implementation of the 31% to 10.6%, and the effect is very obvious.

5 Conclusion

At present, in the strict sense of atmospheric duck interference in TD-LTE network, it
is a kind of long distance system interference, which is the same frequency interference
caused by uplink and downlink of TDD system. Adjust the special sub frame slot ratio
and F band 10 M same frequency network can effectively alleviate the interference of
atmospheric duct. In addition, through the network monitoring of atmospheric inter-
ference disease through the uplink access channel, control channel and shared channel
power control optimization can also be carried out to avoid the interference of atmo-
spheric duct.
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Abstract. Load balancing and interference management influence the perform‐
ance of heterogeneous network (HetNet). Cell range expansion (CRE) scheme
has been introduced to achieve better load balance by adding a positive bias to
the small-cell BSs. Enhanced inter cell interference coordination (eICIC) is
recognized as a solution that reduces cross-tier interference by setting the almost
blanking subframes (ABS). In this paper, we divide pico area into pico inner part
(the normal coverage area of pico) and pico CRE part (bias area assigned to pico).
We propose that the macro only transmits data during non-ABS subframes. The
pico CRE part transmits data to its users in ABS subframes, and pico inner part
transmits over all subframes. The users within different base stations have
different interference patterns, and therefore we compute it independently. Then
we derive the optimal ABS value by optimizing the system throughput equation.
After performing the extensive simulation, we get the proper CRE value. And the
proposed ABS scheme has shown remarkable results.

Keywords: Inter cell interference · Load balancing · Heterogeneous network

1 Introduction

To solve the boosting increase of the data demand, many solutions such as massive
multiple-input multiple-output (MIMO) [1], millimeter wave, heterogeneous network
(HetNet) have been proposed. Low power base station, such as micro, pico or femto
cells are deployed into conventional macro cell systems in [2, 3]. In [4, 5], small cells
can expand the macro coverage by deploying them into cell edge areas, and it can be
deployed into high traffic demand areas to offload users. For a given HetNet topology,
a cross tier interference is also an important issue. If macros and picos share the same
frequency, the users within pico cells, especially within pico cell range expansion (CRE)
area, suffer severe cross-tier interference from macro cells. To guarantee an acceptable
quality of service (QoS) for users within picos, enhanced inter cell interference
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coordination (eICIC) scheme was introduced. In [6], eICIC can significantly mitigate
the inter-cell interference (macro to pico cell). Despite it may decrease the system
throughput, but it can mitigate interference to improve the QoS for users. In [7], the
authors propose an algorithm to derive the optimal value of eICIC parameters based on
data of actual propagation data and traffic load. The results have shown that the method
can obtain system gain by a real RF plan using joint optimization design of ABS and
UE-association based on actual network data. The author has explored the system
performance with different eICIC parameters in different simulation scenarios. The
authors in [8] formulate the problem of choosing a proper user association method and
ABS value jointly for sum weighted logarithmic utility maximization while maintaining
proportional fairness of users. In [9], the authors use stochastic geometry tool to provide
the probabilistic characterization of the downlink coverage and single user throughput
of the mobile user that in the randomly located situation, and the system can offload
users to small cells.

The main contributions of this paper can summarize as follows. We put forward a
method to find the optimal ABS value in HetNet. The goal is to maximize the sum
throughput of the system and mitigate inter-cell interference simultaneously. Then,
simulation has been performed for the proposed ratio of ABS subframe in different
environments (different CRE values) to get better CRE value while achieving max
throughput.

The rest of this paper is organized as follows. Section 2 presents the system model
and formulates the system interference. Section 3 derives the optimal ABS proportion.
Finally, Sect. 4 gets a simulation results and concluding remarks are given in Sect. 5.

2 System Model

We consider a two-tier HetNet system that consists of a number of macro BSs and
corresponding picos. As shown in Fig. 1, the picos are deployed into the cellular to
offload users from macro base stations. In such a deployment environment, users in the
pico coverage area may receive interference from other picos and strong cross-tier
interference from the macro BSs, especially the users within the CRE. If the interference

Fig. 1. Two-tier heterogeneous network with cell range expansion.
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is not properly controlled, the network performance may be limited severely. However,
the proportion of ABS is also very important. If the proportion is too large, it will affect
the transmission of the macro base station. If too small, it did not play its usefulness.
Moreover, a reasonable proportion of distribution can improve system performance, so
as the value of CRE.

The users can be divided into MBSU (users within macro base station), PINU (users
within the pico cell inner part) and PCREU (users within pico CRE). Depending on the
different base station they connected to.

Macro BS 
Subframes

Pico CRE 
Subframes

Pico Inter
 Subframes

 

Fig. 2. Illustration of proposed frame structure with ABS subframes.

As seen from Fig. 2, the ABS presents by black subframe, and it means the BS doesn’t
transmit data during it. In addition to ABS, we can call the normal subframes NABS.
Macro BS only transmit data during NABS and PINU transmits data during all
subframes. PCREU transmit only during ABS subframes. Based on this observation, we
consider the following policy. MBSU suffer interference from the rest of macros and all
picos. PINU suffer interference from the rest of pico stations and all Macro stations.
PCREU only transmits data during ABS subframes, and all macros keep silent. The
PCREU only interfered by pico base stations.

According to the above description, we can list the interference functions of different
category of users. In Eq. (1), the Iub illustrates the interference of user u connected to
station b. The sets of macro and pico stations are M and P. Then, m (k) presents one of
the stations belongs to M (P). Pm (Pk) presents the transmit power of macro station (pico
station), and Gum (Guk) means the channel pathloss of user u connected to macro base
station m (pico station k). The Iub can be written as

Iub =

⎧
⎪
⎪
⎨
⎪
⎪
⎩

∑

m∈M,m≠b

PmGum +
∑

k∈P

PkGuk, macro BS User

∑

m∈M

PmGum +
∑

k∈P, k≠b

PkGuk, pico inner part User

∑

k∈P,k≠b

PkGuk, pico CRE User

. (1)

In this system, the combination of the eICIC and CRE divide users into three parts
and compute interference independently. It can mitigate the inter-tier interference and
increase the spectral reuse simultaneously. So selecting the proper ABS proportion is
very important and will be shown in the next section.
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3 Problem Solution

The signal to interference plus noise ratio SINRub of user u within BS b can be written
as equation

SINRub =
Pbhub

Iub + N0
, (2)

where Pb denotes the transmit power of base station (Macro, pico inner, pico CRE). N0

denotes the noise spectral power density. hub denotes the channel gain from base station
b to the user u, according to Eq. (2), the rate of user u within BS b can be written as

rub = W log2(1 + SINRub), (3)

then proposed value of An(𝛼) is formulated in Eq. (4), the proportion of ABS is 𝛼 and
NABS is 1 − 𝛼, An(𝛼) is as follow

An(𝛼) =

{
1 − 𝛼, NABS
𝛼, ABS . (4)

From (3) and (4), we can get the throughput equation of the whole system easily. It
is shown as

R =
∑

b∈B

∑

u∈U

An(𝛼) rub, (5)

and assume that the system contains B base stations. B consist of n macro BSs and B-n
pico BSs. And the amount of users in the whole system is U. The max value of system
throughput can be written as

max
𝛼

B∑

b=1

U∑

u=1

An(𝛼) rub, (6)

and it is the main expression that we want to optimize. The value range of ABS is
0 ≤ α ≤ 1, then add it as a constraint of the (6). The problem becomes a joint optimization
problem that can show as

max
𝛼

B∑

b=1

U∑

u=1

An(𝛼) rub,

s.t. 0 ≤ 𝛼 ≤ 1
(7)

and we make a little change that written (7) as the product of dependent variable of 𝛼
and constant part without 𝛼. It is shown as
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Q(𝛼, rub) =

B∑

b=1

U∑

u=1

An(𝛼)f(rub). (8)

We derived the two-order-partial derivative of function Q. Also, the process of
calculating is shown as

𝜕2Q(𝛼, rub)

𝜕𝛼2 =

B∑

b=1

U∑

u=1

rub
𝜕2An(𝛼)

𝜕𝛼2 An(𝛼) + rub(
𝛿An(𝛼)

𝛿𝛼
)2

A2
n
(𝛼)

=

B∑

b=1

U∑

u=1

−rub(
𝛿An(𝛼)

𝛿𝛼
)2

A2
n
(𝛼)

. (9)

After calculating the two-order-partial derivative, we can find the result is less than
zero. So that the above optimization problem is a concave function, moreover the
constraint is a linear function. According to above points, we can see that formula (7)
is a convex optimization problem. Then we calculate the partial derivative of Q to 𝛼 and
let the result equal to zero. It can be express in

U∑

u=1

u1

1 − 𝛼𝜍
+

bm∑

b=1

U∑

u=1

rub

1 − 𝛼𝜍
=

B∑

b=bm+1

U∑

u=1

rub

𝛼𝜍
, (10)

finally, we can get the unconstrained optimal expression of ABS proportion 𝛼 as

𝛼𝜍 =
uCREU

U
. (11)

The approximate value of 𝛼 is the ratio of the number of PCREU to all cellular
users.

4 Performance Evaluation

We consider a two-tier HetNet with same frequency deployment of 3 macros and 18 p.
There are three-sector in a macro BS, and each sector consists of 2 p. The ratio of user
distributed in pico inner area and pico CRE area is 2:1. In each cellular of macro, there are
40 users connected with macro BSs and 18 users with pico. The users uniformly distributed
in each eNB. The pathloss model and other parameters are displayed in Table 1.

Table 1. Summary of simulation parameters.

Cell deployment 3 macro cells (18 p cells)
Transmit power Macro BS: 46 dBm; pico BS:30 dBm
Carrier frequency 2 GHz
Bandwidth 20 MHz
Pathloss model 128.15 + 37.6log10(d)dB (macro)

136.74 + 39.2log10(d)dB (pico)
Thermal noise −174 dBm/Hz
Antenna gain Macro(12 dBi), pico(8 dBi), user(0 dBi)
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System throughputs with different CRE values are displayed in Fig. 3. With CRE,
more users can be offloaded to small cells like picos that have weaker signal strength
but more available resources. By assigning different bias (CRE value) to picos, we can
get different system throughputs. Through observation, we can find that when
CRE = 3 dB, the CDF (cumulative distribution function) of system throughput reaches
the maximum. Furthermore, higher CRE is not always better.

Fig. 3. CDF of system throughput with different CRE values.

An appropriate value can achieve the best system performance. In Fig. 4, we analyze
the system throughput influenced by different ABS proportion. The users connected to
pico CRE areas are 18, and the whole system has 174 users, approximately, this ratio
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Fig. 4. System Throughput with different proportion of ABS and CRE values.
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equals 0.1. When the ABS proportion is 0.1 (the rate that we derived from Eq. (11)),
system throughput is maximized. The proposed method proved to be reasonable.

5 Conclusions

In this paper, we get the optimal ABS allocation value that approximately equal to the
ratio of the amount of the users within pico CRE area to whole system users by opti‐
mizing the system throughput in two-tier HetNet. We conducted simulations to evaluate
the performance of the proposed algorithm. The results demonstrate that the proposed
method and proper CRE value can maximize the system throughput and the cross-tier
interference can be reduced simultaneously. The HetNet comprises of more users can
be investigated in future works.
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Abstract. We propose a multi-index evaluation model of quality of experience
(QoE) for wireless video, which combines the network quality of service, quality
of content, quality of interaction and quality of terminal. In particular, we use the
fuzzy analytic hierarchy process (FAHP) to analyze these influencing factors and
establish the evaluation system. In addition, we verify the influence of each indi‐
cator to QoE for wireless video in network transmission via simulations and
subjective evaluation values. The experimental results show that our proposed
method is highly correlated with the subjective evaluation, and thus it can more
efficiently reveal QoE for the wireless video in the network transmission.

Keywords: Wireless video · Quality of experience
Fuzzy analytic hierarchy process · Quality evaluation

1 Introduction

1.1 Wireless Video Service

The past decade has witnessed the prevalence of wireless video service, due to the
development of mobile communication and mobile Internet technologies. In particular,
transmitting video to users through the mobile network and mobile terminals becomes
increasingly attractive and vital. One requirement of video transmission is to enable data
size of transmission to be larger than that of texts and voices. Besides, a new type of
video communication is desired, such as live online or on-demand, which require
computers or mobile devices to access the video information from a wireless network.

The wireless video transmission mainly relies on mobile streaming media tech‐
nologies, which provides stable and smooth multimedia programs such as video and
audio, and can be easily scalable. For example, streaming transmission technologies
can first segment and compress the entire video content into a series of packets, and
then transmit them sequentially. At the user side, users do not have to download the
entire media file to the local device and can play video (on the terminal device) only
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after a very short period. Thus, the video stream files can be downloaded and played
nearly at the same time, which can significantly shorten users’ waiting time, and also
can better release the cache.

The wireless video service is actually a complete system, which includes three parts.
The first is content producers, such as wireless video service operators, video creators,
websites, portals; the second is network service providers, such as mobile network
operators, mobile Internet service providers; the third is terminal equipment, including
a variety of playback software and equipment. In practice, system integrators or network
infrastructure vendors need to guarantee the connectivity among the above three parts.

1.2 Quality of Experience (QoE)

In the wireless video service ecosystem, the QoE should be considered in each of the
three parts. In ITU Telecommunication Standardization Sector, QoE is defined as the
degree of delight or annoyance of the user’s application. It originates from the fulfillment
of the user’s expectations with respect to the utility and/or enjoyment of the application.
In practice, QoE is evaluated by users, since it describes users’ feelings, and each user
might have individual intuition on the same service or business. Thus, if we want to
better measure the QoE, features of the users should be also considered, such as the
users’ age, gender, knowledge level, and prior experience.

Other than the users’ features, we also need to consider the specific business or
service. When evaluating the business-specific QoE, the composition of the business
needs to be understood. Similarly, for wireless video, terminal devices and applications
need to be considered as well.

The evaluation of QoE depends on a certain objective environment. For the same
business, different environments would result in different QoE. For studying the QoE
of wireless video service, it is necessary to analyze if the user is in a noisy place and if
the whole environment is comfortable.

So far, we have introduced three core components: QoE, user, service, and envi‐
ronment.

1.3 Evaluation Method of QoE for Wireless Video

The QoE evaluation methods for wireless video can be broadly classified into subjective
and objective. For the subjective, the object of interest is determined by human subjec‐
tive consciousness, which can reflect QoE more exactly. The subjective methods mainly
include Mean Opinion Score (MOS), Double Stimulus Continuous Quality Scale
(DSCQS) and Single Stimulus Continuous Quality Scale (SSCQS). In contrast, the
objective method is based on comparing the output to the input, and it includes Full
Reference (FR), No Reference (NR) and Reduce Reference (RR).
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1.4 Research Status of QoE

Since QoE is a relatively comprehensive and innovative topic, a vast amount of research
works have been investigated. We summarize them as follows.

In [1], the authors studied the influence of network, business, and terminal on QoE.
In addition, they analyzed the elements of QoE, and the influence factors of network
data service on QoE are summarized as delay, jitter, and loss of information. In [2],
evaluation methods of QoE were introduced for the QoE evaluation system of statistics,
psychology, artificial intelligence, etc. In particular, the Analytic Hierarchy Process
(AHP) has a certain instructive effect, which we will also consider in this paper.

Recall that QoE is related to the user’s multidimensional perceptual experience. As
we mentioned, it involves interdisciplinary studies of information science, psychology,
and mathematics. Moreover, different businesses also need corresponding QoE evalu‐
ation methods. Regarding the characteristics of QoE models, there are several difficul‐
ties, summarized as follows.

(1) There are very few QoE models of wireless video. In addition, the adaptability and
pertinence of wireless video service are not strong enough, due to the lack of anal‐
ysis of the factors that affect the wireless video.

(2) Although some studies had established certain QoE models, they only identified a
hierarchical relationship and did not quantify the QoE, because there is no analytical
solution to calculate QoE.

(3) The existing QoE models lack the necessary verification.

The rest of this paper is organized as follows. Section 2 describes the system model.
Section 3 presents the comprehensive evaluation system of QoE for wireless video. The
simulations and numerical results are provided in Sect. 4, and the conclusions of this
paper are provided in Sect. 5.

2 System Model

2.1 Fuzzy Analytic Hierarchy Process

Since the transmission quality of the wireless video is affected by many factors, it is
difficult to grasp the influence factors on video perception quality. This paper uses fuzzy
analytic hierarchy process (FAHP) to calculate the weight value of various factors on
the QoE effect on wireless video.

FAHP [3] is essentially a decision-making way, which decomposes the problem into
several parts, divides these factors into the orderly hierarchical structure according to
the important relationship among them. FAHP is used to establish the evaluation system,
and verify the impact of each index by the network simulation implementation and the
subjective evaluation.
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The core of FAHP is to use 0.1–0.9 scale method to accurately reflect the relative
importance of any two factors with respect to specific criteria.

The basic steps for solving problems with FAHP are as follows.

Step 1: Establish prior evaluation matrix 𝐑 =
(
rij

)
n×n

.

The prior evaluation matrix is the matrix of the relative importance weight estab‐
lished by the comparison between the elements in each layer and the upper elements.

As

rij + rji = 1, 0 ≤ rij ≤ 1, (i = 1, 2,⋯ , n; j = 1, 2,⋯ , n;) (1)

For

R =
(
rij

)
n×n

, (2)

If for

∀i, j, k, rij = rik − rjk + 0.5 (3)

Then prior evaluation matrix R is known as fuzzy consistent evaluation matrix. In
order to quantitatively describe the relative importance of any 2 indexes to a criterion,
the nine scale method of Table 1 can be used to give the quantity scale [4].

Table 1. The number of scales.

Scale Illustrations
0.5 Both elements are equally important
0.6 One element is a little more important than the other
0.7 One element is more important than the other
0.8 One element is much more important than the other
0.9 One element is extremely more important than the other

Step 2: Construct fuzzy consistent judgment matrix. For

ri =
∑n

k=1
rik, i = 1, 2,⋯ , n (4)

Utilizing consistency, transforming

rij = rik − rjk + 0.5 (5)

To

rij =
(
ri − rj

)
∕2n + 0.5 (6)

Then the fuzzy consistent judgment matrix can be constructed by a prior judgment
matrix.
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Step 3: Calculate the weight of each index according to matrix R. Assume the weight
values of elements a1, a2,⋯ , an are ω1,ω2,⋯ ,ωn, then

𝜔i =

∑n

j=1 rij +
n

2
− 1

n(n − 1)
, i = 1, 2,⋯ , n (7)

Step 4: Convert weight values between the layers into the comprehensive weight of
the relative target.

2.2 Analyzing Influencing Factors of QoE for Wireless Video

Although QoE is the user’s subjective feelings, it is still very important to establish a
suitable model and quantify the assessment, which can help service providers and oper‐
ators quantitatively analyze and predict the acceptability of business. Obviously, each
user has different evaluation methods for different services or products, meanwhile, each
user’s individual needs are also different.

This paper makes a reasonable generalization of the current research and puts
forward the quantitative evaluation model of the QoE for wireless video. Assuming that
QoE consists of four influencing levels with a certain first level of weight, and each
influencing level is composed of several influencing factors with a certain second level
of weight.

The four influencing levels [5] of QoE for wireless video are quality of service (QoS),
quality of content (QoC), quality of user interaction (QoI), quality of terminal (QoT).

QoS refers to the quality of network services during wireless video transmission,
such as packet loss rate, delay, jitter, network bandwidth, etc. QoC refers to the quality
of wireless video content, such as video synchronization, block effect, image fuzziness,
video coding rate in wireless video. QoI reflects the parallax comfort, motion perception
comfort, waiting time, and switching time of users in requesting wireless video. QoT
refers to the impact of server terminals and receiving terminals on wireless video quality,
such as screen resolution, memory size, CPU performance, operating system, etc. As
shown in Fig. 1.

QoE Evaluation Model for Wireless Video Network Business 57



Fig. 1. Influencing factors of QoE for wireless video

3 Comprehensive Evaluation System of QoE for Wireless Video

When using FAHP to solve the decision problem, we should first divide the problem
into layers and establish the hierarchy model, which can be divided into 3 layers: target
layer, criterion layer, and decision-making level. The elements of the upper layer act as
a criterion for the next layer. In the comprehensive evaluation of QoE for wireless video,
this paper establishes the QoE hierarchical structure according to Fig. 1, in which the
target layer is the intended goal of the problem, that is, the evaluation result of the QoE
for wireless video [6]. The criterion layer contains the middle links involved in achieving
the goals, which are four factors that affect QoE for wireless video. The decision-making
level is a variety of specific influence factors to realize the goal.

QoS, QoC, QoI, QoT, are called key quality indicators (KQI). The evaluation value
of the QoE for network wireless video can be expressed as [7]

QoE = 𝜔1 ⋅ QoS + 𝜔2 ⋅ QoC + 𝜔3 ⋅ QoI + 𝜔4 ⋅ QoT (8)

ω1 is weight value. According to the actual test results, the weights of each KQI can
be adjusted. Similarly, each KQI depends on different parameters, which is called the
key parameter indicators (KPI), KPI can be measured or calculated, then
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QoX =
∑n

i=1
𝜔1KPIi, X = S, C, I, T (9)

It can be seen from the formulas (8) and (9) that QoE can be obtained by establishing
the relationship between KPI, KQI and QoE,

QoE =
∑m

i=1

∑n

j=1
𝜔ijKPIij (10)

Since each KPI is obtained by the actual test, which can be converted within the
range of (0,1) using the polyline dimensionless method. According to the different
factors influencing wireless video quality in Fig. 1, FAHP is utilized to analyze various
factors, giving different weights to different factors, finally evaluating the transmission
quality of wireless video and calculating estimation value of QoE [8].

This paper calculates KPI of QoC, selecting wireless video synchronization, block
effect, image fuzziness, video coding rate as indicators, FAHP is used to calculate the
weight of each index. Based on FAHP, the evaluation steps are as follows [9].

Step 1: To obtain prior evaluation matrix.

R =
(
rij

)
4×4 =

⎡⎢⎢⎢⎣

0.5 0.7 0.8 0.9
0.3
0.2
0.1

0.5 0.6 0.7
0.4 0.5 0.7
0.3 0.3 0.5

⎤⎥⎥⎥⎦
(11)

Step 2: To construct fuzzy decision-making matrix. Transform the matrix R.

R =

⎡⎢⎢⎢⎣

0.5000 0.6000 0.6375 0.7125
0.4000
0.3625
0.2875

0.5000 0.5375 0.6125
0.4625 0.5000 0.5750
0.3875 0.4250 0.5000

⎤⎥⎥⎥⎦
(12)

Step 3: Use the formula (7) to obtain the weight value of each index of QoC.

W
′

QoC
= (0.2875, 0.2542, 0.2416, 0.2167) (13)

Similarly, the weights of each index relative to the previous level can be obtained

WQoE = (0.329, 0.256, 0.223, 0.192) (14)

W
′

QoS
= (0.2964, 0.2832, 0.2216, 0.1988) (15)

W
′

QoI
= (0.2774, 0.2652, 0.2116, 0.2458) (16)

W
′

QoT
= (0.2479, 0.2492, 0.2788, 0.2241) (17)
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Step 4: According to WQoE, calculate absolute weight values of WQoS,WQoC,WQoI,
WQoT

WQoS = (0.0975, 0.0932, 0.0729, 0.0654) (18)

WQoC = (0.0736, 0.0651, 0.0618, 0.0554) (19)

WQoI = (0.0619, 0.0591, 0.0472, 0.0548) (20)

WQoT = (0.0476, 0.0478, 0.0535, 0.0430) (21)

4 Simulation

This article designs a simulation platform to simulate wireless video transmission, in
which the network transmission part is based on NS2 to achieve changes of QoS param‐
eter to control network damage; encoding methods of wireless video server is H.264, to
simulate the different encoding rate on the impact of QoC terminal; PC display resolution
is 1680 * 1050, the mobile phone terminal display resolution is 1280 * 720.

In order to make the subjective score meaningful in statistics, to ensure the reliability
and stability, of the data, a total of 48 testers need to have a normal vision and color
vision, whose age is between 20 years and 42 years of teachers and students, of which
24 are male, 24 female; 24 people have wireless video technology background, and the
rest do not. Setting the video playback 150 frames, but keeping the content unchanged.
To evaluate the video subjectively, experiments are divided into 3 groups, each group
has 48 testers watching the combination of the original video and the distorted video
after the network transmission, according to the degree of the damage to tested video,
the quality of the video sequence is scored by five-level standard of the double stimulus
continuous quality scale (DSCQS), the video subjective evaluation score standard is
listed in Table 2.

Table 2. Video subjective evaluation score standard

Level Quality Influence
5 Very good No damage can be observed
4 Good Damage can be observed, but is ok
3 Common Slightly dislike
2 Bad Dislike
1 Very bad Extremely dislike

The test process is carried out according to the following steps: first, constructing
the simulation experimental environment, set the relevant parameters, such as changing
the wireless video encoding rate, adjusting QoS parameters; next, arranging 36 testers
to score for wireless video quality by DSCQS, recording and calculating the average
value of 36 testers evaluation for a wireless video quality, to obtain the subjective values;
then, testing KPI of different experimental conditions, converting values of KPI and
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multiplying by the corresponding weight value, to obtain the objective values; finally,
comparing subjective and objective values, to verify the effectiveness of the algorithm.

4.1 The Influence of QoS on QoE

Keep QoC, QoI, QoT unchanged, to test QoE for changes of QoS. Ensure that the video
is clear and complete, the receiving terminal is the same, changing the delay, jitter,
packet loss rate and network bandwidth in both broadband access and wireless access,
to test the change QoE. The detail is as follows: the sequence 1 to 4 is the delay factor
changes in the range of 30–80 ms; the sequence 5 to 10 is that the jitter changes in the
range of 10–60 ms; the sequence 11 to 15 is that the packet loss rate changes from 1%
to 8%, in the range of change. Finally, the subjective and objective assessment results
are got, as shown in Fig. 2.

Fig. 2. The influence of QoS on QoE

As can be seen from Fig. 2, the wireless video is very sensitive to the network envi‐
ronment, the better the network transmission environment, the better the video quality
will be guaranteed, if the transmission environment deteriorates, the video quality will
be affected. QoS has great influence on the quality of the wireless video. But for the
same QoS, most of the subjective and objective values change a little. However, due to
the instability of wireless bandwidth and the subjective score is influenced by human,
environment, etc., resulting in the subjective assessment values on wireless access of
sequence 12–15 are volatile.

4.2 The Influence of QoC on QoE

Keep QoS, QoI, QoT unchanged, to test QoE for changes of QoC. Ensure that the
receiving terminal and the network environment unchanged, and then change the key
influencing factors (video synchronization, block effect, image fuzziness, video
encoding rate) of QoC, to test the change QoE.

QoE Evaluation Model for Wireless Video Network Business 61



Fig. 3. The influence of QoC on QoE

As can be seen from Fig. 3, in the condition of the change of factors influencing QoC,
it can be seen from the overall graph that the subjective and objective values are relatively
the same.

4.3 The Influence of QoI on QoE

Keep QoS, QoC, QoT unchanged, to test QoE for changes of QoI. Ensure that the
network environment unchanged, the video is clear and complete, then, change the
parallax of the wireless video (sequence 1–7), the switching time of the video scene
(sequence 8–11), and the waiting time (sequence 12–15), to predict the change of QoE,
as shown in Fig. 4.

Fig. 4. The influence of QoI on QoE

From Fig. 4, changing the parallax, switching time and waiting time of the wireless
video, the subjective and objective evaluation value are affected. The subjective evalu‐
ation value changes gently, indicating that QoE is more sensitive to changes of factors
influencing QoI, which can more reasonably reflect the changes of wireless video’s
quality.
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4.4 The Influence of QoT on QoE

Keep QoS, QoC, QoI unchanged, to test QoE for changes of QoT. Ensure that the
network environment unchanged, the video is clear and complete, then, to test QoE on
PC and cellphones. The cellphone and PC are quite different: the resolution is not the
same, the resolution of PC is 1680 * 1050, while the cellphone’s is 1280 * 720; CPU
and the memory is different, the speed of data processing has great difference; the oper‐
ating system of PC is windows, and the cellphone’s is Android.

Fig. 5. The influence of QoT on QoE

The better the performance of the terminal platform, the better the quality of the
received wireless video, subjective feeling is also better, the terminal performance has
a great effect on QoE. From Fig. 5, the quality of wireless video from PC is stable, but
the quality of wireless video from the cellphone changes a lot. In addition, the subjective
quality of the wireless video received by PC tends to be gentle, indicating that the
human’s eyes are obtuse to the change of the video’s quality, but the objective evaluation
value can better reflect the actual change of the QoE of wireless video.

5 Conclusion

By analyzing the key influencing factors of QoE for wireless video in network trans‐
mission, this paper models the quality of experience for wireless video by combining
the network quality of service, quality of content, quality of interaction and quality of
terminal. A multi-index method of evaluating QoE for wireless video is found, and
FAHP is utilized to get the value of each index. Then, the QoE evaluation model of the
wireless video is verified by network simulation experiment.
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Abstract. Spectrum sensing has attracted much concern of researchers due to
its significant contribution to the spectral efficiency. However, the corresponding
work mainly focuses on the sensing event of single primary users within a
certain band and the investigation of the effect of PU traffic on the sensing
performance is considered rarely. In this paper, a spectrum sensing scheme is
presented to explore the co-existence of multiple users in the same frequency
band based on subspace filtering. To remove uncertain noise as much as pos-
sible, subspace filtering is applied to the received signal of a cognitive radio,
where the received signal is decomposed into two parts: noise subspace and
signal-plus-noise subspace. Then the closed-form solution of the detection and
false alarm probabilities with multiple users is given on the basis of the
signal-plus-noise subspace in Rayleigh fading channel. Eventually, simulations
are made to validate the proposed scheme.

Keywords: Spectrum sensing � Subspace filtering � Rayleigh fading channel

1 Introduction

With the development of wireless communication technology, scarce spectrum resource
catches our attention. However, according to the investigation of Federal Communi-
cations Commission (FCC) [1], most of the registered spectrum is unoccupied in time or
space. To take full advantage of the vacant spectrum, Cognitive Radio (CR) technology
is presented to improve the level of spectrum utilization by allowing some unlicensed
(secondary) users to have access in an opportunistic and non-interfering manner some
licensed bands temporarily unoccupied by the licensed (primary) users [2].

In a CR network, one aim is to protect the primary user (PU) from the case that the
registered user is present within a certain frequency range while the secondary user
(SU) also uses the same frequency range for opportunistic wireless transmissions.
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To avoid this situation, SU is required to sense and monitor periodically the radio
frequency environment for opportunistic occupation within a certain amount of time to
decide whether PU exists. Another purpose considered in CR is the achievable
throughput for the secondary network. For a higher throughput (spectrum efficiency) in
a secondary network, the case should be strictly restricted that SU detects the presence
of PU while the frequency band is idle factually. The core technology behind the reuse
of spectrum in CR network is Spectrum Sensing (SS). However, the dynamic and
unpredictable sensing environment greatly lowers the detection efficiency of SU,
resulting in the poor protection of PU and a lower achievable throughput for the
secondary network.

In the literature of SS, a number of algorithms have been proposed to identify the
presence of the primary signal as well as to improve the detection efficiency by
inhibiting the disgusting interference in the sensing environment. Some examples of
the existing proposals include Energy Detector (ED) [2], Matched Filtering (MF) [3],
Covariance-Based Detection (CBD) [4] and Cyclostationary Feature Detection
(CFD) [5]. The proposed solutions devote to optimizing sensing time, complexity or
detection capabilities (the necessary prior knowledge of the primary signal or envi-
ronment) for a possible tradeoff. However, the obtained performance is always at the
expense of one or more of the other factors. For example, ED based methods are widely
accepted for its low complexity while its detection performance works badly, especially
under a low SNR. Although the CBD based method outperforms others on detection
performance due to its nearly independence of noise uncertainty, the required sampling
frequency is much higher than the normal conditions, leading to a higher complexity of
implementation.

Interference from sensing environment almost determines the accuracy of judging
whether the given frequency band is used, for most of the SS schemes. Consequently,
that how to remove interference of the frequency bands has been significant for the
improvement of detection accuracy and applicability to sensing scenarios. In the
context of CR, close attention is payed to this issue. Andrea Mariani et al. [6] explored
the SNR wall phenomenon caused by uncertain noise for ED based method, addressing
the threshold design and giving the conditions for the existence of the SNR wall.
Valentin Rakovic et al. [7] proposed an optimization approach for cooperative spec-
trum sensing utilizing ED with estimated noise power.

As a result, a subspace filtering is firstly applied to the receiver in this paper, where
the observed signal of SU is divided into two subspaces: noise subspace and
signal-plus-noise subspace. The noise subspace only contains background noise while
the signal-plus-noise subspace contains the whole signal and some residual noise [8].
By clearing the noise subspace and noise contribution in the signal-plus-noise sub-
space, the remainder components mainly consist of the primary signal. Due to the
possible removal of environmental interference, the existing interference is dramati-
cally reduced and the noise uncertainty is restrained commendably. Furthermore,
detection capability will be greatly heightened for the decrease of background noise.

On the other hand, most of the related works always neglect the influence from the
multiple primary users on the spectrum sensing performance of the CR’s energy
detector. However, in several widely used wireless communication standards, such as
long term evolution advanced (LTE-A), WiFi and WiMAX, where code-division
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multiple-access (CDMA) is used, users simultaneously operate in the same frequency
band [9]. This motivates a consideration of multiple users in the same frequency band.
Factually, few researches are made to consider the effect of PU traffic on the sensing
performance. In addition, these considerations of PU traffic are based on the uncertain
environmental noise, which lowers the sensing efficiency and performance. In this
paper, a spectrum sensing scheme with multiple users is proposed based on subspace
filtering, where the closed-form solution of the detection and false alarm probabilities is
given on the basis of subspace filtering. Some simulations based on MATLAB plat-
form are made to validate the proposed method.

The rest of this paper is organized as follows. Section 2 presents the primary
principle of subspace filtering. The main contribution of this paper is shown in Sect. 3,
which consists in the derivation of the closed-form solution of detection and false alarm
probabilities. Simulation experiments and result analysis are accomplished in Sect. 4.
Finally, Sect. 5 concludes this paper.

2 Subspace Filtering

2.1 System Model

Generally, the background noise of a certain radio band we are interested in is modeled
as Gaussian, independent and identically distributed random process with symbol uðtÞ:
The clean primary signal is denoted as sðtÞ and sðtÞ is usually independent of uðtÞ for
convenience to talk about. The received signal is with central frequency fc and band-
width W : Then a system model at the receiver for a CR could be formulated as

rðtÞ ¼ uðtÞþ sðtÞ: ð1Þ

To sample the received signal at the frequency of fs, the signal at the receiver could
be described as

rðnÞ ¼ uðnÞþ sðnÞ: ð2Þ

Factually, several primary users may operate in the same frequency band in some
CDMA applications. Therefore, sðnÞ generally exists with another form

sðnÞ ¼
XM

i¼1

siðnÞ; ð3Þ

where M represents the number of primary users in some a frequency band.

2.2 Subspace Filtering

In this subsection, the primary principle of subspace based filtering is discussed.
Subspace filtering is a widely accepted approach in signal processing, where the
received signal is decomposed into two orthogonal subspaces: noise subspace and
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signal-plus-noise subspace. The main purpose of subspace filtering consists in signal
enhancement by the removal of noise subspace and noise contribution in
signal-plus-noise subspace. As it has been analyzed on several open literatures, only a
flowchart is provided here as follows (Fig. 1).

Note that the recovered observation signal after subspace filtering is usually written as

rðnÞ ¼ VKxðKx þ lKuÞ�1V�1rðnÞ; ð4Þ

where V is the eigenvector of Cr;Kx is the eigenvalue matrix after eigenvalue selection,
Ku is the unit matrix with the same dimension as Kx and l is a given Lagrange
constant.

3 Multiple Users Based Spectrum Sensing

The energy of the remainders after the removal of noise can be approximatively
shown as

Er �
XM

i¼1

hiðnÞsiðnÞj j2 ¼
XM

i¼1

aiðnÞ hiðnÞj j2; ð5Þ

Assume that hiðnÞj j follows Rayleigh distribution with Probability Distribution
Function (PDF)

f ðx; kÞ ¼ xk=2�1

2k=2Cðk=2Þ e
�x=2UðxÞ; ð6Þ

Fig. 1. The general procedure of subspace filtering.
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and Cumulative Distribution Function (CDF) shown as

Fðx; kÞ ¼ cðk=2; x=2Þ
Cðk=2Þ UðxÞ: ð7Þ

Assume that aiðnÞ ¼ ð1=MÞP
M

i¼1
aiðnÞ ¼ a is a constant value, hiðnÞj j2 follows

gamma distribution with the same parameters N and 2r2=a, the PDF of Er in (18) can
be rewritten as

frðz;M; 2r2=aÞ ¼ ð2r2=aÞMzM�1 expð�2r2z=aÞ
ðM � 1Þ! ; ð8Þ

with its CDF denoted as

Frðz;M; 2r2=aÞ ¼ cðM; 2r2z=aÞ
ðM � 1Þ!

¼ 1�
XM�1

n¼0

1
n!
expð�2r2z=aÞð2r2z=aÞn:

ð9Þ

The corresponding detection and false alarm probabilities are formulated as follows

Pd ¼ 1� Frðk;M; 2r2=ajH1Þ

¼
XM�1

n¼0

1
n!
expð�2kr2=aÞð2kr2=aÞn; ð10Þ

Pf ¼ 1� Frðk;M; 2r2=ajH0Þ

¼ 1� cðM; 2r2k=aÞ
ðM � 1Þ! :

ð11Þ

4 Simulation and Analysis

Simulations are conducted in this section to verify the performance of the proposed
method.

Figure 2 gives ROC (Receiver Operating Characteristic) of different scenarios for

the case that aiðnÞ ¼ ð1=MÞP
M

i¼1
aiðnÞ ¼ a is a constant value according to the formula

(10) and (11). In Fig. 2, M represents the number of PU in the same frequency band,
var denotes the variance r2 in (8) and a ¼ ði; jÞ indicates the amplitude of H1 and H0

under the identical scenarios, where a ¼ i denotes the squared amplitude of residual
noise in H0 case after subspace based filtering and a ¼ j denotes squared amplitude of
H1 case after subspace based filtering.
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Figure 2-a mainly discusses how the variance of hiðnÞj j influences the detection
performance of a CR for multiple PUs at a certain frequency band. From the simulation
results, different variances of hiðnÞj j have few effects on the detection performance,
which indicates the detection performance is independent of the variance of hiðnÞj j:
Figure 2-b exhibits the influence from the signal squared magnitude on the detection
performance, where the detection performance improves as the rise of the squared signal
magnitude when the noise squared magnitude is invariant. This declares that the signal
magnitude is one of the factors to determine the detection accuracy for a set of CR
equipment. Similarly, Fig. 2-c shows the influence from the residual noise squared
magnitude on the detection performance. Obviously, the ROC increases as the decline of
residual noise squared magnitude. Figure 2-b and c indicate that the detection perfor-
mance of a CR in the case of multiple PUs also suffers from the influence of SNR
(signal-to-noise-ratio), where the performance is in positive relation to the variation of
SNR. How the number of PU alters the detection performance is investigated in Fig. 2-d.
It is emphasized that the detection performance arises with the increase of PU number in
the same frequency, which results from the removal of background noise. The removal of
background noise is equivalent to a rise of SNR, which will make the sensing perfor-
mance turn better in return.

Fig. 2. ROC curve of different situations
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5 Conclusions

A multiple users based spectrum sensing scheme is explored on the basis of subspace
filtering in this paper. The corresponding closed-form solutions on the detection and
false alarm probabilities are given on the assumption that the signal magnitude is
identical. The case with different signal magnitude will be discussed for the potential
applicability later.
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Abstract. Spectrum sensing is a significant part of technique in a cognitive
radio that detecting the presence of primary users in an authorized spectrum. the
method that based on the statistical covariance matrix is one of main spectrum
sensing techniques, using the difference of statistical covariance between the
received signal and noise. In this paper, the new sensing method we proposed is
also based on the statistical covariance. The new method compare to some
traditional covariance algorithms has decrease the complexity of algorithm, at
the same time, ensured the accuracy of detection. We give the statistics of
detection, and we also find the threshold of the method when the probability of
false alarm is given. The analysis and derivation process of threshold are pro-
vided in behind. Using Matlab for simulation to validate the correctness of the
method and making the comparison with some typical detection method.

Keywords: Cognitive radio � Statistical covariance matrix � Energy detection
Threshold � Eigenvalue

1 Introduction

With the rapid development of wireless communication technologies and low spectrum
utilization rate in many frequency bands, which have increased the demand of usage of
spectrum resource. To solve this problem, Cognitive Radio (CR) [1, 2] has is a
promising technology that exploit the underutilized spectrum in an dynamic access
manner and allow secondary users (SUs) to share the licensed spectrum of PU provided
that PU is not harmfully interfered [3].

For spectrum sensing, it is the based technique and the key for cognitive radio.
However, there are several challenges that we should to overcome. First, the
signal-to-noise radio (SNR) may be in a low sensing environment. Second, the sensing
problem caused by multipath fading and time dispersion of the wireless channels.
Third, the noise uncertainty.
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Common spectrum sensing strategies include the energy detection [4, 5], and the
cyclostationary detection [5], the matched filtering detection [6], spectrum sensing
based on the statistical covariance matrix. the detection methods above have their
advance and shortage. For instance, the matched filtering detection need the prior
knowledge [7] of channel and accurate synchronization. Energy detection does not
need any prior knowledge of the signal, but the false estimation of noise power could
cause the high probability of false alarm.

In this paper, the method of detection that we propose have the better accuracy than
energy detection. Comparing with classical algorithm of statistical covariance matrix
like the Eigenvalue-Based spectrum sensing algorithms, the complexity of our algo-
rithm is lower than it. The theoretical basis of the method is to assume that the signal
samples are correlated. Making full use difference of correlation of signal between PU
and noise. The oversampled signal, the time dispersed propagation channel and the
correlated original signal are the key to make signal samples being correlated.

The organization of this paper is as follows. Section 2 presents the system model.
In Sect. 3 gives the performance analysis and finds thresholds for the algorithms.
Simulation results will be given in Sect. 4. Conclusion are drawn in Sect. 5.

2 System Model

xðtÞ ¼ sðtÞþ gðtÞ is the continuous-time received signal, where sðtÞ is the primary
user’s signal and gðtÞ is the noise. gðtÞ is assumed to be a stationary process satisfying
EðgðtÞÞ ¼ 0; Eðg2ðtÞÞ ¼ r2, and EðgðtÞgðtþ sÞÞ ¼ 0 for any s 6¼ 0. fs is our sample
rate, where fs �W . Ts ¼ 1=fs is the sampling period. To discretize the continuous
signal, we define xðnÞ ¼ xðnTsÞ; sðnÞ ¼ sðnTsÞ, and gðnÞ ¼ gðnTsÞ. There are two
hypotheses: 1, H0 signal does not exit 2, H1, the signal exits.

xiðnÞ ¼ giðnÞ H0

sðnÞþ giðnÞ H1

�
ð1Þ

In this formula xiðnÞ denote the nth signal sample taken by ith sensing user(second
user), sðnÞ is the receive signal which is effect by path loss and multipath fading. gi is
the receive white Gaussian noise by which the ith SU is interfered and assumed to be
i.i.d (independent and identically distributed), and with mean zero and variance r2g.

Let consider M is the number of SUs, and different SU sample the receive signal
from the same primary signal. Then we obtain a matrix.

X ¼ ½x1; x2; x3; . . .; xM �T ;

As the same:

S¼ ½s,s,. . .; s]T ;
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g¼ ½g1; g2; . . .; gM �T ;

So we can express the matrix as follows.

X ¼
x1
x2
..
.

xM

2
6664

3
7775 ¼

x1ð1Þ x1ð2Þ � � � x1ðNÞ
x2ð1Þ x2ð2Þ � � � x2ðNÞ
� � � � � � � � � � � �

xMð1Þ xMð2Þ � � � xMðNÞ

2
664

3
775; ð2Þ

Assume s and g are independence. when in situation H1, consider the Covariance
Matrix in M SUs:

Rx ¼ E½XXH �: ð3Þ

The Covariance Matrix in of primary signal after channel is

Rs ¼ E½SSH �; ð4Þ

then

Rx ¼ Rs þ r2IM ; ð5Þ

IM is the identity matrix, r2 is the variance of noise.
Because of the statistical covariance matrix can only be acquired by using a limited

number of signal samples, we couldn’t get Rx accurately. Since Rx can be approximated
by the sample covariance matrix defined as

RxðNÞ ¼ 1
N

XN�1

n¼0

XXH : ð6Þ

In hypothesis H0, sðnÞ is not exist, ideally as the result Rs ¼ 0, Rx ¼ r2IM .

ð7Þ

In other hand, in hypothesis H1, Rs 6¼ 0. The elements in Upper and down triangle
is not zero. So we can use difference of Covariance Matrix when PU is existed or not to
make statistics:

T1¼ 1
M

XM
i¼1

XM
j¼1

Cij

�� ��; ð8Þ

74 Z. Sun et al.



the sum of elements in the matrix divided M

T2 ¼ 1
M

XM
i¼1

Ciij j; ð9Þ

the sum of diagonal divided M

TCDV ¼ T1 � T2; ð10Þ

TCDV ¼ 0 when primary signal is not existed. (the noise is white Gaussian noise
TCDV 6¼ 0 when primary signal is existed. However, it works in an ideal situation,
because of limited number of signal samples. So we need setting the threshold.

3 Threshold Determination

As a good detection method, should have the high Pd and low Pfa. Pd and Pfa largely
determine the choice of threshold c (Pd is the probability of detection, Pfa is the
probability of false alarm.). How to set the threshold? We don’t have any information
of the signal (in real sensing scene we do not even know whether the signal is exiting or
not), it is difficult to set the threshold based on Pd . As the result, we choose the
threshold based on Pfa. First we set an ideal Pfa. Then, there are two ways to find the
threshold based on Pfa, theoretical derivation and computer simulation. In this paper we
choose the way of theoretical derivation to find the threshold. It is necessary for us to
find the statistical distribution of TCDV ¼ T1 � T2, which is a hard working. However,
we get some references to support statistical distribution.

We can get a conclusion from the reference, when the PU signal does not exist, the
expectations of statistics of T1 and T2 is:

EðT1Þ ¼ ½1þðM � 1Þ
ffiffiffiffiffiffiffi
2
pN

r
�r2; ð11Þ

EðT2Þ ¼ r2 DðT2Þ ¼ 2r4

N
; ð12Þ

To find the threshold based on Pfa, we can get probability distribution function:

Pfa ¼ prfTCDV [ cg

Pfa ¼ prfT1 � T2 [ cg
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When the number of sample is large, we can know from the central limit theorem
that T1 and T2 follow Gaussian distribution.

Pfa ¼ prfT1 � T2 [ cg � prf½1þðM � 1Þ
ffiffiffiffiffiffiffi
2
pN

r
�r2 � T2 [ cg ð13Þ

¼ prfT2\½1þðM � 1Þ
ffiffiffiffiffiffiffi
2
pN

r
�r2 � cg

¼ pr
T2 � r2ffiffiffi

2
N

q
r2

\
½1þðM � 1Þ

ffiffiffiffiffi
2
pN

q
�r2 � c� r2ffiffiffi

2
N

q
r2

8><
>:

9>=
>;

¼ 1� Q
½1þðM � 1Þ

ffiffiffiffiffi
2
pN

q
�r2 � c� r2ffiffiffi

2
N

q
r2

2
64

3
75;

So we figure out the c

c¼ r2 ðM � 1Þ
ffiffiffiffiffiffiffi
2
pN

r
�

ffiffiffiffi
2
N

r
Q�1ð1� PfaÞ

" #
: ð14Þ

The Q function is: QðtÞ ¼ 1ffiffiffiffi
2p

p
Rþ1

t
e
�u2
2 du.

From the threshold expression we can get the conclusion that if we set the value of
the Pfa, and know the variance of noise, we can get the value of threshold.

4 Simulation

In this section, we will give the simulation of new method, and we use the receiver
operating characteristic (ROC) curve to show the performance of the new method.

1. The simulation of new method in different SNR situation.
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From the result of Fig. 1, we can see clearly that the abscissa is the given pf , the
ordinate is the corresponding pd under the given pf . The lines respectively represent the
simulation is under the SNR of −15 dB, −17 dB, −18 dB. The new method also has
the good performance in big SNR situation.

2. The simulation of new method compare to traditional cooperative Energy Detection
and Maximum-minimum Eigenvalue Detection.

Fig. 1. The simulation of new method in different SNR situation.
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In this simulation Fig. 2, showing the different detected methods. So we can get the
result very clearly that the new method is always better than the traditional Energy
Detection and Maximum-minimum Eigenvalue Detection. The simulation is under the
SNR of −15 dB. The abscissa is the given pf , the ordinate is the corresponding pd
under the given pf .

5 Conclusion

In this paper, we proposed a new method of spectrum sensing in cognitive radio based
on Statistical Covariance. We give a new Statistical algorithm, based on coherence of
signal and noise. Then we analysis distribution of this statistic to get the expression of
threshold. Last the simulation under the different SNR situation and compare to the
other spectrum sensing methods show our new method performance is well.

Acknowledgement. This works thanks to the project 61471066 supported by NSFC.

Fig. 2. Compare to the traditional methods
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Abstract. Cognitive radio (CR) is regarded as a perfect technique to cope with
the scarcity of spectrum resources. Energy detection is preferred by most of
Cognitive Radio researchers, because it is easy to implement and it doesn’t need
the prior information about primary user’s (PU) signals. But the performance of
energy detection is poor at the low signal-to-noise ratio (SNR) regime. Double
threshold spectrum sensing scheme was proposed to increase the reliability of
decision. Under the same SNR, if the sensing time is not long enough, a higher
noise variance will make the instance energy level falls below the threshold
because of the noise uncertainty. In this paper, an enhanced energy detection
(EED) scheme combined with double thresholds is proposed, this scheme can
reduce the misdetection caused by noise uncertainty. In the proposed method,
we compare the average of last M sensing statistic with the preset threshold. It
aims at protecting a channel that are underutilizing from being decided to be idle
when an immediate signal energy drop happens. The simulation makes a
comparison between the proposed method and the traditional method and proves
the effectiveness of the new scheme.

Keywords: Double threshold � Energy detection � Noise uncertainty

1 Introduction

The wireless communication technology develops rapidly, the demand of the wireless
spectrum resources also keeps growing, the fixed spectrum selection allocation policy
by which the most of spectrum resources are allocated for specific use make the
situation even worse. According to Federal Communications Commission (FCC), the
actual utilization rate of most band is between 5% and 85%. From the figure, we can
find that the efficiency is extremely low.

To cope with the scarcity of spectrum resources, Cognitive Radio (CR) was firstly
proposed by Mitola and Maguire [1]. CR is a smart wireless communication system
that can improve the utilization of spectrum resources through permitting secondary
users (SU) opportunistic use the authorized bands without interfering PU. For the
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development of CR, Spectrum Sensing is one of the biggest challenges. There are many
methods designed to detect the accessible spectrum resources, such as Matched Filter
Detection (MFD), Energy Detection (ED) and Cyclostationary Feature Detection
(CFD). Cyclostationary method has a good performance but it takes a longer time with
the prior information about PU (Primary User)’s cyclic frequency. Matched filter
detection has fast speed but it needs extra prior information about PU’s signaling
features. With the advantages of simple algorithm, easily implementation and working
without priori information, energy detection is prevalent.

Energy detection calculates the energy level of the receiving unknown signal and
then compares it with a predefined threshold to conform its presence or absence within
a given bandwidth. The performance of different sensing technique is represented by a
Receiver Operating Characteristic (ROC) curve which is consisted of pd (detection
probability) and pfa (false alarm probability). pd represents the probability that the
presence of PU is correctly detected while pfa represents the probability that declaring
PU presents but actually not. Higher detection probability indicates a better protection
of PUs and lower false alarm probability indicates a higher efficient utilization of the
spectrum.

The remaining part of this paper consists of following part: Sect. 2 briefly intro-
duces the system model of CR. Section 3 mainly describes the proposed enhanced
energy detection method, in Sect. 4, we analyze the theoretical performance of the
proposed method. The last section shows the experiment performance to prove the
validity of the method.

2 System Model

The problem of spectrum sensing is usually expressed as a binary assumption:

H0 : y n½ � ¼ w n½ � n ¼ 1; 2; . . .N; ð1Þ

H1 : y n½ � ¼ x n½ � þw n½ � n ¼ 1; 2; . . .N; ð2Þ

where y n½ � represents the samples of receiving signal, x n½ � represents the sample of
authorized user signal and w n½ � is the sample of noise. H0 is the null hypothesis stating
that the sensed spectrum is not being used by PU, H1 is the other assumption indicating
the PU is present.

The traditional energy detection measures the energy level on the sensed spectrum
during an observation interval and makes a comparison between the energy level and
the threshold. If the measured energy level is above the threshold, the sensed spectrum
will be marked as busy, otherwise it will be marked as idle.

There are two threshold k1 and k2 (k1\k2) in double threshold scheme, if the
measured energy is less than k1, the sensed spectrum will be marked as idle; if the
measured energy is greater than k2, the sensed spectrum will be marked as busy;
otherwise, no decision will be made.

If N is not big enough, because of the noise uncertainty, the test statistic would
change with the immediate variation of the received signal. That means the target band
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will be marked as idle although it should be marked as busy which will lead to a
misdetection.

3 Proposed Enhanced Double Threshold Energy Detection

This paper proposes a new sensing method by combining EED and double threshold
method to alleviate the misdetection caused by the insufficient N. By applying the EED
to the situation when measured energy falls between k1 and k2, not only the detection
probability but also the throughput will be improved.

3.1 Operating Principle

On a primary band, the received energy during a fixed observation interval can be
represented by

EiðyÞ ¼
XN
n¼1

y½n�j j2; ð3Þ

where EiðyÞ is the measured energy level of signal y at the ith observing period.
Compare the measured energy with two thresholds, the result can be defined as follow:

D ¼
H1 EiðyÞ\k1
EED k1\EiðyÞ\k2
H0 EiðyÞ[ k2

8<
: ð4Þ

Now we mainly focus on the situation when the measured energy falls between k1
and k2. The main difference between EED and traditional energy detection is that EED
additionally keeps a list which contains the measured energy level of the last M sensing
results. With this updated list, we can compute the average statistic value of M sensing
events.

Eavg
i ðEiÞ ¼ 1

M

XM
m¼1

Ei�MþmðyÞ ð5Þ

We know that if the sensing time is not long enough, the statistic value EiðyÞ will
follow the instantaneous energy drop and it will cause a busy channel be declared as
idle. So Eavg

i ðEiÞ is used for an additional check when EiðyÞ falls below k2. This
additional check which can improve the detection probability is aimed at protecting a
channel that are underutilizing from being decided to be idle when an immediate signal
energy drop happens with an insufficiently sensing period. However, it can also lead to
the increasing of false-alarm probability thus degrading ROC. So we have to check the
relationship between Ei�1ðyÞ and k2 when Eavg

i ðEiÞ[ k2
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It aims

4 Double Threshold EED Theoretical Performance

The observation result can be approximated as Gaussian distribution

EiðyÞ� N ðNr2w; 2Nr4wÞ H0

NðNðr2x þ r2wÞ; 2Nr2x þ r2wÞ2Þ H1

�
ð6Þ

Eavg
i ðEiÞ is the average of i.i.d. Gaussain random variables, so it’s also Gaussain

distributed

Eavg
i ðEiÞ�N ðlavg; r2avgÞ ð7Þ
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in which

lavg ¼
K
M

Nðr2x þ r2wÞþ
M � K
M

Nr2w ð8Þ

r2avg ¼
K
M2 2Nðr2x þ r2wÞ2 þ

M � K
M2 2Nr4w ð9Þ

So the pd and pf can be represented as

pd ¼ p EiðyÞ[ kHf gH1
þ p k\EiðyÞ\kHf gH1

þ p kL\EiðyÞ� k;Eavg
i ðEiÞ[ k;Ei�1ðyÞ[ kf gH1

¼ p EiðyÞ[ kf gH1
þ p kL\EiðyÞ� k;Eavg

i ðEiÞ[ k;Ei�1ðyÞ[ kf gH1

¼ p EiðyÞ[ kf gH1
þ pfkL\EiðyÞ� kgH1

� pfEavg
i ðEiÞ[ kgH1

� pfEi�1ðyÞ[ kgH1

[ pfEiðyÞ[ kgH1
¼ pconvd

ð10Þ

pfa ¼ p EiðyÞ[ kHf gH0
þ p k\EiðyÞ\kHf gH0

þ p kL\EiðyÞ� k;Eavg
i ðEiÞ[ k;Ei�1ðyÞ[ kf gH0

¼ p EiðyÞ[ kf gH0
þ p kL\EiðyÞ� k;Eavg

i ðEiÞ[ k;Ei�1ðyÞ[ kf gH0

¼ p EiðyÞ[ kf gH0
þ pfkL\EiðyÞ� kgH0

� pfEavg
i ðEiÞ[ kgH0

� pfEi�1ðyÞ[ kgH0

[ p EiðyÞ[ kf gH0
¼ pconvf

ð11Þ

Obviously, both pd and pfa of EED with DTH is higher than conventional double
threshold energy detection. It means that EED algorithm improves the detection
probability by sacrificing the false alarm probability. But the degradation of false alarm
probability is not significant, so the ROC curve is still better than the traditional double
threshold energy detection.

5 EED Experimental Performance

The ROC curve of double threshold EED scheme is shown in Fig. 1. From this figure,
we can find that under the same circumstance (SNR = −10, N = 3000), the perfor-
mance of double threshold EED is better than double threshold with CED which
proved the superiority of DTH with EED. Based on the extra check, if the result of last
sensing event is idle while the average value of the previous M sensing periods is
bigger than the predefined threshold, it is very likely that PU actually presents but the
result of last sensing period is below the upper threshold. In such circumstance, the
target band should be marked as busy. Meanwhile, if both the result of last sensing
period and the average value of the previous M sensing period’s test statistic are idle, it
indicates that the target channel is really not occupied. So the proposed method can
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reduce the probability of misdetections caused by immediate energy changes, which
will help to improve the detection results. Figure 2 shows the ROC curve of EED under
different SNR. We can see that with the increasing of SNR, the performance of the
enhanced double threshold energy detection is also improved.

Fig. 1. ROC curve for CED, Double Threshold with CED and Double Threshold with EED
(M = 3, SNR = −10, N = 3000)

Fig. 2. Performance of DTH with EED under different SNR
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6 Conclusions

As we know, the main drawback of energy detection is the limitation caused by noise
uncertainty. And many algorithms are proposed to solve the limitation, but the
improvement of performance is based on significant computational cost. In this paper,
we proposed a better algorithm without increasing the computational work and finished
the simulation to prove the effectiveness. The simulation results prove that the proposed
method has a better ROC curve than the classical energy detection and classical double
threshold energy detection.
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Abstract. In the Cognitive Radio system, cognitive users require perceiving
the real-time using of the spectrum accurately. At the same time, the cognitive
user stations are usually in severe fading or interference. Energy detection is
used widely due to the low computation complexity and an effective method
under the high SNR, but it is impressionable by the noise. According to these
facts, we propose to use the coefficient of variation (CV) of the sampled signals
to amend the judgment result and get the blending final result. After the energy
detection, if the test statistic of the signal energy is within a specified range and
the signal CV is less than a threshold value, it concludes that the spectrum bands
are occupied by another user. The simulation results prove that the rectification
method can greatly improve the cognitive user’s accurate detection performance
of spectrum usage in real-time while ensuring the computation complexity.

Keywords: Spectrum sensing � Energy detection � Coefficient of variation

1 Introduction

Today, as the rapid progress and development of modern wireless communications
technology, the radio frequency spectrum resources have become more and more
strained. Cognitive Radio (CR) technology can raise the utilization and reduce the tension
situation of spectrum resources [1]. In CR networks, the Secondary User (SU) is allowed
to use the licensed spectrum when the Primary User (PU) don’t occupy the bandwidths.
With the guaranty of PU in a certain band, the SU needs to continually detect the presence
of the PU. Spectrum sensing is the foundation and precondition for the implementation of
Cognitive Radio, which also is one of the key techniques in CR [2].

Among the common spectrum sensing methods, energy detection has been used
widely because of its simplicity [3]. It is the simplest method to detect the presence of
PU, which doesn’t require prior information of the PU. The traditional energy detection
based schemes typically compare the received energy with the fixed threshold to decide
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whether the PU is active or not. But the energy threshold is related to the channel noise
and is easy to be affected by the noise power fluctuation. The traditional dual-threshold
energy detection algorithm has two thresholds to make the decision, the detected
energy values are divided into three areas. But there is a problem of “Confused Region”
that is between upper bounds and lower bounds. Once the detected energy value falls
into the region, the result of the spectrum sensing would be failing.

The correlation coefficient is used to measure the linear correlation between
quantitative variables. Based on the analysis of eigenvalue detection theory, the cor-
relation between PU signal and additive white Gaussian noise (AGWN) is different,
and the correlation of PU signal is higher than AGWN [4]. But it is not always a good
criterion of the signals’ volatility. Considering traditional energy detection algorithm’s
shortages and the influence of the noise uncertainty on system performance, this paper
proposes a new method of double-threshold energy detection algorithm which is based
on the received signal coefficient of variation (SCVED). This method is applied for the
SU between the two thresholds. The advantage of using SCVED instead of energy
detection is two-fold: improved the detection probability; reduced the influence of the
noise.

The remainder of the paper is organized as follows: the conventional signal energy
detection method is briefly reviewed in Sect. 2. Then, we focus on the technical aspects
of SCVED in Sect. 3. In Sect. 4, its performance is evaluated by experiments. Finally,
we summarize the paper in the last section.

2 The Conventional Signal Energy Detection Method

Energy detection collects and calculates the signal energy in a given time period,
compares the result with a pre-set threshold to judge whether PU is present or not. In
addition, suppose that there is no signal between the PU and the SU. That is, the SU is
completely independent of the PU. A binary hypothesis testing model is shown, which
spectrum sensing can be modeled as:

yðtÞ ¼ nðtÞ; H0

nðtÞþ h � xðtÞ; H1

�
t ¼ 1; 2; � � � ;N: ð1Þ

In the testing, N denotes the sampling number during a sampling period, y tð Þ shows
the sample of the received signal by the SU, n tð Þ�N 0; r2x

� �
is the AWGN, x tð Þ is the

PU signal sample, h indicates the channel gain. In the channel, hypothesis H0 sates that
the PU is absent, and hypothesis H1 sates that the PU is present.

For the detection of unknown signals disturbed by AWGN, a conventional energy
detector is derived in [5]. This is easily implemented detector for detection of unknown
signals in spectrum sensing. Collect the test statistic and compare it to a threshold k to
decide whether the PU exists.

The test statistic is calculated by:
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Y ¼
XN
t¼1

y tð Þ½ �2: ð2Þ

The 2-gram model of energy detection can be expressed as:

Y\k; H0

Y � k; H1

�
ð3Þ

In AWGN channel, the distribution of the test statistic Y under two hypotheses is
[6]:

Y � v22u; H0

v22u 2cð Þ; H1

�
ð4Þ

Y follows a central (under H0) and non-central (under H1) chi-square distribution with
2l degrees of freedom. l shows the time-bandwidth product, c shows the
signal-to-noise ratio of the channel. When N is large enough, the central limit theorem
can be employed to approximate the Y as Gaussian.

Y � N Nr2n; 2Nr
4
n

� �
; H0

N N Pþ r2n
� �

; 2N Pþ r2n
� �� �

; H1

�
ð5Þ

where P is the average power of PU signal, then the target probability of false alarm Pfd

and the probability of detection Pd can be given as [8]:

Pfd ¼ Pr P[ kjH0ð Þ ¼ Q
k� Nr2nffiffiffiffiffiffi

2N
p

r2n

 !
ð6Þ

Pd ¼ Pr P[ kjH1ð Þ ¼ Q
k� N Pþ r2n

� �
ffiffiffiffiffiffi
2N

p
Pþ r2n
� �

 !
ð7Þ

where Qð�Þ is the standard Gaussian complementary cumulative distribution function.
Based on the Constant False Alarm Rate (CFAR) approach, the threshold k is set to
meet a certain Pfd for CR system. Here, k is got as follows:

k ¼ r2n Q�1 Pfd
� � ffiffiffiffiffiffi

2N
p

þ
ffiffiffiffi
N

p� �
ð8Þ

The formula (8) indicates that k is not only affected by Pfd , but also the noise
variance r2n.
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3 The Energy Detection Algorithm Based on the Signal CV

3.1 Coefficient of Variation

In probability theory and statistics, the coefficient of variation (CV), also called relative
standard deviation, is a standardized measure of dispersion of a probability distribution
or frequency distribution. CV can eliminate the effect of dimension and quantity of
data. It is usually measured the non-stationary properties of a variable in statistical
models. During spectrum sensing, the fluctuation of received signals is very different
under two conditions (H0 and H1). Thus, this paper introduces CV to the analyses of
the spectrum sensing and compared it with the conventional energy detection. In order
to make CV > 0, it is defined as the ratio of the standard deviation ry to the mean ly
and computed in this thesis as follows [6]:

ly ¼
1
N

XN
t¼1

y tð Þ
�����

����� ð9� 1Þ

ry ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
t¼1

y tð Þ � ly
� �2

vuut ð9� 2Þ

CV ¼ ry
ly

ð9� 3Þ

In order to observe the different degree of received signal CV, the experiments use
BPSK signal in AWGN to simulate the actual communication channel [7]. The sim-
ulation shows the value of received signals’ CV is smaller when PU is the presence.
When PU is absent, the values of certain CV are especially high. To better observe the
subtle difference between H0 and H1, the CV’s maximum value is set to 30. In other
words, the value is equivalent to 30 when CV > 30. The result of the simulation turns
into Fig. 1.

Figure 1 shows the received signals’ CV versus times of calculations in SNR =
8 dB when the CV’s maximum value is set to 30. In SNR = 8 dB, the values of the
CV are higher when PU is absent than present, the CV’s maximum value is 0.4996
under H1, the CV’s minimum value is 3.5069 under H0, and all the values of CV under
H0 are greater than it under H1.

To better observe the relationship of the SNR and CV, in SNR = 8 dB, we do the
same experiments under same conditions. The result of the simulation turns into Fig. 2.

Figure 2 shows the received signals’ CV versus times of calculations in SNR =
−8 dB when the CV’s maximum value is set to 30. In SNR = −8 dB, most of the CVs’
values are higher when PU is absent than present, the CV’s maximum value is 6.6564
under H1, and the CV’s minimum value is 3.6141 under H0. Compared Fig. 1 with
Fig. 2, a conclusion can be got that the volatility of the received signals slightly
increase as the increase of the SNR. Whether SNR = −8 dB or SNR = 8 dB, PU is
judged to be present if cv < 3.6. Set c ¼ 3:0, if cv� c, PU is judged to be present. The
2-gram model of SCVED can be expressed as:
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Fig. 2. The signals’ CV versus times of calculations in SNR = −8 dB
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Fig. 1. The signals’ CV versus times of calculations in SNR = 8 dB
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cv[ c; H0

cv� c; H1

�
ð10Þ

3.2 Overview Proposed Algorithm

In the proposed algorithm, the result of energy detection is revised by the signal CV,
there is a joint detection of the energy detection and SCVED, and the SCVED is
applied for the SU between the two thresholds.

The test statistic of the signal energy Y is collected in a given period of time and
calculated by (2), which is compared to the threshold (k). If Y � k, it is the case H1,
which means PU is present; If Y\k=2, it is the case H0, which means PU is absent; if
k=2� Y\k, SCVED is conducted. The signals’ CV is calculated according to the
formula (9-1). If cv� c, it is the case H1. Otherwise, PU is absent.

The procedures of the improved algorithms are as follows (Fig. 3):

Step 1 Energy detection: Generate a BPSK signal plus white noise or noise in a
continuous time and calculate the test statistic Y according to the formula (2). Compare
Y with the threshold k, if Y � k, PU is present. If Y\k=2, PU is absent.

Step 2 SCVED: Calculate the signal CV according to the formula (9-1), if cv� c,
PU is present. Otherwise, PU is absent.

( ) 2

1

N

t

Y y t
=

= ⎡ ⎤⎣ ⎦∑

Y λ≥

1H

y

y

cv
σ
μ

=

cv γ≤
0H

/ 2Y λ<

Step 1
Energy detection

Step 2
SCVED

Fig. 3. Proposed algorithm flowchart.
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4 Simulation Analysis

The simulation platform uses BPSK signal in AWGN to simulate the actual commu-
nication environment [8, 9]. Besides, we very SNR from −15 dB to 15 dB with a step
of 1 dB in order to evaluate the proposed algorithm in different channel environment.
And, the probability of false detection is set as 0.1 and 0.01 respectively. The result of
the simulation turns into Figs. 4 and 5.
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Fig. 4. The detection probability versus SNR at Pfd ¼ 0:1:
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Fig. 5. The detection probability versus SNR at Pfd ¼ 0:01:
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Figure 4 shows the graph of detection probability versus SNR with N = 128 at
Pfd ¼ 0:1. The proposed algorithm performs better than the traditional algorithm. In
detection performance, SCVED scheme shows 29% of improvement than the tradi-
tional under SNR = −10 dB.

Figure 5 shows the graph of detection probability versus SNR with N = 128 at
Pfd ¼ 0:01. The proposed algorithm performs remarkably better than the traditional
algorithm. In detection performance, SCVED scheme shows 42% of improvement than
the traditional under SNR = −10 dB. In the figures, we can see that the proposed
algorithm has a greater improvement at low Pfd .

5 Conclusions

This paper proposes a new energy detection algorithm based on the variation coefficient
of the received signals in the CR system. Based on the signal CV, the SCVED judges
the status of PU on special frequencies and perfects the final result. Simulation results
show that the joint algorithm can improve the detection probability, and reduce the
influence of the noise and SNR. The threshold of step 2 is set based on abundant
experiments and has not been proved through the formula. The next work is to
investigate the accurate formula of the threshold.
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Abstract. Millimeter wave (mmWave) and cloud radio access network
(C-RAN) are two potential candidates for next generation communication. In this
paper, we consider user-centric C-RAN in mmWave with the existence of
blockages in urban areas. The remote radio heads (RRHs) are deployed according
to a Poisson point process in the circular region D, of radius R. We employ the
stochastic geometry theory to analyze the signal-to-noise ratio (SNR), rate, and
outage probability. We emphasize the effect of circular region radius on the
performance in this network and evaluate the effect with Monte Carlo simula-
tions. The simulation results show that SNR, rate and outage probability have the
same asymptotic trends and have the best performance when replace the circular
region D with the line-of-sight (LOS) circular region.

Keywords: Millimeter wave � Cloud radio access network
Stochastic geometry

1 Introduction

With the ever-increasing high data rates of mobile users, many modern network
architectures and transmission technologies have been developed. User-centric cloud
radio access network (C-RAN) is one of the promising network architectures [1], where
a group of remote radio heads (RRHs) distributed uniformly serve the user U located at
center. It saves the wireless resource by employing coordinated transmissions among
RRHs. And baseband units (BBUs) pool employs centralized baseband processing for
using computational resource efficiently [2]. We can expand serving region and
improve the coverage and capacity by adding low cost RRHs to network. In addition,
coordinated multipoint processing (CoMP) among RRHs can be deployed to limit the
overall interference and improve the network capacity [3].
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The millimeter wave (mmWave) communication has been considered as a
promising solution to frequency congestion problem because of abundant available
spectrum in mmWave. mmWave technology has been recognized as an enabler for next
generation networks to achieve higher data rate and low delay [4]. Investigation of the
use of mmWave technology is already underway. Due to susceptibility to blockages
and severe attenuation in transmission, mmWave is more suitable for short-range
wireless communication. C-RAN system with RRHs distributed densely can make full
use of mmWave short-range communication characteristic.

Investigation of the user-centric cloud radio access networks is already underway.
With explicit backhaul constraints and power constraints in user-centric C-RAN, the
beamforming clustering scheme has been investigated [5]. Under the assumption of
high signal-to-noise ratio (SNR) and certain path loss exponent, the outage probability
has been investigated and closed form of analysis results have been derived in
user-centric C-RANs with randomly deployed RRHs [6]. Generally, when the path loss
exponent is uncertain in C-RANs, more accurate analytical results of outage probability
and rate have been obtained by employing the Gaussian-Chebyshev integration [7].
The downlink outage probability of C-RAN has been investigated, where RRHs are
distributed randomly with multiple antenna [3]. The macro base station and the RRHs
cooperate and serve the user simultaneously. They employ maximal ratio transmission
or transmit antenna selection under three downlink protocols, namely, selection
transmission, all RRHs participating, and minimal number of RRHs participating [3].

In [3, 6, 7], the radii of disks, where user is located at the center, are set artificially.
RRHs are uniformly distributed in these disks. The effects of blockages have not been
considered. Moreover, how to select the radius and the influence of the radius have not
been considered. When considering mmWave C-RAN, radius selection is very
important for performance metrics such as signal to interference plus noise ratio
(SINR), rate and outage probability. If we select larger radius, due to the effect of the
blockages, more RRHs, especially including non-line-of-sight (NLOS) RRHs, will
serve the user. while the NLOS RRHs will not improve the SNR and rate performance.
If we select smaller radius, a lot of line-of-sight (LOS) RRHs will not serve the user,
resulting in poor SNR and rate performance.

In this paper, we analyze the SINR, rate, and outage probability in downlink
user-centric mmWave C-RAN. We describe the user-centric C-RAN system model,
and channel model in Sect. 2. In Sect. 3, we analyze the cumulative distribution
function of SINR and rate as well as outage probability. Simulation results are provided
in Sect. 4. We summarize and propose the extension directions in Sect. 5.

2 System Model

We consider a downlink user-centric mmWave C-RAN system shown in Fig. 1(a),
where a user U, with an omnidirectional antenna, is served by a group of RRHs
deployed randomly over a circular region D, of radius R in Fig. 1(b). The location of
RRHs are assumed to obey a homogeneous Poisson point process (PPP) U1 with
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density k1. The number of RRHs N in the circular region D is Poisson random variable
whose distribution law is

Pr N RRH in LoS circlef g =
AN

C N + 1ð Þ e
�A: ð1Þ

where A is the intensity and A = pR2k1. All RRHs employ antenna arrays to achieve
higher directional beamforming gain.

The two fundamental physical differences between the mmWave and (ultrahigh
frequency) UHF network are the need for significant directionality and vulnerability to
blockages [8]. For tractability, the antenna arrays of RRHs are modeled as sectored
antenna model GM;m;hð/Þ [9]. Let M, m are main lobe directivity gain and back lobe
gain, respectively. h is the beam width of the main lobe. We assume the directivity gain
between the n-th RRH and the user is M.

The blockages, assumed to be impenetrable, are modeled as Boolean scheme of
rectangles [10], whose centers form a homogeneous PPPU2 with density k2, independent
of U1. The lengths L and widths W of blockages are identical independent distributed.

We employ the path loss model 1=ð1þ danÞ, which avoids the singularity issue
when dn ! 0. We assume the path loss exponent of LOS propagation is a ¼ 2.
Assuming Rayleigh fading between the n-th RRH and the user is gn � CNð0; lÞ and
µ = 1 denotes the mean power of the channel. Then gnj j is a normalized Gamma
random variable. The distance dn between the n-th RRH and the user U is a random
variable with distribution function

fdnðxÞ ¼
2x
R2 ; 0� x�R

0 ; else

(
: ð2Þ

Assuming that each RRH serves only a user per unit time, and other users must wait
until the RRH finish service. And BBU employs the coordination transmission control,
which means that the user U associates with a set of cooperating RRHs and we can
ignore the interference between the cooperating RRHs.

n-th  

dn

(a) (b) 

Fig. 1. User-centric mmWave C-RAN
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3 Performance Analysis

In this section, we analyze the SNR, rate and outage probability under the preceding
proposed model. First, we evaluate the effect of the blockages, and approximately
replace the circular region D with the LOS circular region, of radius RLOS. Then we
analyze the SNR received by the user U, rate and outage probability.

3.1 Radius of LOS Circular Region

In Fig. 1(a), the LOS region observed by the user U has an irregular shape [10].
The LOS region can be approximated by a circular region which has a certain radius.
Only RRHs inside this region are considered as LOS propagation to the user.

The LOS propagation through a link of length x means that there is no blockages
cross the link, and the probability of LOS propagation is pðxÞ ¼ e�bx in [10], where
b ¼ 2k2 E½L� þE½W �ð Þ=p, and k2, E[L], E[W] are the density of blockage, the average
length and average width, respectively.

Based on the LOS probability function p xð Þ, the radius of the circular region [10]
can be derived as

RLOS ¼ 2
Z 1

0
pðxÞdx

� �0:5

: ð3Þ

We equivalently approximate the LOS region by a fixed circle BðU;RLOSÞ with user U
located at the center, which we define as equivalent LOS circular region [10].

3.2 SNR Analysis

Based on the assumption that one RRH can at most serve one user and the effects of
blockages, we can ignore inter-RRHs interference. The SINR received by user can be
approximated to SNR. We denote the SNR from the n-th RRH to user as cn, the overall
SNR received by the user U is given as [7]

c ¼
XN
n¼1

cn: ð4Þ

We consider both of small scale Rayleigh fading and path loss. Thus, the received
SNR from the n-th RRH to the user U can be written as [6]

cn ¼
M gnj j2

r2ð1þ danÞ
: ð5Þ

where r2, a are the noise power received at the user and the path loss exponent,
respectively. The overall SNR received by the user U is given as [7]
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c ¼
XN1

n¼1

cn ¼
M
r2

XN1

n¼1

gnj j2
ð1þ danÞ

: ð6Þ

where N1 is the number of RRHs whose signal can be received by user U. If the radius
R is shorter than RLOS, this means that not all LOS RRHs serve the user U. If R is larger
than RLOS, there are NLOS RRHs serve the user U while the signal strength from these
RRHs come close to zero received by U. Thus N1 is Poisson random variable.

Pr N1 ¼ kf g ¼ An

k!
e�A; k ¼ 0; 1; 2 � � � ;A =

pR2
LoSk1; R � RLOS

pR2k1; R \ RLOS

(
; ð7Þ

The cumulative distribution function (CDF) of SNR can be defined as

FcðtÞ ¼ P c \ tf g ¼ P
M
r2

XN1

n¼1

gnj j2
ð1þ danÞ

\ t

( )
; ð8Þ

where the t is the threshold. When the radius R is smaller than RLOS, only a part of LOS
RRHs provide service with the user U. With the increase of R, the SNR received by U
will increase. If R is larger than RLOS, all LOS RRHs and a part of NLOS RRHs serve
the user U simultaneously. Due to the blockages, the SNR will not increase apparently.
We will evaluate the effect of R on the CDF of SNR in Sect. 4.

3.3 Rate Analysis

The rate distribution is vital for assessing the performance of this network. According
to the definition, the rate received by U can be written as RU ¼ B log2ð1þ cÞ, where B
denotes the bandwidth. The cumulative distribution function of RU can be defined as

FRU ðsÞ ¼ P RU \ sf g ¼ P B log2ð1þ cÞ \ sf g: ð9Þ

Based on CDF of the SNR, we can deduce the CDF of the rate according to the
definition. The effect of R on the rate has the same trend as the SNR. We will show the
simulation results of rate in Sect. 4.

3.4 Outage Probability Analysis

The outage probability is one of key performance metrics. In this section, we quali-
tatively analyze the influence of radius R on outage probability. We denote Re as
targeted date rate received by U. And the outage probability is defined as

Pout ¼ P RU \ Rtf g ¼ P B log2 1þ cð Þ \ Rtf g

¼ P c \ 2
1
BRt � 1

n o
¼

X1
n¼0

Fcð21
BRt � 1jN1ÞP N1 ¼ kf g :

ð10Þ
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4 Simulation Results

In this section, we present Monte Carlo simulation results, and illustrate impact of the
radius RLOS on SNR CDF, rate CDF and the outage probability.

We assume that the RRHs density is k1 ¼ 3 � 10�2/m2, and the bandwidth allo-
cated to user is B ¼ 100 MHz, the antenna gain transmitted from RRHs is M ¼ 10 dB.
The path loss exponent of LOS propagation is a ¼ 2. The density of blockages is
k2 ¼ 4:4 � 10�3/m2, E L½ � ¼ E W½ � ¼ 15 m.

First, we compare the SNR CDF with different radius of circular region in Fig. 2.
With the increase of the radius, the CDF of SNR improve rapidly until the radius
approaches to RLOS. When the radius surpass RLOS, the CDF of SNR does not change
apparently with the increase of radius. The simulation results demonstrate the analysis
in Sect. 3. The RRHs outside of LOS circular region do not improve SNR received by
the user.

We present the rate CDF with different circular region radius in Fig. 3.
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Fig. 2. SNR CDF with different radius. R denotes the radius of circular region. And R0 denotes
the radius RLOS of LOS region corresponding to red curve. The yellow and black curve
correspond to the case where R is smaller than RLOS, where the other two is for a larger R.
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With the increase of R, the CDF of rate increase until approaching to RLOS. When
R is larger than RLOS, the performance do not improve apparently. The CDF of rate has
the same trend as the CDF of SNR with the increase of R.

We present the outage probability with different radius and different targeted data
rate in Fig. 4.

With the increase of expected data rate, the outage will be more likely to happen.
The effect of R on outage probability is same as effect on SNR and rate. Therefore, the
system performance will be optimal when the disk radius is equal to the radius of LOS
circular region.

5 Conclusions

In this paper, we analyze the SNR, rate, and outage probability based on the stochastic
geometry theory in the user-centric mmWave C-RAN considering the blockages.
Compared to the existing work, we emphasize the effect of radius on the performance
in this network and evaluate the effect with Monte Carlo simulations. This work can be
extended in following directions. 3-D antenna gain pattern, which extend the directivity
in elevation angles, could be further investigated. The case, where one RRH can serve
multi-users simultaneously, could also be investigated in future work.
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Abstract. In this paper, the performance of a cloud radio access networks
(C-RAN) where remote radio heads (RRHs) operating at millimeter wave
(mm-Wave) range are modeled as a homogeneous Poisson point process has
been investigated. In this network, due to the high frequency and small wave‐
length, we use a LOS circle concept from the former study. Considering
downlink transmission, we were compared the performance of two different
transmission schemes. First is the selection transmission which chooses the
best RRH (BR) for transmission. Another scheme is all the RRHs partici‐
pated (ARP) and transmission the signal together to the typical user. We
analysis the outage and capacity of the two schemes and ARP transmission
scheme always performed better.

Keywords: Cloud radio access network · Millimeter wave
Remote radio head

1 Introduction

With the explosive growth of mobile traffic demand, the contradiction between spectrum
shortage and capacity requirements becomes increasingly prominent. Wireless band‐
width becomes a critical problem for the next generation wireless network, so that
recently a lot of research was focused on the high frequency communication. The milli‐
meter wave communication was becoming a promising technology for the future wire‐
less communication system. Due to the high frequency and a small wavelength, mm-
Wave communication will suffer from huge propagation loss. To solve this problem,
beamforming has been adopted as an essential technique to a directional communication
[1]. mm-Wave also experiences penetration loss and sensitive to blockage by obstacles
such as building and human body [2]. Therefore mm-Wave communication always
considered to be a short distance and directional transmission.

With the increasingly enhanced application scenario of mobile internet, 5G should
have the characteristic of higher experiences data-rate and wider bandwidth to support
multimedia contents featured by higher definition and living experiences. In recently

© Springer Nature Singapore Pte Ltd. 2018
S. Sun et al. (eds.), Signal and Information Processing,
Networking and Computers, Lecture Notes in Electrical Engineering 473,
https://doi.org/10.1007/978-981-10-7521-6_13



5G communication, many scholars has been proposed cell densification aimed to
improve the capacity and area spectral efficiency.

The future 5G communication architecture will be an ultra-dense network by
increasing the cell base station density to improve network capacity [3]. But at the same
time it will cause highly overall interference which resulting in a limit capacity gain.
The characteristic of the cloud radio access networks (C-RANs) make it become a
candidate architecture in the future 5G network. The rationale behind this is that base‐
band processing is centralized and coordinated among sites in the centralized BBU pool,
and thus it not only achieves significantly higher data rates than conventional cellular
networks but also reduces the capital expenditure (CAPEX) and operating expenditure
(OPEX) of the networks [4]. The ideal of the C-RANs is to move the baseband units
(BBUs) to a central location/data center and connect it to the radio units, also called
remote radio heads (RRHs), via optical fibers [5].

Motivated by the aforementioned background, in this study, we proposed mm-Wave
C-RANs architecture. We consider the downlink of a C-RANs where RRHs operating
at the mm-Wave connected with BBUs via optical fiber link. The BBUs pool in the cloud
is established to coordinate the entire network. In our system, the coordinated multipoint
(COMP) has adopted to mitigate the inter-RRHs interference and improve the network
capacity [6]. We adopted a LOS circle concept from the former study [7] and use
different user association to analysis the performance of the network respectively.

The paper is structured as follows: in Sect. 2 we described the system model and we
derive the coverage probability and outage probability expression in Sect. 3. Perform‐
ance analysis simulation result were presented in Sect. 4 and we draw a conclusion in
Sect. 5.

2 System Model

2.1 Network Model

As show in the Fig. 1, we assume a typical user is located in the origin associated by the
RRHs which distributed randomly over a circular region K with radius R. Due to severe
penetration loss in mm-Wave communication, we only consider the RRHs in the circular
which called LOS circle. We assumed that as long as R is larger enough, the RRHs which
outside the circular regime can be thought NLOS. RRHs operating at mm-Wave range
and the location of the RRHs form a homogenous Poisson Point process (PPP) ΦR with
intensity λR. Further, we assume that each RRH transmits with the same power (PR). We
use the method of coordinated multipoint processing (COMP) in C-RAN to get the
purpose of mitigating the overall interference and improving the performance of the
network.
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Fig. 1. System model.

2.2 Directional Beamforming

In this network, all RRHs equipped with directional antennas which modelled as a
sectorized gain pattern. The antenna gain provide for a typical users was modeled as the
following expression [8],

GR(𝜃) =

{
Gmax if |𝜃| ≤ 𝜃R

Gmin otherwise
, (1)

where 𝜃 is the steering angle and 𝜃R represents the beam-width or main lobe width. It is
assumed that when the antenna beams of intended access link are aligned, then the
effective gain which desired access link achieve is Gmax [8]. Although the user antenna
gain pattern can be modelled in the same manner, we considered the omnidirectional
antennas for the user in this network.

2.3 Distance-Dependent Path Loss Model

In our work, the path loss between RRHs or MBS with typical user was estimated as [9]

PL(d)dB = 𝛼 + 10𝛽 log10(d) + 𝜁𝜎 , (2)

where 𝛼 represents the path loss and 𝛽 is the path loss exponent. The 𝜁𝜎 is modelled as
the shadowing effect in dB and 𝜎 is the standard deviation of 𝜁𝜎. Motivated by previous
works [8, 9], different LOS and NLOS access link experience different propagation
environment so that the path loss parameters for the two access link was different. In
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this paper, we adopted the equivalent LOS ball that only consider the RRHs in the circle
region.

2.4 SINR Model

For best RRH transmission, the receive SINR at a typical user, denoted by 𝛾BR is written as

𝛾BR =
PRGR(𝜃)hRd−𝛼

N0 + IR

, (3)

since coordinated multipoint (COMP) has adopted to mitigate the inter-RRHs interfer‐
ence, the inter-tier interference form RRHs can be ignored thus the SINR can be simpli‐
fied as

𝛾BR =
PRGBR(𝜃)hBRd−𝛼

N0
, (4)

where PR is the transmission power at each RRH, GR(𝜃) as a function of 𝜃R which repre‐
sents the antenna gain for a typical user, d is the distance from the severed RRH to the
typical user and d−𝛼 represents the path loss gain. hR ∼ exp(1) is the small-scale fading
channel power gain and N0 is the noise power.

For all RRHs participate in transmission, the SINR can be written as

𝛾AR =

N∑
i=1

PRGRi
(𝜃)hRi

d−𝛼

i

N0
, (5)

where N is a random variables that represents the number of RRHs in the LOS circle
which follows the Poisson distribution. Note that the SINR in (3) (4) is a random variable,
because the locations of the RRH Ri is randomness, and the small-scale fading hRi

 and
the directivity gain GRi

(𝜃) were depended on it. We Using the aforementioned system
model and evaluate the mm-Wave C-RAN coverage and outage probability in the
following section.

3 Performance Analysis

In this section, we derive the coverage probability and outage probability expression for
the downlink mm-Wave C-RAN system under two different transmission schemes.

3.1 Coverage Probability

The downlink SINR coverage probability is defined as

PC(T, 𝛼) = Pr[SINR > T] , (6)
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which means that the probability of the a randomly user will attain a target SINR T  or
the average fraction of users who at any time achieve SINR T  [7].

(1) Coverage of the best RRH transmission scheme can be expressed as

PBR(T, 𝛼) = Pr(𝛾BR > T)

= Pr
(

PRGBR(𝜃)hBRd−𝛼

N0
> T

)
. (7)

(2) Coverage of the all RRHs jointly transmission can be expressed as

PAR(T, 𝛼) = Pr(𝛾AR > T)

= Pr

(
N∑

i=1

PRGRi
(𝜃)hRi

d−𝛼

i

N0
> T

)
. (8)

3.2 Outage Probability

(1) Best RRH for transmission (BR) scheme: In this scheme, we choose the RRH with
the best channel for transmission. Since we only consider the LOS propagation, the
nearest RRH will be have best channel for transmission. The outage probability is
defined as

Pout = Pr[log2(1 + SINR) < R]. (9)

It can be thought of the probability that a user have not achieve a target rate. The
outage event will occurs when all the RRH which has the best channel are in outages.
Assume that the number of the RRHs in the circular region K is N, the outage probability
for the typical user can be expressed as

PBR(R) = Pr(log2(1 + 𝛾BR) < R)

=

(
1 − exp( −

N0

PBRGBR(𝜃)
d𝛼
(2R−1)

)
. (10)

(2) All RRHs participate in transmission (ARP) scheme: In this scheme, all the RRHs in
the circular region K are severed for a typical user. Therefore, the outage events
occur when the overall rate from the RRHs is in outage. Assuming that all the N
RRHs transmission the signal for the typical, the outage probability can be given as

PAR(R) = Pr(log2(1 + 𝛾AR) < R). (11)

4 Simulation Result

In this section, numerical simulation results are shown to corroborate the derived analyt‐
ical results. We assume that the mm-Wave C-RAN is operated at the carrier frequency
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30 GHz with transmit power PR = 30 dBm and assigned 2 GHz of bandwidth to each
user in this paper. The interference between RRHs are ignore due to the COMP adopted
to this network. We consider a LOS only downlink transmission and the LOS path loss
exponent considered to be 𝛼LOS = 2.

Figure 2 reveals the probability of coverage of both the best RRH transmission and
all RRHs transmission schemes with varying the SINR threshold. It can be seen that the
coverage probability of the BR and ARP schemes are decrease with increase SINR
threshold. But the ARP scheme has higher coverage probability than the BR scheme. In
mm-Wave C-RAN, since the interference between the RRHs can be mitigate due to the
COMP technology. It worth to consider how many the number of the RRHs served a
user can achieve an optimal effective in the network. We are not only consider the
coverage and rate in one user, but also take account of the overall network performance.
The density of the RRHs in a user-centric C-RAN would be further study in the future.
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Fig. 2. SINR CCDF when 𝜆 = 5 × 10−5m−2.

Figure 3 show the effects of RRH density on coverage probability. We observe when
more RRHs are deployed, there is a substantial increase in the coverage probability with
both BR transmission scheme and ARP transmission scheme. However, the ARP trans‐
mission scheme always achieve higher coverage probability than the BR transmission
scheme. In traditional cellular network, with the density of the BSs increased, the coverage
probability will through an increased and then rapid due to the inter-tier interference
between the BSs. In mm-Wave C-RAN, the interference between the RRHs can be miti‐
gated by COMP, so increase the density can be greatly enhance system performance.
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From the Fig. 4, we can see the tendency of outage probability of both transmission
schemes with different transmission power. It reveals that the outage probability of both
schemes show a decreasing trend with the increase transmission power. The outage
probability of the ARP transmission scheme is lower compared to the BR scheme.

Figure 5 show the effect of RRHs density on outage probability. It is obvious that
with more RRHs are deployed, there is a substantial decrease in the outage probability
and the ARP scheme has a lower outage probability compared to BR scheme.
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5 Conclusions

In this paper, the downlink performance of mm-Wave C-RAN with different transmis‐
sion schemes was investigated. We used a LOS circle concept that only consider the
RRHs in the region transmission the information to a user. In this system, the perform‐
ance of BP and ARP schemes were analyzed. We also derived the analytical expressions
for the coverage probability and outage probability and it were validated through numer‐
ical simulation. As the result showed, that ignored the interference between the RRHs,
the performance of the system will be highly increased and the ARP scheme was outper‐
formed the BR scheme.
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Abstract. Massive multi-input multi-output (MIMO) improves networks
throughput via using plenty of antennas at the base station (BS) to serve mul-
tiuser simultaneously. Considering channel hardening, we directly investigate
the approximate expressions for network throughput with conjugate beam-
forming (CBF) and zero-forcing beamforming (ZFBF) schemes and adaptive
downtilts of antenna patterns. Building on this, a new adaptive beam switching
tilting strategy based on the greedy algorithm which adopts the optimal
downtilts to serve different regions are proposed to enhance the performance.
We also study intercell interference and propose a new modified cooperative
approach to reduce interference. Simulation results demonstrate that the system
throughput has been improved compared with the traditional method.

Keywords: Massive MIMO � 3D antenna pattern � Greedy algorithm

1 Introduction

In 5G, Massive MIMO is considered as a key technology due to various remarkable
advantages [1]. Moreover, the orthogonality of random channel vectors proved by
theoretic analysis and experimental results can be applied to enhance physical security
and weaken inter-cell interference [2, 3]. Considering the horizontal plane, the antenna
arrays at the base station (BS) only radiate a fixed downtilt beam only that is considered
by most researchers in numerous studies on beamforming algorithms [3, 4]. The main
beam can be controlled by 3-dimension (3D) beamforming technique in elevation and
azimuth dimensions [5, 6]. But most of these works are applied in regular MIMO
networks, not massive MIMO networks. Switched-beam tilting at the system level is
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studied in the literature [6], but a specific design method has not been provided yet.
Intercell interference mainly limits the achievable throughput of active users especially
users who are in a cell-edge region. Multiple base stations (BSs) coordination called
multicellular processing can combat intercell interference efficiently [7]. Traditional
coordinated beamforming cannot reduce many interference BSs simultaneously in the
horizontal plane and solutions for designing beamformers are iterative [7–9].

A new adaptive beam switching cooperation strategy based on the greedy algorithm
are proposed to optimize throughput. Considering channel hardening, the approximate
expressions for the ergodic rate with ZFBF and CBF are applied to evaluate perfor-
mance. Next, the greedy algorithm is adopted to search the adaptive tilt to further
improve throughput, and also propose one method to suppress interference.

The organization is described as follows. The networks system model introduced in
this paper is described in Sect. 2. Section 3 investigates approximate expressions for
user ergodic rate with imperfect channel state information (CSI). A novel technique for
3D beamforming is proposed and analytical numerical results in next Section. At last,
we conclude this paper.

Notations: conjugate operator is presented as �ð Þ�, ð�ÞH denotes Hermitian transpose
operator, identity matrix is presented as IN, Euclidean norm is denoted as �k k.

2 System Model

There are B adjacent cells in the cellular network. They are indexed with b = 1. . . B.
Only one BS is located in each cell. The number of antennas employed at BS is Nt. The
height applied in BS is hbs. This paper mainly focuses on downlink transmission,
assuming universal frequency reuse. For users, the height is denoted as hu. Users are
uniformly distributed and only have one antenna. The network configuration can be
seen in Fig. 1.

2.1 Antenna Radiation Pattern in 3D Channel Model

Active Antenna System (AAS) is employed in the BS antenna array [7]. The authors
investigate the antenna gain in [8]. The antenna gain is described as follow:

Fig. 1. The system model
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AdBi
k;b ¼ �min min 12

;k;b�uk;b

;3dB

� �2

; SLLm

" #
þmin 12

hk;b�bb
h3dB

� �2

; SLLel

" # !
;SLLtot

( )
ð1Þ

For BS b, ;k;b presents angle applied in horizontal measured between user k and
x-axis. hk;b denotes the tilt measured between user k and horizon planes. This tilt
between the peak beam and the horizon is defined as bb, and the fixed angle is ub. The
side-lobe attenuation is presented as SLLel. The front-to-back and the total attenuation
are respectively SLLm and SLLtot. Considering horizontal and vertical, we respectively
present the HPBW as ;3dB and h3dB.

2.2 The Downlink Signal Model and Propagation Environment

From user k to BS b, we write channel vector as ak;b bbð Þhk;b where hk;b 2 CNt�1

denotes the small-scale fading channel vector [8], and ak;b bbð Þ ¼ PLk;bA k;b bbð Þ,
where PLk;b denotes the distant-dependent large-scale fading, and ak;b denotes the
antenna gain. hk;b �CN0,INt , 8k; b are assume to be i.i.d. We operate the networks in
the time division duplexing (TDD) mode, the downlink CSI can be learned via the
uplink transmission. hk;b can be descried as follow

hk;b¼ ĥk;b + ek;b ð2Þ

The error for estimate denotes as ek;b � CN(0,r2
k;b bbð ÞINtÞ, ek;b is i.i.d., where

r2
k;b bbð Þ ¼ 1= 1þ a

k;b bbð ÞP0
� �

and P0 presents the power for the uplink pilot. The

estimate channel vector can be descried as follow

ĥk;b¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P0r2

k;b bbð Þ
q
P0r2

k;b bbð Þþ 1
yk;b ð3Þ

For user k at BS b, the power for entry of ĥk;b is l2k;b bbð Þ¼ 1�r2k;b bbð Þ . Data is
transmitted via using preceding schemes. Learning the CSI, ZFBF and CBF are both
investigated. The beamforming vectors is denoted as wk;b 2 CNt�1 and dk;b denotes
useful data. We write the received signal as follow

yk;b ¼
XB

b¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffi
a
k;b bbð Þ

q
hHk;bxb + nk ð4Þ

From BS b, the signal vector denotes xb¼
P

k2Kb;a
wk;bdk;b and obey E xbk k2

h i
� P.

we present received signal as follow after substituting (2).

yk;b ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
a
k;b bbð Þ

q
ĥHk;bwk;bdk;b þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
a
k;b bbð Þ

q
eHk;bwk;bdk;b

þ
X

j2Kb;a;j6¼k

ffiffiffiffiffiffiffiffiffiffiffiffiffi
a
k;b bbð Þ

q
hHk;bwk;bdk;b þ

X
b0 6¼b

X
l2Kb0a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ak;b0ðbb0 Þ

p
hHk;b0xb0

ð5Þ
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AWGN is denoted as nk � CN (0,1), pk;b denotes the power and vector b ¼
b1; b2; b3. . .bBf g presents tilts. We present the expressions for conditional ergodic

rate [9]

Rk bð Þ ¼ E log2ð1 + PASk ðbÞ + PMCI
k bð Þ + PMCI

k bð ÞÞj a
k;b bbð Þ

n oB

b¼1

� �

� E log2ð1 + PMCI
k ðbÞ + PICIk bð ÞÞj a

k;b bbð Þ
n oB

b¼1

� �
:

ð6Þ

3 Optimal Downlink Tilts for 3D MIMO

We directly investigate the approximate expressions for network throughput with
conjugate beamforming (CBF) and zero-forcing beamforming (ZFBF) schemes [5].

3.1 The Approximate Expressions

Considering imperfect CSI, the distribution for approximate ergodic rate are presented.
We set the power constraint P for each BS. We allocate the power for transmitting
among users equally.

(1) Desired signal: The ZFBF is first considered. The following formula essentially
roughly equals the desired signal term [9].

PASk bð Þ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
a
k;b bbð Þ

q
ĥ
H
k;bwk;b

				
				
2

pk;b � a
k;b bbð Þpk;bðNt � Kb;a þ 1Þl2k;b bbð Þ ð7Þ

Kb;a denotes the number of users who are affected by BS b. Building on the MMSE
channel estimation, the approximate expressions for CBF can be descried as follow

PASk bð Þ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
a
k;b bbð Þ

q
ĥ
H
k;bwk;b

				
				
2

pk;b � a
k;b bbð Þpk;bNtl

2
k;b bbð Þ ð8Þ

(2) Intra-cell interference: Considering ZFBF, we present the approximate expres-
sions as follow

PMCI
k;ZFBF bð Þ¼E

X
j2Kb;a

ffiffiffiffiffiffiffiffiffiffiffiffiffi
a
k;b bbð Þ

q
ĥ
H
k;bwk;b

				
				
2

pj;b

 !
� ak;bðbbÞpk;bKb;ar

2
k;bðbbÞ ð9Þ

We consider that CBF cannot mitigate intracell interference efficiently, the
expressions for all the interference terms and the error estimated term should be both
analyzed. Multiuser residual interference term for ZFBF equals the estimation error
expressions for CBF can be descried as follow:
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pj;b

0
BBB@
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CCCA � a
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For CBF, the multiuser residual interference term can be descried as follow

PMCI
k;CBF bð Þ ¼ a

k;b bbð Þpj;bKb;ar
2
k;b bbð Þþ a

k;b bbð Þpj;bðKb;a � 1Þl2k;b bbð Þ ð11Þ

(3) Approximate expressions for inter-cell interference is

PICIk bð Þ ¼ E
X

b0 6¼b

X
l2Kb0a

ffiffiffiffiffiffiffiffiffiffiffiffiffi
a
k;b bbð Þ

q
ĥHk;bwk;b0

				
				
2

pj;b0

" #( )

¼
X

b0 6¼b

X
l2Kb0a

ak;b0ðbb0 Þpj;b0r
2
k;b0 bb0ð Þ

: ð12Þ

3.2 3D Beamforming Optimal Downtilts Based Om Greedy Algorithm

We adopt modified algorithm to globally improve the statistical throughput perfor-
mance. Considering the wireless channel, there are some differences should be taken
into account, the range of angular is about 120° to cover the area in the horizontal
plane. But the cell-inter tilt usually is smaller than 27.5°, and the cell-edge tilt is about
6° in the vertical plane. Considering height hb 	 huð Þ, we can neglect multipath fading
in the vertical plane.

Building on the mention above, the design of beamforming algorithm has sepa-
rability. The sum-throughput acts as the main performance metric. Considering
imperfect CSI, we should find the optimal downtilt b�s� applied in different BSs via
solving this problem as follow.

b�s� ¼ argmaxb
PB

b¼1 Rb;sðbÞ
Subject to b mimimum� b� b maximum

ð13Þ

For BSs, broadcasting electromagnetic waves from a base station has little effect on
the electromagnetic waves produced by other BSs. This effect can be neglected. The
transmission of electromagnetic waves between base stations can be assumed to be a
relatively independent process, but users in the network are the result of the interaction
of multiple base stations. Therefore, this optimal problem is an optimal joint problem of
multidimensional variables, which can be simplified for multiple one-dimensional joint
optimization problems.

Greedy algorithm means that the overall optimal solution of the problem can be
achieved through a series of locally optimal choices. This is the first basic element of
the greedy algorithm. Greedy algorithm is to search via iterative method, each time
algorithm will be asked to simplify the problem as a smaller sub-problem. It is usually
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possible to first prove that a whole optimal solution of the problem begins with a
greedy choice and that the problem is decoupled to a smaller, sub-problem after a
greedy choice.

Building on this, we design the modified greedy algorithm. This algorithm can
enhance performance globally and ensure fast convergence. Because of space limita-
tions, the detailed complexity analysis is omitted here.

We first calculate the initial value of the iteration of each BS. As seen in Fig. 2,
downtilts have the following characteristics (1) the cell-inter beam downtilt is bound to
be greater than the cell-edge beam downtilt (2) the cell edge beam reaches the optimal
downtilt faster. We obtain the initial optimal cell-edge downtilts via iterative search
method. For simplification, we assume that the initial value of the inner and outer
beams at BSs are same.

We first set b�s� ¼ h called the initial optimal cell-edge downtilt. We then obtain the
optimal tilt of each BS and increment by 1°. If sum throughput increases, the tilts will
be kept or ignored. At last, the algorithm stopped when the sum throughput cannot
increase anymore. Cooperation system in cellular networks, the intersection regions
among the adjacent base stations usually generate the major part of the ICI. Hence, we
can significantly combat ICI via using multicell cooperation algorithm [8]. The number
of BSs within a cluster can affect the preference of the system and the Superiority of
proposed algorithm. The order of complexity and overhead are key parameters for
evaluating the algorithm. If increasing the number, the performance can be improved
greatly. But the overhead and complexity for CSI cannot be ignored. If reducing the
size of the cluster, interference cannot be limited. We weigh the advantages and dis-
advantages of the size of cluster in this paper. We apply our modified algorithm in this
paper via using static clustering method. In this method, we divide our cellular network
into small and underlap cluster such that the BSs who generate the dominant inter-
ference can be contained in our cooperation cluster [9].

Considering characteristics of interference, we first classify this interference into
two kinds and then suppress them: (1) interference caused by the main beam can be
suppressed via multiplexing the time slots allocated to serve different vertical regions in
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Fig. 2. The throughput under different downtilts
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clusters. (2) Considering the small vertical HPBW and the directivity of the antenna
patterns in this paper, we suppressed such interference via slightly increasingb
cell-edge (b cell-inter > b cell-edge).

One new strategy is described as follow: all users only report the ID number of BS
which causes the most serious interference to controller central station (CCS).
Then CCS ensures that interfering BS cannot simultaneously serve the edge area with
other BSs within a cluster.

4 Simulation Results

The proposed schemes and the traditional algorithm are both analyzed. Each cell is
divided into three horizontal sectors and two vertical regions, each sector span 120°
described in Fig. 3. We present the pathloss factor as PLk;b, the reference distance is
denoted as D0. We present the pathloss exponent as v (Table 1).

Fig. 3. Two vertical and three horizontal areas

Table 1. Simulation Parameters

The name of Parameters Assumption
Cellular layout 19 sites
hb 15 m
hu 1.5 m
The radius, D 50 m
PLk;b ðdk;b

D0
Þ�v D0 = 1 m. V = 3.76

The Pathloss breaking distance r0 1 m
The number of antennas at BS 64
The number of users 60
Power of BS, P 20 w
The antenna pattern of BS ;3 dB ¼ 65


h3 dB;1 ¼ 32 and h3 dB;2 ¼ 10
SLLel ¼ 50 dB

SLLm ¼ SLLtot ¼ 55 dB
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The proposed and traditional algorithm are both shown in Fig. 4. The edge, average
and peak throughput are respectively compared simultaneously. When SNR gets
worse, the throughput decreases can be observed clearly. The proposed schemes are
chosen to be compared with traditional fixed-downtilt, the improvement of perfor-
mance can be observed clearly. The proposed schemes compared with fixed tilt applied
at BSs beam strategy enhances the edge, average and peak throughputs to 11%, 10%
and 10% for ZFBF and 5%, 4% and 5% for CBF. Moreover, the throughput of ZFBF is
larger than CBF seen from the simulation because intra-cell interference can be sup-
pressed by ZFBF.

5 Conclusions

In a massive MIMO network, we directly apply approximate ergodic rate expressions
with imperfect CSI. For the optimal downtilts, an adaptive switching beam strategy is
proposed based on the greedy algorithm to further enhance performance. We investi-
gate interference and present a possible idea to reduce the interference. The superiority
of our modified algorithm over the traditional ways is proved by numerical results.

Acknowledgement. This works thanks to the project 61471066 supported by NSFC.
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Abstract. In this work we consider the user scheduling problem in the
massive multiple-input multiple-output (MIMO) wireless multicast sys-
tem with heterogeneous structures. The dynamic programming (DP)
method and Markov decision process (MDP) model is utilized to describe
the system behavior. We use asymptotic results for massive MIMO mul-
ticast beamforming to estimate the system capacity for the MDP model.
The value iteration (VI) method is adopted to solve the MDP problems.
The proposed model can enhance the system performance by solving the
optimal MDP policy for user scheduling in an off-line manner with max-
imized average reward. The numerical results show the behavior of the
algorithm and evaluate its performance.

Keywords: Massive MIMO · Wireless multicast
Markov decision process

1 Introduction

The massive multiple-input multiple-output (MIMO) technology has been widely
acknowledged to be the key technology in future wireless communication sys-
tem since it can significantly increase spectrum efficiency and improve system
performance. Among the various research fields of massive MIMO, the wire-
less multicast based on massive MIMO is drawing more and more attention.
Recent literatures have shown that under massive MIMO scenario, the asymp-
totic results of optimal multicast beamformer as well as the achieved optimal
SINR have compact forms [1,2], providing theoretical foundation for further
analysis for massive MIMO multicast.

Due to the stochastic behavior of wireless system, in practical scenario the
scheduling method is necessary to guarantee and improve system performance

c© Springer Nature Singapore Pte Ltd. 2018
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and user’s quality of service (QoS). To address the scheduling problem in mas-
sive MIMO multicast system, the dynamic programming (DP) and Markov deci-
sion process (MDP) models are widely applied for theoretical modeling. In the
field of wireless scheduling as well as optimal controlling, recent literatures have
been focusing on structural analysis of optimal DP policies [3,5,6], approxi-
mate dynamic programming (ADP) [4,7] and aggregation based methods [8],
etc. With the rapid development and global focusing of learning-based theories
and techniques, it is important to apply these theories to address problems in
the field of wireless communication to develop practical algorithms as well as
to further explore these theories by modeling in practical complicated wireless
communication scenarios.

To address the scheduling problems in massive MIMO multicast system, we
use DP and MDP to model the system behavior. First we adopt the asymptotic
results from [1,2] and derive the MDP model for the system. By using value
iteration (VI) methods, the optimal MDP policy for user scheduling is derived.
In numerical result part we test the performances of the algorithm.

The rest of this paper is organized as follows. In Sect. 2 we develop the system
model for user scheduling in massive MIMO multicast system. Section 3 provides
theoretical analysis for the DP model and derives algorithms to solve the opti-
mal policy. Section 4 presents the numerical results of the proposed algorithms.
Section 5 concludes the paper.

2 MDP Modeling in Massive MIMO Multicast HetNet

Consider a heterogeneous network (HetNet) where the base station is coupled
with N LPNs, which all locate inside the coverage area of the base station. There
are M multicast groups in the HetNet that utilizes multicast beamforming for
wireless transmission. We set the purpose of MDP modeling to be providing
scheduling strategy when user equipments (UEs) roam across the LPNs inside
the base station. Consider the infinite-horizon discrete-state MDP [9]. Without
loss of generosity, define the state vector of the MDP as follows (Fig. 1):

s(t) = [s0(t), s1(t), ..., sN (t)], (1)

si(t) = [si,1(t), si,2, ..., si,M (t)], i ∈ {0, 1, ..., N}, (2)

Group #2

Unicast

Group #1 Group #1

Fig. 1. System model
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where si,m(t),m ∈ {1, 2, ...,M} denotes the number of connected-state UEs in
multicast group m of access point i (i = 0 denotes the marco base station).
Define the action vector of the MDP as follows:

u(t) = [u0(t),u1(t), , ...,uN (t)], (3)

ui(t) = [uAI
i,1 (t),uAC

i,1 (t), uAI
i,2 (t), uAC

i,2 (t), ..., uAI
i,M (t), uAC

i,M (t)], i ∈ {0, 1, ..., N}, (4)

where u
(∗)
i,m(t) ∈ {0, 1},m ∈ {1, 2, ...,M} denote the scheduling policy for the

next decision epoch when different type of UEs arrive at access point i and try
to subscribe to multicast group m, which is described in Table 1. Let the instances
of UE’s arrival be the decision epochs. Hence the state vector and action vector
can be re-written with the decision epoch index as st and ut, t = 0, 1, .... In order
to build the connection between the performance of massive MIMO multicast
system and the UE’s density, recall the Rayleigh channel model based asymptotic
results as follows. Consider down-link multicast transmission, assume the UE is
equipped with single antenna, then the received multicast signal can be expressed
by the following equation:

yi,m,k =
√

ρi,mgH
i,k ωi,msi,m +

∑

n,n �=m

√
ρi,ngH

i,k ωi,nsi,n + zi,m,k, (5)

Table 1. Action variable for different types of UE

0 1 UE’s type

uAI
i,m(t) Reject Accept New Idle-state UE

uAC
i,m(t) Reject Accept New Connected-state UE

where si,m ∈ C denotes the multicasted complex information with unit
power, ωi,m ∈ C

Nt,i×1 denotes the multicast beamforming vector with ‖ωi,m‖2 =
1, and Nt,i denotes the number of transmission antenna. ρi,m denotes the power
allocation ratio with

∑
m ρi,m = 1,∀i. yi,m,k denotes the received signal of UE k

in multicast group m of access node i. With the channel denoted by gi,k being
Rayleigh fading, the achieved asymptotic optimal SINR under the max-min fair-
ness (MMF) rule is given as follows [1,2]:

lim
Nt,i→∞

SINRi,m =
E

σ2
∑

k β −1
i,k

, ∀m, (6)

where the beamformer ω and power allocation ratio ρ satisfies:

ωi,m = αi,m

∑

k

gH
i,k

βi,k
, ∀i,m, (7)

αi,m =
(

Nt,i

∑

k

β −1
i,k

)− 1
2

, (8)



124 X. Zhang and S. Sun

ρi,m =

∑
k β −1

i,k∑
m

∑
k β −1

i,k

, ∀m. (9)

βi,k is the large-scale channel attenuation and E is the total transmission power.
In this way the Connected-UE’s distribution will mapped directly to the perfor-
mance of the system. Define ξC

i,m(r, θ) and ξI
i,m(r, θ) as the density of connected-

state UEs and idle-state UEs under polar coordinate. In that case the achieved
SINR can be calculated as follow [11]:

SINRi,m =
E

σ2
∫∫

Di
K−1rnξC

i,m(r, θ)dS
, ∀i,m, (10)

where K is the constant determined by antenna characteristics, and Di denotes
the coverage area of LPN i. Hence the viable state space can be determined
according to the QoS constraints:

S =
{
st

∣∣∣ si,t ∈ Z
1×M
+ ,SINRi,m ≥ Qmin

m ,∀i,m, t.

}
, (11)

where Qmin
m is the minimum SINR required for the multicast signal in group m.

Let U be the action space which encompasses all possible ut. Since the state
st indicates the number of subscribed UEs, it is obvious that any two states
in S are mutually accessible, i.e., the Weak Accessibility (WA) condition hold.
In that case the optimal policy of the MDP problem is stationary [3,9]. Let
π = {μ, μ, μ, ...} be the stationary policy where μ : S → U is the function
of choosing an action for all decision epochs. Let Π be the set of all possible
stationary policies. The cost per state is defined by r : S × U → R. In that
case the goal of MDP is to maximize the average reward per stage Problem [9]:

J∗ = max
π∈Π

Jμ = max
π∈Π

{
lim

T→∞
E

{ 1
T

T−1∑

t=0

r
(
st, μ(st)

)}
}

, (12)

where Jμ is the reward function under stationary policy {μ, μ, μ, ...}.

3 Dynamic Programming and Optimal Solution

At each decision epoch, the system state transition depends on UE’s mobility as
well as the action chosen by policy π. In practical scenario the mobility param-
eters are unknown, which results in difficulty of implementing the MDP-based
algorithms. Nevertheless, once the parameters are properly estimated, substan-
tial analytical methods can be introduced to solve the DP problem. For the
simplicity of denotation, we use scalar i, j = 1, 2, ...n to index each state in S .
The cost is hence denoted by r(i, u). Let pij(u) be the transition probability
from state i to j with action u. The transition matrix is hence denoted by Pu.
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Since the Markov chain is a unichain, the optimal average reward J∗ satisfies
the following equations [9]:

J∗ + h(i) = r(i, u) +
n∑

j=1

pij(u)h(j), i = 1, 2, ..., N, (13)

where h is a vector with h(0) = 0, and u that attains J∗ is the optimal policy.
Equation (13) is referred to as the Bellman’s Equation for unichain policies. To
solve the Bellman’s equation, define the DP mapping for vector h:

T h = max
u

[ru + Puh] (14)

Then the optimal reward function can be obtained by the following value itera-
tion (VI) method:

J∗ = lim
k→∞

1
k
T kh. (15)

The optimal policy can be obtained by the well-known policy iteration method,
and is hence omitted here.

4 Numerical Results

We experiment the models above using the MDP Toolbox on MATLAB [12].
The experiment is based on Markovian transition hypothesis of the system, and
suffers from the curse of dimensionality. For a system with N LPNs and M
groups, the set size of compound state-action pair is |S | × |U |, and grows
exponentially with N and M . As a result, we only set N = 1 and M = 2, and
set the minimum SINR requirement to be sufficiently high, so that the maximum
UE’s number for each LPN and group is not too large. Let the reward function
to denote the penalty of denying UE’s access. Define r(i, u) as follow:

r(i, u) =
∑

i

∑

m

{
RAI × uAI

i,m + RAR × uAR
i,m

}
. (16)

Let RAI be the fixed reference reward set to be 1, and let RAR vary. We evaluate
the average reward of the MDP problem under different Idle-state UE density
indicated by ξI (We assume that ξI

i,m is unified in the system as the reference
parameter in the simulation system. For detailed description of the mobility
model, please see [11]). Since with a higher value of RAR, it is obvious to achieve a
higher average reward. Hence we also calculate the average reward ratio J∗/RAR

as the criterion for performance. The results are shown in the following figures.
As is shown in Fig. 2, the average reward increases for larger value of RAR as

expected. Also, with a higher Idle-state UE density, the system traffic becomes
heavier and more handover requests are introduced, deteriorating the perfor-
mance and decreasing average reward, which proves the rationality of the pro-
posed method. On the other hand, in Fig. 3 we observe that with a higher RAR
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Fig. 3. Average reward ratio with different RAR

the average reward ratio becomes smaller, which indicates that a high value of
RAR do not guarantee a high efficiency for the scheduling problem. In practical
system, the reward may be the achieved rates of a data service. In that case,
for a service with a higher data rate, although the average throughput (average
reward) is increased, the unit throughput by introducing this service becomes
lower indeed, which suggests lower efficiency of the multicast system.

As is shown in Fig. 4, when we set some specific QoS requirements so that the
maximum number of UEs are the same for each LPN and multicast group, sim-
ilar deterioration tendency can also be observed. Also, with a higher maximum
number of users denoted by SMax, the system bears more multicast traffic and
brings more average reward. Similar to the average reward ratio, we also calcu-
late J∗/SMax in this scenario to evaluate the efficiency. The result is shown in
Fig. 5. Similar to the observation of J∗/RAR, a higher maximum user number
actually brings lower efficiency, which coincides with previous analysis.
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5 Conclusions

This paper proposes the user scheduling algorithms for massive MIMO multicast
system. We use asymptotic results of massive MIMO multicast to build the
connection between user density and the achieved SINR. Then the MDP theory
is adopted to model system behavior and derive the VI-based method for solving
the optimal policy. Numerical experiments testify the rationality of the proposed
model, where system behavior for different Idle-state UE density is observed and
analyzed. For future work, the deeper researches into the phenomenon observed
in the average reward ratio as well as low-complexity algorithm design are of
interest.
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Abstract. The standard bat algorithm is slow convergence and low precision.
To overcome this shortcoming, we propose a novel variant of bat optimization
algorithm based on centroid strategy. The proposed algorithm has a better global
searching capability because the centroid strategy can effectively prevent it
falling into a local optimum. Two typical test functions are employed to test its
performance. Simulation results show our proposal is both effective and efficient
than three other comparison algorithms. Moreover, for high-dimensional func-
tion optimization, our proposed algorithm also has excellent approximation
performance.

Keywords: Bat algorithm � Centroid strategy � Function optimization

1 Introduction

Many heuristic optimization algorithms [1] have been proposed to solve complex
computational problems (e.g., nonlinear problems, high-dimensional optimization).
Currently, these swarm intelligence algorithms are also widely applied in many fields
[2–4] (e.g., engineering optimization, scientific computing, biological information) due
to the flexibility and superior ability to deal with different problems. Moreover, the no
free lunch theorem (NFL) conveys that there is no heuristic algorithm can cope with all
optimization problems [5]. That is to say, the existing algorithms have achieved sat-
isfactory results in solving some problems, but not all of them. Therefore, an increasing
number of heuristic intelligent algorithms have been proposed by researchers.

Bat algorithm (BA, Yang in 2010) [6] is a novel swarm intelligence algorithm. This
algorithm is inspired by the bats’ echolocation behavior that allows bats to capture prey
and avoid obstacles quickly. The potential parallelism and robustness of bat algorithm
attracted many researchers. Xie et al. employed differential operators and Levy flights to
enhance the searching ability of bat algorithm [7]. Cai et al. introduced Gaussian walk
into BA to solve high-dimensional numerical problems [8]. Furthermore, bat algorithm
is widely applied in many applications, for example, engineering optimization [9],
multi-objective optimisation [10], constrained optimization tasks [11], etc.

Although the basic bat algorithm has powerful search performance, it still has some
deficiencies such as no global convergence, low accuracy. Therefore, to address this
question, a novel bat algorithm based on centroid strategy is proposed to make bat
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algorithm more effective. The proposed algorithm has a better global searching capa-
bility because the centroid strategy can effectively prevent it falling into a local opti-
mum. Two typical test functions are employed to test its performance. Simulation
results show our proposal is both effective and efficient than three other comparison
algorithms. Moreover, for high-dimensional function optimization, our proposed
algorithm also has excellent approximation performance.

The remaining part of the paper is organized as follows: Sect. 2 outlines the for-
mulation of bat algorithm and centroid strategy. Section 3 gives the design framework
of bat optimization algorithm based on centroid strategy, named CBA. Section 4
illustrates the experimental evaluations. Section 5 concludes this paper.

2 Bat Algorithm and Centroid Strategy

2.1 Bat Algorithm

The echolocation behavior of microbats allows bats to capture prey and avoid obstacles
quickly. For bat algorithm, Yang et al. idealized three rules to formulate this behavior
as follows [6]:

(1) All bats can detect the distance from the target in search space;
(2) Each bat adjust its velocity and position according to the loudness and frequency

of ultrasonic, which varies with the distance from the target;
(3) The loudness decreases with the increase of the iteration (from Amax to Amin).

In simulations, firstly, the position and velocity of bat i are xi
!ðtÞ and vi

!ðtÞ at time
t in the search space, respectively, as well as the loudness AiðtÞ, frequency fi and rate of
emission pulse riðtÞ. Then the bats adjust its velocity and position according to the
loudness and frequency of ultrasonic, which varies with the distance from the target;
For bat i at time t+1, its new velocity vi

!ðtþ 1Þ and position xi
!ðtþ 1Þ is given by

xi
!ðtþ 1Þ ¼ xi

!ðtÞþ vi
!ðtþ 1Þ ð1Þ

vi
!ðtþ 1Þ ¼ vi

!ðtÞþ ð xi!ðtÞ � pi
!ðtÞÞ � fi ð2Þ

fi ¼ fmin þðfmax � fminÞ � b ð3Þ

where P
!ðtÞ is the global best position at time t, b 2 ½0; 1� is a random number which

follows the normal distribution, the fmin and fmax is the minimum and maximum of
frequency, respectively.

For the local search, bat algorithm employs following strategies that a new position
is generated as follow:

xi
!ðtÞ ¼ pi

!ðtÞþ eAmeanðtÞ ð4Þ

where e 2 ½�1; 1� is a random number, the mean AmeanðtÞ is the average value of all
loudness at time t.
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Furthermore, the biological characteristics of bats (the A decreases and r increases
as they approach their target), are formulated as follows:

Aiðtþ 1Þ ¼ aAiðtÞ ð5Þ
riðtþ 1Þ ¼ rið0Þ½1� expð�ctÞ� ð6Þ

This is inspired by the characteristic of bat predation. rið0Þ is the initial value of
pulse rate, c and a are constant.

2.2 Centroid Strategy

Centroid is a hypothetical point in the material system that is believed to be concen-
trated in mass. Unlike the center of gravity, the centroid does not have to be in a system
with a gravitational field. It is worth noting that unless the gravitational field is uniform,
the centroid and the center of gravity of the same material system are usually not at the
same hypothesis. This paper will focus on an object in the object position uncertainty
region is called the centroid of the distribution of instances, the reaction can be
instances of the centroid which the concentration distributes in an uncertain region.

The centroid of k points x1; x2; . . .; xk in a D-dimensional space can be given by

C ¼
PK

i¼1
wixi

PK

i¼1
wi

: ð7Þ

Where wi is the weight of point i, in this paper, it is the fitness of bat i. This point is
the arithmetic mean of all points, which is the uniform position. This strategy enables
all bats to share information better.

3 A Bat Algorithm Based on Centroid Strategy

In this paper, the basic bat algorithm based on the introduction of information exchange
mechanism with the historical experience of individual bats bat populations controls
the bat’s flight speed and guides bat flight positioning, and so the bat sonic frequency
linear adaptive increases, which reinforces a certain extent. The ability can explore
algorithms to escape from local optima, and be more in line with nature. This paper
introduces the centroid method of decision-making group, which predicts the optimal
position to enhancement algorithm optimization.

For the current position of the individual bats can be calculated based on the
principle of a centroid which is the potential for the most advantages. Specific steps are
as follows:
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a, more compatible value than the current value of the individual’s choice bat, and
calculate the number of individuals m;

b, If m > 1, the centroid is calculated according to the formula xtþ 1
m ¼ 1

m

Pm

i¼1
xti,

otherwise go to step a;
c, the current instance is pulled bat centroid position;
d, processed to determine whether all individuals, if not then transferred to a;
Centroid calculation formulas and illustrated as follows:

xtþ 1
m ¼ 1

m

Xm

i¼1

xti ð8Þ

The improved algorithm steps bat as follows:

Step 1 Objective function and basic parameters initialization.
Step 2 Initialization all bats position x0i and velocity v0i , according to the equation
fi ¼ fmin þðfmax � fminÞ � b generating each bat pulse frequency v0i and the initialize
pulse r0t calculating loudness adaptation emissivity values.
Step 3 new parameters are added to the speed of the weight parameter w, according
to the formula w ¼ 0:9� 0:8 j�1

max length�1, w linearly decreases according to the

formula vtþ 1
i ¼ wvti þðxti � x�Þfi þðx� � xtiÞ and xti ¼ xt�1

i þ vti, update the velocity
vti and position of bats xti.
Step 4 For each bat, generates a random number rand1, if rand1 > rti , according to
the equation xti ¼ x� þ eAt, and regenerate the optimal disturbance instance in the
vicinity of the current position.
Step 5 generates a random number rand2, If rand2 < At

i and fitness is better than the
optimal value, then accept the new solution, and according to the formula rtþ 1

i ¼
r0i 1� expð�ctÞ½ � and Atþ 1

i ¼ aAt
i, adjusting r0t and A0

t .
Step 6 updates the global optimum position.
Step 7 determines whether the end condition is met, and outputs a result of the
algorithm is terminated, otherwise, go to Step 3.

4 The Simulation and Analysis

4.1 Benchmarks

In this paper, to test the performance, two typical test functions are employed. Their
formula are given as follows:

(1) Sphere Model function: f1ðxÞ ¼
P30

j¼1
x2j

where jxjj � 100:0, and f1ðx�Þ ¼ f1ð0; 0; . . .; 0Þ ¼ 0:0
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(2) Rosenbrock function:

f3ðxÞ ¼
Xn�1

i¼1
½100ðxiþ 1 � x2i Þ2 þðxi � 1Þ2�;

Where �30� xi � 30, and minðf3Þ ¼ f3ð1; . . .; 1Þ ¼ 0:0:

4.2 Parameter Settings

To verify the performance of CBA, we compare it with three other algorithms: particle
swarm optimization (PSO), cuckoo search algorithm (CS) and the variant of PSO with
time-varying acceleration coefficients (TVAC) [12].

For PSO and TVAV, the parameter setting are the same with [12]. For CS, the
parameter setting are the same with [13], the parameter a is 1.0, and the parameter p is
0.25. For BA, The coefficients b and e are both set to a random number uniformly
distributed –1 to1, as well as in CBA. For BA and CBA, the parameter a setting is 0.95,
and, the parameter c setting is 0.9. The population size of all algorithms are all 100. The
dimensionality is 30 and 300 for Sphere Model and Rosenbrock. Each algorithm run
independently 30 times for the test suite. Each algorithm stops when the number of
function evaluations reaches the maximum 50*dimension.

4.3 Single-Modal Functions

Comparison results at Sphere Model function with several other algorithms are pre-
sented in Table 1. In this table, the Dim is the dimension, Mean represents the average
of the 30 results and STD means standard variance. Best is the optimal solution, and
Worst is the worst solution. From Table 1, we can see that our improved algorithm has
achieved best results dimension 30 and 300. Especially for the dimension 300, CBA
performs better.

Table 1. Comparison results on Spher Model function

Dim Algorithm Mean STD Best Worst

30 PSO 3.2681e – 10 4.3787e – 10 1.6485e – 11 1.7625e – 09
TVAC 4.0616e – 29 2.0212e – 28 1.5868e – 36 1.1055e – 27
CS 8.8770e – 04 3.3410e – 04 4.1654e – 04 1.7673e – 03
BA 2.5775e + 03 1.1415e + 03 5.2983e + 02 6.4569e + 03
CBA 1.0615e – 05 1.8552e – 05 3.7951e – 09 7.1932e – 05

300 PSO 3.3946e + 00 1.9783e + 00 9.6284e – 01 8.5833e + 00
TVAC 4.4760e – 01 1.5790e + 00 2.0208e – 03 8.7546e + 00
CS 1.4655e – 05 4.6657e – 06 6.7384e – 06 2.6744e – 05
BA 2.2559e + 05 2.2651e + 04 1.7827e + 05 2.7778e + 05
CBA 5.9077e – 06 7.0108e – 06 1.9500e – 115 2.7263e – 04
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To express more intuitively, the dynamic convergence of comparison is presented
for dimension 30 and 300 in Figs. 1 and 2. As we can see, CBA achieves faster
convergence rate on the Sphere Model function.

This benchmark is regarded as a classic functions to optimize. For this model, the
performance of CBA always superior than others at dimension 300. In addition, TVAC
performs well for low dimension (30) among PSO, CS, BA and CBA.

4.4 Multi-modal Functions

Rosenbrocks is a multi-modal function, and this benchmark is one of the most com-
plicated functions to optimize. This is due to that its local minimum value increases
exponentially with the increase of dimension. As we can see from Table 2 and the
dynamic convergence of comparison Figs. 3 and 4, our proposal CBA always best,
whether in low dimension or high dimension.

Table 2. Comparison results on Rosenbrock Model function

Dim. Algorithm Mean STD Best Worst

30 PSO 5.6120e + 001 4.3675e + 001 1.2918e + 001 1.9647e + 002
TVAC 3.3219e + 001 4.1450e + 001 3.2026e + 000 1.7872e + 002
CS 2.7398e + 001 1.1070e + 000 2.4852e + 001 2.9285e + 001
BA 7.4706e + 001 1.2442e + 002 2.2049e + 001 5.9988e + 002
CBA 2.7426e + 001 1.0128e + 000 1.0128e + 000 2.8668e + 001

300 PSO 2.3308e + 004 1.9727e + 004 9.9654e + 003 7.3200e + 004
TVAC 1.4421e + 003 3.4372e + 002 1.2302e + 003 2.3770e + 003
CS 5.0309e + 002 8.7603e + 001 4.1376e + 002 7.3538e + 002
BA 1.3205e + 008 3.0832e + 007 8.7909e + 007 1.9654e + 008
CBA 2.9891e + 002 7.0818e – 002 2.9878e + 002 2.9899e + 002
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5 Conclusions

This paper proposed a novel variant of bat algorithm based on centroid strategy. The
proposed algorithm has a better global searching capability, which can effectively get
out from a local optimum. Simulation results on two typical benchmark functions show
our proposal is more effective when compared with PSO, TVAC, CS and BA.
Moreover, for high-dimensional function optimization, our proposed algorithm also has
excellent approximation performance.
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Abstract. With the development of the electronic system towards high-speed
and high-density, the influence of the interconnection topology becomes more
and more significant. There are three factors deteriorating the signal: non-ideal
effect of the transmission line, heavy load effect and the discontinuous impedance
at the link via. These factors frequently cause signal integrity problems, and seri‐
ously restrict the realization of the high-speed and multi-load interconnection. In
this paper, the limitation of the conventional daisy-chain topology is analyzed,
and a novel three-dimensional daisy-chain topology is proposed by considering
print circuit board (PCB) as a three-dimensional (3D) structure. The proposed
topology can provide an effective method to design the multi-load interconnection
of the higher speed and complexity PCB. As is demonstrated in the case study,
the proposed topology can effectively reduce the non-ideal effect of multi-load
branch lines and vias, which will greatly increase the noise margin of the loads.
It can be seen from the results that, the proposed topology makes the received eye
height of the load U3 which is the worst affected optimized for 234.8 mv (76.8%).

Keywords: Daisy-chain topology · High-speed circuit
· Multi-load interconnection · Signal integrity

1 Introduction

With the continuous development of the informatization, high-speed and high-density
have become trends in modern and future electronic system designs. However, when
the system’s operating frequency reaches above 1 GHz, the performance of the entire
system will be seriously affected by the interconnection between components. The most
important factors are the signal integrity problems such as reflection and crosstalk caused
by the non-ideal effect of the transmission link. And it can result in a great distortion of
the signal in the transmission process. In the field of high-speed and multi-load inter‐
connection design, the conventional daisy-chain topology is well accepted, to improve
the signal quality of multi-load interconnections, as shown in Fig. 1. This is especially
used in multi-load integrated design of high-speed DDRX, where the number of PCB
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layers is small and the thickness is thin, and the length of the non-ideal branch line is
short. In this situation, the designers generally consider PCB as a two-dimensional planar
structure, and ignore the non-ideal effect.

Fig. 1. The diagram of the conventional daisy-chain topology

However, with the rising complexity of PCB, the non-ideal effect of signal via
becomes no longer negligible, which will greatly deteriorate the quality of the signal of
the multi-load interconnections, such as multi-DDRX interconnections. Therefore, it’s
urgent to find an effective strategy to consider the non-ideal effect of signal via, and to
attenuate this effect.

2 Design and Optimization of New 3D Daisy-chain Topology

In order to improve the signal integrity for the multi-load DDRX design on high-
complexity PCB, a novel 3D daisy-chain topology for high-speed and multi-load DDRX
interconnection is proposed. The characteristic of the proposed topology includes the
interconnection distribution in the PCB layers and the optimization for the transition of
the signal via.

2.1 Optimization of the Interconnection Distribution in the PCB Layers

Since the PCB is considered as a three-dimensional structure, the proposed topology
offers a strategy to ensure the signal traces are close to the top and bottom layers of the
PCB. This strategy requires the branch lines of via to be as short as possible, which
means to keep the most of the via cascaded in the main link. Take an implementation
of the DDR3’s 1-to-8 address signal on a 22-layer PCB as an example.

As shown in Fig. 2, U1 is the driver, U2-U9 are the load receivers. R is the matching
termination resistor, and VTT is the matching termination voltage. The signal is sent by
the surface driver U1, going through via A to the third or fourth trace layer (near the
PCB’s surface) and flowing through the transmission line TL1 to via B. And the signal
then reaches the load U2 through the branch H1 of via B and passes through the branch
H2 of via B to the transmission line TL2 of the 19th or 20th trace layer (near the bottom
of the PCB). Then the signal reaches the load U3 through the branch H3 of via B, and
so on. The signal flows through the loads in close to the PCB’s surface and bottom layer,
to ensure that the length of the non-ideal branches H1 and H3 are short enough, while
the part H2 of these vias are connected in series to the main link.
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Fig. 2. An illustration of the optimized interconnection distribution

Alternatively, the interconnection distribution can be optimized as shown in Fig. 3.
U1 is the driver, U2-U9 are the load receiver. R is the matching termination resistor,
and VTT is the matching termination voltage. The signal is sent by the surface driver
U1, going through via A to the 19th or 20th trace layer (near the PCB’s bottom), and
flowing through transmission line TL1 to via B. The signal then reaches the load U2
through the branch H3 of via B and passes through the branch H2 of via B to the trans‐
mission line TL2 of the third or fourth trace layer (near the surface of the PCB). And
the signal reaches the load U3 through the branch H1 of via B, and so on. Still, the signal
flows the loads in close to the PCB’s surface and bottom layer, to ensure that the lengths
of the non-ideal branches H1 and H3 are as short as possible, while the part H2 of these
vias are connected in series to the main link.

Fig. 3. The illustration of the alternative interconnection distribution

It should be noted that, in both of the two distribution rules, the same group of parallel
bus should has uniform distribution rules, and the two distributions should not be mixed
to avoid the timing disorder of the grouped signals.

An Optimized Daisy-chain Topology for Multi-load Interconnection 141



2.2 Optimization for the Transition of the Signal via

Since the design of higher-speed DDRX, the non-ideal effect of via will be further
strengthened, two methods are proposed to weaken the non-ideal effect of via, including
backdrill and keep out optimization.

As shown in Fig. 4, the via stub is shorten by the backdrilling to weaken non-ideal
effect.

Fig. 4. The illustration of the backdrill

As shown in Fig. 5, the diameter of the keep out is increased without affecting the
layout and routing, which is determined by the simulation. This improvement can
suppress the parasitic capacitance effect between via and the reference plane, resulting
in reducing the impedance discontinuity.

Fig. 5. “keep out” at the link via

3 Analysis of the Proposed 3D Daisy-chain Topology

3.1 3D Daisy-chain Topology Modeling

The HFSS from Ansoft is employed to model the address signal interconnection in a
high-complexity 22-layer PCB.

The PCB integrates TI’s C6678 processor (TMS320C6678) and external memory
DDR3 (MT41K128M16-16Meg * 16 * 8 banks), resulting in a 1-to-8 address signal
topology. According to the proposed topology, the DDR3 address signal interconnec‐
tion’s parameters are shown in Fig. 6, H1 = 10 mil, H2 = 100 mil, H3 = 10 mil, the
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length of transmission line TL1 = 2000 mil, TL2-TL5 = 750 mil, the length of backdrill
stub = 110 mil, the length of each load’s surface branch TLN = 200 mil, and the matching
termination resistor R = 50 Ω.

Fig. 6. The parameters of the demonstrated 3.1 3D daisy-chain topology

In the other hand, the parameters are illustrated in Fig. 7 by using conventional daisy-
chain topology. The signal is generated by the surface driver U1, reaching 10th or 11th

layer (intermediate routing layer) through the branch of via A. Then the signal passes
the middle line layer, and reaches via B–via F in turn. Another way, the signal reaches
the load U2-U9 and 50 Ω termination resistor. In this case, H1 = H2 = 60 mil, the
transmission line TL1 = 2000 mil, TL2-TL5 = 750 mil, the length of each load’s surface
branch TLN = 200 mil.

Fig. 7. Parameter diagram for conventional topology

The conventional daisy-chain topology and the new 3D daisy-chain topology are
modeled by HFSS. According to the simulation in Si9000, the surface line’s width, the
stripe line’s width TL1 and the width TL2–TL5 are 5 mil, 8 mil and 4 mil. Then build
the model according to the parameters (in Figs. 6 and 7), as shown in Fig. 8.
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Fig. 8. New daisy-chain topology model and conventional daisy-chain topology model

And the wave port and radiation boundary are then set. The solution frequency range
is set as 2 GHz to obtain high-accuracy S parameters, and 0 MHz-1 GHz is set as the
sweep range and 10 MHz as the frequency sweep step.

3.2 Simulation Results and Analysis

With the resulted S parameter data of the two daisy-chain topology links, the entire
interconnection including driver and receiver ibis models (DSP C6678 tms320c6678 4
2 1 and DDR3 MT41J512M16HA) is setup in the Hyperlynx9.0 provided by Mentor
Graphics as illustrated in Fig. 9. A PRBS sequence is excited at a rate of 0.8 Gbps, and
the resulted eye diagram at the U2 are shown in Figs. 10 and 11.

Fig. 9. The entire interconnection including driver and receiver ibis models in Hyperlynx

Fig. 10. Eye diagram of conventional daisy-chain topology at U2
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Fig. 11. Eye diagram of proposed daisy-chain topology at U2

The detailed results of the eye diagram parameters including eye height and eye
width are listed in Tables 1 and 2, respectively.

Table 1. Eye height’s contrast of two topologies

Eye height’s contrast (mv)
U2 U3 U4 U5

Normal 305.6 305.6 334.7 331.4
Optimized 466.5 540.4 459.9 473.9
Rate 52.70% 76.80% 37.40% 43%

U6 U7 U8 U9
Normal 444.5 450.9 624.2 621.5
Optimized 455.6 515.5 620.7 598.6
Rate 2.50% 14.30% -0.50% -3.70%

Table 2. Eye width’s contrast of two topologies

Eye width’s contrast (ns)
U2 U3 U4 U5

Normal 1.185 1.183 1.206 1.206
Optimized 1.21 1.216 1.216 1.224
Rate 2.10% 2.70% 0.80% 1.50%

U6 U7 U8 U9
Normal 1.191 1.192 1.23 1.229
Optimized 1.228 1.217 1.229 1.225
Rate 3.10% 2% -0.08% -0.30%

It can be seen from the results that, the proposed topology makes the received eye
heights of the loads U2, U3, U4, and U5 optimized for 160.9 mv (52.7%),
234.8 mv (76.8%), 125.2 mv (37.4%), and 142.5 mv (43%), compared with the conven‐
tional daisy-chain topology. Especially, the optimization does not sacrifice the eye
widths of each load.
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Therefore, the proposed daisy-chain topology can effectively reduce the non-ideal
effect of the multi-load branches, and greatly increase the noise margin of the loads in
the high-speed and multi-load interconnection design.

4 Conclusion

With the great demand for optimization in the high-speed and multi-load interconnection
design, a novel daisy-chain topology is proposed as a prominent improvement to the
conventional daisy-chain topology. The characteristic of the proposed topology includes
the interconnection distribution in the PCB layers and the optimization for the transition
of the signal via. The former weakens the branch effect of the signal via, while the latter
weakens the stub effect of the signal via. In this paper, the proposed topology makes the
received eye height of the load U3 which is the worst affected optimized for 234.8 mv
(76.8%). The novel topology offers an effective means for the multi-load interconnection
in the higher-speed and higher-complexity PCB.
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Abstract. The development of modern radar signal processing technology put
forward higher requirements for processor performance. However, Moore’s law
encounters bottlenecks, the computational performance of general-purpose
processors is constrained and can not meet application requirements. The
high-performance and low-power features of FPGA make them recently become
of interest in research as a heterogeneous computing platform together with
CPU. Pulse compression algorithm is widely used in the field of radar signal
processing, which contains a large number of floating-point computing, the
processing effect largely depends on the performance of the processor. Based on
Open Computing Language (OpenCL), we first evaluated the Fast Fourier
Transform (FFT) of various sample sizes on Arria10 FPGA board and FPGA
achieve up to 33.5 times the performance improvement compared to DSP C6678
on processing different sample size of FFT. Then we realize a 4 K � 8 K size
pulse compression processing using kernel channel. The results show that the
core computation implemented on Arria10 FPGA through OpenCL is approx-
imately 10x faster than DSP C6678 for 4 K � 8 K size pulse compression
processing.

Keywords: FPGA � OpenCL � Heterogeneous computing � FFT
Pulse compression algorithm � Kernel channel

1 Introduction

In recent years, there has been a significant shift towards parallel computing archi-
tectures, the primary reason is that with the development of chip technology to the
10 nm stage, Moore’s Law encountered bottlenecks, the computing performance and
energy efficiency of generic processor can not meet the ever-increasing and diverse data
processing needs [1]. At present, it has become the academic and industrial research
hotspot to make the GPU, DSP, FPGA and other coprocessors together with the CPU
to form a heterogeneous processing platform to achieve the improvement of computing
performance. FPGAs have many advantages over other processors, such as high par-
allelism and flexibility, low power, customized circuits, etc. In particular, the perfor-
mance to power ratios of FPGA make them more attractive for many applications.
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At the same time, FPGA is also facing a series of challenges. The first and foremost
is that applications in FPGA are designed using low level Hardware Description
Languages (HDL), the traditional process involves the establishment of data access,
setting the state machine, calling the underlying IP and solving the problem of timing
closure, which requires developers have sufficient knowledge of the internal structure
of FPGA and HDL design experience, which greatly limits the application and pro-
motion of FPGA as a heterogeneous processor.

OpenCL is a cross-platform parallel programming model based on C/C ++ for
heterogeneous computing platforms and it has come to light as a solution to the issues
above. As a cross-platform programming language, OpenCL provides a new devel-
opment method for FPGA, which has the advantages of short development cycle, high
level of abstraction, and high portability.

This paper is organized as follows. Firstly, we provide a brief introduction on the
hardware platform and the programming model used in this research. Secondly, we
evaluate the performance of different points of FFT on Arria10 FPGA. Next, we
provide an overview of pulse compression algorithm, and describe an implementation
of this algorithm in OpenCL. We then discuss how this code is optimized for FPGA.
Finally, we compare the best results achieved with DSP C6678 and present concluding
remarks.

2 FPGA Heterogeneous Computing Platform

2.1 OpenCL Programming Model

As shown in Fig. 1, the application is composed of two sections: the host program, and
the kernel. The host program is the serial portion of the application, which is written in
standard C/C ++ and can run on a variety of types of microprocessors, such as hard
ARM processor embedded in FPGA, or external x86 processor, and the host program is
responsible for managing data and control flow of the algorithm [2]. The kernel pro-
gram is the highly parallel part of the application to be accelerated on a device such as a
multi-core CPU, GPU, or FPGA.

Fig. 1. OpenCL programming model [1]
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2.2 Introduction of the Hardware Platform

Our research is based on Intel Arria10 FPGA. As shown in Fig. 2, the external x86
processor work as the host of the heterogeneous platform, the CPU interacts with the
FPGA via the PCIe Gen3 bus. And the two groups of external DDR3 memory work as
a global memory.

Using Intel SDK for OpenCL, we can map the OpenCL kernel code on the FPGA,
the compiler automates the integration, layout, timing analysis, and generates the
FPGA binary configuration file (.aocx). For example, consider a simple vector addition
kernel shown in Fig. 3a. The kernel describes the vector addition of two arrays, and
each thread is assigned an ID (get_global_id (0)) to mark the data processed by each
thread. The threads are executed in parallel, running the same code but processing
different thread. The translation to hardware will result in the high level circuit structure
shown in Fig. 3b, including three main units: data loading, vector addition and data
storage.

The most important concept behind the FPGA parallel acceleration is the notion of
pipeline processing parallelism. In order to simplify the description, assuming that the
kernel is mapped to a three-stage pipeline on the FPGA. As shown in Fig. 4, on the first
clock cycle, thread 0 is loaded into the load module. On the second clock cycle, thread
1 is loaded, at the same time, thread 0 has been read from the external memory and
entered into the next register for addition operation. On the third clock cycle, thread 2 is
loaded, thread 1 has completed reading, thread 0 has completed the addition operation
and enter the storage module. It is evident that in the steady-state, all parts of the
pipeline are active, with each stage processing a different thread.

Fig. 2. The hardware platform [2]

Fig. 3. Vector addition FPGA implementation [2]
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2.3 Kernel Communication Mechanism

As shown in Fig. 5, assume that a task contains two sub-tasks: kernel 1 and kernel 2,
and there is a production-consumption relationship between the two kernels, that is, the
output of kernel 1 is then input to kernel 2. In standard OpenCL model, the data
between the different kernel need to go through the global memory for interaction.
First, kernel 1 read the data from the global memory and the results after processing
will be written back into the global memory, then kernel 2 read the results of kernel 1
from the global memory for further processing, the resulting input and output delay will
reduce the performance of the system.

Kernel-channel is a kind of kernel communication mechanism provided by
Intel FPGA, which allows different kernels interact with each other directly through the
FIFO. As shown in Fig. 6, the current thread of data output from kernel 1 is sent
directly to kernel 2 by the kernel channel for further processing, while kernel 1 can
process the next thread. The pipeline is in the steady-state after a number of clock
cycles, kernel 1 and kernel 2 run in parallel processing different thread at the same
clock cycle.

Fig. 4. Example of pipeline parallelism

Fig. 5. Standard OpenCL model

Fig. 6. Kernel communication mechanism
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3 Performance of FFT on FPGA Based on OpenCL

Fast Fourier Transform (FFT) is widely used in a variety of radar signal processing
algorithms, which contains a large number of floating-point processing and can be used
to effectively evaluate the performance of a processor. In this paper, we implement a
radix-4 FFT engine capable of processing eight data points per clock cycle on Arri-
a10 FPGA based on OpenCL and evaluate the performance for different sample size of
FFT.

The evaluation results are shown in Table 1. We list the best performance of FFT
achieved by our research group on Arria10 FPGA and DSP C6678 and calculate the
floating-point processing performance (GFLOPS) achieved by FPGA for various
sample size of FFT.

We use the method of calculating the average time of calculating multiple sets of
FFT. From the table, we can conclude that FPGA achieve up to 33.5 times the per-
formance improvement compared to DSP C6678 on processing different size of FFT
algorithm. We also find that FPGA has no advantage over DSP when calculating only
one set of FFT, however, for the average time of calculating multiple sets of FFT,
FPGA is much shorter than that of the DSP. This is mainly because all parts of the
pipeline of FPGA will be fully active only when calculating multiple sets of FFTs.

The method of calculating GFLOPS is given by Eq. (1), where N is the sample size
of FFT and T is the average time of calculating N sets of FFTs.

GFLOPS ¼ 5� N � ðlogN= log 2Þ = T ð1Þ

Depending on the end application and the available FPGA resources, more
instances of this engine can be instantiated for higher performance, subject to the
memory bandwidth available on the OpenCL board.

Table 1. FFT evaluation results

FFT
size

Number of
iterations

Arria10 FPGA average time
(us)

DSP
C6678
(us)

FPGA
GFLOPS

512 10000 0.75 5.2 30.7
1 K 1.38 10.0 37.1
2 K 2000 2.25 23.0 50.1
4 K 5.7 52.1 43.1
8 K 10.9 225.4 48.8
16 K 1000 21.9 472.0 52.3
32 K 500 53.6 1800 45.8
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4 Pulse Compression Algorithm

For radar system, the pulse width is proportional to the radar energy and the detection
distance, and is inversely proportional to the distance resolution. Using pulse com-
pression technology, we can achieve a larger detection range while achieving a higher
distance resolution. Pulse compression technology is widely used in a variety of radar
signal processing algorithms. Pulse compression processing involves a large number of
floating point operations such as FFT, multiplication and IFFT, which can be used to
effectively evaluate the performance of the processor and also has a reference signif-
icance for practical application.

The pulse compression technique needs to match filter the echo signal of the
transmitted pulse to compress the echo into a narrow pulse, thus improving the
signal-to-noise ratio and the distance resolution of the received signal. The algorithm
processing flow is shown in Fig. 7.

As can be seen from the figure, the pulse compression processing includes three
sub-tasks with production-consumption relationship: FFT, conjugate multiplication and
IFFT, and the data to be processed is independent for multiple groups of PRT, which is
suitable for FPGA to do pipeline processing.

5 Realization and Optimization of Pulse Compression
Algorithm

Based on the previous evaluation of the FFT algorithm, we realize 4 K � 8 K size
pulse compression processing, we simulated 4096 groups of PRT, each PRT contains
8 K sampling points. We mapped three kernel on the Arria10 FPGA: 8 K point FFT,
conjugate multiplication, and 8 K point IFFT. In order to evaluate the performance of
kernel channel, we used two kinds of programs to realize pulse pressure algorithm for
comparative analysis. The working mode of program 1 is described in Fig. 8, three
sub-tasks work in serial way, and data interaction between kernels go through the
global memory under the management of the Host processor. For program 2, we add a
kernel-channel between FFT and conjugate multiplication for optimizing, which send
the data output from FFT module directly to conjugate multiplication module for
further processing. The working mode is shown in Fig. 9.

Fig. 7. Pulse compression algorithm processing flow
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We implemented the two programs on Arria10 FPGA and tested the kernel exe-
cution time, the result is shown in Table 2.

From the test results can be seen, the use of channel-kernel for optimization
effectively shorten the kernel execution time. We compare the best results achieved on
Arria10 FPGA and DSP C6678 for 4 K � 8 K size pulse compression processing and
the result is shown in Table 3.

As can be seen from the result in Table 3, Arria 10 FPGA achieve approximately
10 times increase in performance compared to the DSP C6678 for 1 K � 4 K size
pulse compression. FFT is the main process of pulse compression algorithm, so the
execution time of the pulse compression algorithm mainly depends on the capability of
calculating FFT. And we optimize our code by using kernel channel on Arria10 FPGA
to shorten the data latency between different kernels, thus improving overall perfor-
mance of FPGA. However, The interaction with the memory consumes a lot of time on
DSP.

Fig. 8. Working mode of Program 1

Fig. 9. Working mode of Program 2

Table 2. Result of pulse compression for two programs

Program 1 (ms) Program 2 (ms)

FFT 41.2 41.6
Conjugate multiplication 135.4
IFFT 79.3 79.4
Kernel execution time 255.9 121.0

Table 3. Results of pulse compression for Arria10 FPGA and DSP C6678

Arria10 FPGA DSP C6678

Execution time (ms) 121 1200
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6 Conclusion

In this paper, we introduce the results of the FFT and pulse compression algorithm
Arria10 FPGA based on OpenCL. compared with DSP C6678, we find that for different
FFT algorithms, FPGA achieves up to 33.5 times performance improvement; for
4 K � 8 K particle size pulse compression algorithm, FPGA achieves 10 times the
performance improvement. It is suitable for the use of FPGA to accelerate for the tasks
that can be decomposed into several sub-tasks with production-consumption relation-
ship, and it is effective for the use of kernel communication mechanism to optimize the
task to shorten the kernel execution time. In fact, the OpenCL flow automates many
complexities of external interfacing such as DDR and PCIe. The OpenCL design flow
is quite simple to comprehend and produces an implementation.
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Abstract. With the characteristics of large data volume, high algorithm
complexity and large computational complexity, Synthetic Aperture Radar (SAR)
technology which makes the signal processing system have to be improved
continuously in the aspects of real-time, storage capacity, data throughput and
computing capability. As a kind of multi-core architecture, Graphics Processing
Unit (GPU) take the advantages of powerful computing capability and efficient
storage bandwidth to meet the urgent need in scalability, computing capability
and storage bandwidth for large-scale data parallel applications. In this paper, the
first thing is to evaluate the FFT performance of the NVIDIA Tesla M6 GPU,
which achieves an average 41x speedup ratio compared to TI’s TMS320C6678
DSP. Then, the RD (Range Doppler) algorithm which is the most classical SAR
imaging algorithm is implemented on the platform of CPU + GPU using CUDA
language, and execution time of the SAR algorithm for 4 K × 8 K point is short‐
ened by 1.18 s and the result shows that GPU achieve 1.9x the performance
improvement compared to DSP C6678 on RD-SAR algorithm.

Keywords: Multi-core · GPU · SAR · Performance evaluation

1 Introduction

As the high-resolution imaging radar, with its superior performance, Synthetic Aperture
Radar (SAR) is widely used in military and civilian areas. With the continuous devel‐
opment of SAR technology, processing data scale is increasing so fast that the require‐
ments of signal processor computational complexity, imaging accuracy and many other
factors are getting higher and higher. In terms of the initial single-core processor, the
way to enhance the performance of the processor is to improve the processor frequency,
but by the chip production process constraints, the benefits of the power consumption
are covered up by the power consumption and yield problems. As an effective method
to enhance the system processing capacity further, multi-core parallel processing and
multi-processor parallel processing appeared.

Currently, the mainstream digital signal processors include DSP, FPGA and GPU.
The most widely used processors among them, for instance, the peak processing
performance of DSPC6678 is 160GFLops, and Intel Arria10 SoC FPGA is 1.5TFLops,
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while the peak processing performance of Tesla M6 GPU can reach 3.2TFLops.
According to this, as a multi-core architecture processor, GPU which has strong floating-
point computing capability is a general-purpose processor that used to achieve high
performance parallel operation in the ultra-multi-stream processor platform. Compared
to other processors, GPU has obvious advantages in terms of processing capability and
memory bandwidth. At the same time, the mainstream GPU manufacturer NVIDA
launched a computing architecture CUDA in 2006 which is combined with a compre‐
hensive software platform to break through the hardware programmability and devel‐
opment constraints, using a kind of language that is easy to understand like C language,
and do not need to use the graphical API. So it will give the full exert to the GPU’s
powerful computing capability when building the high-performance applications.
CUDA calculation model is working in the CPU + GPU heterogeneous mode, the CPU
is the Host, and the GPU is the secondary processor or Device. With the standardization
of the language, using CUDA for GPU software development has been widely used in
high-performance computing.

First of all, this paper evaluates the FFT performance of the Tesla M6 GPU; Then,
introduces the basic principle of SAR algorithm, studying the RD algorithm flow in the
classical SAR algorithm, and analyzing the characteristics of the RD algorithm in detail;
Finally, the RD_SAR algorithm is implemented on the CPU + GPU platform using
CUDA language, and comparing the characteristics of the multi-core processing plat‐
form and DSPC6678 parallel processing platform in RD algorithm processing.

2 FFT Performance Evaluation of GPU

Fast Fourier transform (FFT) is often used in digital signal processing to obtain char‐
acteristics of the signal in the frequency domain. FFT is often used to evaluate the
performance of a processor due to the features of computationally intensive and time-
consuming.

In this paper, we implement a radix-4 FFT on Tesla M6 GPU based on CUDA and
use different size of FFT to evaluate the processor’s performance. Using the CUFFT
math library in CUDA’s official release, we can process one-dimensional, two-dimen‐
sional or three-dimensional fast Fourier transforms of multi-batch in parallel, and we can
process fast Fourier transforms of multiple batches at the same time. Thus the multi -
batch fast Fourier transform in complex domain is realized. And then use the average time
of multiple calculations’ results in different points FFT to get the final time.

The final test results are listed in Table 1 and the comparison chart with the processing
results of DSPC6678 is shown in Fig. 1. Wherein, the comparison contains three sets of
data: Group A, Group B and Group C.

Group A: The result is based on TI’s official library dsplib.ae66, using eight cores
of DSPC6678 to implement FFT in parallel;

Group B: The result is based on a new algorithm, VLFFT, which is designed for
large points FFT, has a certain improvement over the efficiency of Group A, using eight
cores of DSPC6678 to implement FFT in parallel;

Group C: The result is based on Tesla M6 GPU to implement FFT.
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Table 1. The FFT results of DSP and GPU

Processing time(us)
FFT points Group A Group B Group C
512 5.2 0.09
1024(1 K) 10.0 0.18
2048(2 K) 23.0 0.34
4096(4 K) 52.1 32.0 0.66
8192(8 K) 225.4 51.7 1.32
16384(16 K) 472.0 85.2 5.40
32768(32 K) 1800.0 162.1 10.80

Fig. 1. The FFT results of DSP and GPU

It can be seen from the data above, GPU (C group) is 56x–578x faster than
DSPC6678 (A group), is 15x–48x faster than DSPC6678 (B group). If we take two sets
of DSP to achieve the faster time, then the GPU can achieve an acceleration ratio of
about 15 to 67 times compared to the DSP C6678, that is, an average of 41 times accel‐
eration ratio.

3 Research on SAR Processing Performance of Multi-core GPU

This research is based on a high-performance processing system board (Fig. 2) which
consists of a CPU + GPU architecture and used in the OpenVPX platform. The main
part of this platform is composed of NVIDIA Tesla M6 GPU module and Express-SL7
i68- E22 ComE CPU module. CPU is responsible for the master work, including bus
management and data distribution, while GPU, the key module of data processing, is
mainly on deal with the relatively large amount of data in parallel processing, helping
CPU to process data together. The communication of CPU and GPU is the PCIE protocol
based on the VITA specification.
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Fig. 2. The CPU + GPU board

3.1 Synthetic Aperture Radar (SAR) Algorithm

SAR processing is to extract the two - dimensional distribution of the scattering coeffi‐
cient in the target area from the received echo data. It is essentially a two-dimensional
data processing, the usual method is to decompose the two-dimensional data into the
distance (Y-axis) and azimuth (X-axis) system, so the imaging process is essentially a
two-dimensional matched filtering process. This research will study on RD (Range
Doppler) algorithm which is one of the classical SAR imaging. The idea of the RD
algorithm is to convert the two-dimensional imaging processing of the synthetic aperture
radar echo data into a one-dimensional processing by the two matched filtering opera‐
tions of the range direction and the azimuth direction. The typical data processing flow
of RD algorithm is shown in the Fig. 3.

Fig. 3. RD algorithm diagram

Firstly, from the algorithm diagram above, RD algorithm has the characteristics of
large amount of data and large amount of computing, thus it is suitable for the processing
structure of parallel flow type. As a kind of processor with powerful parallel calculating
ability, GPU have more transistors for data processing, causing it is very suitable for the
realization of RD algorithm.
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Secondly, there are strict dependencies between the key steps of the RD algorithm,
the input data of each processing module is the previous module’s output data. Therefore,
the processing modules can’t be separated and distributed separately in different
processing cores of the GPU. And it has to put all the computing resources into the
current module, when the module is processed before the next operation.

Finally, the FFT and IFFT which are the main step of RD algorithm are widely used
in this algorithm, Therefore, the efficiency of FFT on CUDA platform is an important
affecting factor of the whole program’s performance.

3.2 The Performance Analysis of SAR Algorithm Based on GPU

According to the RD algorithm above, this research is based on 8 K point FFT which is
used most widely in practice, adopting 4 K × 8 K complex points of the echo data to
realize RD algorithm in the GPU parallel processing system, that is, the total calculation
is the 4000 groups of 8 k points one-dimensional FFT. Finally, we can get a complete
image (Fig. 4) of the two sets of echo data after the processing of RD algorithm
completed, it shows a clear river.

Fig. 4. RD SAR Image

Through the description of the function above, the main parts of the radar signal
processing include the pulse compression process of the radar echo data on range direc‐
tion, the FFT on azimuth direction process, the matched filtering on azimuthal direction
and quantization. In the realization of the SAR algorithm, the optimization is mainly
from the following two aspects.

On the one hand, as we all know, the transmission bandwidth between Intel CPU
and DDR3 is approximately 25 GB/s, however, the transmission bandwidth between
Nvidia GPU and GDDR5 can reach 200 GB/s, simultaneously, the communication of
CPU and GPU is the PCIE protocol and its bandwidth is 16 GB/s in theory and it can
reach 9.6 GB/s in reality through the program test results. This shows that the rate of
PCIE is far from meeting the GPU processing requirements, and it is the slowest part of
the GPU program. So, in the implementation of the program, the optimization principle
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is reducing the transmission between host data and device data as far as possible and the
allocation, operation and release of the process data can operate directly on the GPU.

On the other hand, the optimization of the kernel function is the key part to achieve
high-performance GPU program, the optimization methods generally start from the
following two aspects: memory access optimization and instruction optimization. This
program has been carefully optimized for the matrix transpose kernel, and it has a greater
impact on overall performance. We use Shared Memory for memory optimization in the
process of matrix transpose, but the shared memory of NVIDIA GPU is generally small,
we need to divide the data into blocks according to the size of shared memory, and this
process is commonly called tile operation. At the same time, in order to avoid bank
conflict when using the shared memory, the size of the two-dimensional tile is generally
expressed as [TILE_DIM] [TILE_DIM+1], which TILE_DIM is the one-dimensional
size of tile. Through the thread index settings, the design of the transfer kernel function
using shared memory can achieve double transposition, when the location of the tile in
the entire input data transpose adjustment, the transpose operation is also going on inside
the tile. The transpose module is shown in the Fig. 5.

TILE

Fig. 5. Transpose kernel module

After testing precisely, the results of the two different processing systems are
compared as follows (Table 2 and Fig. 6). Wherein, the comparison contains two sets
of data: Group A and Group B.

Table 2. RD_SAR Processing Time of DSP and GPU

Processing time(ms)
RD algorithm Group A Group B
1. SarRangeComp () 1199.83 241.10
2. SarAziFFt () 306.94 203.52
3. SarAziComp () 537.48 524.39
4. ResultDisplay Raw () 452.73 343.55
5. Total Time 2496.98 1312.56
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Fig. 6. RD_SAR processing time of DSP and GPU

Group A: The result is based on using eight cores of DSPC6678 to implement
RD_SAR in parallel;

Group B: The result is based on using Tesla M6 GPU to implement RD_SAR.
As we can see from the results, GPU has an obvious achievement on the acceleration

of the RD algorithm compared with DSPC6678. And the total processing time of SAR
algorithm for 4 K × 8 K point is shortened by 1.18 s compared with the existing
DSPC6678 processor. The result shows that the execution of the algorithm on GPU is
approximately 1.9x faster than DSPC6678.

Simultaneously, GPU is 1x–5x faster than DSP in each main part of the RD algo‐
rithm, especially in the step of the distance pulse compression, GPU obtain 4.98 times’
speed ratio than DSP. Then analyzing the main steps of pulse compression, the following
Table 3 gives the results in detail.

Table 3. Times of the distance pulse compression

Distance pulse compression Time(ms)
4 K × 8 K FFT (echo data) 5.42
4 K × 8 K FFT (reference data) 5.41
4 K × 8 K FFT Complex multiplication 49.18
4 K × 8 K IFFT 5.43
Normalization 93.94

From Table 3, FFT, IFFT is the main process of the pulse compression on range
direction. According to the analysis of the previous part, GPU has a substantial perform‐
ance improvement in the FFT calculation comparing to the DSP, the results of the RD
algorithm are the strong proof of this conclusion.

4 Conclusion

With the development of SAR real-time imaging system towards high precision, high
real-time and high data throughput, while optimizing the algorithm, it also has higher
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and higher requirements on the hardware structure. So choosing the right processor to
handle large amounts of data becomes more and more important. In this paper, GPU
multi-core processor is the main researching object, and the RD_SAR algorithm is
implemented on the CPU + GPU platform using the CUDA calculation model. It effec‐
tively demonstrated GPU has powerful computing ability in the high-performance area
and it also proved that GPU has a very significant effect in the acceleration of the RD
algorithm. GPU can satisfy the real-time requirements of radar signal processing better.
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Abstract. Ship detection in remote sensing imagery has been widely applied in
military and citizen applications, such as fishery management, vessel surveillance
or marine safety and security. With the development of optical satellite, optical
satellite imagery ship detection has caused a lot of attention. In this paper, we
propose an offshore ship detection method based on sparse representation. First
we employ histogram of oriented gradient (HOG) as the feature descriptor, then
the HOG feature are extracted from training dataset. After feature extraction, all
of samples are used to adaptively train a dictionary. Next, we encode HOG feature
description of patches from test image by the dictionary. Finally, the sparse code
and support vector machine (SVM) classification are employed in ship target
validation and false alarms elimination. Experiments have shown better detection
performance and stronger robustness of our method compared with other
methods.

Keywords: Remote sensing · Ship detection · Sparse representation

1 Introduction

Ship detection, which is widely used in military and citizen applications such as fishery
management, vessel surveillance or marine safety and security, has always been a
popular research area of remote sensing image processing. In last few decades, ship
detection mainly focused on synthetic aperture radar (SAR) images due to its capacity
of all-weather and all-time. However, speckled noise interference and low resolution
restrict applications of SAR imagery. With the development of optical satellite imaging
technology in recent years, optical satellite imagery has been gradually attracted exten‐
sive attention because it has more visible and detail characters than SAR imagery.

In this paper, we focus on offshore ship detection since land areas can be removed
by sea-land segmentation or geographic information. At the early stage, image segmen‐
tation, visual saliency and shape analysis methods are employed in optical ship detection
methods. Zhu et al. proposed a ship detection method using image segmentation and
shape analysis to extract candidates [1]. Bi et al. proposed a saliency detection based
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hierarchical ship detection method [2]. Shi et al. proposed a ship detection method based
on anomaly detection descriptor and local shape feature [3]. With the development of
machine learning techniques, many methods apply machine learning algorithm in ship
detection, and achieve good results. Feature extraction algorithms such as local binary
pattern (LBP) or histogram of oriented gradient (HOG), and classification algorithms
such as support vector machine (SVM) or Adaboost have ever been applied in ship
detection. Qi et al. proposed a detection method using descriptor named S-HOG [4]. Shi
et al. achieve the goal of verification using HOG feature and Adaboost classification [3].
The algorithms such as convolutional neural network (CNN) and sparse representation,
which can automatically extract abstract semantic features, have been gradually applied
in remote sensing target detection. Zou et al. proposed an automatical feature extraction
method based on SVDNet to detect ship targets [5]. Zhang et al. proposed a S-CNN ship
detection method based on CNN model [6]. Yokoya et al. proposed a ship detection
method which combines generalized Hough voting and sparse representation [7].
Regards to these contributions, an offshore ship detection method based on sparse repre‐
sentation has been proposed in this paper. In our method, we adaptively train a dictionary
based on HOG feature extraction, and use the dictionary to encode patches from test
image. Then binary classification based on SVM is employed to classify the sparse code
and judge whether a patch contains a ship target or not. Experiments have shown better
detection performance and stronger robustness. The remainder of this paper is organized
as follows. The proposed method is described in Sect. 2. Experiment results and analysis
are presented in Sect. 3. The conclusions are presented in Sect. 4 and acknowledgements
are illustrated in this chapter.

2 Proposed Method

In this paper, an offshore ship detection method based on sparse representation has been
proposed, which mainly includes adaptive dictionary learning, sparse coding and binary
classification. The flow of the method is in Fig. 1.

Fig. 1. The ship detection method work flow

The Fig. 1. shows the work flow of the ship detection method. The individual steps
of the proposed method are briefly presented in the following discussions.
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2.1 Dictionary Learning and Sparse Coding

The goal of our task is to detect ship targets in a given image. In our method, sparse
representation has been used for this purpose. Patches from a given image can be repre‐
sented as a linear combination of atoms from a trained dictionary, and can be modeled
as Eq. (1):

Y = DX (1)

where Y is the input signal dataset {yi}
m
i=1, D is the previously trained dictionary in which

each column represents an atom, and X means sparse coefficient vectors. To find the
approximate solutions of D and x, dictionary learning can be represented as Eq. (2):

min
D,xi

m∑
i=1

||yi − Dxi||22 + 𝜆

m∑
i=1

||xi||1 (2)

The first item of (2) aims to get the most appropriate D and xi, which limits by the
least reconstruction error. The second item of (2) aims to ensure sparsity of the coeffi‐
cients.

To obtain a satisfactory solution, we use an alternate optimization method to solve
this problem. In the first step, we assume D is fixed and solve xi. Orthogonal matching
pursuit (OMP) method [8] is employed in this step, which can get a sparse coefficient
vector xi for the input signal yi. In the second step, the dictionary D is updated by the
coefficient vectors changing caused by the underdetermine system, which can be
modeled as:

min
D

||Y − DX||2
F (3)

To solve this problem, K-singular value decomposition (K-SVD) method [9] is
employed to update the dictionary. Equation (3) can be rewritten as:

min
D

||Y − DX||2
F
= min

di

||Y −

m∑
j=1

djxj||2F
= min

di

||(Y −
∑
j≠i

djxj) − dixi||2F
= min

di

||Ei − dixi||2F

(4)

When the i-th column of the dictionary is updated, we assume the rest columns are
fixed, then Ei is fixed. To minimize formula (4), singular value decomposition (SVD) is
used to get the solution di. After the iterative process mentioned above, the dictionary
update is completed.
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2.2 Adaptive HOG-Dictionary Construction

In our proposed method, we need to construct an over-completed dictionary to represent
patches from a given image. For the sparse dictionary construction, HOG feature
description method [10] is employed. The description capability of HOG feature has
been proved in computer vision application field. In the proposed method, HOG features
is employed to be the atoms of the dictionary. During HOG feature extraction, image is
divided into small cells, then gradient histogram of each cell is extracted, and all histo‐
grams are cascaded. In this paper, we extract HOG feature of each sample from the
training dataset (Fig. 2).

Fig. 2. HOG feature extraction

After feature extraction, the dictionary is initialized with two parts. The former half
of the atoms are HOG features of positive samples which represent ship targets. And
the latter half of atoms are from negative samples which represent backgrounds without
ship targets. In this way, when a positive sample is used for dictionary update, the non-
zero items of the sparse code are centralized in former half of the dictionary. Then the
dictionary will adaptively update the former atoms of the dictionary and less update the
latter atoms. Similarly, when a background sample is used for update, the former atoms
are less updated. That’s why we call it adaptively dictionary learning. Due to this training
strategy, the coefficient vectors encoded by the dictionary can be more discriminative,
by which we can separate ship target and background easily (Fig. 3).

Fig. 3. Dictionary Learning
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2.3 Ship Detection Based on Sparse Representation

After adaptive dictionary learning, the dictionary is employed to detect ship targets in
test images. First, we use sliding-window method to get patches from the test images.
When patches are obtained, the HOG feature of each patch is extracted and sparse code
is calculated [11]. As we mentioned above, because the former half of the dictionary
corresponds to positive atoms that represent ship targets, and latter half corresponds to
negative atoms that represent backgrounds, when the encoded patch contains a ship
target, most of the non-zero items of the code corresponds to positive atoms. And when
the patch doesn’t contain ship targets, there has little non-zero items that corresponds
to positive atoms. Therefore, these sparse codes are more discriminative between
patches that contain a ship target or not. Figure 4 shows the difference between positive
and negative sample patches. Horizontal axis in Fig. 4. represents atoms in the dictionary
and vertical axis in Fig. 4. represents the sparse codes of patch. After sparse code of
each patch is obtained, the task of ship detection has become a binary classification
problem. To solve this problem, SVM is employed to achieve binary classification. A
linear SVM classifier is trained by the codes of positive and negative training samples.
Then, this classifier is employed to classify sparse codes of test samples. In this way,
offshore ship detection is achieved.

Ship Target                                                         Background

Fig. 4. Sparse codes of ship target and background

3 Experiments

In experiment, to validate the effectiveness of the proposed method, optical remote
sensing images from Google Earth were employed to demonstrate the proposed method.
The spatial resolution of the image is 1 m. The proposed method was implemented in
Matlab R2016a, Windows 10. Configuration of the computer is Intel® Core(TM)
i7-6500U CPU @ 2.50 GHz, 4.00 GB RAM.

The experiment is divided into the following steps. First, each training sample is
transformed into gray-scale, and the size of each sample is adjusted into 160*160. Then
HOG feature of each sample is extracted. During HOG extraction, the size of cell is 8*8,
and block is overlapped. During dictionary learning, we first use 256 positive samples
and 256 negative samples to initialize the former and the latter part of the dictionary
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respectively. Then training dataset was employed to update atoms of the dictionary. The
update method is K-SVD, iteration cycle is 1000 times, and learning rate set as 0.15.
when dictionary learning is completed, we use the dictionary to encode the positive and
negative samples respectively. The sparse codes are used to train SVM classifier, and
the kernel function of SVM is linear. During ship detection, first we use multi-scale
sliding window method to obtain patches from the test image. Then the size of patches
is adjusted to 160*160 in HOG feature extraction. Then the dictionary is employed to
encode each patch. After that, the sparse codes are classified by SVM classifier. If the
result is positive, the patch is labeled in the test image. Figure 5. has shown the detection
results.

Fig. 5. Ship detection results

The experiment also compared the proposed method with other methods, such as S-
HOG [4], SVDNet [5] and Bayesian based method [12]. To evaluate the effectiveness
of these methods, precision and recall are employed as performance metrics, defined as

Precision =
True Positive

True Positive + False Positive
(5)
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Recall =
True Positive

True Positive+False Negative
(6)

The detailed results are shown in Table 1. Table 1 demonstrates the better perform‐
ance of the proposed method compared with other methods. This is because the S-HOG
method use artificial feature to detect targets, which is sensitive with interfering orien‐
tation information in background. The SVDNet method is based on simplified deep
learning model, which needs massive training data to train a robust model. In the
proposed method, although atoms of the dictionary are initialized by artificial HOG
features, it become abstract semantic features after dictionary update. Therefore, the
feature description strength of the dictionary is stronger than artificial features. In addi‐
tion, during model training, the proposed method takes background information into
account, and this point is ignored by other methods. Hence, the proposed method has
good performance.

Table 1. Ship detection results of different methods

Method Precision Recall
Proposed method 94.2% 93.1%
S-HOG 93.4% 92.8%
SVDNet 92.0% 87.0%
Bayesian based method 69.2% 82.1%

4 Conclusion

In this paper, an optical imagery ship detection method based on sparse representation
was proposed, which mainly includes adaptive dictionary learning, sparse coding and
binary classification. Dictionary learning extracts advanced semantic features from the
samples, and overcomes the disadvantages of artificial features. Experiment results has
shown good performance of our method. In the future, we will take the inshore ship
detection into account, and try to solve the inshore ship detection problem.
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Abstract. In this paper, we apply the back propagation neural network (BPNN)
into the network intrusion detection system (NIDS). To overcome the training
speed and local optimality, we propose a new algorithm of simulated annealing
back propagation (SABP), incorporating BPNN with simulated annealing algo‐
rithm (SAA). The simulations results show that our proposed SABP outperforms
the original BPNN in terms of the training speed.

Keywords: Network intrusion detection systems (NIDS)
BP neural network (BPNN) · Simulated annealing algorithm (SAA)

1 Introduction

The traditional firewall keeps the network security by identifying the IP, MAC and
protocols included in the communication packages, which means it is difficult for the
traditional firewall to defend the attacks such as IP spoofing and DNS spoofing. To solve
this problem, NIDS can be used [1]. NIDS relies on classifying detection, mapping the
input data to the output. The classification result is always non-linear mapping. For
example, it has been demonstrated that the 3-layer BPNN where the sigmoid function
was taken as the activation function can approximate any nonlinear continuous function
[2]. Thus, in this paper we choose BPNN as the algorithm of NIDS.

Since BPNN is essentially a gradient descending method, the weights of the neurons
are readily updated, which makes the cost function to easily fall into the local minimum
and lead to failure trainings [3]. On the other hand, when the neuron output is close to
zero, the weight error is also very small so that the training speed is significantly slow.
To tackle with this problem, we resort to SAA to optimize the BPNN. Compared to the
climbing algorithm, SAA introduces a random factor in the search process. In particular,
it has a certain probability to jump out of the local minimum [4], so that it is able to find
out the globally optimal solution. Also, the random factors could be used to speed the
training process.
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2 Back Propagation Neural Network

BPNN consists of an input layer, hidden layers and an output layer [5]. While the number
of neurons in the input layer and output layer is determined by the training data set, the
number of hidden layers is usually no more than 3 (contrary to deep neural networks),
and the number of hidden neurons can be half of the sum of the number of neurons in
the input layer and output layer.

The training process of BPNN can be divided into two parts: the forward propagation
process and the error back propagation process. During the former one, the output of
each neuron is based on the output values and corresponding weights of all the neurons
in the previous layer, the bias factor, and the activation function. The output of the i-th
neuron is given by the following equations:

Sj =
∑m−1

i=0
wijxi + bj, (1)

xi = f
(
Si

)
, (2)

Where we usually choose f(x) to be the sigmoid function, bj is the bias factor, and
m is the number of neurons in the previous layer, each with the input xi and the corre‐
sponding weight wij. During the back propagation process, based on the forward prop‐
agation, we compare the result of the calculation with the expected result, and then
inverses the error, and correct the weights and bias.

The difference between the actual output of the j-th neuron in l-th layer and the
expected output is represented by 𝛿l

j
, and the process of the back propagation can be

described as follows:

1. Do the forward propagation operation and get the activation value of each layer.

2. For the output layer (set to n1 layer), calculate the 𝛿i
j
 of the neurons in output layer:

𝛿
l

j
= al

j
− yi (3)

3. Calculate the 𝛿l
j
 of the neurons in hidden layers:

𝛿
l

i
=

(∑l

j=1
wl

ji
∗ 𝛿

l+1
j

)
∗
[
al

i
∗
(
1 − al

i

)]
(4)

4. Calculate the final partial derivative value:

∇wt J(W, b;x, y) = 𝛿
l+1(al

)T (5)

∇bt J(W, b;x, y) = 𝛿
l+1 (6)

5. Initialize the all-zero matrix, all-zero vector, and assign them after calculating:

Δwl = ∇wt J(W, b;x, y) (7)
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Δbl = ∇bt J(W, b;x, y) (8)

6. Update weight and bias:

wl = wl − 𝛼

[( 1
m

∗ Δwl
)
+ 𝜆 ∗ wl

]
(9)

bl = bl − 𝛼

( 1
m

∗ Δbl
)

(10)

Where 𝛼 is the learning rate.

3 Simulated Annealing Algorithm

The simulated annealing algorithm (ANN) is a type of stochastic optimization algo‐
rithms based on the Monte-Carlo iterative solution strategy [6]. By simulating the
annealing process in metallurgy, it performs well in finding out the optimal solution in
a larger solution space [7]. In SAA, we need to choose appropriate variables as the energy
signal. In each step of cooling, there is a probability to randomly generate a new network
state. When the energy in the new state is higher than that in the old state, the new
network is accepted at a certain probability. Note that it is necessary to restrict the way
the network changes. Thus, we limit the way the network parameters changes when
generating a new network state, and the “backtracking” method is also added to SAA,
where “backtracking” means that the network will record the optimal solution within a
certain number of training times and choose the better one for follow-up training after
comparing the optimal solution to the current solution.

The process of simulated annealing algorithm can be divided into four steps:

1. Produce a new solution in the solution space.
2. Compute the network performance of new solutions.
3. Judge whether the new network is accepted or not, the judgment is based on an

acceptance criterion. The most commonly accepted criterion is the Metropolis crite‐
rion: if the new solution is better, accept it, otherwise the probability function as
followed will determine whether accept the new network [8].

P = e

−Δt′

T
(11)

4. When the new network is accepted, replace the network with the new one.

4 Optimization and Simulation

4.1 Network Optimization

During the training process of BPNN, the learning rate α affects the speed and precision
of the training. If the learning rate is large, training speed will be accelerated, but more
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curve information will be lost and final training accuracy will be hurt. In contrast, when
the learning rate is too small, although the accuracy can be improved, the learning rate
will be significantly reduced [9]. To ensure the training effect under the premise of
improving the training speed and achieving the globally optimal solution, we will build
a BPNN due to its stability, and optimize the network by using SAA, referred to as
SABP.

The flow chart of SABP is shown in Fig. 1:

Fig. 1. Flow chart of the SABP
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The optimized network logic flow is as followed:

1. Generate a new BPNN and set the parameters random values, and set the learning
rate α and the expected training error rate fixed values. Determine the probability
functions about generating the new network and about accepting the worse network.

2. Record the network after the first iterative training as the current optimal network.
3. Train the network, record and save the current network parameters before the start

of each iteration training. In the process of iteration training, it is determined by the
probability function whether to generate a new network and complete the iterative
training or just to complete the iterative training.

4. If a new network is determined to be generated, the bias and weight parameters of
the neurons in the network are adjusted.

5. After a single iteration training, the trained network performance is compared to the
old one. If the trained network performance is improved, the new network is
accepted. On the other hand, it is determined whether the new network is accepted
or not.

6. Compare the performance of the network with the expected value, if the network
performance is better than the expected value, end the training, if not, and carry on
the next iterative training.

7. After completing an iterative training, compare the current network with the current
optimal network, if the current network performance is better, then replace the
current optimal network with the current network, if not, carry on the next iterative
training. After comparing the current network performance with the current optimal
network, if the current network performance is poor, the iterative training is carried
out on the basis of the current optimal network, if not, replace the current optimal
network with by the current network.

4.2 Generation of New Network and Network Backtracking

In the SAA, the error rate of each training is the energy state of the network. With
reference to the Metropolis criterion, the probability function that produces the new
solution shown in [10] is repeated as follows:

P = e
−

√
E1 − E2

0.95 ∗ E1 .
(12)

When E2 < 1 − P, the network parameters are adjusted to produce a new network
on the basis of the original network. The receptive probability function is as follow:

P = e
−

√
E1 − E2

0.85 ∗ E1 .
(13)

When E2 > 2 ∗ P, the new network is refused. Note that E1 is the last iteration
training error rate, E2 is a random number between 0 and 1. The numbers 0.95 and 0.85
are constant determined by repeatedly training tests. Besides the functions, we also take
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another restriction that if the error rate is twice as much as the error of the last training
network, then the worse network is refused.

In our algorithm, the SAA produces a new network where the parameters of the
neurons in the hidden layers are updated. The parameters include error, bias value, bias
accumulation, weight and weight accumulation. Note that the updated parameters
mainly include the bias value and weight, and the other parameters remain the same as
in the original network. At first, we randomly classify the neurons in the hidden layers
at a ratio of 5:3:2, and change the 50% weights linearly, and then multiple the weight of
the 30% neurons by 0.1 to the remaining 20% neurons weight, in the course of the
experiment we gradually adjust the proportion of neurons classification, the proportion
of linear changes, and the proportion of superimposed. Finally when the network is to
be updated, the weights of randomly selected 70% of the neurons in each hidden layer
become 1.45 times of their original values, and for the remaining 30% of the neuron, 0.4
of their original values are added to their weights. In addition, the bias of each neuron
in hidden layers is set to a random value.

Note that backtracking affects the effect of SAA and the training speed. After repeat‐
edly training and testing, we decide to do backtracking every 250 iterations.

4.3 Simulation and Testing

Regarding the training samples and the testing samples, we resort to the
kddcup.data.corrected dataset, each data with 41 eigenvalues as the input and one value
as the output. Hence, we have 41 input neurons, 1 output neuron and we choose 2 hidden
layers, each hidden layer with 21 hidden neurons after several screening tests. The
expected error rate is set to 0.03, and the learning rate is chosen to be 0.005, after several
screening tests.

Training samples and test samples are taken from the tag data set
kddcup.data.corrected, we randomly select 10500 samples from the data set, 500
samples from the extracted data for training, and the remaining 10,000 for testing.

5 Experimental Results

In this section, we consider both BPNN and SABP algorithms for performance analysis.
In order to reduce the effect of system error in the test, 500 training and forecasting are
carried out for each one, and we keep the time of each training and prediction error.

In Table 1, we compare the error rate and training time of the two algorithms. As
Figs. 2 and 3 illustrate, the error rate of SABP is 5.58%, and the training time average
is 14.31 s. In contrast, the error rate of BPNN is 10.33%, and the training time average
is 60.24 s. It can be seen that SABP outperforms BPNN in terms of the training speed.
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Table 1. The result of the experiment

Training time Error rate
Average Variance Average Variance

SABP 14.31 s 1143.49 5.58% 11.89
BPNN 60.25 s 3568.44 10.33% 8.22

Fig. 2. Error rate of two groups
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Fig. 3. Training time of two groups

6 Conclusion

In order to defend the rapidly changing network attack, NIDS needs to produce mistake
or fail reports as few as possible, and learn and identify new attack type as soon as
possible, which requires higher accuracy and faster training speed. Our result shows that
our proposed SABP, incorporating BPNN with SAA, is an effective method for the
neuron network to jump out of the local minimum and reduce the error rate, while the
training speed of the network could also be significantly improved, and it outperforms
BPNN. In the future, we would like to apply this new method in many other applications
and evaluate its performance.
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Abstract. Aiming at the problem of satellite resource scheduling for multi-
space targets, drawn on the experience of encoding in the Particle Swarm
Optimization (PSO) algorithm, we designed an encoding style to represent the
constraint and the solutions to the problem and introduced binary artificial bee
colony (BABC) algorithm based on Pareto multi-objective optimization. Com-
pared with the artificial bee colony (ABC) algorithm, the only difference is that
BABC used Logistics function mapping the values to the binary. In this paper we
made some improvements including population initialization which use the
constraint conditions to randomly generate then modify to a feasible solution and
candidate solutions generation in a way of crossover used in the Genetic algo-
rithm. In the optimal solution search process, the Pareto optimal solution of the
population is recorded, which means a set of differentiated solutions with dif-
ferent advantages on different indexes is obtained. It is convenient to select the
corresponding optimal solution according to the user’s preference and the actual
situation. The experimental results show that the improved binary artificial bee
colony algorithm could solve the satellite resource scheduling problem, which
provides a new idea for multi-space target satellite resource scheduling problem.

Keywords: Multi-objective optimization � BABC algorithm
Satellite resource scheduling

1 Introduction

In recent years, observational satellite technology has been developing continuously
and has shown its important role in related fields such as geological exploration,
environmental monitoring and spatial target monitoring [1]. The space target has the
advantages of low running track, fast running speed and unpredictable flight path. At
the same time, the observation of the space target needs the cooperation of multiple
observation satellites, so the efficient dispatching of the observation satellite resources
becomes an important research problem [2]. The problem of satellite resource
scheduling can be attributed to the optimization problem of multi-optimization and
multi-objective. The time complexity of this problem increases rapidly with the
increase of spatial target, which makes it difficult to solve the problem by using
traditional enumeration method. Artificial Bee Colony Algorithm [3] was proposed by
D. Karaboga in 2005, which is a novel group based intelligent heuristic algorithm
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designed to solve the problem of multivariable function optimization. In 2006, Chin
Soon Chong introduced the colony algorithm into the field of combinatorial opti-
mization problem, solved the problem of shop scheduling [4], and then successfully
solved the traveling salesman problem [5]. Because the artificial bee colony algorithm
has the characteristics of few parameters, simple and convenient, robust and strong, it
has obvious advantages in the complex combinatorial optimization, and has rapidly
become the research hotspot of the combinatorial optimization problem, widely used in
the aspects of path planning, image processing and power Task scheduling [6–8]. In
this paper, we introduce the bee colony algorithm into the above problem, and use the
colony algorithm to solve the multi-constrained satellite resource scheduling problem.

2 Problem Description

The problem based on the following assumption that each observing satellite carries a
sensor to monitor the space target, the monitoring of each space target requires w
satellites, regardless of the time overhead of the satellite switch, the status of the
satellite to the space object is visible and invisible [9]. Taking into account the above
assumptions, the satellite resource scheduling problem can be described as:

(1) The whole system has m satellites represented by the set S ¼ fs1; s2; . . .; smg
The position of satellites in a constellation is abstracted into one dimension, which
makes neighboring satellites adjacent to each other;

(2) There are n space object represented by the set O ¼ fo1; o2; . . .; ong
(3) The scheduling process is divided into k time periods, and the set representation is

T ¼ ft1; t2; . . .; tkg
(4) The scheduling policy is represented by the following set, U ¼ /ði; j; kÞf g;

i ¼ 1; . . .; m; j ¼ 1; . . .; n; k ¼ 1; . . .; K, /ði; j; kÞ means that the space target j
in the time period k is observed by the satellite i.

In view of the above problems, there are a number of indicators can be optimized
from a different point of view [10].

(1) Target observable rate Is, the target observable rate represents the ratio of the
number of targets that can be observed in each time period to the total number,
and then averages all time periods. The index is calculated as follows:

Is ¼
PK

1 Ik
K

; Ik ¼ q
n

ð1Þ

In this Eq. (1), q is the number of target observed in time period k, while n is the
total number of space target. For the target observation rate index, the higher the
index, the more monitoring the target, the greater the index.

(2) Switching frequency Ig, is the sum of the number of times a target satellite
observation changes calculated by the equation:

Ig ¼
XK

1
Ik ð2Þ
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In Eq. (2), K is the total number of periods, and Ik is the handoff times of the
target satellite pairs for each time period handover. As each target - satellite switch
brings energy and time consumption, the smaller the target, the better.

(3) Slackness degree Il, the index represented by the variance of the satellite oper-
ating time calculated by the equation:

Il ¼ ½
XM

i¼1
ðTm � TaÞ�1=2 ð3Þ

Tm is the working time of each satellite, Ta is the average time for all satellite.
Because of the huge cost of replacement and maintenance of on-orbit satellites,
the smaller the degree of slackness, the more stable the working time of the
satellite constellation.

In the optimization of the above indexes, we also need to consider the actual work
of the satellite state. The constraints of the problem:

(1) Each target requires multiple satellites to be monitored at any time;
(2) Each satellite can only monitor one target at the same time;
(3) The satellite has different visibility into the target at different times;

In this paper, we introduce the matrix group coding method, encode each stage, and
then synthesize the coding matrix of different stages Matrix group. Because the
satellite’s working state on the ground includes the following two types: available and
unavailable. Encoding for both states, using 0/1 can be fully expressed, using the
following methods for coding: the constraint matrix is n � km dimensions, where the
quantum of space target represented by n, the quantum of satellite represented by m,
the quantum of time period represented by k. The elements of the matrix represent the
availability of satellites at some stage, as shown in following example:

mat ¼
1 0 1 1 0 ..

.
0 1 0 1 0

0 1 0 0 0 ..
.

1 1 0 0 0

1 1 0 0 0 ..
.

0 1 1 0 1

0
BB@

1
CCA ð4Þ

In Eq. 4, the coding matrix represents the constraints of 3 detection targets, 5
satellites, and 2 time periods.

The solution matrix is encoded in a matrix of the same dimension as shown in
Eq. 3, taking into constraints. Using matrix group encoding method can not only
accurately represent constraints of practical problems, but also has good adaptability,
that can flexibly modify the resource allocation problem with different scenarios.

3 Binary Artificial Bee Colony Algorithm

Artificial Bee Colony Optimization Algorithm is inspired by the behavior of bees
foraging. A complete bee group consists mainly of three different bees, which is so
called employed, onlookers and scouts. Employed is the bees who carries a food
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resource and will share the food information including distance, amount and quality to
the onlooker bees by different dances when back to hive. After getting all information
from different employed bees, the onlooker bees will choose the best food resource as
foraging target. Scouts are the bees who randomly seek the new food resource and will
become employed once find food resource and then acts as an employed bee. The
algorithm corresponds above process. The solutions about the problem can be treated
as the position of food resource mentioned above, and the fitness of the solution can be
measured by the amount of nectar.

ABC algorithm implementation steps are as follows: First, the artificial bee colony
algorithm randomly produces SN food sources by the equation:

xi ¼ xl þ rand � ðxu � xlÞ ð5Þ

In the Eq. (5), xl is the lower boundary of the feasible solution, xu is the upper
bound of the feasible solution, rand is the uniform distributed random number on (0,
1). Then the colony searches MCN times for all food sources. In each cycle, the bee
first generates a candidate food source in the neighborhood of the food source with the
equation:

vid ¼ xid þ rand � ðxid � xjdÞ ð6Þ

In the Eq. (6), the subscript i represents the source of food to be evolved,
j 2 f1; 2; . . .; SNg, d 2 f1; 2; . . .;Dg, j, d is chosen randomly, rand is the uniform
distributed random number on (−1, 1). And then compared the new generation solu-
tions to the original, if the fitness value of the new solution better than the old one, the
bee abandon the old solution and memorizes the new one. Otherwise it just do nothing
just keep the old in memory.

According to the information that employed brought back, the onlooker bees select
their favorite food source in a way of roulette by probability proportional calculated
from the fitness of the food resource. Once a solution is chosen, the onlooker bee use
Eq. (5) to produce a new solution around the original solution based on the old one and
the selected one. If the fitness of the new solution is better than the old one, the bee also
abandon the old one and select the new. The probability value, pi by which an onlooker
bee chooses a food source is calculated as follows:

pi ¼ fitiPsn
n¼1

fitn
ð7Þ

In Eq. (7), fiti fitness value corresponding to the solution, the relationship between
the fitness value and the objective function has a corresponding rule as follows:

fiti ¼
1

1þ fi
; fi � 0

1þ fij j; fi\0

�
ð8Þ
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When a solution is passed through the limits without updating, a new solution is
randomly generated to replace the original solution by the Eq. (4).

Base on ABC, Marinakis et al. Modeled the Binary Artificial Bee Colony (BABC)
algorithm [11] based on the idea of binary particle swarm optimization [12] and binary
differential evolution algorithm [13]. The algorithm use logistic function mapping the
continuous values obtained by the initialization process and the neighborhood search to
binary. The mapping relationship is shown below.

binðxiÞ ¼ 1
1þ e�xi

ð9Þ

x
0
i ¼

1; binðxiÞ[ rand
0; binðxiÞ� rand

�
ð10Þ

where Eq. (9) is the logistic function. In Eq. (10), rand are uniformly distributed
between (0, 1) random numbers. The rest of the algorithm is the same as the traditional
binary algorithm.

4 The BABC Algorithm for Satellite Resource Scheduling

The BABC algorithm inherits the neighborhood search method of the traditional ABC
algorithm, and uses the Logistic function to map the obtained value to the binary. The
main problem [14] is that the initial source of food and the neighborhood search of the
food source are Continuous mapping to discrete, which can’t calculate the complexity
of the higher complexity of the optimization problem; The second is that when
employed bee and onlooker bee doing its neighborhood searching, solutions updates
within single-dimensional, result in the new solutions are very likely the same with the
old ones. This makes the convergence of the algorithm slow, easy to fall into the local
optimal solution, affecting the performance of the algorithm.

In order to obtain a solution that has good performance on multiple indexes, the
optimal solution is saved using the Pareto optimal solution set. To solve this problem,
the BABC algorithm makes the following adjustments.

(1) The initialization of solutions. We randomly generate a 0−1 matrix that meet the
constraints.

(2) Neighbor search method. For the solution I, select d randomly, d 2 f1; 2; . . .::;Dg
and then randomly select a solution k, k 2 f1; 2; :. . .;Kg, k 6¼ i, use the function
below to generate a new solution.

x
0
i ¼ overlapðxi; xk; dÞ ð11Þ

Function overlapðÞ achieve these operations including using the column d of
solution xk to replace the same column in solution xi, and then fix the solution
according to the constraint matrix to a feasible solution.
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(3) Onlooker phase. Different with ABC algorithm of one objective function, we have
three indexes need to be optimized, so the probability calculation formula define
as follow:

pi ¼ DominðxiÞ
N

ð12Þ

Where the DominðxiÞ is the number of Dominant solution by xi, and N is total
number of solutions.

5 Simulation Results and Analysis

In this section, the MATLAB programming language is used to implement the algo-
rithm, and the effect of the bee colony algorithm on the final results under different
control parameters is discussed. The constellation data part uses the Walker Constel-
lation to observe the space target, the constellation parameter is 24/3/1, and each space
target observation needs more than 3 satellites. The parameters of bee colony algorithm
are population size 200 and maximum iteration number 2000.

This experiment mainly analyzes the observational index of the number of space
objects in different constellation data (Fig. 1).

As can be seen from the diagram, when the number of targets is not greater than 4,
the observation rate is 1, which means that all the space targets can be effectively
observed at each scheduling stage, and the observation rate drops obviously when the
value is greater than 4. Because there are 24 satellites in the constellation, each target
needs 3 to satellite observations, so the number of observations for the 8 largest, but
because each satellite can only services one target, and the target of different satellite
visible is different so it is difficult to reach the maximum number of observation in
theory.

When the number of different targets in the region is different, the parameters of the
switching times and the relaxation parameters are observed (Figs. 2, 3 and 4).

Fig. 1. The observation rate with different number of space target
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It can be seen from the figure with the increase in the number of targets, switching
times and relaxation index rose at the same time, switching frequency and relaxation
index is a pair of contradictory indicators, a low degree of relaxation shows that all the
satellite working time is balanced, but the equilibrium shows satellite observation on
the change in different periods of time, even before the stage of the satellite target is
still satisfy the constraints.

6 Conclusion

In this paper, binary bee colony algorithm is introduced to satellite resource allocation
problem with multiple optimization objectives and multiple constraints. Meanwhile, the
binary artificial bee colony algorithm is improved from continuous to discrete. One
improvement is that when the initial solution is generated, because the upper and lower
bounds of the 0−1 coding matrix are determined, it is not reasonable to use the
traditional initial solution to generate the formula. For the 0−1 combinatorial pro-
gramming problem, this paper directly uses the method of random generation com-
bination and then the constraint correction to avoid the process from continuous

Fig. 3. The Pareto set of 5 space targetsFig. 2. The Pareto set of 3 space targets

Fig. 4. The Pareto set of 10 space targets
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mapping to discrete process. Experimental results show that the proposed algorithm can
solve the satellite resource allocation problem with multiple constraints and multiple
objectives.
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Abstract. In this paper, a new coarse-to-fine framework is proposed for auto‐
matic liver segmentation on abdominal computed tomography (CT) images. The
framework consists of two steps including rough segmentation and refined
segmentation. The rough segmentation is implemented based on histogram
thresholding and the largest connected component algorithm. Firstly, gray value
range of the liver is obtained from image histogram, then the liver area is extracted
from the rest of an image according to the largest connected component algorithm.
The refined segmentation is performed based on the improved GrowCut (IGC)
algorithm, which generates the label seeds automatically. The experimental
results show that the proposed framework can efficiently segment the liver on CT
images.

Keywords: Liver segmentation · CT images · Improved Grow-Cut
Histogram thresholding

1 Introduction

Automatic segmentation for liver computed tomography (CT) images is an important
part in computer-aided liver diagnosis. CT has been widely used for clinical diagnosis
of hepatic disease because of its high resolution. Accurate liver segmentation from
abdominal CT scans is critical for computer-assisted diagnosis and therapy, Generally,
radiologists or physicians have to manually delineate the liver region slice by slice,
which is tedious and time-consuming due to the large amount of data. There are mainly
two reasons to explain this phenomenon. The first one is the intensity of the liver is
similar to other organs or muscles. The other one is different patients or even on the
same patient may exist variation in both shape and scale [1–8].

Recently, a large variety of methods have been developed to improve the liver
segmentation procedure. These methods are commonly based on region growing, clus‐
tering, classification algorithms, deformable models or level sets, statistical shape
models, probabilistic atlases, and graph cuts.

[3] proposed a 3D statistical shape model to segment the liver from CT images. They
firstly used a training set of shapes to build up a statistical model based on iterative
technique. Each shape used in building model is defined by some anatomically specific
points sampled on the liver surface. Then they computed the mean shape and positioning
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it on the image. After that, they apply adjustment to every single shape. However,
because the shape of the liver is highly variable, it is difficult to select the landmarks
and the authors did not evaluate their model in clinical.

[2] proposed a region-growing approach. It can provide acceptable results on contrast
enhanced CT images. The approach starts from a small region (environment of input
curve, or point) and if the intensity of the neighboring voxel is corresponds to a pre-
defined range, it will be added to the actual region. The region-growing method can
close round the vessels and tumors efficiently (in contrast with active contour), but it’s
sensitive to select original input and if the intensity is similar, it is easily flow into the
neighboring organs.

And [8] combined the methods of distance maps, thresholding and mathematical
morphology to delineate the skin, bones, lungs, kidneys and spleen, then extracted the
liver. They build a 3D reference model from manually segmented livers and adjusted
into the image with rigid and affine registration. Then the model deformed to get the
final result.

In this paper, an automatic liver segmentation framework without any interaction is
proposed. Because different CT machines may generate different color ranges, a cali‐
bration step is needed for each different CT machine to perform automatic segmentation.
The framework consists of two steps, rough segmentation based on automatic liver
detection algorithm and refined segmentation based on IGC [9–11]. The rough segmen‐
tation is implemented based on histogram thresholding and the largest connected
component algorithm. Firstly, gray value range of the liver is obtained from image
histogram, then the liver area is extracted from the rest of an image according to the
largest connected component algorithm. The refined segmentation is performed based
on the improved GrowCut (IGC) algorithm, which generates the label seeds automati‐
cally. An automatic checking algorithm is proposed to choose the rough segmentation
results which need to be done refined segmentation. The experimental results show that
the proposed framework can segment the liver on the CT image series efficiently and
automatically.

2 Methods

The proposed segmentation framework is shown in Fig. 1. It consists of the following
main steps. Firstly, the input CT image sequences are roughly segmented using auto‐
matic liver detection algorithm, then IGC is applied to do the refined segmentation.
Various post-processing steps, such as filtering, filling holes, erosion and masking are
implemented on the refined segmentation liver region.
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Segmented CT image
sequences

Input a CT image
Rough segmentation using

automatic liver detection algorithm

Automatic checking
using IGC algorithm

Refined segmentation
using IGC algorithm

Post-processing

Original image Thresholding

Morphological
processing

Labelling connected
components

Finding the largest
connected component

Result of rough
segmentation

Fig. 1. The proposed automatic liver
segmentation framework

Fig. 2. The flowchart of automatic liver
detection

2.1 Rough Segmentation Using Automatic Liver Detection Algorithm

Since the intensity of the liver is similar with the adjacent other organs, without prepro‐
cessing, a direct liver extraction process may unavoidable extract undesirable compo‐
nents from its adjacent organs as fault positive/negative errors [1]. To solve this problem,
we use the intrinsic characteristics of the liver. Because the liver is between the stomach,
intestines and thorax in the abdomen. It is the largest organ in human body. Using these
characteristics, our goal is to find the largest connected component in CT images.

The automatic liver detection algorithm consists of four main steps, thresholding,
morphological processing, labeling and finding the largest connected component. The
flowchart of the automatic liver detection algorithm is shown in Fig. 2.

The original CT image, which is shown in Fig. 3(a) was first processed by the
thresholding method, which can be described as follows,

g(x, y) =

{
1 if (f (x, y) > T1 and f (x, y) < T2)

0 otherwise
(1)

where g(x, y) is the image after thresholding operation, f (x, y) is the original grayscale
image, T1 and T2 are the intervals of the liver. The obtained threshold image is shown in
binary image. Because the gray value range of the surrounding organs is similar to the
liver, it may be connected with some other components which do not belong to the liver.
In order to remove these surrounding components, which is shown in Fig. 3(b), we
perform morphological processing method on them, here we use erosion to remove the
noise pixels in the image. Because there are some pixels look like black holes exist in
the component after erosion, another morphological processing approach is applied to
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fill these holes using flood filling and median filtering technology to make the image
smoother. The median filter can be expressed as follows,

g(x, y) = Median(fs(x, y)) (2)

where S is a temporary cluster in the whole image. It assumes a center pixel and create
a 3 × 3 or 5 × 5 window with surrounding neighbor pixels. fs(x, y) is the value of pixel
in S, (x, y) is the coordinate of the pixel. Median(fs(x, y)) is the middle value of all the
values in S, which is used to instead the center pixel value. We can see from Fig. 3(c)
that the morphological processing step can provide a smoother result with less irrelevant
components and noise.

(a)          (b)  (c)          (d)

Fig. 3. (a) Original CT image, (b) Thresholded and erosed image, (c) Smooth image after
morphologic processes, (d) The labeled connected components

The next step is to label the connected component which has the same label. The
labelling connected component algorithm is based on an iterative method. It searched
the binary pixels in the image and labelled them with their adjacent labels according to
the pixel’s neighborhood. Usually there are two widely used neighborhood methods.
One is the Moore neighborhood with 8-connectivity and another is von Neumann neigh‐
borhood which is using 4-connected pixels. The labelling algorithm first chose the binary
pixels, marked them with current label and assumed these pixels as the center, then
checked their neighbor pixels. If the value of neighbor pixel is binary, then the pixel is
marked by the same label with the center pixel. The result of labeling the connected
component is shown in Fig. 3(d).

In the last step, we know that liver is the biggest organ in the abdominal CT image,
our task is to find the largest connected component in the image. Here we use the histo‐
gram of labeled images to automatic find the largest component because the liver
accounted for most of the marked areas. Using this method we can extract the largest
labelled component from all the labelled components and then get the liver area. The
labeled result is shown in Fig. 4(a). Using the labeled result multiplied by the original
image, the final segmented result is shown in Fig. 4(b).

192 T. Celik et al.



(a)                            (b) 

Fig. 4. (a) The labeled result of the Liver, (b) The final segmentation result

However, some results of the above automatic liver segmentation algorithm are not
smooth and accurate enough, such as under-segmented or over-segmented cases as
shown in Fig. 5. So refined segmentation is been used in the proposed segmentation
framework after rough segmentation.

(a)        (b)

Fig. 5. (a) Under-segmented image, (b) Over-segmented image

2.2 Refined Segmentation Using IGC Algorithm with Automatic Checking

After rough segmentation, some images need to be refined. In order to find these images,
We checked the total pixel number of an image and compared it with the previous one.
By using thresholding methods, we got the images that need to be further segmented
automatically.

In this comparison, if the difference between total pixel number of the current
segmented image is more than the thresholding value, that means current segmented
image has some problems, otherwise image does not need refined segmentation. When
the algorithm detects any shrinkage between current segmented images and previous
segmented images, connection method, which connects refined and rough segmentation,
uses other predetermined threshold values to figure out whether the image need refina‐
tion or not.

As mentioned above, the proposed segmentation method is totally automatic that
decides which images need refination by using this algorithm. Rough segmentation with
automatic liver detection is connected to refined segmentation with IGC automatically
by this algorithm. In this paper, we applied the IGC algorithm to refine the rough
segmentation results. The IGC algorithm was proposed by our research group, which
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makes good use of the continuity of CT series in space and can automatically generate
the seed labels to improve the efficiency of segmentation. The details about the IGC
algorithm is given in the reference [12].

2.3 Post-processing

After all these processes, some morphologic processes such as erosion and dilation are
used to smooth edge of the image. Hereby the user can obtain the final result after post-
processing.

3 Evaluation

Three groups of CT images were used to evaluate the segmentation performance. The
slice thickness was 1.0 mm and the spacing between slices was 0.5 mm. Each slice had
512 × 512 size. All segmentation framework were implemented in C++ language with
OpenCV library on a 64-bit Windows 8.1 OS. All experiments carried on the computer
with Intel(R) Core i7 (2.4 GHz), 8 GB memory.

According to the experimental results, a dataset consists of around 200 CT images
and this segmentation method handles all these CT images in 40–45 s.

The results of this automatic liver segmentation method (M1) is compared with
another segmentation method (M2) which includes rough segmentation with SKFCM
and IGC. For evaluation of these methods, there are three evaluation criterions, accuracy,
overlap, and total process time of the method (PTM). Accuracy is a common criterion
that is used to evaluate performance of segmentation methods widely. Overlap shows
the degree of overlap between segmentation results by computer algorithm and manual
segmentation results. The closer overlap is to 1, the better segmentation result will be.
The accuracy and overlap are defined as follows,

Accuracy =
TP + TN

TP + FP + TN + FN
(3)

Overlap =
TP

TP + FP + FN
(4)

where TP denotes the number of true positive pixels, TN denotes the number of true
negative pixels, FP denotes the number of false positive pixels and FN denotes the
number of false negative pixels (Table 1).
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Table 1. The evaluation of methods.

Methods Accuracy (%) Overlap (%) PTM (s)
Data 1 M1 99.69 94.61 42.12

M2 99.58 94.48 102.45*
Data 2 M1 99.17 93.62 44.40

M2 99.08 93.59 105.04*
Data 3 M1 99.67 93.73 41.28

M2 99.69 94.16 100.67*

* Interactions are not included in this process time.

The results show that the proposed automatic liver segmentation method is quite fast
and reliable.

4 Conclusion

Liver diseases are a widely spread problem among all demographics of people. That is
why we implemented a system related to the liver. Also in this project, we tried to remove
all interactive methods and manual intervention. Thus, we proposed a full-automatic
liver segmentation method.

The implementation consists of two main steps: rough segmentation with automatic
liver detection and refined segmentation.

Firstly, in the rough segmentation, we used thresholding methods based on histogram
to label the image and found the labeled largest components which finally identifies the
liver. Therefore, we obtained the liver regions from all abdominal CT images.

Secondly, we used Improved Grow-Cut method to do refine segmentation for the
under-segmentation or over-segmentation because of the blood vessels or similar
surrounding tissues. We assessed a threshold to solve these problems which checked the
change of the liver region pixels. If the pixel number of detected liver region increases
or decreases over than the threshold value, we determined to refine concerned image
slices with Improved Grow-Cut. Also, the method contains the automatic seed genera‐
tion for Grow-Cut algorithm. That means we handled refined segmentation using Grow-
Cut method without any interaction.

This fully automatic system does not contain any manual interaction so we hope
these systems will be used widely in the clinical. In the future, these systems also can
be combined with machine learning algorithms, thus the systems will recognize diseases
without any doctors. Even some robotic systems can directly begin the treatment phase
or surgery on the patients.
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Abstract. Spectrum sensing, a basic functionality in cognitive radio, aims at
detecting the presence or absence of primary user (PU). As one of the most
popular spectrum sensing methods, Covariance-based sensing works based on
the correlation between signal samples. However, its performance sharply
declines in low Signal Noise Ratio (SNR) environment. To improve detection
performance of covariance-based sensing as far as possible, an improved blind
spectrum sensing scheme is proposed in this paper on the basis of QR matrix
decomposition and support vector machine (SVM). In the proposed scheme, QR
matrix decomposition is applied to the co-variance matrix of received signal
firstly, and then the main features are constituted by extracting and arranging
orderly the upper triangular elements of R matrix. After that, SVM is used to
conduct the obtained features and determine whether PU exists. The proposed
algorithm does not need the prior information of PU and noise. Simulation
results demonstrate that the proposed method has a better performance than
conventional covariance-based methods, especially in low SNR scenarios.

Keywords: Spectrum sensing � Covariance-based sensing � QR decomposition
SVM

1 Introduction

In recent years, spectrum scarcity has caused widespread concern. However, it is
reported by FCC that the usage rate of fixed spectrum varies from 15% to 85% [1],
which means that the traditional spectrum allocation method leads to the incomplete
utilization of spectrum. To solve the problem, cognitive radio (CR) was proposed.

Spectrum sensing (SS), a key technique in CR, which aims at detecting the exis-
tence of PU. Conventional sensing methods include energy detection, cyclostationary
feature detection, likelihood ratio test and so on [2].
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All of the above algorithms need the prior information about signal or noise, which
may not be realistic in practice. Therefore, some blind spectrum sensing algorithms
emerged. Among these blind sensing algorithms, eigenvalue-based [3, 4], and
covariance-based sensing methods [5] are widely accepted. Because they do not need
any prior information and take the correlation between signal samples into account. It
was voted that [6] proposed a blind scheme, features from the Cholesky decomposition
of covariance matrix as the criterion to determine whether the radio frequency band is
vacant, which was proved to have good detection performance. In addition, to overcome
channel fading and hidden terminal, [7] put forward a cooperative sensing algorithm.

As we all know, SS is actually a binary classification problem. Therefore, more and
more machine learning classification algorithms are applied in SS in recent years. In
[8], Awe OP extracted eigenvalues as the features of signal then used SVM for clas-
sification, it is proved by experiment that the algorithm has better performance. Then, a
paper proves the superiority of SVM [9]. Considering the mobility of secondary users,
[10] used the random forest to achieve a better network throughput.

In this paper, motivated by the work in [5–10], we proposed a blind spectrum
sensing algorithm based on QR decomposition and SVM. Firstly, the covariance matrix
of cooperative secondary users (SUs) is estimated. Secondly, we employ QR decom-
position of the covariance matrix to extract the features of signals when PU exit or not.
Finally, SVM is applied to classify whether PU presents.

The rest of this paper is organized as follows. In Sect. 2, the system model is given.
In Sect. 3, the process of feature extraction and the application of SVM is described. In
Sect. 4, simulation results are discussed. Finally, we draw our conclusion in Sect. 5.

2 System Model

2.1 Spectrum Sensing

The main task of spectrum sensing is to detect the presence of PU. Thus, spectrum
sensing can be represented as a binary hypothesis testing problem, which may be
written as

H1 : yðkÞ ¼ sðkÞþ nðkÞ
H0 : yðkÞ ¼ nðkÞ

�
k ¼ 1; 2; . . .K ð1Þ

where K denotes the number of samples and yðkÞ indicates the signal of SU received
from the PU transmitter. Additionally, sðkÞ and nðkÞ respectively denote the signal of PU
and noise. When PU exists, SU receives the signal of PU and noise, represented as H1.
Otherwise, SU only get noise signal, represented as H0.

2.2 Cooperative Covariance-Based Detection

In covariance-based detection [5], sðkÞ and nðkÞ meet the basic assumptions: (1) nðkÞ is
an independent, identically distributed Gaussian signal, satisfying EðnðkÞÞ ¼ 0,
Eðn2ðkÞÞ ¼ r2n. (2) The samples of sðkÞ are correlated.
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Supposing that the number of cooperative SUs is L. Then we get the following
vectors:

Y ¼ ½ y1ðkÞ y2ðkÞ . . . yLðkÞ �T ð2Þ

S ¼ ½ s1ðkÞ s2ðkÞ . . . sLðkÞ �T ð3Þ

N ¼ ½ n1ðkÞ n2ðkÞ . . . nLðkÞ �T ð4Þ

where

Y ¼
y1ð1Þ y1ð2Þ . . . y1ðKÞ
y2ð1Þ y2ð2Þ . . . y2ðKÞ
..
. ..

. ..
.

yLð1Þ yLð2Þ . . . yLðKÞ

2
6664

3
7775

Then the L � K (0 < L/K < 1) statistical covariance matrix of Y, S, N can be
written as

RY ¼ E Y � YH
� � ð5Þ

Rs ¼ E S � SH� � ð6Þ

RN ¼ E N � NH
� � ¼ r2nIL ð7Þ

H1 : RY ¼ Rs þ r2nIL
H0 : RY ¼ r2nIL

�
ð8Þ

From the above formulae, we can notice that when PU is absent, Rs ¼ 0. Because the
samples of noise are independent, RY is a diagonal matrix. When PU is present, due to
the correlation of PU signal, the off-diagonal entries of Rs are non-zero. In this case, RY

is not a diagonal matrix.

3 The Improved Algorithm

3.1 The QR Decomposition of Signal

In pattern recognition, QR decomposition has been widely used. Because Q matrix in
QR decomposition is a group of orthogonal eigenvectors, R matrix covers all infor-
mation of matrix and reflects the main features of signal. And the main advantage of
QR decomposition is the numerical stability, which is suitable for spectrum sensing
with Gaussian signal and noise. In [11], QR decomposition is successfully applied in
channel identification.
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Based on the above theories, we decompose RY by using QR decomposition.

RY ¼ QR ð9Þ

where

Q ¼ q1 q2 . . . qL½ �

qi � qj ¼ 0 1� i� L

In the hypothesis of H0, RY ¼ RN ¼ r2nIL. According to (9), we get

R ¼ r2nIL ¼
r2n

r2n
. .
.

r2n

2
6664

3
7775

In the hypothesis of H1, because of the correlation between SUs, R matrix of RY is
not a diagonal matrix.

From the above analysis, we get

H1 : R ¼
r11 r12 � � � r1L

r22 � � � r2L
. .
. ..

.

rLL

2
6664

3
7775

H0 : R ¼
r2n

r2n
. .
.

r2n

2
6664

3
7775

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð10Þ

Therefore, the upper triangular matrix R can be used to differentiate PU from noise.
After arranging the elements of R in rows, the features when PU present or not are
extracted and represented as a vector.

3.2 SVM Based Sensing Algorithm

In the classification algorithms, SVM is regarded as one of the best classifiers. In this
paper, we use nonlinear SVM to achieve the detection of PU.

Combing the features and corresponding labels, the training set and the testing set
can be obtained. Assume the testing set as T ¼ fðx1; y1Þ; ðx2; y2Þ; � � � ; ðxM ; yMÞg, M
is the number of training samples. xi, a 1� ðL� ðLþ 1Þ=2Þ vector, is the feature,
consisting of the upper triangular elements of matrix. yi, the corresponding label, equals
1 when PU present, otherwise −1.
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The nonlinear SVM achieves classification based on the optimal separation
hyper-plane. The optimal hyperplane and classification decision function can be rep-
resented respectively as [10].

w� � uðxÞþ b� ¼ 0
f ðxÞ ¼ signðw� � uðxÞþ b�Þ ð11Þ

where uðxÞ is a mapping function, which maps xi into a high dimensional space.
According to the conditions of the optimal hyperplane, Lagrange function can be

constructed. Then the question of the optimal hyperplane can be converted to

min
a

1
2

PM
i¼1

PM
j¼1

aiajyiyjKðxi; xjÞ �
PM
i¼1

ai

s:t:
PM
i¼1

aiyi ¼ 0

0� ai �C; i ¼ 1; 2; � � � ;M

ð12Þ

where a represent Lagrange multiplier. Kðxi; xjÞ ¼ uðxiÞ � uðxiÞ. C is a positive con-
stant penalty parameter.

Based on (12), we can get the optimal solution of a as a� ¼ ða�1; a�2; � � � a�MÞT .
Then the optimal solution of w is calculated by

w� ¼
XM
i¼1

a�i yixi ð13Þ

Selecting a�i , which satisfies 0� a�i �C, the optimal solution of b can be obtained

b� ¼ yj �
XM
i¼1

a�i yiKðxi; xjÞ ð14Þ

Finally, the classification decision function can be written as

f ðxÞ ¼ signð
XM
i¼1

a�i yiKðx � xiÞþ b
� Þ ð15Þ

4 The Simulation Result and Discussion

In simulation, the modulation of PU signal and the noise are respectively assumed to be
OFDM and AWGN. The carrier frequency and the sampling frequency are respectively
100 MHz and 400 MHz. The value of L is 5, and the value of K is 1000. The simu-
lation mainly includes three steps as follows.
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1. We generate the training set and testing set according to the third section of this
paper. The size of them is respectively 8000 and 2000.

2. The training set then is sent into SVM to get the classification decision function.
3. Classification decision function obtained from step 2 is applied to feature vectors of

the testing set. Then the output of SVM are compared with corresponding labels in
testing set to compute the probability of detection Pd and false alarm Pfa.

Figure 1 compares the proposed algorithm with maximum-minimum eigenvalue
(MME) [3], maximum-trace ratio (MET) [4], and covariance absolute value (CAV) [5].
In this figure, their Pfa at the certain SNR are same. It is obvious that the Pd of proposed
method reaches 49% at the SNR of −20 dB, while the Pd of MME, MET, and CAV are
below 40%. When SNR between −20 dB and −12 dB, the Pd of proposed method
outperforms other algorithms about 15%.
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Fig. 1. The comparisons of the detection probability
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Fig. 2. The comparisons of the false alarm probability
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Figure 2 compares their Pfa for given Pd at various SNRs. It is worth noting that the
Pfa of proposed method is lower than other methods. At the SNR of −12 dB, the Pfa of
the proposed method converges to 0, while others are above 0.1.

Figure 3 shows their ROC curves at the SNR of −15 dB. When Pfa equals 0.1, the
Pd of proposed method reaches 0.84, which is greater than other algorithms. It is clear
that the proposed method has better detection performance than MME, MET, and CAV.

In summary, the detection performance of the proposed method is better than
conventional covariance-based methods. The first two figures show that the proposed
method is more stable than MME, MET, and CAV when SNR is low. The reason is
that the traditional methods cannot distinguish between signal and noise at low SNRs.
While features extracted from QR decomposition cover the all key information, which
can distinguish signal and noise effectively. The last figure shows the superiority of the
combination of QR decomposition and SVM.

5 Conclusions

In this paper, a blind cooperative spectrum sensing algorithm is put forward combing
QR decomposition and SVM. This method does not demand the information of signal
or noise and has good performance than conventional covariance-based methods.
Simulation results verified the superiority of the proposed scheme, and our future work
will focus on the influence of different modulation types.

Acknowledgement. Project 61471066 supported by NSFC.
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Abstract. The technology of the Internet develops rapidly recent years, the
public tends to share their reviews, opinions and ideas on the Internet. The forms
of these subjective texts are free and concise, and they contain a wealth of senti‐
ment information. In this paper, a modified latent Dirichlet allocation (LDA)
model and support vector machine (SVM) are used for sentiment analysis of
subjective texts. Analysis of sentiment could help producer to enhance the prod‐
ucts and guide user make better choices as well. We apply a modified LDA model
using term frequency-inverse document frequency (TF-IDF) algorithm to mine
potential topics, find the most relevant words of the topic and represent the docu‐
ment. Then we use SVM to categorize the texts into two classes: positive and
negative. Experiment results show that the performance of the modified LDA
approach is better than the traditional LDA model.

Keywords: Opinion mining · Sentiment analysis · Latent Dirichlet allocation
TF-IDF algorithm

1 Introduction

The technology of the Internet and the integration of dynamic web developed rapidly in
the past decades. People begin to enjoy the fun of network applications and express their
mood, thoughts and ideas on the network. Thus, a large number of potentially valuable
sentiment texts appear on the Internet.

Sentiment analysis has been widely used in many areas, and can be beneficial to
many aspects. From the perspective of individual users, sentiment analysis could affect
the individual’s understanding and attitude towards the specific object. Form an enter‐
prise point of view, sentiment analysis of user views and service experience can enable
enterprises to know their products for the merits of an accurate grasp and develop
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effective strategies in business competition and product development. From the govern‐
ment point of view, sentiment analysis can help government promptly understand
people’s views and attitudes [1].

Recently, researchers show a great interest in exploring new text representation
models for improving the accuracy and efficiency of text processing. The theoretical
idea of the topic model is that document is a mixture of several topics, each of which
contains multiple terms of word distribution. Topic model obtains the semantic related
topic collection hidden in the document through the common information of words in
the document. Topic model transforms the document from word space to topic space,
and expresses the document in a lower dimension space. The origination of topic model
was from latent semantic indexing (LSI), and then topic model evolved to a variety of
forms, especially latent Dirichlet allocation (LDA) and LDA based models. The topic
model has a sentiment feature that can extract the implicit sentiment topic from the data
set. Due to the good mathematical foundation and flexible extensible of topic model, it
has been widely used in text mining and information processing tasks [2].

It is time-consuming to extract words manually in a document, so we need to extract
words automatically. People use algorithms to divide the document into words, give the
corresponding weight of each word according to some methods. Many approaches can
be utilized for the weight calculation, such as frequency function, entropy function and
term frequency-inverse document frequency (TFIDF). TF-IDF is a statistical method
with a high accuracy and recall, and it can be applied to a document in a corpus for
evaluating the importance of a word. The principle of this method is that if a word
appears in the document at a high frequency and is rarely present in other documents,
it is considered that the word has a good class distinction and is suitable for the classi‐
fication [3].

In this paper, we analyze the sentiment of subjective documents with a modified
LDA model and SVM. We use TF-IDF algorithm to modify the traditional LDA model.
According to the potential topic mining method, the documents are represented by the
modified LDA model. Then the topics are divided into two classes via support vector
machine (SVM), namely positive and negative. Experiment results prove the effective‐
ness and practicability of the modified model.

The outline of this work is shown as follows. In Sect. 2, a brief introduction of
sentiment analysis, LDA model and TF-IDF algorithm is presented. A specific descrip‐
tion of the proposed approach is followed in next section. After that, the experiment
results are shown in Sect. 4, and conclusions are made in the final section.

2 Related Work

2.1 TF-IDF Algorithm

Jones first proposed the concept of Opposed to Document Frequency (IDF) in [4] in
1972. He pointed out that the weight of words can be given according to the frequency
of words appeared in the corpus. If a word has a higher number of occurrences in the
corpus, it has a lower information entropy and the corresponding weight, and vice versa.
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Back to 1973, the TF-IDF algorithm was first proposed by Salton, and it was effec‐
tively applied to the field of information retrieval [5]. In 1988, a detailed description of
the use of multiple words weighting method was proposed [6]. TF-IDF mainly reflects
the following idea: the higher frequency of a word, the stronger its ability to distinguish
the content of the document (TF) and the wider the scope of a word in the corpus, the
lower attributes of the document content (IDF) [6].

2.2 Latent Dirichlet Allocation

LDA is a generation probability model, which is the method of modeling the topic
information of text data [2], with good mathematical basis and flexible expansibility.
LDA could mine words with topic, through the three-tier Bayesian model. Titov [6]
proposed a multi-granularity LDA model and applied it to sentiment summary genera‐
tion with a multi-topic sentiment model. Zhao [7] proposed the ME-LDA model, which
combines the maximum entropy with the topic model.

2.3 Sentiment Analysis

With the arrival of large data age, the analysis of massive data could access valuable
products or services. However, most of the information is unstructured and difficult to
manually analyze. Sentiment analysis is a new research direction that rises to deal with
the analysis of implied emotional information [8]. Sentiment analysis can automatically
analyze the subjective text, effectively identify and excavate the emotional information.
The main tasks of sentiment analysis include the extraction, classification and retrieval.
Sentiment extraction refers to the extraction of relevant sentiment words and evaluation
of objects. Sentiment classification is to distinguish subjective and objective texts and
determine the polarity of subjective text. Sentiment retrieval is used to retrieve docu‐
ments containing relevant sentiment information to meet users’ query needs. In this
paper, we mainly concerns on the extraction and classification tasks.

3 The Proposed Approach

Basic steps of the proposed approach are as follows: we organize and preprocess the
documents in the corpus at first, then we use the modified model to learn text represen‐
tation of training set and test set, finally train the SVM classifier to complete the senti‐
ment classification of test set.

3.1 Pretreatment

The documents in the corpus are chapters composed of sentences. In order to fit the
structured text needed by the classification algorithm, it is necessary to preprocess the
corpus.

The main pretreatment in this paper is to remove the stop words. The purpose of this
process is to reduce the spatial complexity and time complexity of the method and to
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improve the accuracy of the follow-up feature selection. Stop words usually do not make
sense or have contribution to the classification results, including punctuation, modal
particles, prepositions and conjunctions, such as “are”, “above”, “and”, etc. The imple‐
mentation of this process requires a vocabulary of stop words, and these words can be
filtered out by applying an approach of string matching. For instance, the target is “a
little girl held an apple from the basket and cried”, “a”, “an”, “from”, “the”, “and” are
stop words, and the remaining words are “little girl held apple basket cried”.

3.2 Model Description

After the preprocessing, the modified LDA model is used to deal with the corpus. We
use TF-IDF algorithm to modify LDA model.

TF-IDF Algorithm
TF-IDF is a widely used algorithm in information retrieval field. In recent years,
researchers have used TF-IDF algorithm to calculate the weight of features and achieved
good results [5].

W = TF × IDF = TF ×
1

DF
. (1)

The frequency of word T in document D is TF, which is used to calculate the capa‐
bility of the word to describe the document. IDF represents the inverse of the frequency
of the document D containing the word T in the corpus, which is used to calculate the
capability of the word to distinguish the document. If the frequency of a word is high in
its own document but low in other documents, this word has a strong ability to distinguish
it from other documents and is assigned to a high weight.

Latent Dirichlet Allocation
The generation probability model LDA imitates the process of human writing. If we
want to write a document, it is often necessary to determine what topics to write. After
determining the topics, we will use some words highly related to the topics to describe
them. Thus, a document usually consists of multiple topics, each topic is described with
the high frequency words associated with the topic.

Blei proposed an unsupervised full probability generation model, LDA, in 2003 [2].
LDA has a clear internal structure and mathematical basis, which could be calculated
by efficient probability estimation algorithm. LDA model has been widely used in text
classification, text modeling, image processing and information retrieval and other
fields.

LDA model is a method of modeling documents, topics and words, which transforms
the traditional word vector expression into the topic vector expression [9]. The benefit
of doing this is obvious that the expression based on topics reduces the dimension of
feature space. LDA model has a clear logical structure, containing the document layer,
the topic layer and the word layer. Each layer is adjusted by variables and parameters.
Figure 1 shows the graphical representation of LDA model.
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The box indicates that the content is repeated, the number of repetitions is in the
lower right corner, the shadow represents the observed value, the empty node represents
the implied random variable or parameter, and the arrow indicates the dependency.

Fig. 1. Graphical model representation of LDA

The symbols in LDA model are explained as follows:

(1) K: the number of topics,
(2) M: the number of documents,
(3) Nm: the total number of words in document m,
(4) 𝛼: Dirichlet prior parameters of multinomial distribution 𝜃m under each document,
(5) 𝛽: Dirichlet prior parameters of multinomial distribution 𝜑k under each topic,
(6) zm,n: the topic of the word n of the document m,
(7) wm,n: the word n of the document m,
(8) 𝜃m: the topic distribution under the document m,
(9) 𝜑k: the word distribution under the topic k.

Modified LDA
TF-IDF algorithm is used to improve the performance of LDA. The main idea of the
modified LDA model is to replace the untreated words in the traditional LDA model
using the words treated by TF-IDF algorithm. The words treated by TF-IDF algorithm
have a weight and have the ability to express the importance of the word to the current
document and to distinguish it from other documents. The structure of modified LDA
is shown in Fig. 2, and tk is used to describe the word distribution which is treated by
TF-IDF algorithm in the slash part.
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Fig. 2. Graphical model representation of modified LDA

The corpus D contains all documents, which served as the input part of the modified
LDA model. K is the number of topics. The output of modified LDA is the most relevant
words of each topic. The generative process of the modified model is as follows:

For each document, we generate the multinomial distribution of topic 𝜃m, which is
derived from the Dirichlet distribution of the parameter α.

For each topic, we generate the multinomial distribution of word tk, which is derived
from the Dirichlet distribution of the parameter β. For each topic, the sum of zm,n is
calculated by using Gibbs sampling and an approximate posterior on 𝜃m and tk is obtained.
The formula is as follows:

p(Θ,Φ|Dtrain, 𝛼, 𝛽) =
∑

z

p(Θ,Φ|z, Dtrain, 𝛼, 𝛽) × p(z|Dtrain, 𝛼, 𝛽). (2)

We repeat the above procedure to get the output of modified LDA. Through the above
process, we get a list of topics for each document, and for each topic we get some of the
most relevant words with the topic.

4 Experiment Results

We demonstrate the performance of modified LDA model by experiment in this section.
The dataset we used is the sentiment dataset from Cornell University, which contains
2000 movie reviews with both positive and negative data of 1000. In the experiment,
we use 1500 reviews as training data and 500 reviews as test data. The classifier in the
experiment we used is SVM. Also we use five-fold cross validation method and measure
the performance with precision, recall and F1-value.

The experiment compares the influence of different topic numbers on LDA and
modified LDA and the result of F1-value is shown in Fig. 3 and the result of precision
and recall in shown in Table 1. The results show that the modified LDA has a better
performance than traditional LDA model. When topic number is 40, we get the best
performance with precision at 0.9, recall at 0.87 and F1-value at 0.87.
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Fig. 3. The classification performance of F1-value using LDA and modified LDA to represent
the document, with different topic numbers.

Table 1. The classification performance of precision and recall using LDA and modified LDA
to represent the document, with different topic numbers.

Topic numbers LDA Modified LDA
Precision Recall Precision Recall

10 0.63 0.61 0.82 0.73
20 0.67 0.67 0.85 0.78
30 0.72 0.72 0.88 0.84
40 0.8 0.8 0.9 0.87
50 0.74 0.73 0.86 0.86

This section mainly discusses the corpus selection, evaluation criteria, LDA model
and modified LDA model experimental results. The text sentiment classification of
modified LDA model has improved the classification quality than traditional LDA
model. The comparative experiment using movie reviews data show the effectiveness
of the modified LDA model.

5 Conclusions

Sentiment analysis is an important research area in natural language processing field. It
is of great significance for the research of Internet public opinion supervision,
commodity sales and information screening. We have studied the text representation
model in sentiment analysis problem, and modified the LDA model with TF-IDF algo‐
rithm. Experiments show the effectiveness of modified LDA. In this paper, we use
modified LDA model in binary classification problem, in the future work we can use the
modified model in multi-classification problem.
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Abstract. Sentiment classification is intended to classify the sentiment color
categories expressed by the text. This paper illustrates the sentiment classifi-
cation method based on the semi-supervised algorithm that aims to improve
performance by using unlabeled data. This paper proposes a novel co-training
style semi-supervised learning algorithm in order to improve semi-supervised
learning ability. In our algorithm, there are three classifiers trained on the
original labeled data, where the text representation for each classifier is unigram,
bigram, and word2vec, respectively. And then these classifiers can use unlabeled
data to update themselves. In detail, any of two classifiers have the same label,
then add the new labeled data to a training set of the third classifier. By com-
bining different types of features, our algorithm can extract text information
from multiple views which contribute to sentiment classification. In addition,
this algorithm doesn’t require redundant and sufficient perspectives. Experi-
ments show that our algorithm is superior to traditional co-training algorithm
and partial semi-supervised learning algorithm.

Keywords: Sentiment classification � Semi-supervised learning
Co-training � Multi-type text features

1 Introduction

In recent decades, user-generated subjective texts quickly emerged, which contains a
large quantity of useful information. In order to analyze and mine valuable opinions of
the texts, sentiment analysis came into being. Sentiment classification divides the target
text into positive or negative through analyzing the subjective texts [5].

At present, many researchers interest in supervised learning of sentiment classifi-
cation. However, supervised learning depends on massive labeled data. To solve this
problem, semi-supervised learning is applied to sentiment analysis, it takes advantage
of both labeled and unlabeled data.

Blum and Mitchell (1998) proposed a high-performance semi-supervised learning
algorithm called co-training [1]. The algorithm uses labeled data to train classifiers on
two different views, and then adds the new labeled data which was predicted by the
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other classifier to training set of each classifier so that the classifier can use the new
labeled data to update itself. The algorithm requires two sufficient and conditional
independent views, “sufficient” means that each view contains enough information to
generate a strong classifier, “conditional independent” means that the two views should
be independent. However, it is difficult to meet both sufficient and independent con-
ditions in most practical applications. Goldman and Zhou (2000) put forward an
improved co-training algorithm that does not need to satisfy multi-views condition.
However, it needs two different supervised learning algorithms which divide the
example space into multiple equivalence classes, and then labeling data through cross
validation technique. The negative impact of the extensive apply cross validation to the
algorithm include a high time complexity.

In this paper, we proposed a novel co-training algorithm for sentiment classification
which does need to meet sufficient and independent conditions, nor does it need to use
two totally different supervised learning algorithms which divide the example space
into multiple equivalence classes. Thus it is more adaptable. Compared with the
above-mentioned algorithms, our algorithm made several changes to attain a better
performance. The innovation of our approach includes following two aspects: (1) our
approach adopts three classifiers compared with co-training. (2) the text features of
each classifier are different.

The remaining part of this paper is organized as follows. Section 2 makes a brief
introduction of semi-supervised sentiment analysis. Section 3 illustrates our novel
co-training approach for sentiment classification, Sect. 4 evaluates our approach based
on the experimental results, Sect. 5 draws the conclusion.

2 Related Work

Supervised sentiment classification is the current mainstream method, it was first
introduced into the sentiment classification task by Pang et al., and has achieved good
classification performances. A substantial number of follow-up studies have focused on
enhancing the performance of supervised learning.

An increasing amount of researchers focus on semi-supervised sentiment classifi-
cation for the past few years. Wan (2009) proposed an algorithm based on co-training
which employs English and Chinese as different views for sentiment classification,
English and Chinese have significant logical expression difference [3]. Li et al. (2010a)
proposed a co-training approach which exploits personal view and non-personal view
for sentiment classification [4]. Dasgupta and Ng (2009) combine several technologies
including active learning, spectral clustering, transductive learning and ensemble
learning to sentiment classification [10]. However, the accuracy rate of the experiment
was low in [2], an improved co-training algorithm which exploits two different
supervised learning algorithm for co-training was proposed by Goldman and Zhou. In
[7], the two authors adopt an algorithm which uses three classifiers for co-training. Like
the above algorithms, our algorithm is also based on co-training, it uses original labeled
data set to train three classifiers on different text representation models [11].
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3 Improved Co-training Algorithm

3.1 Algorithm Principle

The traditional co-training algorithm needs to satisfy the sufficient and independent
conditions. In the actual scenarios, two sufficient and conditional independent views are
difficult to find. In order to tackle the problem, our approach use three classifiers. Zhou
and Li (2005) have proved that using three classifiers neither needs to meet the suf-
ficient and independent conditions nor needs to use different supervised learning
algorithms. In addition, these three classifiers in our algorithm should have greater
differences. If the three classifiers are all the same, the results of labeled data obtained
by any two classifiers are consistent with the result of the third classifier. Under these
circumstances, our algorithm degenerate into self-training algorithm. In the co-training,
the diversity of the classifiers can be ensured by satisfying independent and sufficient
conditions. In [6], Goldman and Zhou (2000) put forward an algorithm which does not
need to meet redundant and sufficient conditions, using two different supervised
learning algorithm enable the two classifiers to be diverse. Zhou (2007) proposed a
tri-training algorithm uses bootstrap sampling technique to gain three diverse classifiers
[7]. Our approach adopts different feature representation models to achieve the
diversity of three classifiers. In detail, extracting three different types of feature from
original labeled data, and using them to train three classifiers, these classifiers then
update through exploiting unlabeled data. each text representation model has its own
unique advantages for sentiment classification, considering some of them are com-
plementary and interrelated to some extent. Our algorithm fully takes advantage of
different types of features which contribute to a better performance of sentiment
classification, thus our algorithm is more advantageous than above-mentioned
algorithms.

The main procedure of our algorithm is as follows:

a. Generating three classifiers from original labeled training set that uses different
types of features.

b. During the training process, put new labeled data to the third classifier’s training set
if the other two classifiers have the same prediction.

c. Using updated labeled data set to train classifiers.
d. Continuing to iterate until a certain stop condition is reached.

The pseudocode of the algorithm is as follows.

3.2 Text Feature

This paper chooses three different types of features, which are bigram, unigram and
word2vec.

N-gram
Unigram is individual word tokens separated by a punctuation mark or a whitespace,
bigram is pairs of adjacent word tokens. For instance, consider the following sentence:

“I love this new phone, and its music experience is great”.
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Firstly, remove the stop words, then the sentence becomes the following:
‘love phone, music experience great’.
The features (Unigram, Bigram) are shown in Table 1. Individual features are

separated by square brackets “[]”.
The pseudocode of our algorithm

Table 1. Text feature from the sample data

Feature set Text features

Unigram [love][phone][music][experience][great]
Bigram [love-phone][phone-music][music-experience][experience-great]
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word2vec
Word2vec is an open source and efficient tool published by Google in 2013, and each
word is characterized as a numerical vector. The distributed characterizations of each
word are obtained by training neural network with one hidden layer [8].

There are two types of word2vec models, the continuous bag-of-words model and
Skip-gram model. CBOW model predicts the center word w(t) when its context is
known, while the skip-gram model, on the contrary, predicts its context under the
condition that the center word w(t) is already known. Because the training procedure of
CBOW model is similar to the training procedure of Skip-gram model, the following
part only introduces the training of CBOW model (Fig. 1).

CBOW’s network structure includes three layers, according to the data process,
which are input layer, hidden layer and output layer. The objective function formula is
as follows:

L ¼
X

c
logP wjcontext wð Þð Þ; ð1Þ

Where c represents corpus, w represents center word, and context(w) represents the
context of w.

Input layer: contain 2c words vector in context(w).
Projection layer: the 2c vectors of the input layer are summed and accumulated,

which is

xw ¼
X2c

i¼1
v context wið Þð Þ: ð2Þ

Output layer: output layer corresponds to a binary tree, word appear in the corpus as
a leaf node, and weight is the occurrence number of the word in the corpus.

The output of the result needs to be a softmax normalized, and it’s as follows:

Fig. 1. The training process of the CBOW model
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p wjcontext wð Þð Þ ¼ eyw;iw
PN

i¼1 e
eyw ;i

: ð3Þ

When the neural network training is completed, you can find word vector of all
words. Interestingly, when using a word vector to express a word, it can be found a
similar law: king – “man” + “woman” = “queen”. It can be seen that the word vector is
very conducive to the expression of the semantic features of the word.

In our approach, the feature vector of each document is the centroid of the word
embeddings of the document [12]. The formula for centroid of a document M is as
follows:

~M ¼ 1
Mj j

XM

i¼1
wi
!; ð4Þ

where Mj j is the number of tokens in N and wi
! is the word vector of word wi.

4 Experimentation

4.1 Experimental Settings

Data Set: We extracted the raw texts from IMDB movie reviews. The 50,000 reviews
dataset was split evenly into 25,000 training sets and 25,000 test sets. The sample data
are generally evenly distributed (25,000 positives, 25,000 negatives). It also includes an
additional 50,000 unlabeled documents. We randomly selected 5% or 10% of the
sample as the initial labeled sample, and remaining data as unlabeled data set.
Word2vec model is built by the additional 50,000 unlabeled documents. Ten-fold cross
validation as the final experimental result.

Features: We remove stop words if unigram is used, and don’t remove them if bigram
is used. For word2vec, we learn the vector representation of words through training
50000 unlabeled data, and then average all vectors of the words as the feature vector of
each review.

Classification Algorithm: SVM algorithm has good performance in emotion classifi-
cation, this paper uses SVM in sklearn package.

4.2 Experimental Results

In order to reflect the classification performance, the following algorithm and our
algorithm for comparison:

Baseline: Supervised learning algorithm with the original labeled data only, in this
paper, we use SVM classifier.

Self-training: Firstly, use the original labeled set to train the classifier, then use the
classifier iteratively add the highest confidence sample to the labeled set.

Co-training: A co-training algorithm both using feature partition and language
translation strategies.
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Figure 2 shows the classification performance comparison of the various
semi-supervised learning algorithm when the initial labeled set is 5% or 10% of the
total training set. From the results we can see that our algorithm obtains the best
classification effect, the classification accuracy rate is far better than baseline, compared
with Self-training and Co-training, when the initial labeled set is 5% of the total
training set, the accuracy rate of our algorithm has been increased by 5.9% and 2.8%,
respectively. When the initial labeled set is 10% of the total training set, our algorithm
attains the accuracy rate improvement by 6.7% and 2.2%.

5 Conclusions

In this paper, we illustrate a novel co-training style algorithm in semi-supervised
sentiment classification. The algorithm uses original training set to train three classi-
fiers, where the text representation model for each classifier is unigram, bigram, and
word2vec, respectively and then these classifiers are refined with unlabeled data. Our
approach is clearly superior to self-training algorithms and innovative co-training
algorithms for semi-supervised sentiment classification, according to the analysis of the
experimental data.

Acknowledgments. Project 61471066 supported by NSFC.

Fig. 2. Performance comparison of different algorithm
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Abstract. While a vast amount of applications and services are based on the
Global Navigation Satellite System (GNSS), GNSS needs to deal with jamming,
and how to carry out spoofing jamming recognition is the key of achieving high
accuracy performance. In this paper, we apply machine learning approaches to
GNSS spoofing jamming recognition. In particular, first, we investigate the
scheme by employing the classical isometric mapping (ISOMAP) and Laplacian
Eigen mapping (LE) algorithm to extract intrinsic feature vector for classification
recognition from the original high-dimensional data. Next, we compare this
scheme to another two feature vector extraction algorithms developed from prin‐
cipal component analysis (PCA), wavelet transform and singular value decom‐
position (WT-SVD). Finally, we consider the recognition rates of the four algo‐
rithms based on the support vector machine (SVM) classifier, and the effective‐
ness and the robustness of our scheme are verified via simulations.

Keywords: GNSS · Jamming recognition · Machine learning
Feature extraction

1 Introduction

As the key function of a vast amount of information technologies, GNSS plays a signif‐
icant role in military and commercial applications. On the other hand, it might be
vulnerable to a variety of jamming attacks, especially in military services. In particular,
as a major mode of jamming, spoofing jamming can deceive the GNSS receiver to
produce the wrong navigation positioning and timing results, which could significantly
affect GNSS [1].

In order to detect the spoofing signals and mitigate the impact of the spoofing attacks,
a variety of methods have been proposed. For example, software-defined radio was
introduced for GNSS jamming detection, classification and localization in [2]. In [3], a
spoofing countermeasure based on the power measurements of a single rotating antenna
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was proposed, which can be implemented in a static receiver. In addition, several
methods were proposed for implementation in a conventional receiver with a single
antenna, such as moving receiver methods, signal quality monitoring techniques, and
multi-modal detection method [4, 5]. Moreover, to identify GNSS spoofing jamming by
recognizing GNSS spatial signal characteristics, an improved method based on variance
analysis(ANOVA) was proposed [6]. Also, a GNSS anti-spoofing method based on
particle filter was proposed in [7], the feature of which is to effectively detect the spoofing
attack by capturing the maximum weight of the abnormal particles.

While the prior works mainly focused on designing models and signal processing
algorithms to resolve GNSS spoofing jamming recognition problems, in this paper, we
take a completely different approach based on machine learning. Specifically, we
employ the Hammerstein model in [8] to model a transmitter/spoofer with their wireless
channels, and propose a new scheme. The feature extracted by our proposed the new
scheme can effectively obtain the global or local structural features of the data space,
which is helpful to improve the accuracy of recognition made by the SVM classifier.

The rest of this paper is organized as follow. The system model and the spoofing
recognition method are introduced in Sect. 2. Section 3 introduces machine learning
dimensionality reduction algorithm and the SVM classifier. The experimental simula‐
tion results are provided in Sect. 4. Finally, we conclude this paper in Sect. 5.

2 System Model

The structure of a typical transmitter/spoofer we consider in this paper is simplified and
shown in Fig. 1.

Navigation 
data

C/A code Modelation RF amplifier Receiver

Frequency source

DSS
or PLL

Crystal
oscillator

Fig. 1. Structure of a typical transmitter/spoofer

In this paper, the Hammerstein model developed in [8] is employed to simulate the
spurious jamming signal, which is extremely similar to the genuine signal parameter.
The transmitter/spoofer is reasonably equivalent to a static nonlinear subsystem, which
can be described by a memoryless polynomial model. In addition, the wireless commu‐
nication channel is modeled as a dynamic linear subsystem, which is represented by an
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FIR filter. Thus, the relationship between the model input and output can be readily
written as follows:

y(n) =

N−1∑

k=0

hk

M∑

i=1

b2i−1|d(n − k)|2i−2
d(n − k) + w(n), (1)

where y(n) is the received signal, and d(n) denotes the input signal; M is the number of
polynomial coefficients of the nonlinear subsystem, b2i−1 is the i-th weight of the poly‐
nomial coefficients, and N is the order of the FIR filter; hk represents the channel response
coefficient, and w(n) is the additive white Gaussian noise and w(n) ∼ N

(
0, 𝜎2

)
.

Figure 2 shows the main spoofing jamming recognition components of a GNSS
receiver, and we will illustrate it in details later. In this paper, machine learning is used
to seek a low-dimensional feature embedded in the high-dimensional data and to
construct the feature sets. After that, all the feature sets are fed into a classifier for training
and classification. The accuracy of classification is defined as the spoofing jamming
recognition rate.

Genuine signal

ISOMAP/LE 
Feature extraction

Spoofing signal

classification 
recognition

Calculate the 
recognition rate

Fig. 2. Receiver spoofing jamming recognition

3 The Proposed Scheme Based on Machine Learning

3.1 Isometric Feature Mapping (ISOMAP)

Based on the multi-dimensional scale transformation (MDS) method, ISOMAP strives
to maintain the intrinsic geometry of the data sets, i.e., to maintain the distance between
the two points [9]. While the distance matrix constructed by MDS reflects the Euclidean
distance between sample points, the distance matrix constructed by ISOMAP captures
the geodesic distance between them. Therefore, the key of ISOMAP is how to calculate
the geodesic distance between sample points.

The steps of ISOMAP are summarized as follows:

1. Select the neighborhood to construct the neighborhood graph G. Calculate the Eucli‐
dean distance between each sample point xi and the remaining sample points.

2. Calculate the shortest path. When the graph G has an edge xixj, the shortest path is
dG(xi, xj) = d(xi, xj), otherwise dG(xi, xj) = ∞.
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3. Calculate d-dimensional embedding. Apply MDS method to distance matrix DG.

H = −(I − 1N1T

N
)DG(I − 1N1T

N
)∕2. (2)

Let d be the number of top eigenvalues 𝜆1,⋯ , 𝜆d of H and the corresponding eigen‐

vectors u1,⋯ , ud consist of U = [u1,⋯ , ud], and T = diag(𝜆
1∕2
1 ,⋯ , 𝜆1∕2

d
)UT is d-dimen‐

sional embedded results.
From the above steps, it can be seen that ISOMAP is a globally optimal method. It

can capture the manifold distance between the high-dimensional sample points, and its
computational complexity is O(N3) [9].

3.2 Laplacian Eigen (LE)

The LE mapping algorithm has a very intuitive dimensionality reduction goal. Specifi‐
cally, if any two sample points are very close to one another in the high dimensional
space, then the corresponding two points after dimension reduction are also very close
in the low dimensional space [9]. That is, when the sample point xi and xj are very close,
LE uses a positive weight to contact the two sample points. Usually, the values of these
weights can be set to Wji = 1, but they can also be set by the attenuation function:

wij = exp(−‖‖‖xi − xj

‖‖‖
2
∕𝜎2), (3)

where 𝜎2 is a proportional parameter. Suppose the diagonal elements Dii =
∑

j
wij of

diagonal matrix is represented by D, and then the low dimensional coordinate 𝜏i of LE
is used to minimize the sum of functions:

E(T) =
∑

ij

wij

‖‖‖𝜏i − 𝜏j

‖‖‖
2

√
DiiDjj

. (4)

In addition, the unique solution can be obtained by adding centralization and stand‐
ardization restrictions to T. Since the sum function can be written

E(T) = Tr(T(I − D
−

1
2 WD

−
1
2 )T), (5)

we can solve the smallest d-eigenvalues of the matrix Φ = I − D(−1∕2)WD(−1∕2) and
T = [u2,⋯ , ud+1] is the calculated embedded result.

As mentioned in [9], the LE requires only a small amount of computation, and the
computational complexity is O(dN2).
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3.3 Support Vector Machine (SVM)

In machine learning, SVM is a supervised learning model, which is usually used for
pattern recognition, classification and regression analysis [10]. By introducing a dummy
variable into each attribute of the data, SVM can be applied to data classification. SVM
is a type of second-class classification models and its basic model is defined as the linear
classifier with the largest interval in the feature space. That is, the learning strategy of
SVM is the interval maximization, which can be transformed into a convex quadratic
programming problem. Moreover, the Gauss kernel is introduced by SVM to learn
nonlinear SVM, which translates the nonlinear problem into a linear separable one. In
this paper, the Gaussian kernel we consider is given by:

K(x, z) = exp(−
‖x − z‖2

2𝜎2 ). (6)

The corresponding SVM is a Gaussian radial basis function classifier. In this case,
the SVM classification decision function is:

f (x) = sign

{
Ns∑

i=1

a∗
i
yi exp(−

‖x − z‖2

2𝜎2 ) + b∗

}
. (7)

3.4 Recognition Process

After completing the feature extraction, we need to select and design the classifier to
classify the feature vector. Taking into account the actual anti-jamming process, we need
to ensure that testing and classification of the classifier are efficient, adaptive, and not
easy to fall into the local minimum regimes, which results in recognition error in the
experimental simulation. Based on the results made by numerous papers in classifica‐
tion, we finally choose SVM for classification.

Collecting all the four steps above, we establish a spoofing jamming recognition
model flow chart, as shown in Fig. 3, where the feature extraction module is to first seek
a low-dimensional feature embedded in the high-dimensional data, and then the feature

Simulation 
generates  training 

sets/test sets

ISOMAP/LE reduce 
dimensionality and 

extract features

WT-SVD extract 
features

PCA extract features

Training sets 
do SVM 
training

Test sets do SVM
classification 
recognition

Calculate the 
recognition rate

Fig. 3. GNSS spoofing jamming recognition block diagram
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sets are constructed. Finally, all the feature sets are fed into the SVM classifier for
training and classification.

4 Simulation Results

In order to verify the effect of machine learning on the recognition of spoofing jamming,
we assume that jamming is spoofing jamming and the GNSS C/A code signal is gener‐
ated by simulation based on the Hammerstein model, and the signal modulation is QPSK.
In addition, we assure that the SNR is in the range of [1 dB, 10 dB]. Also, we assume
that 1000 training sets (500 sets of genuine signals and 500 sets of spoofing signals,
respectively) and 1000 testing sets are independently generated by simulation, each data
with 500 dimensions.

The parameters of ISOMAP and LE algorithm are chosen to be k = 4 and d = 2.
Meanwhile, in order to comprehensively investigate the recognition effect of machine
learning algorithm, we in this section also consider the traditional PCA algorithm and
the WT-SVD algorithm by simulation. We state our results in the following.

First, the time complexity of each algorithm is illustrated in Table 1, which shows
the average runtime for each SNR value with 1000 training sets.

Table 1. Average runtime of four algorithms

Algorithms LE ISOMAP WT-SVD PCA
Average runtime/s 3.6977 86.1822 31.7243 0.9879

From Table 1, it can be seen that the runtime of LE is much faster than ISOMAP,
because ISOMAP needs to use the Dijkstra algorithm to calculate the shortest path.
Moreover, PCA is the fastest; WT-SVD is faster than ISOMAP, but slower than LE.

Fig. 4. The recognition rate varies with the SNR
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The classification accuracy of the four algorithms introduced in Sect. 3 are shown
in Fig. 4. The recognition rate of each algorithm is approximately about 50% around
SNR = 1 dB except for WT-SVD. As expected, the average recognition rates of
ISOMAP, LE and WT-SVD algorithms have been greatly improved when the SNR
increases. Moreover, the average recognition rates of ISOMAP and LE exceed WT-SVD
when SNR = 6 dB. Additionally, the average recognition performance of ISOMAP has
always been higher than LE because ISOMAP is a globally optimal method and LE is
local optimal. In the classification recognition, feature extraction is extremely essential.
However, the PCA method poorly extracts the characteristics of non-linear data, which
leads to its low recognition rate and no more than 60%.

Overall, the experimental simulation shows that two nonlinear dimensionality reduc‐
tion algorithms in machine learning are superior to the traditional WT-SVD and PCA
algorithms in feature extraction and recognition performance based on the SVM clas‐
sifier. Moreover, our simulation results illustrate that the quality of feature selection
determines the recognition accuracy.

5 Conclusions

In order to improve the recognition rate of GNSS spoofing, we apply machine learning
to GNSS spoofing jamming recognition. In particular, we analyze several nonlinear
dimensionality reduction algorithms in feature extraction and recognition performance
based on the SVM classifier. In future, we would like to explore algorithm design and
data analysis for more practical scenario.
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Abstract. Setup time is one of the most critical factors for transitory initial key
based pairwise key establishment protocols in wireless sensor networks. In this
paper, we propose TinyPEP, which greatly reduces the setup time of key estab‐
lishment by removing unnecessary information exchanges and introducing
backoff mechanism directly. TinyPEP also provides a compensation scheme for
unconnected nodes. Setup time and totally connected probability are theoretically
analyzed and experimentally simulated. The results show that, by choosing
parameters carefully, the proposed protocol is scalable for different network
densities. When the size of backoff window is 8192 slots, the setup time is less
than 5.2 s and the totally connected probability is larger than 97% for typical
network densities.

Keywords: Security · Pairwise key establishment · Wireless sensor networks

1 Introduction

Wireless sensor networks (WSNs) always need to be deployed in open environments.
Moreover, the sensed information is generally sensitive and private. As a result, security
becomes an important factor for WSNs. Confidentiality and authenticity are basic
requirements for most applications. Due to resource constrains, existing security
schemes typically use symmetric cryptosystems to implement these two functionalities.
Symmetric cryptosystems use identical pairwise keys between the communication pair,
so efficient mechanisms are needed to establish these keys.

There have been many protocols proposed for pairwise key establishment in WSNs.
Transitory initial key based protocols are important members of them. However, none
of them has been widely accepted as a standard, either because the complexity is unaf‐
fordable by resource constrained sensor nodes or because the security is defective which
can be utilized easily by adversaries. In this paper, a transitory initial key based pairwise
key establishment protocol, TinyPEP, is proposed. The contributions of this work
include: (1) Setup time is significantly reduced by removing unnecessary information
exchanges and introducing backoff mechanism directly; (2) A compensation scheme
with acceptable overheads is proposed for unconnected nodes to reestablish pairwise
keys with original neighbors even after time limit has expired.
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The rest of this paper is organized as follows. In Sect. 2, related works are discussed.
After giving the scenario assumptions and threat model in Sect. 3, we describe the
proposed protocol briefly in Sect. 4. The compensation scheme for unconnected nodes
is also presented in this section. In Sect. 5, setup time and totally connected probability
are theoretically analyzed and simulation results are presented in Sect. 6. We conclude
this paper in Sect. 7.

2 Related Works

Several key establishment protocols have been proposed over the last years, which can
be classified into four classes: Trustable Node Assistance (TNA) protocols, Random
Key Pre-distribution (RKP) protocols, Plaintext Key Exchange (PKE) protocols and
Transitory Initial Key (TIK) based protocols.

TNA protocols use auxiliary nodes to establish pairwise keys. [1] proposed to use
base stations for this purpose. This protocol is very efficient for small scale networks.
However, it isn’t scalable well with network size. [2] improved this scheme with many
auxiliary nodes scattered in the network randomly. Nodes establish pairwise keys with
the assistance of auxiliary nodes within several hops. There is an obvious vulnerability
for these protocols. If the adversary has compromised an auxiliary node, it is able to
establish pairwise keys with any node at any location in the network.

[3] presented the idea of RKP. In this scheme, each node is preloaded with a number
of keys randomly chosen from a large pool. In order to achieve adequate probability for
each node to establish secure links with its neighbors, the number of keys preloaded has
to be very large. Moreover, in order to find out shared keys between neighbors, large
number of messages have to be exchanged. Several works extended this scheme or gave
more detailed analysis, and deployment knowledge was introduced to improve it.
However, essential weaknesses still present. As compromising a node reveals many
legitimate keys, the adversary can replicate arbitrary number of malicious nodes to join
into the network.

[4] presented the idea of PKE. This scheme is based on the observation that an
adversary can only appear at certain location at a given time. Nodes establish pairwise
keys by generating keys randomly and exchanging them in plaintext. This scheme needs
no keys preloaded and the process is absolutely distributed. However, malicious nodes
are able to join into the network arbitrarily, even without compromising any nodes.

LEAP [5] presented the idea of TIK firstly, and increased its security level in
LEAP+ [6]. In these schemes, each node is preloaded with identical initial key which
will be cleaned up after a time limit. Nodes establish pairwise keys using the initial
key after deployment. OTMK [7] introduced randomness into TIK based schemes
to restrict the impact of initial key compromise in local area. However, setup time
of key establishment is too long in LEAP+ and OTMK, which increases the proba‐
bility of initial key compromise. If the time limit is decreased for security, connected
probability will be inevitably affected. Unfortunately, there are no compensation
schemes for unconnected nodes in these schemes.
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3 Scenario Assumptions and Threat Model

In most sensor network applications, arbitrary point to point communication is unnec‐
essary. General patterns include communications among direct neighbors and between
sink (or base station) and nodes. The keys shared between sink and nodes are always
preloaded before deployment. Consequently, establishing pairwise keys for direct
neighbors is enough. When needed, other keys can be constructed after pairwise keys
have been established [6]. Therefore, our protocol only focuses on establishing pairwise
keys for direct neighbors. In this paper, we only consider single hop network. Perform‐
ance of TinyPEP in multihop network is left for future work.

In this paper, we assume that adversaries possess powerful capabilities to eavesdrop,
inject or tamper with packets. However, these behaviors are localized because an adver‐
sary can only appear at certain place at a given time. The number of adversaries is much
smaller compared with the network size, so adversaries are unable to eavesdrop on the
entire network. The adversary is able to compromise a node and obtain all secret infor‐
mation definitely. However, it has to take certain amount of time to execute these oper‐
ations [7]. The adversary is able to compromise a small portion of sensor nodes in large
scale sensor networks within a short period of time. However, it cannot compromise all
nodes within such a short time.

4 TinyPEP: Tiny Pairwise-Key Establishment Protocol

4.1 The Key Establishment Process

In TinyPEP, the key establishment process can be divided into four steps, which are
Keying Materials Preload, Neighbor Discovery, Pairwise Key Generation, and Initial
Key Cleanup respectively [8].

Keying Materials Preload. Before network deployment, a trustable node generates
an initial key K0 randomly. It assigns unique address i for each sensor node randomly.
Then, the trustable node generates Ki,B for sensor node i randomly. With K0 and i, the
trustable node computes identification key for node i as follows:

Ki = H(K0||i||K0) (1)

The trustable node preloads (K0, Ki,B, Ki) into sensor node i and Ki,B into base station.
K0 is used for key establishment, Ki,B is used for secure communication between node i
and base station, and Ki is used for authenticating i’s identity.

Neighbor Discovery. After deployment, the key establishment process starts. Each
node generates a random number noncei to introduce discrepancy spatially and chooses
its backoff time randomly for identity message broadcast. Then, each node senses the
channel for potential broadcasts from its neighbors. If a node finds that the channel is
clear at all times during its backoff, it will broadcast its own identity message i||noncei.
If a node finds that certain neighbor begins to broadcast during its backoff, it will receive
the broadcast. After receiving, it computes pairwise key with this neighbor and records
corresponding address-key pair into its neighbor table. Then it chooses backoff time
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again. Assume that there are no collisions during this phase, all neighbors will receive
the identity message broadcasted by the node that ends its backoff firstly. Repeat this
process, until reach the time limit Tlimit.

Pairwise Key Generation. Assume that node j has received i’s identity message, it
computes pairwise key with i as follows:

Kj,i = H(K0, f (j, i), K0) (2)

where f represents a function which can generate the same pairwise key while only
receiving the other’s identity message

Initial Key Cleanup. If time limit Tlimit expires, no matter whether there are nodes
without broadcasting their identity messages or not, the protocol has to be finished to
avoid potential initial key compromise. Each node cleans up its initial key and transmits
its random number to the base station which is encrypted and authenticated with Ki,B,
then enter into normal application phase.

4.2 Compensation Scheme for Unconnected Nodes

In the process of pairwise key establishment, if more than one node ends backoff firstly
at the same time, their identity messages will collide. Then, no neighbors can receive
their messages successfully. As a result, neighbors can’t generate pairwise keys with
them. They are totally unconnected from the network, even though they can receive
some identity messages from other nodes.

There are two solutions for this totally unconnected problem. First, if a node which
has broadcasted its identity message finds that there have been no broadcasts in several
backoff phases and time limit Tlimit hasn’t expired, it will attempt to broadcast its identity
message again in the next backoff phase. In other words, if the setup time is much shorter
than Tlimit, key establishment process can repeat several times to improve totally
connected probability.

Second, if time limit Tlimit has expired and node i finds that it is unable to communicate
with any neighbor, then it can conclude that its identity message has collided with others.
In this case, as node i has pairwise keys with some neighbors, which can be used as
proof of its legality in this area, it will transmit special message to base station for
assistance. The format of this message is as shown in Fig. 1, where m, n and p represents
neighbor addresses from which node i receives identity messages.

, , ,( ( ( ( ))))i m i n i p iK K K nonce( , , )Addr m n pi

Fig. 1. Format of compensation message

The message is encrypted and authenticated with Ki,B. How many neighbors and
pairwise keys are included in the message depends on the number of identity messages
received by i and the desired connectivity degree. In order to reduce communication
overheads, the random number are repeatedly encrypted using pairwise keys. After
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receiving this message, relay nodes route it to base station without checking. When the
base station receives this message, it will compute corresponding pairwise keys using
K0 and random numbers of declared nodes in the message. Then, the base station checks
the validity of the repeatedly encrypted random number. If pass, the base station will
inform the declared nodes with corresponding pairwise keys. These messages are
encrypted and authenticated with keys between base station and the declared nodes.
After receiving this information, the declared nodes add node i to their neighbor tables
and inform i that connection is available.

5 Mathematical Analysis

5.1 Supported Number of Nodes

Upper bound and lower bound of supported number of nodes can be analyzed theoret‐
ically according to the key establishment process described above. We only give final
results here and detailed derivation process can be find in [8].

Tlimit

(m − 1)Tuint + TT + TC

< n <
Tlimit

TT + TC

or
Tmin

(m − 1)Tuint + TT

< n <
Tlimit

TT

(3)

where TT denotes transmit time of identity message, TC denotes time to compute pairwise
key, m denotes the number of slots in backoff window.

5.2 Totally Connected Probability

In this paper, totally connected means that every node establishes bidirectional pairwise
keys with all its neighbors. In order to guarantee total connection, there must be no
collisions in each backoff phase. So, the totally connected probability can be expressed
as follows [8]:

P = P(k)P(k − 1)⋯P(2)P(1) (4)

where P(k) represents the probability with which there are no collisions when k nodes
left haven’t broadcasted their identity messages. P(k) can be expressed as follows:

P(k) = k

m−1∑
i=1

(m − i)k−1

/
mk (5)
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6 Experimental Results

6.1 Explanations for Protocol Parameters

In order to be comparable with analogous schemes, such as LEAP+ and OTMK, we
choose Mica2 [9] as our target platform. Mica2 node is equipped with an ATmega128
microcontroller, which has a timer working at 32 kHz. In TinyPEP, node address and
random number are 2 bytes and 4 bytes respectively, so length of the identity message
is 16 bytes, which also includes 8 bytes MAC header and 2 bytes CRC. Because the
transmission rate of Mica2 is 19.2 Kbps, the time to transmit/receive identity message
is 6.667 ms. MD5 is used as the one-way secure hash function, and the key size is chosen
as 128bit. It needs less than 2 ms to compute pairwise keys in Mica2. Consequently,
pairwise key computation can be delayed to the next backoff phase when using Mica2
nodes.

6.2 Connected Probability

In TinyPEP, connected probability only depends on whether there are collisions and
how many collisions occur. We simulated the totally connected probability and the
probability with which no more than two nodes collided. The results are illustrated in
Fig. 2. It is obvious that the connected probability is tightly coupled with the size of
backoff window. If the backoff window is large enough, totally connected probability
can exceed 97% for typical network densities. The size of backoff window should be
determined by maximal network density possibly appeared in practical applications. It
is very clear that the probability with which more than two nodes have their identity
messages collided is considerably low. This value can be lower than 0.05% with backoff
window of 8192 slots for typical network densities. Then we can conclude reasonably
that the compensation scheme for unconnected nodes in TinyPEP doesn’t consume
much energy as only little nodes need to invoke the compensation scheme.

Fig. 2. Probability of totally connected (left) and no more than two unconnected nodes (right)
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6.3 Setup Time Estimation

In order to guarantee adequate connected probability, backoff window has to be large
enough. This leads to longer setup time inevitably. Thus, it is necessary to determine
the supported number of nodes under reasonable sizes of backoff window and different
time limits. Figure 3 gives the maximal and minimal supported number of nodes theo‐
retically. However, these values can only reflect possible range of supported number of
nodes. Practically supported number of nodes locates in this range. In order to find the
practical values, we simulated the practical probability of finishing key establishment
in given time limit with backoff window of 8192 slots. The simulation results are also
given in Fig. 3. It is obvious that the practical supported number of nodes is larger than
the theoretical minimum.

Fig. 3. Theoretically (left) and practically (right) supported number of nodes

To compare the setup time with other TIK based schemes, practical setup time for
typical network densities is simulated. The maximal values for different network densi‐
ties are plotted in Fig. 4. For typical network densities, the maximal setup time is less
than 5.2 s, which has been improved significantly compared with LEAP+ and OTMK.
LEAP+ needs 170 s to finish for 20 nodes per single hop, while OTMK needs 100 s to
finish for 10 nodes per single hop. Even the simplified OTMK also needs 20 s for 10
nodes per single hop.
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Fig. 4. Practical setup time for typical network densities

7 Conclusions

Pairwise key establishment is a critical security primitive for wireless sensor networks.
There have been many protocols proposed in this domain. However, performance and
security of existing protocols are not satisfactory. In this paper, we propose TinyPEP, a
tiny pairwise key establishment protocol, to address these problems. Using TinyPEP,
setup time is significantly decreased by removing unnecessary information exchanges
and introducing backoff mechanism directly into key establishment. A compensation
scheme with acceptable overheads is proposed for unconnected nodes to reestablish
pairwise keys with original neighbors even after the time limit has expired. Simulation
results show that, by choosing parameters carefully, the proposed protocol is scalable
for different network density. The setup time is less than 5.2 s and the totally connected
probability is larger than 97% for typical network density, which outperforms other
transitory initial key based protocols, such as LEAP, LEAP+ and OTMK.
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Abstract. By studying the characteristics of WIFI fingerprint signals and
combining supervised learning methods in machine learning, an innovative
indoor location algorithm based on Naïve Bayes and WIFI fingerprinting is
presented. In the experiment, the router is selected as the generator of WIFI
signal, and the RSSI fingerprint of the signal is collected to form the fingerprint
library. The Naive Bayes models are used to train the data, and the server is used
to calculate the position in order to realize the fast positioning of the intelligent
terminal. Experiment is designed with an indoor environment including 6
positioning points, scanning interval is set to 5 s, and the learning time is set to
10 min. The experiment result shows that the system and algorithm perform
well and the accuracy of positioning is higher than 80%.

Keywords: Indoor positioning � WIFI fingerprint � Supervised learning
Classification

1 Introduction

Indoor positioning mainly refers to the indoor environment monitoring via wireless
communication, inertial, base station, etc. In order to meet the needs of various indoor
environments and indoor structures, there are some technical fields aiming at indoor
positioning technology. Among all of the indoor positioning techniques, indoor posi-
tioning with WIFI has become an important branch of indoor positioning in various
solutions of indoor positioning.

At present, there are three kinds of positioning technology based on WIFI in the
market. First is the trilateration localization algorithm [1] with received signal strength
measurement. This method estimates the distance between the measured point and the
known points by calculating the signal intensity and the known signal attenuation
model. Second is fingerprint location method [2, 3] based on received signal strength.
The technique compares the signal strength of the real-time detection with the signal
intensity characteristics of each position point in the fingerprint library, and matches the
best reference point as the point to be detected. The third is signal time measuring
method based on time of signal flight between two nodes in a round-trip [4]. The time
consuming is used to calculate the distance, and circles are drawn for the representing
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distance values between location points, and overlapping part of the circle is the
measuring position.

This paper focuses on the second method, which is fingerprint localization algo-
rithm based on signal strength. The algorithm discusses the acquisition and analysis of
WIFI fingerprint feature, uses supervised learning algorithm to classify WIFI finger-
print information with position tag through the application of machine learning,
improves the accuracy and timeliness of positioning.

2 Background Technology

2.1 WIFI Technology

WIFI is an important part of WLAN. It connects electronic devices such as mobile
phones and computers to a wireless LAN. The emergence of WIFI is to improve the
interconnectivity between wireless network products based on the IEEE 802.11 stan-
dard [5].

Through the introduction of the analysis of the current indoor positioning tech-
nology, WIFI technology, which is regarded as a branch of indoor positioning tech-
nology, has unique advantages [5]. Firstly, the WIFI technology itself has a great
advantage of wide transmission range with hundreds of meters, which means in a
certain area, lesser routers can be arranged for enough number of fingerprint acquisi-
tion; secondly, the provisions of WIFI IEEE 802.11 by the standard unified, can realize
the interconnection between different types of WIFI generators, which means a good
generalization can be achieved between intelligent device, wireless routers and mobile
phones; thirdly, the transmission rate of WIFI is very fast, sometimes can reach
600 Mbps, which meats the requirement of fast indoor positioning; finally, WIFI has
advantages of high penetration rate, low cost, and very good popularity rate, which
leaving room for fast growth.

2.2 WIFI Fingerprint Algorithm

WIFI fingerprint algorithm uses the Received Signal Strength Indication (RSSI) of
WIFI signal omit from Access Points (APs) to detect indoor position. When AP
positions are settled, the RSSI from AP will change by physical location, which
composes the unique identified location information in this position, similar to the
human fingerprint information [6]. Based on this feature, WIFI fingerprint algorithm
builds a prior fingerprint library for different locations, and then use it for real-time
localization.

The algorithm can be divided into two stages: offline training stage and online
positioning stage (Fig. 1).
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Offline Training Stage
A number of sample points are selected, where the WIFI RSSI information are recorded
with position labeling. Thus, a collection of RSSI and a corresponding position label
can be established as a fingerprint Fi:

Fi ¼

MAC1; R1

MAC2; R2

MAC3; R3

..

. ..
.

MACn; Rn

2

666664

3

777775
ð1Þ

Where n means the number of WIFI RSSI can be measured in sample position,
MACn means the MAC address, Rn represents RSSI value. In general, the more WIFI
RSSIs can be measured, the better the accuracy of positioning is.

Fingerprints (Fi) from all sample positions must be collected in offline stage to
establish a database of fingerprint.

Online Positioning Stage
The fingerprint E is formed similarly by obtaining the WIFI fingerprint of the current
position:

E ¼

mac1; r1
mac2; r2
mac3; r3

..

. ..
.

macn; rn

2

666664

3

777775
ð2Þ

The online detected fingerprint E is referred to offline database of all F fingerprint
information for comparison by classification or matching algorithms, to find the best
matching fingerprint in database, and returns the corresponding position (or coordi-
nates) of the fingerprint.

In the process of training and matching, the traditional method is to use distance
calculation method to calculate fingerprint similarity [7, 8]. In this paper, an innovative

Fig. 1. Indoor positioning process
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algorithm based on supervised classification method in machine learning, Naïve Bayes
algorithm is applied to improve the precision and accuracy of WIFI fingerprint
matching and positioning.

2.3 Naïve Bayes Algorithm

The Naïve Bayes classifier is a Bayes algorithm based probability classifier, which is
applied to a series of strong (naïve) independent hypothetical features in machine
learning. Bayes algorithm is the use of the Bayes formula for the calculation of pos-
terior probability under the condition of the object with prior probability, the calcu-
lation results in the selection of the corresponding category with maximum probability
as the category of the object. The general formula of Bayes theorem is as follows:

P AijBð Þ ¼ PðBjAiÞP Aið Þ
Pn

i¼1 PðBjAiÞP Aið Þ ð3Þ

Where, A1, A2, A3,……, An represent all A events, and P(Ai) is the prior proba-
bility of events. P(B|Ai) is the conditional probability of the event Ai after the occur-
rence of the event B, and P(Ai|B) is the conditional probability of the Ai after the event
B is known.

Naïve Bayes is an effective method for constructing classifiers for WIFI finger-
prints. The model analyzes actual situations, and then assign the class labels with the
eigenvalues to the situation. This is not a single classifier training algorithm, instead of
using a series of algorithms based on the same principle, Naïve Bayesian classifier
assumes that all features between samples is irrelevant, although some characteristics
are interdependent or determined by other features, but the classifier will be considered
in determining when these features are independent in probability distribution.

3 Supervised WIFI Fingerprint Classification

3.1 Training Data Definition

As described in Sect. 2.2, WIFI fingerprint includes MAC address and RSSI signal
intensity values, both of which are measured during positioning. Algorithm calculates
the matching level or relation between RSSI & MAC pair and location of points in
training stage, and encapsulates the content in collection as fingerprints. Therefore,
modeling the training data is very important by constructing a classifier to train the
classifier fingerprint.

In the experiment, the method of WIFI positioning is used. The more WIFI
detection, the more the fingerprint acquired, and the higher accurate the location will be
detected after machine learning. This experiment will not only use the WIFI infor-
mation from fixed AP, but also use the WIFI information which can be detected around
the indoor environment (such as AP from different floor, AP from telecommunica-
tion businesses, etc.). The machine learning method will be used to train the database,
and the positioning results will be more accurate.
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3.2 Bayesian Model for WIFI Fingerprint Classification

Based on the theory of Naïve Bayes and the actual situation of the experiment, a
classification model is established. In theory, it is a conditional probability model.
According to Bayes theorem, there are:

P C ¼ cijF1; . . .; Fnð Þ ¼ P Cð ÞPðF1; . . .; FnjCÞ
P F1; . . .; Fnð Þ ð4Þ

Where C stands for positional class variables c1; c2; . . .; cnð Þ, the probability of
occurrence of ci at each location is independent of each other; F1, F2, F3 … Fn
represents the fingerprints that are measured at each reference location when building a
fingerprint library.

Because the denominator of Formula (4) only depends on the characteristics of the
variable Fn, the general characteristic variables is given, denominator can be directly
regarded as a constant; and the numerator can be regarded as a joint distribution model
of P(C, F1, F2, F3 … Fn). Then Formula (4) can be written in the form of conditional
probability. According to Bayesian theory, if the assumption of conditional indepen-
dence is true, variables Fi are independent from each other, if i is not equal to j. At this
point, the conditional distribution expression of the positional class variable C is
represented as:

P CjF1; . . .; Fnð Þ ¼ 1
Z
P Cð ÞP F1jCð ÞP F2jCð ÞP F3jCð Þ. . .

¼ 1
Z
P Cð Þ

Yn

i¼1
P FijCð Þ

ð5Þ

Where Z is a scaling factor which is dependent only with F1, F2, F3 … Fn. Thus, the
characteristic variable is a known constant, and decomposition into prior probability P
(C) and conditional probability P(Fi|C) can greatly improve the reliability of the model.

The classifier can be constructed from the probability model, which contains the
model and the corresponding decision rules, given that the fingerprint acquired from
online stage is E, there is:

P EjC ¼ cið Þ ¼
Yn

j¼1
P Fj ¼ EjC ¼ ci
� � ð6Þ

With a posteriori probability criterion, the classifier formula is defined as follows:

classify Eð Þ ¼ argmaxfP C ¼ cið Þ
Yn

j¼1
P Fj ¼ EjC ¼ ci
� �g ð7Þ

The posterior probability calculated by Bayes formula is the probability that the
object belongs to this category, and the greater the probability value of the class, the
more likely the object belongs to this class. This process is fast, the more data use for
training, the longer the study time is, and the higher the positioning accurate can reach.
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3.3 Algorithm Flow

Based on above discussion, the workflow for classification algorithm is as follows:

(1) deploy adequate WIFI APs in indoor environment, and make sure that the WIFI
signal is evenly distributed in all locations;

(2) in learning phase, define and go through all sample positions in indoor environ-
ment, then collect WIFI information to form fingerprint Fi and position labels of
the sample position. Send the information to server for supervised classification;

(3) calculate probabilities P(C1|Fc), P(C2|Fc),… P(Cn|Fc) according to Formula (6);
(4) find the maximum P Fj ¼ EjC ¼ ci

� �
of the computational probability in step (3),

that is, the corresponding coordinate Fc of the fingerprint E, and the E is the
coordinate of the undetermined position.

4 Experimental Design and Result Analysis

4.1 Experiment Scheme

The whole positioning system is composed of three parts, which are the field AP, the
server and the mobile terminal.

Field AP can arbitrarily select devices with WiFi signal emission, such as routers,
portable Wi-Fi, Raspberry, Pis and so on. Ideally, these modules need to be distributed
more evenly in the indoor scene, so that enough WiFi fingerprints can be obtained at
different locations.

The server is mainly used with supervised classification algorithm and TCP/IP
communication server, Web pages and the database service, carrying out the fingerprint
data acquisition and other sensor data can be released by the MQTT server service
through mobile Internet is sent to the server, and saved to the database.

The mobile terminal is mainly used for the collection of fingerprint sample data in
the learning phase, the collection of Fi and the online fingerprint E acquisition at the
online positioning stage. In the course of the experiment, the mobile terminal is
composed of a smartphone and a APP equipped with it. The experimental personnel
can be moved to the handheld intelligent mobile phone positioning area fingerprint data
acquisition through APP; acquisition and learning is completed, also need to test again
online positioning handheld intelligent mobile phone, check the effect of positioning
algorithm (Fig. 2).
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4.2 Indoor Positioning Environment

There are 4 empty classrooms formed as “2 � 2” array as the experimental indoor
environment. Each room has 1 AP on both sides of the north and south to ensure the
WiFi fingerprint coverage, as shown in Fig. 3. In the experiment, the Android based
smartphone was used as a fingerprint and display location tool.

4.3 Experiment Result

Because of the characteristics of supervised learning algorithm, the main work of
experiment is focused on fingerprint collection. In the experiment, the scan cycle is set
to 5 s, and the learning time is 10 min (Table 1).

Fig. 3. Indoor environment

Fig. 2. Two stages for indoor positioning
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By comparing above results, it is found that the algorithm in Exp No. 1, 2, 4, 5, 6
can calculate a highest probability of location corresponding to the actual location,
which means positioning result is correct. The accuracy rate of the algorithm is 83%.

In Exp No. 3, the algorithm mistakenly calculated highest probable location in
302_S, which is a neighbor location to the actual location 302_N, and 302_N had a
very similar probability in this experiment. Which means Naïve Bayes method may
occasionally classify a wrong category between very close locations.

The above is just a part of the data, but by many experimental results analysis, the
algorithm is relatively stable, the positioning accuracy of 4 m, the latter can also be re
optimization algorithm, to achieve higher positioning accuracy.

5 Summary

In this paper, a supervised classification based algorithm is established to study the
indoor location problem. In this algorithm, WIFI fingerprint model, including the MAC
address and the signal strength of RSSI, is used for data training and positioning.
Moreover, Naïve Bayes classification method is applied to estimate the location of
given WIFI fingerprint. The positioning results are accurate, the calculation method of
position machine learning experiments, as long as a small amount of data acquisition

Table 1. Experimental data display

Exp No. Actual
Position

Algorithm Results (lists the top 3 highest 
probability locations)

Positioning Result Probabilities

1 304_S 304_S 41
302_S 18
304_N 17

2 304_N 304_N 67
303_S 10
303_N 8

3 302_N 302_S 42
302_N 37
303_N 19

4 302_S 302_S 71
303_S 17
303_N 11

5 303_N 303_N 58
303_S 20
302_S 18

6 303_S 303_S 69
302_S 15
303_N 12
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can get accurate positioning rules, save manpower cost, and positioning effect than the
traditional method.
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Abstract. Object detection is one of the most effective ways to analyze the
remote sensing (RS) images. In this paper, we focus on the prevalent object
detection framework based on deep learning technology for RS images which
contains three different stages, namely the region proposals generation, feature
extraction, and classification. The review provides a clear picture of the chal-
lenges and possible development trends in this field. Typical methods under this
framework are extensively reviewed and analyzed. Comparisons among tradi-
tional methods with deep learning methods are presented, in which supervised
and unsupervised methods for RS scene target detection are deeply discussed.

Keywords: Deep learning � Object detection � Remote sensing

1 Introduction

The purpose of object detection in the field of remote sensing (RS) images is to find and
locate the objects we are concerned such as ship [1] and airplane [2]. It is the foun-
dation of RS field and plays an important role in many other applications such as
changing detection, environment monitoring and target classification. Object detection
in RS field often suffers from several special difficulties, including lacking training data
and complex background interference.

The prevalent object detection framework generally consists of three stages, namely
the generate region proposals, feature extraction, and classification. In this paper we
aim to provide a review about the above framework, especially for the methods based
on deep learning technology. We provide comparisons and extensive analysis among
the learning-based methods in RS field. The contributions of this paper include
reviewing the most prevalent methods in RS object detection field, providing com-
parisons between the deep learning based methods and the traditional methods, and
providing research directions for application of deep leaning in the field of RS scenes.
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2 The Framework of Object Detection in RS Images

The most effective and prevalent framework in object detection of RS images contains
three different stages. In the first stage, region proposals are extracted from the whole
image. Each proposal is formed as a bounding box which indicates a probable object.
After getting the entire region proposals, a robust feature is extracted from every
proposals. Based on the feature, a classification is designed for the final decision.
Typically, an image preprocessing operation and non-maximum suppression
(NMS) can lead to a better performance. Figure 1 shows the overall framework of
object detection system and the typical methods in each stage.

3 Region Proposals Generation

The mechanisms of feature descriptor and classifier have made a huge improvement of
performance in the detection system. However, it is extremely time-consuming by
using sliding windows to search the location of object in the traditional methods. Many
outstanding object detection framework uses the region proposals generation algorithm
[2, 4]. The goal of region proposal generation is to eliminate substantial irrelative areas
which contain no objects in a short time. It contributes to designing more sophisticated
classifiers without considering too many negative samples. A good region proposals
generation algorithm should be able to suit for multi-scales object, have a high recall
performance and converge in fast speed.

3.1 Non-network Methods

Despite the great success of deep learning, many object systems use non-network
methods as their foundation to generate region proposals in RS field [1–5] and natural
image field [2]. Hosang et al. [1] provide a holistic review about many different region
proposal generating algorithms. All these algorithm are based on knowledge which
means they don’t have many parameters that need training. Many of these methods
have been used in RS images. Zhao et al. [2] adopt multi-scale sliding windows to
generate region proposals. Qi et al. [1] provide a saliency-based method to generate

Fig. 1. Overall framework of object detection.
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region proposals. The saliency is computed in phase spectrum of Fourier transforma-
tion which can reduce the complexity significantly. Chen et al. [5] adopt sliding
window technology on gradient images which can effectively reduce the number of
region proposals. Cheng et al. [23] use the selective search method to generate region
proposals and achieve good performance in variant objects. These methods have been
proved to have good performance in some specific scenarios.

3.2 Network-Based Methods

Network-based methods attempt to generate region proposals through neural network.
The most prevalent architecture of neural network to deal with image is convolutional
neural network. It can generate a robust description of the whole image. However, in
the region proposal stage, the description is ineffective. Many people engaged in
finding strategies to generate region proposals by networks methods. Zhang et al. [8]
adopt candidate region proposal network (CRPNet) along with the localization network
to generate region proposals. CRP-net is a fully convolutional neural network, and is
trained by images with 128 pixel � 128 pixel. In the forward period, it can be fed with
images in any size and generate a candidate region map which is the object probability
of each location. Zhou et al. [9] create the SVD-net which combines singular value
decompensation (SVD) and convolutional neural network to generate region proposals.
The proposed network contains three layers. The first two convolutional layer’s
parameters are determined by the SVD, and the third layer is to learn through the SGD
algorithm. This network achieves efficient performance in practical offshore ships
detection.

Network-based methods have many advantages. They can be easily deployed on
the GPU and merged with the network-based stages afterwards. Besides, such methods
are usually needed to be trained by data, which means we can include the object
information in the first stage of the entire frame work so as to reduce the number of
region proposals.

4 Feature Extraction

After we get the region proposals of the whole image, we need to extract the high level
feature of each image patch. A good feature extractor should have the ability to handle
variations such as intensity, scale, rotation and affine projection, and provide the same
or similar representation of the same object. Features in this stage are crucial for the
precision of the entire system.

There are many methods to extract features. The traditional hand-made extractor
such as HOG [17], SIFT [5], Haar-like [18] are used for many years. However, after
development for many years, they have reached the upper limit of performance
especially for complex scenarios.
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4.1 Sparse Coding Based Feature Descriptor

The general sparse coding cost function on a set of m input vectors can be expressed as
Eq. (1):

min
a;u

Xm
j¼1

x j �
Xk
i¼1

a j
iui

�����
�����
2

2

þ k ak kF ; ð1Þ

where k ak kF is the penalty term which is regularized by L0 or L1 norm. The first term
in Eq. (1) is the signal reconstruction process.a is the sparse representation of input x,
and through the sparse coding, it can generate high level features of target represen-
tation without redundant information. The general sparse representation technique is
adopted in RS scene target detection framework as shown in Fig. 2.

In recent years, a large number of sparse coding methods have been proposed and
applied for RS scene classification. In the field of RS scene target detection, Yokoya [27]
raise a general object detection framework based on sparse coding combine with the
Hough voting. This method shows better performance of cars and ships detection in
more complex RS scenes for optical imagery. Then, Chen [31] adopts high-resolution
aerial images based sparse representation and super pixel technology which achieves
vehicle detection in complex urban area. Zhang [32] proposes a method of sparse
representation based binary hypothesis model for target detection in hyperspectral
images. This binary hypothesis model utilizes the sparse coding reconstruction residual
principle to achieve target detection. In general, the sparse representation has the
abstraction ability of high level feature extraction, which achieves excellent perfor-
mance in RS scene target detection.

4.2 Deep Belief Networks (DBNs) Based Feature Descriptor

Although supervised deep learning (DL) algorithms such as CNN can achieve high
performance, they typically need large amount of labeled data. However, in RS image
dataset, large amount of labeled images are not available. As a result, how to use the

Fig. 2. Target detection framework of sparse representation
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original unlabeled images to learn the potential structure of the image is an attractive
research direction. Deep belief network (DBN) (as shown in Fig. 3) is the first DL
architecture that can be effectively trained with unlabeled data only [19]. Every unit in
the same layer is connected with the neighboring layers. The top two layers are
undirected while the connection of other layer pairs are directed.

Chen et al. [26] use four hidden layers DBNs as their feature extractor. For each
two connected layers, it can be viewed as a restricted Boltzmann machines (RBMs),
which can be trained easily though the CD algorithm [19]. Diao et al. [24] adopt a six
layers DBN to extract the global features of the region proposals and the visualization
of the features also shows the high distinguishable ability which is better than
HOG-based features.

4.3 Convolutional Neural Network (CNN) Based Feature Descriptor

Convolutional neural network (CNN) is the most representative DL model when
dealing with 2-D data such as image. The architecture of CNN enables it to generate a
highly robust map from the raw pixels to an abstract representation which can greatly
increase the performance of the following classifier. Unlike human-made feature
extractor, CNN works in a supervised manner and needs to be trained by data. There
are two ways to train a CNN model. One way is fine-tuning from a large network which
is already trained by a large dataset (such as Image Net) [23, 25]; another way is to train
a small network [20–22].

Cheng et al. [23] fine-tune their rotation-invariant CNN (RICNN) which is based on
Alex Net in NWPU VHR-10 dataset. This model can extract rotation-invariant feature
from the region proposals. Chen et al. [20] build a hybrid DNN (HDNN) which
contains three convolution and max-pooling layers. This model is trained in vehicle
dataset and achieves better performance than HOG and LBP.

Table 1 shows the features of different feature extractors.

Fig. 3. The structure sample of DBN
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5 Decision and Regression

After we get a good representation for the image, we typically need a classifier as
decision maker. It will finally predict the label of every region proposal. A good
classifier should have the ability to reject the bad region proposals which do not contain
an object and keep the right region proposals, which determines the precision. For each
region proposal, regression is also a strong method to improve its location precision. As
described in Eq. (2), the Smooth L1 loss type regression is prevalent in DL framework.
The classifier maybe sometimes unclear because it is always combined with the feature
extractor. Besides, Support vector machine (SVM) [9–14], extreme learning machine
(ELM) [15], and adaBoost [16] are also used in RS image object detection system.

Smoothl1
0:5x2 xj j\1

xj j � 0:5 otherwise

�
ð2Þ

Zou et al. [9] use SVD-net to extract the feature of the whole image which is
followed by a SVM classifier to determine which region proposals of ship is the right
one. In [15] Tang et al. apply the ELM to pool the feature generated from the CNN
model and make classification decision. Also, using soft max as a classifier directly can
lead to a good performance in some circumstances [24].

With the development of imaging technology, the resolution of image is getting
higher and higher. This makes it possible to recognize the fine-category of objects such
as the model of an airplane. This topic has been developed in the natural image which
is called the fine-grained classification [3].

6 Conclusions and Future Works

In this paper, we make a holistic review about the prevalent object detection system in
RS field. The DL framework which is rising in the field of machine learning have been
introduced to the RS object detection field which out performs many traditional
methods. Although some DL methods have been proposed, there are still many non-DL
methods such as selective search and edge boxes etc. [1] that can achieve impressive
results. The DL-based methods have a huge advantages to get high-level representation
especially when large amount of training data is available. As for the classifier, once a
good feature is obtained, which is typically through DL methods, it is not difficult to
find a suitable classifier.

Table 1. Comparison between different feature extractors

Feature extractor Representation ability Data dependency Speed

Sparse coding 2 2 3
DBN 3 2 2
CNN 4 4 1
HOG, LBP 1 1 4
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The following are some potential research directions. Generating region proposals
with high recall and high accurate location is one of them, which is a great challenge
and still remains open in RS scenes. Another is generating a robust feature for the
region proposals without much labeled data, which is a crucial point since the unla-
beled data are usually obtained, while few labeled data can be acquired in RS field.
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Abstract. The high-precision remote sensors on satellite provide massive
image data which brings new challenges to data processing and interpretation.
The existing data processing systems are mostly semi-automatic which have the
problems as low efficiency and low interpretation quality. This paper designs
and implements a ground test system for processing and interpreting remote
sensing images automatically and efficiently. The system introduces a two-step
feature parameter correlation calculation algorithm to interpret the images. The
authors realize the system based on the structure of universal server + FPGA
which capabilities can achieve a processing rate of tens of gigabit per second.

Keywords: Remote sensing image � Image interpretation
Feature parameter correlation calculation

1 Introduction

With the development of space technologies in recent years, the number of satellites
produced in each year increases rapidly. Meanwhile, the satellite become more com-
plicated while one satellite usually carries several different high-precision sensors
which provide image products including visible-light image, multispectral image,
hyperspectral image, etc. [1]. Thus, the amounts of produced image data grow expo-
nentially from 100 Mbit/s to Gbit/s level only in a decade which brings huge challenge
to the ground test system [2–5].

In AIT (assembly, integration and test) phase, the ground test system receives the
image data from satellites and implements calculation, analysis and interpretation task
to verify the performance and functionality of the satellite sensors [6]. Most of the
existing ground systems are semi-automatic which means the interpretation work is
more or less based on the manual operation [7–12]. As the amounts of image data grow
rapidly, the data processing delay becomes unacceptable which depends on the data
volume. Also, the quality of testers’ interpretation work may drop off when the testers
face massive data.

In view of this situation, this paper introduces a highly automatic system for data
processing and interpretation based on the innovative algorithm and hardware structure.
In Sect. 2, the two-step feature parameter correlation calculation algorithm is described
which is adopted in the system to dig out different kinds of errors in the images.
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In Sect. 3, the system based on the structure of universal server + FPGA is imple-
mented and the data flow of analysis and interpretation procedure is introduced. Sec-
tion 4 is the experiment results section in which the system performance is presented
together with the screenshot of the system working interface. In the last section, the
authors make the conclusion of the system followed by some considerations of future.

2 Design of Image Interpretation Algorithm

In AIT phase, the ground system processes and interprets the received the image data
from satellites to detect different kinds of image errors. The image data is normally
compressed before it is transmitted from the satellite to the ground. The ground test
system decompresses the data to restore the image [13, 14]. Based on the compression
algorithm, the fixed line number of image data is called “one picture” as the smallest
compression unit. The interpretation algorithm proposed in this paper is based on the
comparison between consecutive pictures. The interpretation algorithm can be divided
into 2 steps. In Step1, the system detects the dramatic change by comparing neigh-
boring images which is considered as the error occurs. In Step2, the error is located.
The 2-steps interpretation algorithm is described as below:

Step1: the histogram values of all the pictures are calculated firstly. The histogram
equation is shown as below:

p rð Þ ¼ n rð Þ
NUM

ð1Þ

Where p(r) is the probability of pixels with gray value of r in the picture; n(r) is the
number of pixels with gray value of r; NUM is the number of pixels in the whole
picture. The histogram of one picture is the set of p(r) with all possible gray values of r.

Next, the histogram correlation values between every two neighboring pictures are
calculated which can be given by the equation:

Cov ¼
P2N

r¼1
pcurðrÞ � pfroðrÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P2N

r¼1
p2curðrÞ

s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P2N

r¼1
p2froðrÞ

s ð2Þ

Where Cov is the histogram correlation value; N is the bit number of pixels; pcur(r)
is the probability of pixels with gray value of r in current picture; pfro(r) is the prob-
ability of pixels with gray value of r in the former picture.

The flow diagram of Step1 is shown as Fig. 1.The bottom line of the figure is the
calculation procedure of histogram values while the middle line shows how Cov is
figured out.
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Next, we compare each histogram correlation value with its neighboring-threshold
values which are based on the average value of last several histogram correlation
values. We consider the picture as abnormal when its histogram correlation value is out
of the range of the neighboring-threshold values. It is noticed that the number of
histogram correlation values for average calculation is configurable. The range of
neighboring-threshold values is also configurable, for example as 90%–110% of the
average value. Thus, the algorithm is self-adaption for different application scenes.

Step2: while the abnormal picture is detected in Step1, the next step is to locate the
error pixels in the picture. In AIT phase, the images are normally simple and formalized
which means the gray value of a pixel has high correlation with its neighbor pixels.
Thus we use the method called neighboring pixel comparison to compare the central
pixel and its 8 neighboring pixels for error detection. Firstly, we calculate the average
gray value of the neighboring pixels of pixel c using the equation as below:

LpðcÞ ¼
P8

k¼1
xkðcÞ
8

ð3Þ

Next we calculate the difference between Lp(c) and the gray value of the central
pixel which is xo(c).

err ¼ xoðcÞ � LpðcÞ ð4Þ

Similar to Step1, we introduce the neighboring-threshold values which are based on
the average value of last several pictures and compare the neighboring-threshold values
with the value of current picture to detect the error pixels. The flow diagram of Step2 as
described above is shown in Fig. 2.
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Fig. 1. The flow diagram of histogram correlation interpretation algorithm
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3 Implementation of Remote Sensing Image Interpretation
System

The traditional system based on the universal servers and the data processing software
is unable to meet the requirement of high-speed data processing and interpretation. On
the other hand, by the parallel pipeline functions of FPGA, the bottle-neck of speed can
be resolved on a large scale. This paper proposes a structure of universal server+ FPGA
to implement the remote sensing image interpretation of massive data. The structure of
the system is shown in Fig. 3.

The system is composed of 3 parts:

(1) The image data processing and storing severs receive the image data from the
preceding devices, check the data format and report the format error, store the raw
data and transmit the data to the FPGA-acceleration devices.
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Fig. 2. The flow diagram of histogram correlation interpretation algorithm

Fig. 3. The structure of the remote sensing image interpretation system
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(2) The FPGA-acceleration devices are used to implement the two-step data inter-
pretation algorithms. As FPGA has advantages in parallel processing, each
accelerate device has maximum capability of 10 Gbps that can process data from
several preceding severs at the same time.

(3) The image quick-look server receives the sampled image data and the interpre-
tation results from the FPGA device, displays the pictures on the screen and
reports the image errors to the users.
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Fig. 4. The data flow of the remote sensing image interpretation system
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The data flow of the system is shown in Fig. 4 from the top to the right-bottom
corner of the figure. There are 3 striped rectangles in the figure corresponding to the
data processing and storing servers, the FPGA-acceleration devices and the image
quick-look server.

4 Experiment Results

To meet the high-speed processing requirement, the authors construct a powerful
system including 16 data processing and storing servers, 8 FPGA-accelerated devices
and 1 quick-look server in 2016. The practical results proved that the system has
capabilities of more than 50 Gbps and 95% error detection rate is achieved. The user
interface is shown in Fig. 5.

The central part of Fig. 5 is the image quick-look area which shows the pictures
from the camera in detail. The thumbnails view of the pictures from other cameras is on
the top right of the figure while the users can switch the quick-look area to another
camera by clicking the specific area of the thumbnails view. It is optional to display the
histogram value of the current picture. On the bottom of Fig. 5, the curve of the
neighboring average gray values changes continuously as new pictures are processing.
The error list and camera list are on the left of the figure. All the detected errors are
reported in the error list and also stored in the logbook of the system. The users can
double-click any single error warning and then the quick-look area will jump to the
abnormal picture with the error in it.

Besides the picture mode of the image quick-look area, there are two more modes
as the curve mode and the hexadecimal mode to give the users different perspectives to
analysis the remote sensing data as shown in Fig. 6.

Fig. 5. The user interface of the remote sensing image interpretation system
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The capabilities of 64 channels (in another word the system can process the data
from 64 sensors concurrently), high processing speed of more than 50 Gbit/s and 95%
error detection rate are achieved. The system is proved to be an automatic, efficient and
high interpretation quality system by real experience.

5 Conclusion

This paper introduces a two-step feature parameter correlation calculation algorithm to
interpret the images. The authors design and implement a universal server+FPGA
structure system to realize high-speed and automatic interpretation of images from
remote sensors. The application scenario of the system is AIT phase of satellite in
which the images are mostly simple and formalized.

Future developments should focus the following aspects:

(1) More interpretation algorithm focusing on different image features could be
extended into the system.

(2) The database for recording and classifying the errors could be established.
(3) The function of offline interpretation could be provided to realize Big Data ana-

lytics and improve the quality of interpretation.
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Abstract. The effect of cloud cover on the quality of remote sensing data
becomes an unavoidable problem when dealing with a large amount of remote
sensing data obtained from satellite sensors. As an important meteorological
element, cloud plays a vital role in all areas of atmospheric science. In this
paper, we propose a cloud detection method based on multi-feature hierarchical
judgement. First, the gray histogram of the object to be interpreted is extracted
and the histogram is intercepted to remove the singular value. Then, five types of
feature are employed in feature extraction. After that, the objects to be inter-
preted is divided into single type and mixed type, and mixed type can be further
divided into certain mixed type and uncertain type. Finally, threshold method
and support vector machine(SVM) are employed to classify these types.
Experiment has shown good performance of the proposed method.

Keywords: Cloud detection � Remote sensing � Feature extraction

1 Introduction

The remote sensing technology firstly began in the early 1960s. With the development
of aerospace industry and the continuous maturation of satellite technology, the remote
sensing technology is widely used in various fields such as weather analysis, envi-
ronmental monitoring, resource exploration and military reconnaissance. The effect of
cloud cover on the quality of remote sensing data becomes an unavoidable problem
when dealing with a large amount of remote sensing data obtained from remote sensing
sensors. As an important meteorological element, cloud plays a vital role in all areas of
atmospheric science. However, in the optical remote sensing, the existence of the cloud
inevitably affects the satellite imaging, identification and application. Therefore, the
elimination of cloud cover is critical to satellite remote sensing processing.

Detection of the clouds is the first step to eliminating the cloud coverage. At
present, the common cloud detection technology can be divided into threshold method,
cluster analysis method and artificial neural network method.

The threshold method is proposed the earliest and it is also the easiest to implement.
Consequently, it is widely used in the cloud detection. Its basic principle is to compare
the brightness and reflectance of the pixel with the pre-set threshold.
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The clustering analysis was proposed by Diday and began to be used in the study of
cloud detection in the 1980s. The common clustering methods are histogram clustering,
dynamic threshold clustering, adaptive clustering and so on.

The Artificial neural network method uses the sample learning and simulates the
working principle of the human brain system to construct the neural network with the
recognition ability of the cloud.

Saunders and Kriebel proposed an improved method for detecting clear sky and
cloudy radiances based on Advanced Very High Resolution Radiometer(AVHRR)
data, named AVHRR Processing Over Land cLoud and Ocean(APOLLO) method in
1988 [1] and Stowe proposed a cloud detection method based on threshold classifi-
cation method in 1991 [2]. In 1993, Rossow proposed a cloud detection method using
satellite measurements of infra-red and visible radiances for The International Satellite
Cloud Climatology Project(ISCCP) [3]. The CO2 flake method was firstly proposed by
Wylie in 1994 [4].

In this paper, we propose a cloud detection method based on multi-feature hier-
archical judgement. First, the gray histogram of the object to be interpreted is extracted
and the histogram is intercepted to remove the singular value. Then, the objects to be
interpreted is divided into two parts. One part is named single object which contains
only one type of object. The other part is named mixed object which contains two or
more types of objects. For mixed objects, the variance standard ratio is used as a
threshold for a certain or an uncertain object. For the single type object and certain
object, the threshold method is used for classification, and SVM classifier are used for
uncertain objects. The variance standard ratio is the ratio of the gray variance to the
gray standard deviation of the interpretation object. The larger the variance standard
ratio is, the closer the uncertainty is. Experiment result has shown the good perfor-
mance of our method. The rest of this paper is organized as follows. The proposed
method is described in Sect. 2. Experiment results are presented in Sect. 3 followed by
the conclusions drawn in Sect. 4.

2 Proposed Method Based on Multi-feature Hierarchical
Judgement

In this paper, we propose a cloud detection method based on multi-feature hierarchical
judgement. The thought of classification isn’t employed in the basic idea of the pro-
posed method, which means not classify the cloud and non-cloud, but classify the
objects into accurate results and fuzzy results. The advantages of this method are:
(1) The judged accurately objects will not be affected by the judged fuzzily objects.
(2) The classifier can be designed aimed at the judged fuzzily objects. (3) The judged
fuzzily objects can be refined by the judged accurately objects. The flow of the pro-
posed method is in Fig. 1. The individual steps of the method are briefly presented in
the following discussions.
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2.1 Data Preprocessing Based on Gray Histogram Extraction

In the first step of our method, we first deal with the input panchromatic remote sensing
images. Usually, in the beginning, we divide the input image into patches. Then the
histograms of the patches are extracted. After that, in order to increase the robustness of
subsequent histogram-derived parameters, such as mean and variance, for some sin-
gular values, the histogram needs to be intercepted to remove singular values.

In this stage, a critical step is to intercept the gray histograms. In the proposed
method, we achieve it by the following algorithms. First, the pixels are accumulated
from the highest level of the gray scale, stops when the sum of the accumulated pixels
reaches M, and the gray level when the sum of the accumulated pixels reaches M is
defined as Fh. Similarly, the pixels are accumulated from the lowest level of the gray
scale, stops when the sum of the accumulated pixels reaches N, and the gray level when
the sum of the accumulated pixels reaches N is defined as Fl. The subsequent step is to
deal with the pixels between the upper bound Fh and lower bound Fl, which are the
results after removing the singular value. The results after removing singular value can
more accurately reflect the characteristics of the object.

Panchroma�c Image

Feature extrac�on

Preliminary detec�on

Results

Refined detec�on

Single type Mixed type

Certain type Uncertain type

SVM classifica�onThreshold method

Fig. 1. The work flow of the proposed method.
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2.2 Feature Extraction

The application background of cloud detection has put forward a lot of special
requirements for the extraction and selection of cloud features. First, due to the
diversity of the clouds and the complexity of the features, the cloud area often needs to
be discriminated by various features to increase the separability of the cloud and the
land in the feature space. Second, cloud detection often need to sample the remote
sensing data in order to reduce the amount of calculation. This requires that the feature
will not be changed by the multi-scale images, which requires the feature to meet the
scale invariance.

In the proposed method, we use five features in this stage. These features can be
divided into two categories, the first is to measure the degree of object mixing char-
acteristics, including gray variance, non-zero width of histogram and variance standard
ratio; the second category is to measure the features of the single type, including gray
mean and cloud coverage ratio.

The extraction of gray mean is to accumulate the gray value of pixels between the
upper bound Fh and lower bound Fl, and calculate the average, which can be modeled
as:

q ¼ 1
MN

XM

i¼1

XN

j¼1

f ði; jÞ; Fl � f ði; jÞ�Fh ð1Þ

The extraction of gray variance is to calculate the gray variance of pixels between
the upper bound Fh and lower bound Fl, which can be modeled as:

r ¼ 1
MN

XM

i¼1

XN

j¼1

½f ði; jÞ � q�2;Fl � f ði; jÞ�Fh ð2Þ

The non-zero width of the histogram is the difference between the upper bound Fh

and lower bound Fl. The cloud coverage ratio is extracted using the double experience
threshold of gray value and Sobel edge information, and the threshold is very tight
when we use.

The extraction of variance standard ratio can be divided into two steps. First is to
calculate the gray variance standard value. This standard value is the gray value that is
calculated when the pixels between the upper bound Fh and lower bound Fl are evenly
distributed, which can be modeled as:

H ¼ ð4096�M � NÞ � ðFh � Fl

2
þ 1Þ � ðFh � Fl

2
þ 2Þ ð3Þ

The second step of the extraction of variance standard ratio is to calculate the ratio
between gray variance and gray variance standard value.
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2.3 Preliminary Cloud Detection

In this stage, we use the extracted features to discriminate the single type and the mixed
type. Gray variance and non-zero width of the histogram are used to measure the
number of gray levels in the object to be interpreted, and the type contains more
grayscale is closer to the mixed type.

During this stage, the principle of the threshold selection is try to make the single
type more accurate. It is because the pattern recognition method aimed at the mixed
type is more complicated, and easier to deal with complex situations. So the uncer-
tain situation is discriminated as mixed type as far as possible.

2.4 Refined Cloud Detection

For the objects of mixed type, the variance standard ratio is employed as threshold to
divide the objects into certain mixed type and uncertain mixed type. The certain mixed
type means although the objects to be interpreted contains the mixture of cloud and
land, but more biased towards cloud or land. The uncertain mixed type means the
proportion of cloud and land in objects to be interpreted is quite equal. For the single
type and the certain mixed type, the threshold method is employed in reclassification.
And the uncertain mixed type can be classified by the trained classifier.

For the single type, the gray mean value and cloud coverage can be used as
threshold to achieve classification, and the classification results can be divided into
absolute clouds, thick clouds, thin clouds, land objects and ocean.

For the mixed type, the variance standard ratio can be used to measure the relative
intensity between cloud and land objects. When the proportion of cloud and land in
objects to be interpreted is equal, the variance standard ratio is largest. If one’s pro-
portion is larger than other, the variance standard ratio is less. So the variance standard
ratio can be used as threshold to divide mixed type into certain mixed and uncertain
mixed. When variance standard ratio is smaller than the threshold, the patch possibly
contains a small part of cloud or land, and can be identified as cloud or land, which is
defined as certain mixed type object. When variance standard ratio is larger than the
threshold, these patches are defined as uncertain mixed type. In this situation, because
of their approximate features, threshold method doesn’t have good performance. In the
proposed method, the SVM classification is employed in the refined classification due
to its simple implementation method, superior judgment effect and less training data.

3 Experiment

In experiment, to validate the effectiveness of the proposed method, we used
panchromatic remote sensing images from GF-1 to do the test experiment. The pro-
posed method was implemented in Matlab R2016a, Windows 10. And the computer
configuration is Intel® Core(TM) i7-6500U CPU @ 2.50 GHz, 4.00 GB RAM. The
detection results are shown in Fig. 2.

The experiment also compared our method with other methods, such as Gray-level
co-occurrence matrix(GLCM) method and Pixel-level Bag of Visual word(BOV)
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classification. To evaluate the effectiveness of these method, precision and recall are
employed as performance metrics, defined as

Precision ¼ Ture Positive
True PositiveþFalse Positive

ð4Þ

Recall ¼ True Positive
True PositiveþFalse Negative

ð5Þ

The detailed results are shown in Table 1. Experiment has shown the good per-
formance of our proposed method. Compared with other methods, the proposed
method applies different measures for different types of targets. The mixed type and the
single type targets are dealt according to their degree of difficulty. This is the reason for
the good performance of the proposed method.

4 Conclusions

In this paper, we propose a cloud detection method based on multi-feature hierarchical
judgement. The method contains two detection steps. In the first step, the objects are
divided into single type and mixed type. If mixed type, the variance standard ratio is
employed to discriminate certain mixed type and uncertain type. The single type and
certain mixed type can be classified by the threshold method, and the uncertain mixed

Fig. 2. Cloud detection results.

Table 1. Performance of our proposed method and the state-of-the-art methods.

Method Precision Recall

GLCM method 61.86% 81.43%
Pixel-level BOV method 74.43% 86.91%
Proposed method 81.12% 91.07%

270 Y. Gao et al.



type is discriminated by SVM classifier. Experiment results has shown good perfor-
mance of our method.
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Abstract. This paper proposes a new method for analyzing dual camera
pointing direction difference of remote sensing satellite. This method can cal-
culate relative pointing direction difference without reference to any Ground
Control Points (GCPs). This enables the analysis of direction change in long
image time. The theorem of the method is demonstrated, including initial cali-
bration for dual-cameras. An experiment is also carried out based on one Chinese
remote sensing satellite. Results from different images are presented to demon-
strate this method can apply to random orbit. This method is widely applied on
evaluation of satellite performance and improvement of image quality.

Keywords: Dual camera � Pointing direction difference
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1 Introduction

The quality of image is one important index for performance of Remote Sensing
Satellite. It can also provide important information of how satellite performance change
by time. This information can also help to develop methods for further improvement on
quality. Chinese Space Industry has developed several remote sensing satellites equips
with dual-camera in recent years. They provide wider coverage with higher resolution
thanks to dual-camera approach. These satellites have been proven to enhance earth
observation ability.

The ideal product of such satellite is one stitching image from both cameras.
Traditional image stitching methods have been studied by many researchers and can be
generally grouped into the image-space-oriented and the object-space-oriented [1, 2]
methods. The latter approach aims at establishing the mapping relation between the
mosaic image and the original images by rigorous geometric models. There are also
approach based on the mapping relation between geometric models of the virtual CCD
and real CCDs [3], and acquired seamless mosaic images of multi-CCDs cameras [4].
However, these methods only considered the multi-CCDs within one camera. They are
incapable to process dual-cameras stitching problem.

However, due to instability nature of camera mounting structure, a drifting of two
cameras pointing direction is observed in many of these satellites. This makes it
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impossible to use traditional method to stitching images in processing. Either method
available is not capable of stitching image from two images without lost geometric
accuracy.

To develop a stitching method fit for image, the shift pattern of dual camera pointing
direction differences have to be known at first place. There are two question should be
answered. First question is how the pointing direction of camera changes in long term, as
in several months. This can be solved by existing on orbit geometric calibration method.
With help of high accuracy GCPs, the interior orientation of both cameras can be
obtained and compared. This helps to determine the frequency of calibration. Another
question is how cameras change its pointing direction during a short period of time, as in
one image mission. This change has much bigger impact in image processing, because if
there is significant time-sensitive direction change, the geometric model in image pro-
cessing has to be time-related. Traditional camera pointing methods need GCPs to
determine the direction of each pixel. These method is not applicable in this case for
there are not enough GCPs to satisfy the time span of image.

This paper proposed a novel method to evaluate dual camera pointing direction
difference, which is tested in satellite images. This method does not depend on GDPs to
calculate the pointing difference. This enables analyzing of all images of one orbit and
any orbit of any time. With this merit, this paper demonstrated that the pointing direction
difference of two cameras in one satellite shifts about 2 pixels at period of 5 min.

2 Geometric Image Properties of Dual Cameras

Dual-cameras are applied to expend the field of view of remote sensing satellite. As in
most cases, two cameras of satellite are mounted on onemain structure. The fields of view
of two cameras are lined across flight direction to realize wider coverage. The projection
of two cameras on the ground in relation of flight direction is shown in Fig. 1.

1~6144 6144~1 1~6144 6144~1 1~6144

Fig. 1. The projection of dual cameras’ field of view of dual-camera remote sensing satellite
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There are overlapping in fields of view of two cameras, which equals to 990 m of
length on the ground. And there is 0.98 m in mounting position along the flight
direction. Therefore, for one subject on the overlapping area on the ground, two
cameras take the images in sequence. The time difference should be one integration
time.

There are several possible causes for shift of dual camera pointing direction dif-
ference. All of these caused related to in orbit environment change. For example,
because two cameras image the same object at the overlapping area separately, the
stability of satellite platform can also cause stitching error. Another factor is the sta-
bility of mounting structure of two cameras. This factor has been considered during the
design of this structure. High precision temperature control is employed to limit the
influence of environment on the structure. Simulation shows it effectively reduced the
shift in direction between two cameras, camera and star trackers. There is no quantified
analysis on exact cause of pointing direction difference yet. To solve this problem, it is
necessary to evaluate the amount of changes in orbit.

3 Analysis of Dual Camera Pointing Direction Difference

3.1 Theorem of Image Based Dual Camera Pointing Direction Difference
Calculation Method

As demonstrated before, the aim of this analysis is show the change of dual cameras
pointing direction in short period time. For the purpose of this analysis, only the
relative direction is needed. Therefore, the object of this analysis concentrates on
overlapping area of images from dual cameras.

Based on the rigorous geometric model of remote sensing satellite imaging,
there is:
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Equation 1 shows the rigorous geometric model of linear array push-broom sen-
sors, where ðX Y Z ÞTWGS84 is the object position vector in the geocentric earth-fixed
coordinate system and ðXs Ys Zs ÞTWGS84 is the position of the satellite with respect to
the geocentric earth-fixed coordinate system. Furthermore, m denotes the scaling factor,
Rcamera2body denotes the rotation matrix for converting the sensor coordinate system to
the satellite body coordinate system, which were determined before launch. Rbody2orbit is
based on satellite attitude data and defines the transformation between the satellite body
coordinate system and the geocentric inertial coordinate system, whereas Rorbit2wgs84

represents the rotation matrix for converting the geocentric inertial coordinate system to
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the geocentric earth-fixed coordinate system. (x, y) is the image coordinates, (x0, y0) is
the principal point position, f is the focal length, and (Dx, Dy) denotes CCD distortions.
RU represents the exterior orientation, interior orientation is represented with pointing
direction model.

The initial pointing direction is calibrated with relative calibration. Conventional
geometric calibration methods compensate for systematic errors of isolated individual
camera without consideration of the relative geometric relation between multi-cameras
onboard one satellite [6, 7]. To recover the relative geometric relation of dual-cameras
onboard one satellite, the common errors of dual-cameras and the specific errors of
each camera should be distinguished based which a relative calibration model can be
established.

According to Eq. 1, there are many errors affecting the positioning accuracy, such
as the attitude and orbit errors in measurement, installation errors and CCD distortions.
Meanwhile, the errors of attitude and orbit are identical for dual-cameras since the two
cameras are mounted on the same satellite, but installation errors and CCD distortions
of dual cameras are different. Therefore, it is essential to recover the relative geometry
relation of dual cameras to calibrate installation errors and CCD distortions of each
camera.

Previous studies have demonstrated that orbit errors are equivalent to attitude errors
under the condition of high flight altitude and narrow field of view [7]. In other words,
it is unnecessary to model the orbit errors, for calibration. In addition, installation angle
errors are equivalent to attitude errors in geometric positioning. Therefore, just how
attitude errors affect geometric positioning is needed to be analyzed.

In the dual camera case, both cameras have independent interior orientation
parameters. These parameters can be calibrated by on orbit geometric calibration
method. The interior orientation of camera is considered relative stable on orbit. The
change of interior orientation is measured by period of month. Therefore, in short a
short time, the effect of interior orientation can be omitted.

For the exterior orientation, both cameras are mounting on the same structure.
Therefore, their relations with satellite platform are same. The difference of two
cameras lies in the geometric relation between mounting structure and camera, which is
desired in this study. This relation can be obtained by comparing the geographic
coordinates in the overlapping area. The positioning error Dy across the track can be
calculated:

Dy ¼ f
kccd cosw

Dx ð2Þ

where kccd denotes the size of the CCD detector. As shown in Eq. 2, positioning errors
caused by roll errors are related to pixel’s view angle w. It can be comprehended that a
roll angle error may cause varying positioning errors at different detectors. Similarly, It
can also illustrate the positioning errors caused by the pitch angle error, which can also
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be regarded as a translation error according to the above derivation. The yaw angle
error causes positioning errors modeled as rotation errors:

Dx ¼ sð1� cosðDjÞÞ
Dy ¼ s sinðDjÞ ð3Þ

where s denotes the image row and Dj is the yaw angle error.
The CCD distortions of each linear push-broom CCD array can be compensated by

following model: [8]

tanðwxÞ ¼ a0 þ a1sþ a2s2 þ � � � þ aisi

tanðwyÞ ¼ b0 þ b1sþ b2s2 þ � � � þ bjs j
; i; j� 5

�
ð4Þ

where tanðwxÞ ¼ x�x0�Dx
f , tanðwyÞ ¼ y�y0�Dy

f

If Eq. 4 is adopted to compensate for CCD distortions, a0 and b0 can eliminate both
pitch and roll errors in installation angles. In addition a1 and b1 can compensated for
yaw errors in installation angles. In other words, Eq. 4, which determines the relative
geometric relation of dual-cameras, can eliminate both installation errors can CCD
distortions of each camera. Furthermore, the offset matric Ru can be used to eliminate
attitude and orbit errors in the measurement thanks to the equivalence between orbit
errors and attitude errors. So the relative calibration model can be written as follow:
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where R+ and ai, bj, ck, dl (I, j, k, l � 5) are the parameters to be solved CCDm denotes
the index of CCDs. It’s notice that ai, bj, ck, dl should be solved for each CCD unit in
dual-cameras. After calculating ai, bj, ck, dl (I, j, k, l � 5) of cameras A and B using
GCPs, the relative geometric relation of dual-cameras can be recovered precisely. As
the result, the further compare of dual-camera pointing direction difference is carried on
with relative relation from one calibration.

3.2 Pointing Direction Difference Analysis Procedure

The method proposed by this paper is based on matching points in overlapping area of
two images. Then calculate the geographic positions of each matching points with
interior orientation model of each camera. By comparing the geometric positions, the
pointing direction of each camera and relative difference is obtained.
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The procedure of this method is shown in Fig. 2:

Firstly, the raw data from both Camera a and Camera b are divided into a series of
scenes. This is only to reduce the data processing in future steps. The scene divides
based on the image time in auxiliary data. This is to make two scenes can have as many
as matching points as possible [9].

Secondly, the data is processed with standard relative radiometric correction and
system geometric correction. Radiometric correction is to eliminated the radiometric
different between pixels, improve the success matching chance. System geometric
correction use both exterior and interior orientation model. As explained in last section,
this step is to eliminated any influence from satellite platform, and relate the pixel to
pointing direction of each camera.

Third step is to overlapping area registration. This paper employs the high density
registration method to identify as many matching points as possible. And influence
related registration and least square are employed to eliminate the matching points with
larger error. Finally, matching points with RMS error less than 0.5 pixels are obtained.

Pointing direction analysis is implemented to each matching points. The difference
between dual camera pointing directions is calculated use followed equations.

Dxk ¼ xik � xjk
Dyk ¼ yik � yjk

�
ð6Þ

Cross reference the position of matching points and their geographic coordinates to
obtain the pointing direction difference of two cameras.

Raw Data Camera a Camera b

Scenes Divide

Rela�ve radiometric Correc�on

System Geometric Correc�on

Overlapping Area Registra�on

Poin�ng Direc�on Analysis

Fig. 2. Procedure of dual camera pointing direction analysis
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Fig. 3. The pointing direction difference from different orbit
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4 Experiment and Result

To verify this method, dual-cameras images of one Chinese remote s data from several
orbits are analyzed. The data are from 2383, 6247, 6424 orbit. The exterior and interior
orientation models are from calibration based on data from 6424 track. Following the
procedure described above, the dual camera pointing direction differences are calcu-
lated and shown in Fig. 3.

The direction difference of two cameras is shown in along-track and across track.
The differences are valued by pixels. There are significant data vacuum in 6247 and
6424. This is due to large area of cloud in the image which makes it impossible to find
matching points. Nevertheless, it is obvious that the shift of pointing direction is
constant change during image. There are changes in both directions in the field of view.
This experiment demonstrated that this method can calculated pointing direction dif-
ference of dual cameras. The results of this analysis can help to determine the reason
for direction change in dual cameras and develop method to compensate for this
change.

5 Conclusions

In this paper, a method for calculating the pointing difference of dual camera is
demonstrated. Based on structure of one satellite’s dual camera mounting property, this
method can analyze the pointing direction difference without help of GCPs. As the
result, this method can apply to any image at any length. It can help to determine the
reason for direction change in dual cameras and develop methods to compensate for
this change.
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Abstract. This article analyzes the feasibility of applying Wi-Fi wireless net-
work into Attitude and Orbit Control System (AOCS) based on the previous
research of commercial wireless network. Moreover, this article analyzes the
wireless transmission delay of WI-FI. And analyzed results are verified by
running a specified experiment. In addition, this article proposes a new scheme
of wireless AOCS and develops an AOCS with Wi-Fi network by employing
modified spacecraft products with six newly developed modules. Furthermore,
the simulation results are illustrated and critically analyzed.

Keywords: Wi-Fi wireless network � Attitude and Orbit Control System
Satellite

1 Introduction

The continuing development on aerospace technology and thousands of application on
ground wireless technology make it possible for wireless network to be used in AOCS
of Spacecraft. AOCS within wireless network is more flexible in data transmission and
data interaction. In addition, by employing wireless transmission technology, trans-
mission cabling can be dramatically decreased which will lead to weight reduction of
satellite and also make the ground tests much easier. Hence, the characteristics
described above make the application of Wi-Fi wireless network on AOCS of satellite
have the advantage of rapid reconfiguration, agile manufacturing and dynamic
expansion.

Generally, Intra-Spacecraft wireless network consists of optical wireless networks
and Radio Frequency (RF) wireless network. Compared to optical communication
technology, RF communication technology utilizes less equipment and has higher
technology maturity. According to the report published by Consultative Committee for
Space Data Systems (CCSDS) in 2009 emphasizes, the application of wireless tech-
nology in aerospace becomes the trend in the field of information exchange [1].
Spacecraft Onboard Interface Services Area (SOIS), a branch organization of CCSDS,
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has published the Green Book named ‘Wireless Network Communication Overview for
Space Mission Operation (800.G-2)’, which summarized the development and appli-
cation of wireless technology in Intra-Spacecraft.

Nowadays, researchers and engineers from the aerospace field believe that the
satellite control system could be more flexible under lower cost by utilizing the soft-
ware and hardware system from the Commercial Off-The-Shelf (COTS) [2]. Therefore,
application of commercial protocol on aerospace research could improve the perfor-
mance and reliability, and also be beneficial to the updating and development of
communication standards.

The essential factors that need to be considered in choosing and evaluating com-
munication protocols of AOCS include: real time performance, data transmission
speed, reliability, networking capacity, transmission range, power consumption, and
system complexity, etc. The oversea institutions, including NASA [3, 4], Tokyo Denki
University [5, 6], Delft University of Technology [7], University of Surrey [8], and the
domestic institutions [9] use protocols, such as Zigbee,Bluetooth and ultra wideband
(UWB), to carry out the research on the application of wireless technology in satellites.
Haerbin Institute of Technology uses the user-defined protocol with commercial
wireless device nRF2041 as the way to implement communication among products of
the control system. And transmission speed is 250 kbps [10, 11].

IEEE 802.11 combines the technologies of Multi-Input Multi-Output (MIMO) and
Orthogonal Frequency Division Multiplexing (OFDM) to increase the transmission rate
of WLAN up to 600 Mbps. Compared to Zigbee and Bluetooth, the Wi-Fi wireless
network has a higher transmission rate and has no limitations in device capacity in the
cellular network, which makes it more suitable in dealing with large data transmission
in AOCS.

The paper is organized as follows: In Sect. 2, the Wi-Fi transmission delay is
introduced, analyzed and verified by running an experiment. The scheme of wireless
AOCS is described in Sect. 3. And tests on a working wireless AOCS are presented in
Sect. 4 with simulation results illustrated. Section 5 summarized the paper and simply
presented future work research on wireless AOCS.

2 Analysis and Verification of Wi-Fi Transmission Delay

2.1 Analysis of Wi-Fi Transmission Delay

Because the existing wireless communication standards currently do not consider the
real-time characteristic of signal transmission, the researcher analyzed and tested the
transmission delay before constructing the wireless control system.

Figure 1 illustrates the Distributed Coordination Function (DCF) accessing
mechanism based on Carrier Sense Multiple Access with Collision Avoidance
(CSMA/CA) with Request to Send (RTS)/Confirm to Send (CTS).

When the data frames is 64 kBytes and the wireless transmission rate is 150 Mbps,
the time needed for completing a handshake protocol is:
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T ¼ DIFSþ SIFS � 3þ 64 kBytesþ 112 bitsþ 160 bitsþ 112 bitsþ 192 bits � 3
150Mbps

¼ 3501:73 ls ð1Þ

When the data frames is 0 and the wireless transmission rate is 150 Mbps, the
minimal time needed for completing a handshake protocol is:

T ¼ DIFSþ SIFS � 3þ 0þ 112 bitsþ 160 bitsþ 112 bitsþ 192 bits � 3
150Mbps

¼ 88:4 ls ð2Þ

2.2 Verification of Wi-Fi Transmission Delay

Connecting Host A and Host B with wireless network adaptor, where Host A is the
Access Point (AP) terminal and Host B is the client terminal, the researcher has

CTS ACK

RTS DATA

DIFS
34µs

SIFS
16µs

SIFS
16µs

SIFS
16µs

DIFS CW

Transmitter

Receiver

DIFS: DCF Interfame Space
SIFS: Short Interframe Space

Fig. 1. DCF accessing mechanism based on CSMA/CA

Fig. 2. Transmission time of signals from Host A to Host B
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monitored the interval between data packages when AP terminal was transmitting data
package in 32 bytes under UDP protocol. The transmission time is illustrated above in
Fig. 2.

When data packages in 32 bytes are being transmitted continuously, the time delay
of each data packet is less than 10 ls in some time sequences (for example, the time
delays between the time sequences (1) 102 and 103, (2) 104 and 105, (3) 105 and 106,
are 5 ls, 4 ls, and 6 ls, respectively). However, in another time sequence, a long time
delay may occur (for instance, 2 ms–3 ms in time sequence 101 and 120). The average
delay is around 257 ls which can satisfy the requirement of prototype system that no
longer than 1 ms. However, it is still slightly higher than the theoretical analytical data.

3 Scheme of Wireless AOCS Based on WIFI

Figure 3 illustrates a traditional wired satellite closed-loop control system, which
includes wired AOCS and ground dynamics module. In order to make the satellite
closed-loop control system in wireless, it is essential to develop a wireless AOCS.

Currently, the frequency of data interaction between Attitude & Orbit Control
Computer (AOCC) and sensor/actuator is 4 Hz when an AOCS of satellite utilizes
cables to transmit signals. The topology of wired AOCS is shown in Fig. 4. In addition,
the attitude stability of satellite is smaller than 5e-4 degree/s, which can satisfy the
attitude stability requirement of most satellites. By modifying the AOCS with
employing wireless configuration, feasibility of wireless network application on
satellite control system can be verified.

Electronic products utilized in satellite control system not only have interfaces
connected with each single unit on satellite, but also have interfaces connected to
ground-test system for implementing closed-loop tests. Authors hope to build an entire
wireless close-loop testing system which leads to each equipment become wireless so
that the on-satellite system and satellite-ground system in the future can be made in
wireless. Therefore, the entire wireless data transmission system works as two wireless
networks: “wireless network 1” transmits data between the satellite and the ground (so

Sensor Controller Actuator

Ground Dynamics

AOCS

Fig. 3. Wired Satellite Closed-loop Control System
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called satellite-ground communication), while “wireless network 2” transmits data
among internal electronic products of the satellite (so called on-satellite communica-
tion). Connection of devices in the system is shown in Fig. 5.

The wireless system consists of six newly developed modules: ground-controlled
wireless transmission module, satellite-controlled wireless transmission module,
on-satellite Infrared Earth Sensor (IRES) wireless transmission module, on-satellite

ControllerSensor Actuator

AOCC

IRES-1

SS-1

Gyro-LTU

STS-1

STS-2

STS-3

MW

SADA-1

SADA-2

PS

IRES-2

SS-2

MT

Fig. 4. Configuration of AOCS on a satellite

Fig. 5. Connection of devices in the system of AOCS with wireless network

Application of Wi-Fi Wireless Network 285



Momentum Wheel (MW)/Magnetic Torque (MT) wireless module, on-satellite
Propulsion System (PS) wireless transmission module and on-satellite Solar Array
Drive Assembly (SADA) wireless transmission module.

Signals transmitted among internal electronic products of the satellite are presented
as follows: 7 analog signals, 12 RS422 signals, 12 pulse signals, and 10 BOOL signals.
Analysis shows that effective data transmission speed required by the on-satellite
communication network should be no smaller than 500 kbps.

Signals which transmitted between the ground and the satellite are of the following
types: 3 analog signals, 12 RS422 signals, 16 pulse signals, and 12 BOOL signals. In
order to guarantee that the closed-loop test works properly, the data transmission speed
of satellite-ground wireless network should be greater than 500 kbps.

In this application, The ATHEROS AR9331 is a highly integrated System-on-Chip
(SoC) for wireless local area network (WLAN). In a single chip, the AR9331 integrates
a MIPS 24 K processor and an 802.11n 1 � 1 MAC/Baseband/radio with internal
power amplifier and low noise amplifier. It supports 802.11n operations up to 150
Mbps for 40 MHz channel.

Figure 6 illustrates the connection between on-satellite products and satellite con-
trolled wireless transmission device. Combination of these two modules become a
wireless AOCC, which is one part of wireless AOCS. As shown above, the black box is
AOCC which is the center of control system, and the white one is satellite controlled
wireless transmission device which is illustrated in Fig. 5. Two green cables are
connected to the AOCC as the power supply, while the information signals are
transmitted to the satellite controlled wireless transmission device by employing five
white cables. The two blue 1553B links connect AOCS with other sub-systems for
telecommunication; however, these two cables do not belong to the closed-loop control
system.

2 Green Cables:

Connected to 

power resource.

5 White Cables:

Connected to satellite 

controlled wireless 

transmission device.

2 Blue Cables:

1553B data 

links.

1 Yellow Cable: 

Ground link.

Fig. 6. How the cables are connected after the AOCC is made in wireless
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4 Tests Based on Wireless Network

As illustrated in Figs. 7 and 8, the angular velocity of AOCS with Wi-Fi employed is
about 5e-4 degree/s. It is higher than that in AOCS with wired transmission configu-
ration, which is around 2e-4 degree/s. This degradation of performance is mainly
caused by signal distortion and time delay during the wireless transmission.

As shown in the above curves resulting from running closed-loop test, the system
can operate properly after modifying the existing system by employing 802.11 into
signal transmission link circuit.
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Fig. 7. Angular velocity curve with wired transmission
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Fig. 8. Angular velocity curve with wireless transmission
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5 Summary and Future Work

This article has proposed a wireless AOCS with WI-FI transmission technology, which
contributes to the building of an entire wireless satellite closed-loop control system.
Employing WI-FI technology has been analyzed and verified as a feasible solution for
constructing an ideal wireless satellite closed-loop control system. Simulation results
obtained from the newly developed wireless AOCS have shown a good performance
that can satisfy the stability requirement of current mainstream satellite.

The two important indexes of wireless network in control system are discussed in
this article, which are transmission rate and time delay, respectively. By analyzing the
indexes above, it has shown that 802.11n can satisfy the requirement of prototype
system on attitude stability in the mainstream short distance wireless transmission
technologies. The size of 802.11 wireless module is around 2 cm*2 cm. The stand-by
power consumption is around 2 mW, while its working power consumption is less than
0.5 W. The customer can not only find industrial level of 802.11 chips in the market,
but also buy military level of chips provided by Broadcom and TI, which makes it
practical to choose this technology.

However, there are still some problems in the special circumstances of space
technology that need to be resolved in applying wireless technology into satellite
control system. For example, the signal fadeout and signal interference, hidden ter-
minals and exposed terminals among the joints of the wireless internet. These problems
can lead to future work on optimization of network joints, topology configuration and
network protocol.
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Abstract. The orbit control of remote sensing satellites is the core part of
satellite system application. Its performance directly affects the efficiency of
satellite system. Aiming at studying the characteristics of Geosynchronous
(GEO) remote sensing satellite imaging, this paper proposes the scheme for
mission planning and visualization of remote trajectory remote sensing, which is
based on in-depth analysis of mission planning objectives and modeling
requirements. It adopts the user oriented control system architecture and branch
and bound algorithm to complete the mission planning scheme. By using 2D
and 3D visual presentation environment, the proposed scheme can display the
result of the mission planning. Finally, an application example is given to
evaluate the performance of the system. The evaluation results show that the
planning scheme is fast and effective for satellite on orbit applications.

Keywords: Mission planning � Visualization � Control system

1 Introduction

With the development of space technologies and the increasingly frequent space
activities, how to complete the task space with low cost, low risk and high efficiency
has become an important topic of research in the field of aerospace [1]. Among the key
technologies in this field, the earth observation task planning for remote sensing
satellite is based on the target characteristics, satellite payload characteristics, satellite
platform and load requirements and other constraints. It adopts a certain optimization
strategy to determine the work mode, work sequence and ground resources work plan
of the satellite, and achieves the optimal allocation of satellite and ground resources [2].
Therefore, the rationality and correctness of the satellite mission planning program will
be directly related to the rational utilization of satellite resources in the full application
process of the satellite on orbit.

With the extensive application of visualization technology and cross-platform
interaction technology in computer, it is necessary to develop an intelligent control
system for satellite applications. Based on the characteristics of remote sensing satellite
imaging, this paper studies the task planning method based on branch and bound
algorithm, and develops the task planning and control system based on STK (Satellite
Toolkit), which lays the foundation for satellite on-orbit operation simulation,

© Springer Nature Singapore Pte Ltd. 2018
S. Sun et al. (eds.), Signal and Information Processing,
Networking and Computers, Lecture Notes in Electrical Engineering 473,
https://doi.org/10.1007/978-981-10-7521-6_35



verification and on-orbit control. Based on the STK software, the mission planning is
conducted according to the practical tasks, the utilization of satellites, constraints, and
task scheduling and planning algorithms. By the rapid and convenient implementation
of the satellite observation mission, the proposed scheme will be able to give a more
intuitive picture of the satellite’s mission performance on the orbit, giving the user and
policy makers a better visual understanding.

2 System Characteristics and Modeling Requirements
Analysis

The most important feature of geosynchronous remote sensing satellites is the extre-
mely high time resolution. It must respond quickly to user’s emergency ground
observation mission. Therefore, the traditional control mode based on instruction
template is not only complex in operation and control and high in operation cost, but
also difficult to meet the corresponding requirements of the rapid task.

The main goal of the mission planning and visualization control system for
geosynchronous remote sensing satellite is to meet the relevant constraints according to
the task demand, the current state of the system, the environmental conditions and so
on. By the reasonable working mode selection, the system should generate an opti-
mized control sequence [3] of actions from the initial state to the target state in the
shortest possible time, and convert them into control instructions for satellite appli-
cations. At the same time, it should use visualization tools and demonstrate the specific
actions of task execution, which can provide effective decision suggestions for decision
maker.

Satellite mission planning and visual control system needs to address the following
aspects of the problem:

(1) Mission setting model: The mission setting model for geosynchronous remote
sensing satellite includes orbit model, payload model, ground station model and
mission information model (single target, multi target and regional target), etc.

(2) Basic service model: Basic service model includes satellite orbit prediction model,
ground light model, satellite access information model and so on. By combining
ground observation mission, it outputs the load configuration parameters.

(3) Using constraint model: It establishes a relatively complete system constraints
model, fully expressing clear logical order constraints and satellite utilization
constraints among actions of spacecraft, and expressing the knowledge in machine
language.

(4) Imaging task sequence: It is calculated by satellite mission planning algorithm.
The satellite load switch time and state, sway moment and angle, data transmis-
sion time and transmission type need to be visually displayed;

(5) Correctness test: According to operation rules, logical relations, timing constraints
and other requirements of the satellite, correctness test is conducted to verify the
result of mission planning and analyze whether the system can correctly imple-
ment target imaging.
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(6) Imaging task result: It is calculated by the satellite mission planning algorithm.
The task response timelines, imaging results information, target coverage, image
stretching and spatial resolution degradation needs to be visualized. It has a
certain effect analysis function in addition to quantitative assessment function.

3 The Overall Structure of the System

The mission planning and visual control system for geosynchronous remote sensing
satellite are based on STKX technology and C # language. STKX technology is a new
development technology provided by STK software. Compared with the traditional
STK/Connect module, STK simulation module can be integrate into self-developed
software seamlessly without starting STK software. At the same time, it can respond to
user’s operation, and its interface is clear and convenient for system development [4].

The proposed system provides a convenient and friendly mission-oriented control
interface, so that the user can directly input the required imaging tasks without having
to pay attention to satellite implementation details. According to the imaging task plan
developed by user, the system generates task execution sequence and related param-
eters by using mission planning algorithm and combining scene library with the model
library, Then the implementation process of the satellite mission and imaging results
are displayed in 3D or 2D visual display, which will assist the mission arrangement
staff to make final decision. After the completion of the task, the instruction block is
output for direct application of the satellite.

4 Mission Planning

4.1 Mission Planning Process

Mission planning of remote sensing satellite is usually divided into four phases [5]. In
the task pre-processing phase, the main task is to decompose the user task requirements
express them in a unified form; In the model construction stage, the mission planning
objective function and constraints are determined according to the specific require-
ments to construct task planning model; In the algorithm solving phase, it is based on
the task planning model, combined with intelligent solution algorithm, to generate task
planning schedule; The last stage is mainly to evaluate the mission plan and imaging
effect. If the scheme is reasonable and feasible, the system will output the whole task
sequence.

Imaging model of geosynchronous remote sensing satellites is different from tra-
ditional low earth orbit remote sensing satellite. As its orbit is still relative to the
ground, it’s more suitable to use staring imaging. Therefore, the core feature of mission
planning is to map observation area represented by latitude and longitude into effective
view plane suitable for satellite observation to form mapping image through intelligent
mathematical modeling, and use the image from payload view to form a coverage
matrix divided by payload view graph. Then the system determines whether each unit
of coverage matrix need to achieve coverage through the geometric method. According
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to satellite imaging ability, attitude maneuverability, and data transmission capability,
the process is based on branch and bound algorithm to search and counts imaging plan,
flexibility plan and antenna transmission plan in accordance with the optimization
indicators and use constraints (such as load utility constraints, data balance constraints
and energy balance constraints, etc.). Finally the work sequence and related evaluation
results are generated from the system. The key process of the main algorithm is shown
in Fig. 1. Single target area imaging mode represents imaging of a single continuous
area target, and multiple target patrol mode represents imaging of multiple discontin-
uous area targets separately.

Mission preprocessing

Mapping imaging area to the load view plane, dividing the imaging unit, forming a 
coverage mark matrix.

Single target area imaging mode

Judging imaging mode

Multi target patrol mode

Using branch and bound algorithm to find the next feasible solution

Finding optimal initial position Dividing patrol area finding optimal initial 
position and patrol sequence

Judging whether imaging of the area is completed

Judging whether imaging of all areas are completed

No

Yes

Planning satellite maneuver time according to obtained maneuver path, keep the optimal 
solution according to the optimization index, and complete the imaging effect 

evaluation.

Yes

Judging whether imaging number is larger than 1

No

Repeating imaging 
according to original 

route
Yes

Outputting mission work sequence

Observing mission 
information 
preprocessing

Model forming

No

Plan evaluation

Fig. 1. The proposed mission planning algorithm for geosynchronous remote sensing satellites
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4.2 Example of Mission Planning

Taking imaging task of Hainan Island as an example, concerning the illustration
convenience and confidentiality requirements, the instruction sequence of the task plan
is illustrated in Fig. 2, where the black border area is a user-specified imaging task, the
red curve is the maneuvering path of satellite after mission planning and blue square is
load over ground when imaging after mission planning.

5 Visual Display Design

The visualization program for mission planning and visual control system of geosyn-
chronous remote sensing satellite is based on 2D and 3D controls provided by STKX.
Their interaction is shown in Fig. 3. The 2D controls (AGI Map Control) embedded in
software can respond to all kinds of user operation such as mouse click, mouse
movement and so on. It can display the track of sub-satellite point, payload movement
trajectory and ground observation of payload, etc., displaying execution process in a
more sophisticated way. In addition to the two-dimensional scene, the 3D controls
(AGI Globe Control) can also display satellite’s attitude change, sunlight illumination
situation, etc., which are not able be displayed in some two-dimensional scenes.

20

10

0
100 110 120

Longitude/° 

L
at

itu
de

/°
 

Fig. 2. Example I of mission planning results of Hainan island
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Fig. 3. Interface connection between STK and application
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The following mainly describes implementation of key modules for visual display:

(1) Satellite model establishment

In general, in order to enable the developed system to have better and more realistic
visual representation of the whole process of task execution, the satellite model is
expected to be added in the system. Model file is a hierarchical structure, consists of
entities and components. Components contain entities which define component (such
as a polygon or a cylinder), parameters that describe certain content (such as color and
brightness), or entities that are referenced by other components [6].

(2) Orbital model establishment

Satellite orbital information determines many constraint properties of spacecraft
application model design such as mission time window, target visibility, lighting
conditions, external interference, etc. These constraints play an important role in
satellite design and planning.

(3) Payload model establishment

The payload model is also one of the key core elements of visual display. Key
parameters include angle of view, imaging state and other related parameters.

(4) Satellite attitude control design

Satellite attitude control is another key element of visual display. Due to the diversity
of user observation tasks, satellite-to-ground observation becomes a very complex
maneuvering process. Usually, an observation task needs to set multiple attitude
maneuver segments. For this complex process, STK does not provide multiple attitude
data control interface, so the usual practice is to use STK/Connect connection interface
module. By modifying command parameters, attitude control segment can be added,
deleted and modified.

6 System Application Analysis

Based on the above architecture design and key technical analysis, we take an appli-
cation example to analyze operation of the system after the completion of task planning
and visual control system. First, we use hypothetical parameters for system configu-
ration. Main hypothetical parameters of the system are shown in Table 1. Then we
input satellite observation task into the system, which is regional imaging for Sichuan
Province, Guizhou Province and Qinghai Province at 12:00:00 AM on Dec 10th, 2016.
The mission planning results are shown in Table 2. From the analysis of the operation
results of the system, it can be seen that all the requirements are met according to the
planning objectives, and the ground observation efficiency of the geosynchronous orbit
remote sensing satellite has been greatly improved.

Visualized results of the system are shown in Figs. 4 and 5, in which the colored
irregular closing curve represents target area for imaging, the blue solid line box
indicates ground coverage situation of payload view field during each imaging, and the
dark yellow dotted line indicates attitude maneuvering path after satellite planning.
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Table 2. Application model simulation results

Planed project Required value Planed value

Target area Sichuan Province + Guizhou
Province + Qinghai Province

17 images cover three
provinces

Imaging time 12:00:00 AM, Dec 10th, 2016 12:00:00 AM, Dec
10th, 2016

Imaging mode / Imaging mode: single
target area

Mission planning
time

Less than 5 min 141.3 s

Mission response
time

Less than 5 min 145 s

Imaging duration Less than 15 min 445 s
Ground station work
duration

Less than 5 min 95 s

RAM Less than 10% 0.11%

Fig. 4. System planning results visual display
(2D)

Table 1. System hypothetical parameters

Parameter name Value

Satellite’s fixed point position 104°E
Payload view angle 0.8°
Adjacent image overlapping area 10%
Load data volume 1.6 Gbps/Frame
Data transmission capability 450 Mbps
Attitude manoeuvrability 0.8°/30 s

6°/240 s

Fig. 5. System planning results visual dis-
play(3D)
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The yellow flag is the location of ground station, and the yellow dotted line indicates
that image data is in transmission, which proves the rationality of the proposed system.

7 Conclusions

In this paper, a mission planning and visualization control system for geosynchronous
remote sensing satellite is proposed and developed for mission planning and satellite
control of high-orbit remote sensing satellites. This system takes full advantage of
STK’s model management, computing capability, graphics display and other charac-
teristics. Through the STKX module combined with 2D and 3D scene display, imaging
mission plan of satellite can be presented intuitively to staff in form of animation. The
task development, instruction arrangement, ground verification integration and visu-
alization are realized accordingly. The system can effectively reduce the difficulty of
manipulating complex satellite and improve efficiency and correctness of decision for
mission planning.

Combining with current research basis and application requirements, future work
will focus on the following aspects. One is to strengthen the study of multi-mission
planning algorithms including genetic algorithm, greedy algorithm and tabu search
algorithm, while establishing algorithm library to meet the application requirements of
different remote sensing satellites. Another is introducing the HLA architecture to
enhance the system compatibility for different types of remote sensing satellites.
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Abstract. With the development of computer and information technology,
simulation technology has been promoted worldwide and is playing a more and
more important role in the space mission. In this paper, the main requirements of
spacecraft’s observing effectiveness test during the general analysis were first
analyzed. And the design of based simulation and test platform based on STK
(satellite tool kit) was proposed. By using user-oriented system architecture,
building up the high precision coordinate transforming relations and using
domain decomposition algorithm, the path planning scheme focused on trans-
formation from geographic coordinate space to the view plane were achieved.
And the plan results were further tested using the two and three-dimension
visual environment in the typical cases to provide an example for using STK
simulation technology in engineering project.

Keywords: STK � Simulation technology � Observing effectiveness analysis

1 Introduction

With the development of space technology, space activities are on the rise. It has
become an important subject on how to accomplish space tasks with high efficiency but
low cost and risk. The ground simulation and test can meet the above requirements of
space technology [1], especially computer simulation technology. With its character-
istic of economic efficiency and fast speed, computer simulation technology has gained
rapid development and played an irreplaceable role in the past few years. However,
most research only focused on the algorithm level. Domestic research on the ground
simulation and test are not deep enough [2, 3]. Furthermore, there are few integrated
simulations that can combined the work mode design with observing effectiveness
analysis.

STK can quickly analyze complex aerospace tasks and provide two and
three-dimension visual dynamic scene, charts, reports and many other tools [4, 5]. The
basic principle of using STK to simulate the development is to import the STK
component into the form control program written in the C# language through the form
of the control module. The STK component is connected with the STK simulation
software analysis engine, and then the STK simulation scene and data analysis
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capabilities integrated into their own software, not only enhance the robustness of the
application and the control of the simulation process, but also make the simulation
more refined [6].

In this paper, we first analyzed the main simulation requirement of the spacecraft’s
observing effectiveness and then proposed the simulation and test platform based on
STKC and C++ language. And according to different work modes of static orbiting
remote sensing satellite, such as regional imaging model and mobile inspection mode,
an optimal imaging path display algorithm focused on transformation from geographic
coordinate space to the view plane was explored base on the foundation of high
precision two-dimension earth observation mode. The simulation of the spacecraft’s
observing effectiveness of satellite attitude was successfully achieved and the by using
the underlying intelligent planning algorithm.

2 Simulation Requirement Analysis of Observing
Effectiveness

The observing effectiveness of the spacecraft is closely related to its work mode design.
The main goal is to optimize the solution with reasonable work mode to generate an
action sequence from the initial state to the target state in shortest time. And the work
must meet the task requirement, the current state of the system, the environmental
conditions and other relevant elements [7]. With the diversification of the spacecraft’s
tasks and increase of the restrictions, the difficulties of simulation and test in observing
effectiveness has greatly increased. The difficulties mainly include the following two
points.

2.1 The Knowledge of the Space System Is Quite Complex

With the development of space technology, the function of the sub-system of the
spacecraft is becoming stronger and stronger in order to accomplish complicated tasks.
The various application mode leads to the complicated coordination between the
sub-systems, which needs to consider the working mode, working status and types and
quantity of available resources and so on. It acquires huge and complex knowledge
combination to establish a relatively perfect system model on the premises of full
consideration of the difference of each sub-system and then describe it. So it will be
difficult to test the rationality of the simulation [9].

2.2 The Logical and Time Constraints Between Actions Are Complex

The action set of the satellite is huge resulted from complex task requirement and
various work mode. There are definite logistic constraints between each action and
developer need strictly following the rules of operation. For example, when it need
imaging at a particular location, satellite maneuver should be in place before opening
the load for imaging. [10] And meanwhile each action has a time window, ignoring the
action of the implementation process will lead to system failure or abnormal. So in the
process of modeling and system performance simulation, the logical relationship,
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timing constraints, time window between each action must be described as the oper-
ational rules.

3 Project Design of Mission Planning Display

Satellite mission of earth observing mainly include the geographical location infor-
mation of the observation area that required that preliminary definite as the latitude and
longitude information collection of the closed area of N, expressed as [kl, ul] and the
starting point of the observing task. In system simulation, the first step is to process the
original data, translate the irregular closed area into the coordinate planes constituted
by the pitch angle and the roll angle by geometric relation, divide the complex setting
area and use the results as the input of satellite mission planning.

3.1 High Precision Model Setting and Its Coordinate System Conversion

To map the discrete latitude and longitude information of the setting area into the
effective view plane and demonstrate the results in the displaying interface, the first
step requires building up the transformation relationship between the geocentric lon-
gitude and latitude of the observing point T and the Euler angle of the satellite S.
Transformation relationship of four coordinate system is involved in it showed in
Fig. 1.

The first step is to build up transformation relationship between the geocentric
longitude and latitude ðkl;ulÞ and the position coordinates ðxfix; yfix; zfixÞ of the
observing point T in the GEO-fixed coordinate system.

xfix ¼ Ru cos ul cos kl
yfix ¼ Ru cos ul sin kl
zfix ¼ Ru sin ul

8<
: ð1Þ

S
T

Y

X

Z

R

r

h

Fig. 1. The geometrical relationship in static satellite imaging
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The local earth radius Ru of the location where the observing point T places shows
as follows (Equatorial radius RE = 6378.140 km, earth oblateness fE = 0.0033528):

Ru ¼ RE
1� fEffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� fE 2� fEð Þ cos2 ul

p ð2Þ

Next step is to calculate the location rðtÞ and speed vðtÞ of satellite S according to
the transformation relationship between inertial coordinate system J2000 and
GEO-fixed coordinate system. The location and speed are respectively r and
vi ¼ vþxe � r. xe is the rotational angular velocity vector of the earth. Then the unit
vector of the satellite in the three direction of the orbital coordinate system is:

uz ¼ �r
rk k ; uy ¼

�r� vi
r� vik k ; ux ¼ uy � uz ð3Þ

The orbital coordinate system definite as: z axis is from the center of mass to the
center of the earth, y axis is upward perpendicular to the orbital plane, x axis is
determined by right-hand screw rule. The coordinate system moves as the satellite and
the angular speed is xn. The +x axis of the ontology in satellite’s effective load imaging
directs to the due east and +y axis to the due south, the direction of the +z axis is the
same as the position vector h of the observing point T, ĥ is the unit vector of h, Lob is
the transfer matrix from the ontology coordinate system to the orbital coordinate
system. u; h; w is the Euler angle during satellite observation (respectively rolling
angle, pitch angle, yaw angle).

Lob

0
0
1

2
4

3
5 ¼ ux uy uz½ �Tĥ ð4Þ

Lob ¼
cos w cos h � sin w cos h sin h

sin w cos uþ cos w sin h sin u cos w cos u� sin w sin h sin u � cos h sin u
sin w sin u� cos w sin h cos u cos w sin uþ sin w sin h cos u cos h cos u

2
4

3
5 ð5Þ

h ¼ arcsin ĥ � ux
� �

u ¼ arctan 2 �ĥ � uy; ĥ � uz
� � ð6Þ

The longitude and latitude information of toward point of satellites’ effective
loading can also be calculated in the same method.

3.2 Decomposition of the Observing Area and Calculation
of the Symbolic Matrix

Since the target area set by the user cannot be completely covered by the full field of
view of the payload, in order to complete the observation task, it is necessary to
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segment the regional target first, and divide the large area into small areas with the
same pay field. Not only the simple geometric cutting should be taken into account in
the design of the regional segmentation method, but also the imaging field of the
payload should be satisfied, and take the optimization process of the satellite posture
maneuver into consideration. According to the latitude and longitude information
collection of the observing area given by the users ðkl; ulÞ to get the required
parameters of every covering area at the beginning of imaging by using effective
loading view, definite the pitch angle, rolling angle ðh0; u0Þ, the field angle in the
corresponding direction ðdh; duÞ, latitude and longitude informational point ðkl; ulÞ,
the corresponding array ðk; uÞ and the identity matrix M. The specific algorithm is as
follows:

(a) According to the above formulas to get the corresponding Euler angle array
collection ðh; uÞ from the POI(point of information) collection ðkl; ulÞ. Mean-
while, command u0 = min(u), h0 = min(h), du = max(u)−u0, dh = max(h)−h0

(b) Definite an identity matrix M including NR line and NC row, NR = ceil(du=a),
NC = ceil(dh=a) (ceil means the smallest positive integral no less than the result
from the value in the bracket). Definite the array M as Mnk The coordinates of the
four points of Mnk which arrange anti-clockwise direction in the square region in
coordinate plane.

p ¼
h0 þ k � 1ð Þa u0 þ n� 1ð Þa
h0 þ ka u0 þ n� 1ð Þa
h0 þ ka u0 þ na
h0 þ k � 1ð Þa u0 þ na

2
664

3
775 ð7Þ

(c) Decide whether the unit needs to be covered by Euler angle array collection
ðh; uÞ. Divide the coordinate plane h–u into 9 subdomain by the square boundary
line that obtained by central point. Set a identifier fi to each subdomain, and make
sure if the array ðh; uÞ is included in any subdomain. If it is included, fi is 1,
otherwise fi is 0. For example, when f5 = 1, the corresponding area of the matrix
unit needs to be covered, that isMnk = 1. But if f5 = 0 and the other 8 identifier are
all 1, that means the unit is surrounded by the target area, then the unit should also
be covered and the term should be added that when

P9
i¼1 fi ¼ 8, Mnk = 1 (Fig. 2).

ϕ

θ

Fig. 2. Division illustration of the coordinate plane h-u
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The divided results of the area are showed as Fig. 3, the black closed area is the
imaging area set by the users, the blue square made of the solid line is the unit to be
covered, each square represents the width range when the effective loading target the
location on the ground.

4 Summarization of Simulation Technology Based on STK

4.1 Design of the Task Input Interface

When using STK for spacecraft application mode design and simulation, 2D controls
and 3D controls that STK provides can be fully applied as the main application of user
input video interface. They can real response to the user’s operation and can be directly
controlled by the developer. Embedded software in the 2D control (AGI Map Control)
can respond to mouse click movement and other user operations, very user-friendly as a
simulation task input interface, you can use the world map as the background display
user input observation point target, strip target, Target and so on, and have
two-dimensional high-precision latitude and longitude point of view, but also shows
the satellite star under the trajectory, payload trajectory and payload in the ground
observation, so as to more sophisticated control simulation process. 3D control (AGI
Globe Control) in addition to the two-dimensional scene can display all kinds of
information, but also can display the attitude of the satellite changes, the sun and other
circumstances of the two-dimensional scene can’t display the information.

4.2 Controls Transfer of STK

When writing in C# language, there are two ways you can control the STK controls.
One is the traditional method, which needs using Connect command string and writing
Connect command in according to the format specification of the command. In this
paper, we mainly recommended another control method, which can be achieved by

Fig. 3. Division Illustration of the observing area set by users—hexagon
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using the interface provided by STK. This method is the process making use of con-
venient, direct and fast logic application programs that can greatly simplify the com-
plex task, but for developers who are not familiar with STK, it will take a lot of time to
find related classes and interfaces.

Establishment of the spacecraft object. The information of the satellite orbit deter-
mines the various constraints of spacecraft’s work mode design, such as task time
window, visibility of the target, light condition and external interference. These con-
straints play an important role in work mode design and simulation, and directly
determine the output results. STK has powerful function of orbit analysis and simu-
lation, which can flexibly select the coordinate system to design the initial orbit
parameters of the spacecraft, obtain the real-time attitude information of the track in the
simulation, and show its flight status in real time.

The focus of creating spacecraft objects is the flexible application of interfaces such
as IAgSatellite. The orbital dynamics model is the key to the satellite object. The most
commonly used orbit prediction model is the two-body model Two Body and the
high-precision orbit prediction model HPOP. When the requirements of the orbit
prediction model are high and other effects such as percussion are should be taken into
consideration, high-precision orbit prediction model HPOP is usually used.

Establishment of payload model. The payload is a key subsystem of remote sensing
satellite’s work mode design and simulation, which directly determines the rationality
of the work mode design and simulation results. The establishment of the payload is
usually arranged after the establishment of the spacecraft model. The core parameters
involved include the viewing angle, imaging status, imaging styles and some other
related parameters.

Setting of satellite attitude. The key factor of spacecraft’s work mode simulation is
the attitude control. With the diversification of users’ observation tasks, the design of
spacecraft application model is more and more complicated. Simple attitude control
cannot meet the requirements of intelligent spacecraft. At present, STK cannot provide
the planning algorithm for intelligent attitude tasks. Additional development of intel-
ligent attitude planning module is needed to coordinate with STK to complete the
simulation demonstration.

Observation of the spacecraft target is a very complex maneuvering process, it will
undergo multiple maneuver controls during observation. And usually an observation
task requires the setting of multiple gesture segments.

The first step of the process is to receive data of the intelligent attitude planning
module, and then use the STK/Astrogator module to perform the simulation calculation
of the track, attitude and flight time to generate the simulated flight scene and send the
STK-generated simulation data file to simulation platform. The simulation platform
takes on all the logic judgment and process control work, and finally will get the
sequence of instructions and data passed to the simulation control module to achieve
the spacecraft application mode simulation.
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5 Performance Analysis Platform Based on STK

In order to simulate the implementation process of the on-orbit mode of the spacecraft
in the simulation system, and test the rationality of the algorithm and task design
scheme. The system platform should fully integrate the functions of the spacecraft
database, mission planning and scheduling, orbit calculation and analysis, scene dis-
play, under the command of the simulation control program, according to the actual
operation and external environment changes, automatic implementation of the work
mode updates, resource attributes change, task scheduling and other functions.

The simulation system developed simulation control program by using Visual C++/
C# to integrate the relevant software module [6]. Considering the practical application,
the simulation system needs to simulate the whole process of spacecraft mission
execution, including user simulation requirements, task and resource definition, task
data acquisition, simulation control, scheduling, receiving anomaly, re-scheduling,
scene display, data display and analysis, Simulation data records and management and
other important links. Application performance simulation system framework were
shown as below (Fig. 4).

The spacecraft knowledge base and the database system mainly store important
information such as spacecraft information, load information, intelligent planning
algorithm, simulation environment configuration parameters, various tasks and
resource data, simulation process data and so on. The control platform integrates the
simulation sub-module, carries on the user input information verification, the task
execution sequence generation, the simulation process control and the state monitoring,
and realized the certain degree of autonomous operation. STK is responsible for orbital
computing, operational data analysis, report generation, 2D/3D scene display, task
execution sequence simulation. The system can dynamically update the task, change
the resource attributes and re-schedule according to the actual operation of the
spacecraft and the change of the external environment.

After users’ simulation requirements being verified, you can define tasks and
resources according to the pre-agreed format, and enter the task data to the database.
The control program simulates the environment initialization, reads the task, the
resource definition and the attribute from the database, the STK task interaction
interface, and uses the background intelligent programming algorithm to generate the

Fig. 4. Task simulation system framework design
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task scheduling execution plan. Finally, STK performs the entire process simulation
and stores the task data. When the space environment changes, changes in tasks such as
abnormal circumstances, will automatically enter the task and resource verification.
The task simulation flow chart was shown as below (Fig. 5).

6 An Example of Observing Effectiveness Simulation

According to the above introduction, using STK technology, through the flexible
setting of the spacecraft, payload, attitude control interface and command parameters
the observing effectiveness simulation of the spacecraft can be achieved.

In this paper, the algorithm was tested in the imaging tasks of several different areas
in our nation (showed in Table 1), and the feasibility and effectiveness was effectively
verification. The parameter of the orbit employ the static track of which the eccentricity
is 0 and the location of the position point is 108°E, the original directional position is
the central position in our country.

The algorithm is accomplished by VC++ and the results of the task planning can be
demonstrated visible by using the mode in STK and related components and appli-
cation programming Interface function (showed in Figs. 4 and 5). The red mark is the
original direction of the satellite effective load, and the irregular closed curve in various
colors set by users are areas that need imaging, and the light green solid square
demonstrates the real visible region covered in the imaging, and the deep yellow dotted
line demonstrates the path of the direction of the effective load.

Start
simulating

Platform initialization

Create a STK scene and get
a task

Connect the knowledge base, the
database, the task and the
corresponding algorithm

Generate a task execution
sequence

STK simulation start

STK 2D / 3D scene display

Data display, analysis

Environmental change

Task change

Resource change

Fig. 5. Simulation flow chart
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As showed in Table 1, the simulation results of the task planning can be showed in
the dimensional, three-dimensional display system in about 10 s when the imaging area
set by users is small. And the resource occupied rate is very small. Compared with this,
if the imaging area selected by users is relatively dispersed, it will require more time
and resources. Even though the resources occupied by the computer will increase by
linear growth, and the time cost can be accepted (Figs. 6 and 7).

Table 1. Results of the work model simulation

Track type Spacecraft
application
mode

Imaging area Number of
images

Total
time of
imaging

RAM Platform
running
time

Sun
synchronous
return orbit

Multiple
with splicing
mode

150 km � 70 km 15 Bands 240 s 0.10% 45.95 s

Geostationary
orbit

Regional
imaging
mode

Sichuan Province +
Guizhou Province +
Qinghai Province

17 Amplitude 445 s 0.11% 21.36 s

Fig. 6. Results of regional imaging path planning

Fig. 7. Results of irregular region
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7 Conclusion

In this paper, STK-based simulation technology was studied according to the main
requirements of the simulation of the spacecraft’s application performance. First, the
problem of simulation and test of application performance is analyzed. Second, the
method of monitoring STK controls is studied, and the setup of the spacecraft and
payload and the control method of spacecraft attitude is analyzed. Finally, the method
of integration with Visual C++/C# is used to analyze the application of simulation
method. This paper designs an application simulation platform that can interact with
STK. The technical details of simulation system frame design, simulation process
control and data communication are explored, and the design task instance is verified.
The main purpose of the article is to deepen the research of simulation technology in
the field of space from the angle of engineering, and to provide reference and example
for the realization of simulation technology in engineering. In addition, on the basis of
this article, the user can achieve a variety of flexible simulation by using STK tech-
nology according to their actual engineering requirements.
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Abstract. The electromagnetic shielding effectiveness (SE) is essential to a
spacecraft, since the electronic equipment of it may be severely interfered by the
electromagnetic interference. SE is determined by both the aperture and the
cable penetration except the structure material. Former research is mostly on the
impact of the aperture. In this paper, both simulations and lab tests are done to
investigate the impact of the cable penetration. The results show that the impact
of the cable penetration is obvious and non-neglectable, and it is up to 20 dB for
the frequency band lower than 1 GHz. The shielding operation can be deployed
to reduce the electromagnetic leakage and then SE can be improved by 10–
15 dB for the frequency band of 200 MHz–3 GHz. The results also show that
the impact is not related with whether a signal is transferring or not in the cable.
If there is an original cable perforation and then an additional cable perforation
near it does not impact SE obviously. The impact is dependent on the locations
of the built-in radiated sources.

Keywords: Shielding effectiveness � Cable penetration
Electromagnetic compatibility

1 Introduction

Nowadays, the sensitive electronic products of a spacecraft are often interfered in the
self-compatibility test, because of the unintentional radiated emission of the modern
electronics products which have high speed digital process [1]. Usually, a spacecraft
deck is made of aluminum honeycomb panel with honeycomb core and aluminum
skins or mixed honeycomb panel with honeycomb core and carbon skins. This kind of
panel can provide superior shielding effectiveness.

But the shield shell of a spacecraft cannot be designed as a hermetically sealed one
like a perfect Faraday cage, since there are apertures, slots and cable penetrationwhich are
used to fulfill the requirements of communication [2] and other operations. These
openings create electromagnetic energy coupling paths and thus allow the electromag-
netic waves to travel through them [3]. Due to this reason, the shielding effectiveness is
seriously degraded. As a result, the apertures, slots and cable penetration in the shield
shell can influence the effectiveness of the shielding enclosures significantly [4].

© Springer Nature Singapore Pte Ltd. 2018
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In the past, the research mostly focuses on the apertures and slots, and several
analytical methods and numerical models have been purposed to analyze the influence
of them [5–8]. Less research work is done on the cable penetration, though the impact
of the cable penetration on shielding effectiveness (SE) is more serious than apertures
and slots in theory. That’s because these cable penetrations, unfortunately, create
electromagnetic energy coupling paths that allow inside electromagnetic waves to get
out of the enclosure, thus it degrades the shielding effectiveness. Therefore, simulations
and experimental researches are needed to investigate the leakage effect dominated by
the cable penetration.

This paper presents that the cable penetration is the key element which impairs the
SE of spacecraft greatly. The electromagnetic leakage from the cable penetration of a
typical spacecraft and the effect of shielding operation were studied experimentally.
The investigation can be used to give a guide to the perforation design and improve SE
of the enclosure during the initial phase of the spacecraft development. Then the
Electromagnetic Interference (EMI) aroused by the cable penetration is reduced.

2 The Calculation and Simulation of the Electromagnetic
Field Leakage Dominated by the Cable Penetration

The EMC problems caused by the electromagnetic wave penetration into a cavity with
apertures and cable penetrations are very important [9, 10]. The over-sized cavity
theory is used to assess the electromagnetic fields inside an enclosure [3].

According to this, the ambient fields in the cavity are roughly homogeneous and
isotropic. The distance between the units is not a relevant parameter, and the orientation
and polarization of a given leaking point do not matter.

A given amount of RF power injected into the cavity is uniformly attenuated; the
power picked up by a receive probe is independent of the probe location and orien-
tation. This fixed attenuation is called the cavity insertion loss Xc. The cavity insertion
loss Xc is a combination of a radiated component Xp and a conductive component Xr

with (1), (2) and (3). Where d is the skin depth and S0 is the total surface of cable
penetrations in (4).

1
Xc

¼ 1
Xq

þ 1
Xr

ð1Þ

1
Xp

¼ 8 � p � S0
k2

ð2Þ

1
Xr

¼ 8 � p2

k3
� ðS� S0Þ � d ð3Þ

d ¼ 1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

p� f � l� r
p ð4Þ

310 R. Li et al.



Then the simulation of the electromagnetic field leakage dominated by the cable
penetration is performed. A simple metallic square enclosure is assumed to be the
shielding structure. The dimension is 1 m. There is a circle perforation on the top panel,
its diameter of the circle is 30 mm, and the circle is perforated by a metallic cylinder.
The diameter of the cylinder is 20 mm. All sides of the enclosure are assumed perfectly
conducting with an infinitesimal thickness. The receiving probe outside the enclosure is
independent of the orientation and polarization. The simulation result is described in
Fig. 1.

It’s observed obviously that the electromagnetic field outside the enclosure varied
severely with the excitation of the inner radiated source. SE declined at least 20 dB
within the frequency band of 100 MHz–1 GHz.

The simulation result illuminates that the cable penetration is the key element
which affects SE.

3 Experimental Configuration According to the Structure
Design of a Spacecraft

The above simulation is based on a simplified assumption. It cannot provide sufficient
accuracy to meet the design specifications, since the shielding structure of the space-
craft is geometrically more complex than a cube.

Then a typical rectangular enclosure designed according to the structure of
spacecraft is established. The geometry of this enclosure is shown in Fig. 2. The
enclosure was composed of five pieces of 2.5-cm-thick aluminum honeycomb panel
with honeycomb core and aluminum skins and one piece of 0.1-cm-thick aluminum
board for the face installing the radiated source. Six cable penetrations (CP) are dis-
tributed on the four panels, and they are marked with CP1 to CP6 in Fig. 2. The inside
dimension of the enclosure was 110 cm � 41 cm � 118 cm. For every measurement,
the enclosure was fed with 3 antennas through 3 subminiature version A (type-SMA)
flanges, which were peripherally bonded to the aluminum board.

The positions of the radiated sources are shown in Fig. 3, A-A, B-B and C-C are
the identifiers of the three cross sections. P is the abbreviation of position, and P1–P9
are the positions of the nine radiated sources. The unit of the distances in the figure is
millimeter (mm).

Fig. 1. The simulation result of cable penetration dominations
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Fig. 2. A typical rectangular enclosure with aperture and cable apertures

Fig. 3. The position of radiated sources

Receiving antenna
(100MHz~3GHz)

Amplifier

Receiver

Divider

Transmitting
antenna

Inside the
anechoic
room

Tracking source

Receiving port

outside
the

anechoic
room

The typical
rectangular enclosure

Fig. 4. Experimental setup
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The radiated emission measurements were performed in a 10-m anechoic chamber,
as is shown in Fig. 4. Two-port parameters were employed with an R&S ESU40
receiver. Port 1 was connected to the radiated source, and Port 2 was connected to a
receiving antenna 1 m away from the enclosure. For all measurements multiple antenna
was used in the receiving system. The receiver was placed outside the anechoic room to
avoid influencing the measurement result.

4 The Impact of the Cable Penetration

To investigate the impact of the cable penetration, 6 test cases have been designed in
Table 1.

4.1 The Cable of Perforation Without Signal

It’s shown in Fig. 5 that the cable penetration causes huge electromagnetic leakage
especially at low frequency band. The SE is worsened by 10–20 dB within 100 MHz–
1 GHz frequency band. Because the cable penetration acts as a functional antenna, the
electric surface current of the cable is increased and the electromagnetic field leakage
from the perforation is also increased.

Table 1. Illuminations of 7 test cases

Test
case

Illuminations

1–1 There was no cable penetration in the structure
1–2 A cable without signal was set to pass through CP1
2–1 Apply the signal generator to generate the signal of 600 MHz and 0 dBm to the

cable
3–1 Set 5 cables pass through CP1
3–2 On the basis of case 3–1, set another 5 cables pass through CP2
4–1 Set two different locations of the radiated sources
5–1 The cable and CP1 were shielded by using aluminized polyimide film

(a)                                                                 (b)

Fig. 5. Vertical (a) and horizontal (b) polarization for case 1–2 (blue) and case 1–1 (green)
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4.2 The Cable of Perforation with Signal

Figure 6 shows no difference on SE whether there’s signal in the cable or not. The
illumination is that it’s the electric surface current of the cable from perforation which
resulted in decrease of SE, not the signal in the cable.

4.3 Two Cable Penetrations

It’s shown in Fig. 7 that if additional cable penetration is applied to the existing cable
penetration, SE would not be influenced much. When SE of a shielding enclosure is
influenced by more than one element, such as slot, aperture, cable penetration and etc.,
the one which make the SE worsen most severely is conclusive.

4.4 Multiple Cable Penetrations

Generally, multiple cable penetrations exist in the spacecraft structure. In this experi-
ment, it is assumed that there are 6 cables passing through CP1–CP6 separately.

(a)                                                                 (b)

Fig. 6. Vertical (a) and horizontal (b) polarization for case 1–2 (blue) and case 2–1 (green)

(a)                     (b)

Fig. 7. Vertical (a) and horizontal (b) polarization for case 3–1 (blue) and case 3–2 (green)
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The signal transmitting system is calibrated to generate the signals of 43 dBuV/m
@600 MHz and 36 dBuV/m@1.3 GHz from the 3 radiated sources simultaneously.
Then the locations of the 3 radiated sources are changed to observe the variation of SE.
There are two test cases, for test case 2, the locations of the radiated sources
(P2&P4&P7) are closer to the cable penetrations than the test case 1 (P3&P5&P8).

It’s shown in Table 2 that the electromagnetic leakage of the enclosure aroused by
the 6 cable penetrations varies with the locations of the radiated sources. Compared
with the two test cases, the electromagnetic leakage is more serious for test 2 and SE is
thus declined as well. This hints that the electromagnetic leakage from the nearby
radiated resources is greater.

5 The Verification of the Shielding Operation

In engineering, some cables have to pass through the panels of metallic enclosure
without filters or flanges. Thus some necessary work should be performed to reduce the
electromagnetic leakage and improve the SE of the structure. Aluminized polyimide
film is a kind of recommended shielding material.

It’s shown in Fig. 8 that the SE could be improved 10–15 dB with the shielding
operation. The shielding material and the shielding method can be applied to solve the
EMI problem caused by cable penetration.

Table 2. The variation of SE with changing the locations of radiated sources

Test
Case

The locations of the radiated
sources

SE at 600 MHz
(dB)

SE at 1.3 GHz
(dB)

1 P3&P5&P8 21.5 11
2 P2&P4&P7 17.3 9

(a)                                                                 (b)

Fig. 8. Vertical (a) and horizontal (b) polarization for case 1–2 (blue) and case 4–1 (green)
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6 Conclusion

The question of the electromagnetic field leakage from the cable penetrations for a
shielding enclosure was investigated with experiments and simulation. A typical
rectangular metallic enclosure with built-in radiated sources was used to study the
electromagnetic field leakage effect due to the cable penetrations. The results of the
experiments and simulation match each other.

In summary, the cable penetration is the key elements which dominate the SE of
spacecraft. The max deterioration reached 20 dB within the low frequency band. The
radiated emission of the enclosure varied with the location of the built-in radiated
source.

The aluminized polyimide film is suggested to be used for shielding the cable
penetration. The shielding operation can improve SE 10–15 dB within 200 MHz–
3 GHz. What followed is that the EMI problem is solved.
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Abstract. Regarding the topic of LTE uplink interference, this article mainly
discussed the impact of LTE network on RSSI, and the impact of RSSI on
network quality and user perception. Furthermore, this article classified the
suggested RSSI thresholds based on the extent of impact, and utilized these
thresholds, in order to guide optimization practice and improve user perception.
Finally, after taking a cell of an indoor distribution system on campus with high
RSSI level as an example, user perception rate has been found significantly
increased after the cell splitting.

Keywords: LTE � Network load � RSSI � KPI � Optimization practice

1 Preface

Along with the continuous evolvement of Mobile Communication Network, the
co-existence of multiple networks built by different Telecommunications Operators is
inevitable, and the reuse rate of frequency has been continuously going up [1]. With
promoting reduction of excessive capacity, and co-constructing and -sharing, co-site of
outdoor macro stations and sharing antenna transmission system of indoor distribution
systems becomes more and more common [2], and network interference has also grown
considerably.

In LTE networks, RSSI (Received Signal Strength Indicator) is a measurement of
power present in a signal received by the base station. It is often used as a key indicator
for analyzing uplink interference [3]. Insistent high RSSI level indicates that uplink
signal is too strong and uplink interference is overwhelming. High RSSI level might
cause the decrease of access success ratio and handover success ratio of a LTE cell. It
may also cause low network speed [4], and thereby creates impact on user perception.

This article, based on network-oriented big data analysis [5], mainly investigated
the impact of LTE network load on RSSI, and the impact of high RSSI on network
quality. According to the degree of impact of network quality, the RSSI level was
classified into different intervals, which can be utilized to guide RSSI optimization
process.
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2 Analysis of the Impact of RSSI

Basically, there are approximately three main categories of reasons that lead to high
RSSI level: intra-system interference, inter-system interference [6] and network over-
load. Common reasons for intra-system interference include: unqualified construction
quality, antenna transmission system malfunction, and parameter configuration error.
Based upon formation mechanism, frequency band and source, inter-system interfer-
ence could be categorized as barrage jamming, spurious emission interference, and
intermodulation interference [7]. Since previous literatures have considerably discussed
the first two reasons, this article only focused on the impact of network load on RSSI.

In this study, the hourly KPIs (Key Performance Indicator) and KQIs (Key Quality
Indicators) was generated from China, Chongqing’s LTE cells. The KPIs included:
cell’s RSSI level (the average RSSI of all RRUs of a cell), uplink and downlink PRB
utilization ratio, uplink and downlink bearing perception rate per user, uplink and
downlink data usage, access success ratio, handover success ratio, and LTE drop ratio.
KQIs mainly chose relevant indicators of video and web page. In order to ensure the
data was valid, the original extracted data was furtherly cleaned up, e.g., deleting
anomalies, blank records, records with low average daily data-usage cells (might still
be in construction period, high data volatility) and so on so forth, then statistical
analysis method was introduced for analytic purpose.

2.1 The Impact of Network Load on RSSI

PRB (Physical Resource Block) utilization ratio is often employed to evaluate network
load. The higher the number of access users and throughput is, the higher the PRB
utilization ratio would be. PRB utilization ratio can be assorted as uplink PRB uti-
lization ratio and downlink PRB utilization ratio.

Based on the statistical analysis on the co-relationship between uplink PRB uti-
lization ratio and downlink PRB utilization ratio, as shown in Fig. 1, the uplink PRB
utilization ratio is positively correlated with the downlink PRB utilization ratio; hence
study on the co-relationship between RSSI level and downlink PRB utilization ratio
could be used as the indicator of network load on RSSI level.
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Fig. 1. The relation between uplink and downlink PRB utilization ratio
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To avoid the impact of interference on RSSI, this study, from the purified data then,
eliminated cells in which interference exist when idle. Preliminarily, a cell is consid-
ered interfered when RSSI level is greater than −95 dBm. According to the statistical
data of Chongqing’s LTE network, the network idle time is mainly at around 5 a.m.;
therefore, records of cells with RSSI level higher than −95 dBm at around 5 a.m. were
deleted. As shown in Fig. 2, RSSI level rises as the PRB utilization ratio increases,
with or without the interfered cells. Furthermore, natural logarithm relation is found
between RSSI level and downlink PRB utilization ratio. When downlink PRB uti-
lization ratio reaches 50%, RSSI approximately increases by 6 dB; When downlink
PRB utilization ratio reaches 100%, RSSI increases by about 8 dB.

Based on the figure above, this study identified a regression relationship between
RSSI level and downlink PRB utilization ratio. Assuming this relationship can be
reflected with function (1), a non-linear regression analysis [8] was adopted (based on
logarithm model).

RSSI ¼ A lnðPRBÞþK ð1Þ

Once the summarized model, and analysis result of variance and coefficients [9]
were obtained as shown in Tables 1 and 2, and the coefficients got applied into above
formula, the regression function was identified, as function (2):
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Fig. 2. RSSI level rises as the PRB utilization ratio increases

Table 1. Model summary

R R-square Adjusted R-square SEE

0.998 0.996 0.995 0.195
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RSSI ¼ 3:753 lnðPRBÞ � 90:108 ð2Þ

In addition, to further investigate the co-relationship between the RSSI level of high
RSSI cells and downlink PRB utilization rate, all cells with RSSI level higher than
−95 dBm around 5 a.m. were analyzed. If there is interference, the upward tendency of
RSSI level gradually levels off while the PRB utilization rate is rising. When the
downlink PRB utilization ratio reaches 50%, RSSI level rises about 3 dB; When
down-link PRB utilization ratio furtherly increases, RSSI level gradually becomes
stable.

2.2 The Impact of RSSI on Network Quality

Based on the RSSI intervals, this study conducted statistical analysis on cleaned KPI
records in order to measure user perception rate, and thereafter, identify the relationship
between the user perception rate and RSSI. As illustrated in Fig. 3, user perception rate
declines while RSSI is going up, thus it can be concluded that high RSSI level had
consequences on cells’ throughput rate.

Table 2. Analysis of variance and coefficients

Sum of squares df Mean square F Sig. Unstandardized
coefficients

t Sig.

SSR 68.101 1 68.101 1794.5 0 B SE
SSE 0.304 8 0.038 A 3.753 0.089 42.362 0
SST 68.405 9 K −90.108 0.093 −964.995 0
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In addition, it could be found in Fig. 4 that cells’ access success ratio and handover
success ratio falls as the RSSI level increases. When RSSI is greater than −95 dBm,
access success ratio and handover success ratio drops to 99.7%; When RSSI is greater
than −85 dBm, access success ratio and handover success ratio deceases distinctively.
Similarly, LTE dropping ratio rises as RSSI level inclines. When RSSI is greater than
−85 dBm, LTE dropping ratio is over 0.1%. Therefore, effective maintenance of RSSI
level is a crucial key for better network quality and service perception.

According to the measurement report (MR is the short form), this study extracted
all cells’ coverage ratio (the ratio of which RSRP was greater than −110 dBm), RSSI,
and uplink user perception rate in this LTE network. The median of coverage ratio was
used as the standard for partitioning cells into two groups: cells with good coverage and
cells with bad coverage. This article also compared the impact of RSSI on user per-
ception rate between user at far point and user at near point in the graphs below (see
Fig. 5). It could be found that the elastic coefficient between RSSI and uplink user
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perception rate is 0.1799 for users nearby, and 0.189 for users far away. It shows that
user perception rate at far point is more sensitive to the fluctuation of RSSI level.

In conclusion, when downlink PRB utilization ratio was greater than 50%, average
RSSI of the network would rose to about −95 dBm; when RSSI was greater than
−95 dBm, LTE uplink/downlink perception rate and access/handover success ratio
began to decrease; when RSSI was greater than −85 dBm, KPIs such as
access/handover success ratio and LTE dropping ratio deteriorated demonstrably. This
proves that effective control of uplink interference of LTE cells is especially important.
It is recommended to keep RSSI below −95 dBm for all RRUs in LTE network.

3 RSSI Optimization Practice

Along with the booming of 4G users and widespread of 4G terminals, network capacity
problem appears to be more critical. Since March 2017, China Unicom has launched a
series of large data plan such as “Tencent King Card” and “Ice Cream Plan”. In the
meanwhile, 4G network throughput has risen sharply, and the quantity of high PRB
utilization ratio cells has increased significantly. As showed above, high PRB resource
utilization would lead to the uplift of RSSI, which would lead to undesirable network
quality and user perception. Moreover, user complaints would in-crease accordingly.
For cells with high RSSI due to network overload, it is common to apply carrier
expansion or cell splitting to expand network capacity, thereby enhancing the user
network perception. In the following paragraphs, this article will take a real-life opti-
mization project as an example to analyze the changes in RSSI before and after
expansion, as well as the improvement of network KPIs.

Cell 1 was a cell of an indoor distribution system in some university, and the cell
had a 3-RRU cascade connection which distributed in building No. 12, building
No. 14 and building No. 16 in the dormitory area. The graph above shows how Cell 1’s
RSSI level changed in a day (see Fig. 6). It could be found that during idle time
(around 6 a.m.), the cell’s RSSI was around −98 dBm. With the rise of downlink PRB
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utilization ratio, RSSI sharply drops to −80 dBm, and the service perception of users
has gradually been limited, as shown in the following graph (see Fig. 7). Subsequently,
the 3 RRUs of Cell 1 were split, and the original Cell 1 was divided into 3 separate cells
(Cell 1, Cell 2, and Cell 3). After the split, the original cell’s downlink PRB utilization
ratio decreases by 60%, RSSI decreases by 5–8 dB, downlink perception rate increases
significantly, from the original 5 Mbps to 42 Mbps (see Fig. 8).
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4 Conclusion

The uplink interference of LTE network will be more and more prominent. LTE
network overload lifts RSSI besides the influences of inter-system interference and
intra-system interference. This article analyzed and discussed the impact of LTE net-
work load on RSSI through big data of LTE network. As the LTE network load
increased, the RSSI generally rises 3–8 dB. When RSSI is greater than −95 dBm, LTE
network quality and user perception begin to worsen, and network quality and per-
ception were obviously decreases when RSSI is greater than −85 dBm. With the future
LTE network load increases gradually, the phenomenon of high RSSI will become
more and more common because of network overload. In order to ensure good service
perception, it is recommended that every RRUs’ RSSI level of LTE cells should be
controlled below −95 dBm. In view of the cells with high RSSI due to overload, it is
necessary to conduct cell splitting, carrier expansion or load balancing [10] in time so
as to enhance the user network perception.

References

1. Li, Z.-N., Wei, G.X.: Analysis on uplink interference of LTE system. Commun. Technol. 12
(43), 47–70 (2010)

2. Xu, L., Luan, Y., Cheng, X., Cao, X., Chao, K., Gao, J., Jia, Y., Wang, S.: WCDMA data
based LTE site selection scheme in LTE deployment. In: 1st International Conference on
Signal and Information Processing, Networking and Computers, pp. 249–260. CRC Press,
Taylor & Francis Group, Beijing (2015)

3. Deb, S., Monogioudis, P.: Learning-based uplink interference management in 4G LTE
cellular systems. IEEE/ACM Trans. Netw. 23(2), 398–411 (2015)

4. Lin, Q.: Impact of uplink interference on FDD-LTE upload rate. Chin. New Telecommun. 18
(15), 68 (2016)

5. Xu, L., Luan, Y., Cheng, X., Fan, Y., Zhang, H., Wang, W., He, A.: Telecom big data based
user offloading self-optimization in heterogeneous relay cellular systems. Int. J. Distrib. Syst.
Technol. 8(2), 27–46 (2017)

6. Guo, X.-R., Zhang, T.: Research on intermodulation interference between 2.3 G TD-LTE
and China unicom WCDMA systems. Mob. Commun. 12, 15–20 (2015)

7. Tang, Q.J.: LTE interference identification method based on PRB noise floor statistics. Mob.
Commun. 40(20), 1006–1010 (2016)

8. Liangping, H., Gao, H.: Nonlinear Regression Analysis and Intelligent Realization of SAS.
Publishing House of Electronics Industry, Beijing (2013)

9. Hastie, T., Tibshirani, R., Friedman, J.: The Elements of Statistical Learning: Data Mining,
Inference, and Prediction. Publishing House of Electronics Industry, Beijing (2004)

10. Xu, L., Cheng, X., Liu, Y., Chen, W., Luan, Y., Chao, K., Yuan, M., Xu, B.: Mobility load
balancing aware radio resource allocation scheme for LTE-advanced cellular networks. In:
16th IEEE International Conference on Communication Technology, pp. 806–812. IEEE
press, Hangzhou (2015)

326 M. Li et al.



Customer Churn Analysis for Telecom
Operators Based on SVM

Runsha Dong(&), Fei Su, Shan Yang, Xinzhou Cheng,
and Weiwei Chen

China Unicom Network Technology Research Institute, Beijing, China
dongrs@dimpt.com

Abstract. Customer churn prediction is important for telecom operators to
retain valuable users. Accurate features that can characterize customer behav-
iors, as well as efficient extraction method are key factors in constructing the
customer churn analysis model. In literature, Support Vector Machine
(SVM) has shown its applicability to the problem of customer churn analysis.
This paper identifies the main features that influence the customer churn model
from telecom experts’ viewpoints, and proposes a suitable one based on Support
Vector Machine (SVM). An experimental results also is illustrated to verify
reasonableness of the proposed models.

Keywords: Customer churn � Telecom operators � SVM

1 Introduction

With the arrival of the mobile internet era, competition among telecom operators has
been fierce. The market is almost saturated, and the pool of available customers is very
limit. Telecom operators also have to face the external impact of Internet companies.
For stable profit, telecom operators pay more attention to customer relationship man-
agement, especially to retain valuable customers. A customer churn prediction model
with reasonable accuracy is important for decision of customer retention. Many data
mining methods have been applied to formulate the problem, such as decision tree,
logistic regression [1], naive Bayesian classifiers and neural networks. Some literatures
[2–5] even combine several different techniques for churn prediction. It is noted that,
the constructed model based on these methods above cannot guarantee prediction
precision and generalization ability [6]. This paper constructs a framework of customer
churn prediction from a professional viewpoint and also considers the support vector
machine (SVM) method for better precision.

The paper is organized as follows. In Sect. 2, the process of customer churn pre-
diction is proposed. In Sect. 3, feature extraction method SVM is introduced. In
Sect. 4, experiment and results are exhibited. The paper is concluded in the final
section.
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2 Problem Formulation

In the process of analysis for customer churn prediction, there are several key steps:
problem formulation, algorithm selection, data preparation, result assessment and
model output. The flow chart is shown in Fig. 1.

Problem Formulation: From a business perspective, the understanding of experts
from telecom companies is instructive to decide what factors are crucial in customer
churn prediction model. The related understandings include: the definition of churn;
which kind of customer churn: active churn or passive churn. If mobile telecom cus-
tomers are not satisfied with the current service (or competitors provide a better ser-
vice), they may stop the current service actively. Some other customers may passively
churn since they go to work located in a different place due to graduation or promotion.
Customer churn analysis is usually more concerned about the active churn of valuable
users who are profitable to telecom operators.

Algorithm Selection: When basic concepts are identified, the model of customer
churn prediction is generally constructed based on selected data mining method.
Original data sets should be prepared. And what customers’ features will be used for
constructing models should be determined. At the same time, the original data set is
usually split into two parts. One part is the training set which is used to construct the
model, the other part is test set to verify the efficiency of the proposed model.

Fig. 1. The flow chart of customer churn predication.
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Data Preparation: The status in business of telecom operators show that, there is
around 2.5% churned customers per month. Therefore, customer churn prediction also
face the problem of imbalance data set [7]. In addition, user data in telecom operators
even for one city has reach to a mount of hundreds of thousands or even millions.
Training time is difficult to meet the requirements if all data is trained to construct
customer churn prediction model. Moreover, since the original data sets come from
different fields and departments of telecom operators, many important features are
missing or even wrong, which influence the model accuracy. Based on the above, data
should be well-prepared.

Result Assessment: After a model for customer churn prediction is constructed,
result will be assessed according to the performance of selected algorithm. The test data
set will quantify the performance of models generally by verify the correct rate. There
are also other criterions to assess the constructed model such as cover rate [8]. The
effect of actual implication is also a key standard for assessment.

3 Support Vector Machine (SVM)

Support Vector Machine (SVM) is a supervised linear classification algorithm in
machine learning, which was first published in 1995 by Cortes and Vapnik. SVM has
been extensively researched and applied in text classification, especially for binary
classification tasks. In the later research papers, SVM was generalized to solve
multi-classification problem. The method supposes that ordinary customer data and
potential churned customer data can accurately be separated by a hyperplane when the
appropriated parameters are selected. SVM solves the classification problem by
transforming samples in low dimensional space which is linearly inseparable into ones
in a higher dimensional space. Take an example, there is a linearly inseparable problem
in two dimensional space (See Fig. 2, where linear hyperplane is a dot).

However, there exists a nonlinear function in two dimensional space described by

gðxÞ ¼ c0 þ c1xþ c2x
2: ð1Þ

Fig. 2. Straight line and dotted line are linearly inseparable in two-dimensional space.
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It can divide straight line and dotted line into two categories by judging that the line
is above or below the non-linear classification function (See Fig. 3).

If it supposes that,
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we have

gðxÞ ¼ f ðyÞ ¼ ay: ð3Þ

Then, a linearly inseparable problem in two dimensional space is solved in four
dimensional space. In a classification problem for SVM, the training set can be
described by

D ¼ fðx1; y1Þ; ðx2; y2Þ; . . .; ðxm; ymÞg; xi 2 R
n; yi 2 f�1; þ 1g; ð4Þ

with each sample

Di ¼ ðxi; yiÞ: ð5Þ

It is noted that each sample may be in high dimensional space.

4 Model Illustration

In this paper, we consider the original datasets provided by a mobile telecom operator
and describe subscribers of one city. User data include bill data, call detail records, data
detail records and user terminal information. The subscribers are activated for at least 3
month. Too much features of customers usually bring some troubles, such as
over-fitting, or larger memory requirements. The most important and informative
factors which influence the potential churned customer are chosen by experts in tele-
com operators and given as follows (See Table 1).

Fig. 3. Straight line and dotted line are linearly separable in four-dimensional space.
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Where, ‘user_id’ in bill data is the only identification of a unique subscriber in the
telecom operators. ‘In_network_time’ describes a date that the subscriber activated the
corresponding service in telecom operator. ‘Charge_already’ and ‘pay_month’ show
that whether a subscriber is charged or not, and how much is the fee. Other features are
collected by connection of ‘user_id’. Handset model and manufacturer information is
gathered by a connection between TAC and IMEI, which are stored in telecom operator
data warehouse.

Besides the factors mentioned above, there may be also other factors, such as
customer complain records, customer perception of network quality, market promo-
tions of telecom operators. Though these factors are useful to construct customer churn
prediction model, they are lacking in quantitative accuracy. However, it is still worthy
to interpret these factors based on practical applications in the process of customer
churn prediction.

It should be noted that data mining method SVM classes the samples described by
numerical data, not char data. Original data may be missing or incorrect. Therefore, in
the phase of data preparation, some measures are taken in order to enhance data quality
and to simplify the model of customer churn prediction. These measures include
imputation of the missing values, discretization of continuously variable, transforma-
tion from one discrete data set to another and new variable derivation.

In our experiments, basic discretization and transformation are described as follows
(See Table 2).

Table 1. Key factors which influence potential churned customer.

Item Data Purpose

Bill city_id Subscribers’ basic and informative features
user_id
vip_level
in_network_time
charge_already
pay_month
age
sex

Detail
records

call_duration Linkage is established between terminal information with
bill by TAC and IMEIcall_times

total_traffic
Terminals device_value Handset model and manufacturer information

equipmenttype
device_network
manufacturer
devicetype_merge
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Except for features discretized and transformed as mentioned above, other features
such as ‘pay_month’, ‘call_duration’, ‘call_times’, ‘total_traffic’ and ‘device_value’ are
used directly. In our experiments, training data sets are produced by 5 month original
data. For data preparation, random sampling from massive original dataset is needed in
order to construct a relatively balanced training data set. In the paper, the amount of

Table 2. Data discretization and transformation

Data Discretization and transformation

vip_level:A 1
vip_level:B 2
vip_level:C 3
vip_level:D 4
vip_level:other 0
in_network_time Transformed into a number which describe how much

months has been going on since the subscriber’s service
was activated

charge_already:Yes 1
charge_already:No 2
charge already:other 0
age: <20 years old 1
20< age <40 years old 2
40< age <60 years old 3
age >60 years old 4
age: other 0
Sex:male 1
Sex:Female 2
Sex:other 0
Equipmenttype:smart phone 1
Equipmenttype: Feature phone 2
Equipmenttype: other 0
device_network: support 2G
network

2

device_network: support 3G
network

3

device_network: support 4G
network

4

device_network: other 0
manufacturer/devicetype_merge:
Top 10% users

1

manufacturer/devicetype_merge::
Top 30% users

2

manufacturer/devicetype_merge::
Top 60% users

3

manufacturer/devicetype_merge::
other users

4
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original data is 403280. In which, there are 1629 churned customer. The extraction of
original data is adopted, with a ratio of churned customer number to ordinary sub-
scriber number 1:3. The most important, support vector machine algorithm applied in
the paper was imported from sklearn algorithm library (sklearn.svm) [9] by adjusting
suitable kernel function such as RBF. Suppose that n is the number of customers who
are predictably churned and m is the number of actually churned customers, then, the
prediction accuracy is calculated as n/m. Based on SVM algorithm, the prediction
accuracy can reach up to 70.6%.

5 Conclusions

Customer churn analysis is critical in mobile telecom markets due to limit available
users. Many data mining techniques such as regression and decision trees even hybrid
techniques have been introduced in former literature. In this research, a framework for
constructing the model of customer churn prediction is proposed based on Support
Vector Machine method. Main factors informative for data preparation are also
introduced from a professional viewpoint. However, there is still limitation for appli-
cation of the model proposed. Many useful factors which may influence the churned
customer are hard to quantify [10]. Therefore, there should be more complex inves-
tigations on these useful factors in the future.
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Abstract. Development of LTE wireless network raises new ways for cus-
tomers to communicate, by offering the possibility to access the network any-
where and anytime. As a result of the investments made over the last few years,
this network has achieved widespread popularity. Some specialized infrastruc-
tures have been raised to address the special needs of customers. One of this
need is to give the opportunity to connect to the network while journeying in a
high-speed train. Mobile operators have elaborated special cells to manage
high-speed train passengers, taking into account the characteristics of this
environment. A key issue is to monitor the effective usage of the cells, by
checking that passengers connect to those special cells (and not to the neighbor
common cells), and that other users connect to common cells (and not to the
special ones). For this purpose, a monitoring system of cells based on data
analytics is detailed. This system identifies service performance of each cell, by
pointing out common cells where high-speed train passengers are attaching to,
and special cells where too many non-passengers are connecting to. The whole
system helps mobile operators to elaborate strategies to improve service per-
formance, by determining which cells should be tuned.

Keywords: Cell performance evaluation � High-Speed rail � Cell monitoring
Machine learning � Curve classification

1 Introduction

In the last few years, LTE wireless network has become more ubiquitous and has
induced a major increase of infrastructure dedicated to its usage. By the end of 2016,
the number of subscribers worldwide was over 915 millions [1], with an important
dynamic in Asia. Meanwhile, high-speed rail rapidly developed in China, with over 1.1
billion trips in 2015 [2], making China as the world’s busiest network. In this envi-
ronment, special cells must be raised by mobile operators to offer a good signal quality.
Cell investments for those special cells are based on railway traffic and are sized
accordingly.
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In this article, a special cell refers to a cell station specifically dedicated for
high-speed train passengers. Those special cells are positioned along the high-speed
train line and are identified as such. A common cell refers to any other cell station
located around the high-speed train railway, which typically should serve other users.
The union of special and common cells are the selected cells. In the same way, a train
user is a passenger of a high-speed train, whereas a common user refers to any other
customer of the network.

One central question is to monitor service quality of the selected cells. The tradi-
tional method to evaluate those cells is only related to the number of customers con-
necting to them, and does not distinguish different types of users. Under the
environment composed of two types of cells, this method generally fails to identify a
misuse of some cells, corresponding to the case when train users actually connect to
common cells; or when common users connect to special cells.

The present article introduces a monitoring system designed to evaluate LTE ser-
vice performance of cells located around the train railway. To the best of our knowl-
edge, this is the first work to do so. The main aim is to classify train users and common
users from analytic data collected by cell stations. Service performance evaluation is
deduced from this classification. Two aspects are important to evaluate the service
performance. First, we identify common users connecting to special cells. The pro-
portion of such user should be reduced to prevent overloading of the special cells.
Second, we identify train users connecting to common cells. Such train users may
experience a degradation of the quality of service, induced by the rapid switches
between normal and special cells.

The system is based on big data analytics and combines available data to evaluate
the cells performance. This means that a large quantity of data is processed and
combined to provide summarizing reports. From raw data gathered on a daily basis, we
extract important characteristics for each user and apply a classification algorithm to
obtain robust results. Once the model has been trained, the system is fully automatic
and does not need fine tuning.

The rest of the article is organized as follows: In Sect. 2, we present a brief
overview of existing research. In Sect. 3, data retrieved for cell evaluation are pre-
sented. In Sect. 4, the methodology to model data is detailed. In Sect. 5, we describe
cell evaluation results. Finally, conclusion is given in Sect. 6.

2 Research Background

High-speed train cellular networks have been studied mainly through technical spec-
ifications and infrastructures. An early work to provide network service for train
passengers has been developed in [3]. Then, GSM-R gradually moved to LTE-R to
provide high-speed connections in trains [4, 5]. Optimization of those networks is
mainly guided by characteristics of the network, for example based on handover
optimization [6], packet allocation problem among services [7] or modeled
scenario [8].

About curve and time series classification, several approaches are available. This
field is an active area of research, and new methods are arising. The first classification
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approach is to extract features from the time series before applying a classification
model [9–11]. This method has the advantage to use a white box model, therefore it
will be chosen in our methodology. An other approach is to derive features automat-
ically with wavelet techniques such as dynamic time warping (DTW) [12–14]. Finally,
some deep learning methods has became to appear [15], but those methods continue to
behave as a black box during features detection.

3 Collected Data and Preprocessing

3.1 Raw Data

As the whole process is driven by data, the initial step is to retrieve raw data. We
assume that a train line of interest and a day have been selected. Two files are collected:
Information about cells of interest (cell info in the following) and log file of connec-
tions of users to those cells during this day (user data in the following).

Cell info contains the list of special cells located near the selected train line, and of
common cells within one kilometer from any special cell. Each cell is identified with its
position (longitude, latitude).

User data contains all connections between users and the selected cells, each
connection being time stamped. Time of connections are irregular, which means that
connections might not happen at a regular time interval.

In the following implementation, data has been retrieved from a major Chinese
telecommunication company in April and May 2017. The number of special cells
related to a train line is 50, completed with 450 common cells. The number of users
connecting to those cells within one day is about 1 million, with 28 millions
connections.

3.2 Inference of the Train Line

We deduce the train line from cell info, by listing positions of special cells and
applying a regression algorithm [16, 17]. An exemplary result after applying this
process is shown in Fig. 1. In this figure, each point in red corresponds to the position
of a special cell (note that those special cells are along the train line, not inside the
train). The black curve represents the inferred train line. In addition, each point in blue
is a common cell within one kilometer distance from a special cell.

Fig. 1. Identification of a train line from spatial position of cells. Axes for longitude and latitude
are degrees
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3.3 Data Frame of Interest

From the representation of the train line, we deduce the distance in kilometers between
each cell and the train line. From this, we get the distance between each cell and the
train station along the train line.

Using this information, we obtain the data frame of interest, built from user data by
adding two columns: The first column is the distance in kilometer between the con-
nected cell and the train station; The second column is a binary value indicating
whether the connected cell is a special cell or a common cell.

Exemplary rows of this data frame of interest in shown in Table 1.

4 Processing and Modeling Methodology

There are two main stages in the process: the training stage and the production stage.
The aim of the training stage is to build the classification model and is illustrated in

Fig. 2: From the data frame described in Sect. 3.3, we get the behavior of each user
along the train line, which is plotted for a sample of users. At this point, manual
classification of the plots is performed to get a training set for our classification. Then,
we extract specific features for each user from the data frame. From those, we build the
classification model to automatically separate train users and common users.

The steps of the production stage is as follows: From data frame related to a new
day, we use the trained model to classify users. We then summarize relationships
between users and cells from this classification.

Each step of the process is detailed in the following paragraphs. The “plotting”,
“manual classification” and “classification model” steps are only computed during the
training stage.

Table 1. Exemplary rows of the data frame of interest.

User Time stamp Cell Cell distance to station Is high-speed cell?

User 1 08:35:40 Cell 1 31.40 km False
User 1 10:24:14 Cell 1 31.40 km False
User 2 20:28:39 Cell 2 1.13 km True
User 2 20:29:29 Cell 3 3.74 km True

Data Frame Features 
Extrac on

ModelManual 
Classifica onPlots

Fig. 2. Training stage methodology.
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4.1 Plotting

The plotting step consists of representing, for each user, its distance to the train station
as a function of the time. In practice, only a sample of users is plotted (for example
4000 users). Different examples of resulting plots are shown in Fig. 3a, b, c and d. On
those plots, each point represents a connection between the user and a cell. The point is
red if the cell is a special cell, and black otherwise.

4.2 Manual Classification

The aim of the manual classification step is to classify a sample of users. For each user
of the sample, we would decide if this is a train or a common user. For this sample of
users, the classification is performed manually (this means each element of the sample
data is labeled). This methodology has been chosen to ensure reliability of the global
model: Classification of user is not based on a arbitrary set of values, but will be learnt
from this sampled classification. The manual classification is guided by the shape of the
plotted figures: If the user quickly moves from one station to the other station, this user
is labeled as a train user (see Fig. 3a and b). It is labeled as a common user in other
cases (see Fig. 3c and d). This manual classification leaves little room for subjective
interpretation, and can take into consideration all possible characteristics leading to a
train user or a common user.

For example, the number of manually-classified users can be 4000, among a total
number of 1 million users.

a. Train user connecting only to special cells. b. Train user connecting to some common cells. 

c. Common user connecting only to common cells. d. Common user connecting to some special cells. 

Fig. 3. Four examples of two-dimensional representation of a user along the train line through
his connections to the cells.
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4.3 Features Extraction

In the features extraction step, we convert the time series related to each user (indi-
cating its distance to the train station for irregular time stamps) into a set of features.
Features are selected to collect the characteristics of the time series.

The most important feature to retrieve is the speed of the user. However, the naïve
way based on instantaneous speed is not reliable: In a short interval of time, the
distance to the train station (as seen in the data frame) can change abruptly, leading to
instantaneous speed over 600 km/h. For example, this behavior occurs in Fig. 3c
before 12:00. To circumvent this problem, we consider the average speed over different
durations. Specifically, for a specific duration of time (for example 30 min), we
compute the maximum distance the user traveled during this interval over the day.
Those maximum distances are computed for different duration of time.

For each user, we retrieve additional features, primarily related to the relation
between users and cells (such as the number of connections to any cell or the pro-
portion of connection of the user to a special cell).

After extraction of all features, each user is described with a vector of 21 numeric
features.

4.4 Classification Model

The following step is dedicated to build the model using a classification model. For this
purpose, we combine: (1) Vector of extracted features and; (2) Information whether the
user is a train user or a common user (from manually-classified users). Many classi-
fication algorithms exist in the literature and are generally based on machine learning
tools. A convenient algorithm is random forests [18]. The reason to select this algo-
rithm is its ability to extract important features while doing the classification (by
ranking variables by their importance).

To ensure reliability of the results, we separate the manually-classified set into two
parts: the training set, containing 80% of the users; and the test set. The classification
model is trained on the training set. Then, the model is tested on both training and test
sets. Once the model has been trained, every new user can be classified through their
extracted features.

4.5 Summarizing Tables

In the production stage, the model is applied to classify each new user. The last step of
the process is to obtain summarizing tables. Each table is able to monitor a key aspect
of cells’ service performance and is updated every day, including:

– Incorrect service of special cells table lists the connections to special cells by
common users, and is able to highlight special cells serving common users too
often;

– Switches from special cell to common cell by train users table, which allows to spot
cells with many switches that should be improved.
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5 Implementation and Results

The methodology is fully implemented with R [19] in a framework able to output
summarizing tables automatically.

After having built the model, classification accuracy reaches 99% for the training
set and 98% for the test set. This accuracy is high because we extracted and selected
features directly connected to the behavior of users along the train line (and it is not
100% because 1. classification algorithm can misclassify; and 2. manually classified
objects contain a few mistakes). The most important features selected by the random
forest algorithm are related to the distance traveled in 25, 45 and 20 min.

During production, many indicators can be monitored. For example, we can be
interested by spotting switches from special to common cell by train users. In the
following Fig. 4, we highlight the 5 special and the 5 common cells with the most such
switches. We can observe that 3 special and 2 common cells should be inspected to
prevent such switching. Also, during peak period (May 1), 2 common cells are par-
ticularly overloaded.

6 Conclusion

On the whole, the system gives robust evaluation of LTE service performance for
high-speed rail cells. It leads to an efficient monitoring of special and common cells
located along the train line, by initially identifying train users from other users. The
classification model of users is built with machine learning tools and its efficiency is
tested. The implementation is fully data-driven and is automatic once the initial model
has been trained. Robustness of the system is checked during the procedure and
accuracy is also tested. Connections to LTE cells are summarized, allowing to evaluate
service performance of each cell and of the global network of cells. Thus, mobile
carriers can elaborate strategies of tuning and development for each type of cell. In this
way, cells network around train lines can be improved significantly.

a. Switch from this special cell to any common 
cell 

b. Switch to this common cell from any special 
cell 

Fig. 4. Number of unique train users switching from May 1 to May 8, for the five cells with the
most switches.
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Abstract. Traditional analysis of the Mobile Radio Network Operation Sta-
bility (MRNOS) is usually based on several indicators or human experiences,
which leads to a great difficulty in carrying out a systematic evaluation.
A Comprehensive Evaluation Algorithm (CEA) was proposed in order to solve
this issue. However, CEA ignores the efficiency and objectivity in practical
implementation, therefore, in this paper, an improved High-efficiency Dynamic
Evaluation Method (HDEM) is proposed to solve three main problems of the
previous method, including high complexity, non-objectivity and low efficiency.

Keywords: Mobile radio network � Operation stability � Evaluation method
Efficiency

1 Introduction

Long-term stable operation of mobile network is the premise of providing users with
sustained and stable business. Radio network is responsible for the first step of users’
accessing, therefore, the health of mobile radio network determines whether users can
access and be able to get good perception. Compared to traditional evaluation methods
based on individual indicators and parameters [1] or artificial experience [2, 3], the
CEA [4] can evaluate the operation stability of base stations or mobile radio network
more completely and effectively.

However, with rapid development of the network scale and improving requirement
of fine management [5], there are more and more needs to reduce the operation and
maintenance (O&M) cost pressures and to attend to the needs of staff members who
sweated in the O&M work, the CEA exposes its deficiencies including:

(1) Difficulty in operation including data acquisition and maintenance.
(2) Non-objectivity of weighting factor determination.
(3) Inefficiency of operation in the current network.
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Focusing on these problems, this paper presents a high-efficiency dynamic evalu-
ation method from the perspective of reducing complexity, enhancing the objectivity of
evaluation and achieving the dynamic and cyclical model of evaluation.

2 Deficiencies of CEA

2.1 Difficulty in Daily Operation

The CEA needs to use a lot of basic data that related to O&M operation. All data is
grouped into three types, including key Performance Indicators (KPIs), external
influence factors and basic parameters. These three types of data are sequentially
represented as V, W and B, as shown in Table 1.

Based on above data and its classification, the CEA has design a basic evaluation
formula of MRNOS expressed as (1).

Score ¼ V �W � B ð1Þ

There is nothing wrong with the formula itself, but the problem lies in the data
sources of the W and B factors. Standardization level of ancillary facilities (W1),
equipment consumption level (W2), artificial maintenance condition level (W3) and
emergency situation response level (W4) of data W can only be obtained by manual
inspection in base stations or background account checking of O&M records. This kind
of situation could bring more difficulty and uncertainty to stability evaluation, espe-
cially in some VIP scenarios such as government agencies, airports, railway stations
and subway stations and tunnels. Due to irresistible factors [6], manual inspection of
base stations in VIP scenarios can only be implemented more than once a month (or
even a quarter or two). That kind of data update cycle will reduce W’s contribution to
the final Score. B1 and B2 of data B are also faced with similar problems.

Table 1. Three types of data in CEA.

Selected type of factors Details Identity

Stability KPIs Equipment alarm indicators
Network performance indicators

V

External influence factors Standardization level of ancillary facilities
Equipment consumption level
Artificial maintenance condition level
Emergency situation response level

W

Basic parameters Base Station (BS) ID
Cell ID
BS location
BS level
BS region value level

B
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2.2 Non-objective Determination of Weighting Factors

In Formula (1), the calculation weight of each level is determined by the analytic
hierarchy process (AHP) algorithm as well as expert scoring, as an example shown in
Table 2.

AHP brings an ability to judge consistency in analysis process which helps reduce
anomalies and heighten objectivity. However, expert scoring cannot help the same. The
basic process of expert scoring in CEA includes three steps, as simply described in
Fig. 1.

Table 2. An example of the importance judgment table for experts scoring in CEA.

Content Significance Degree Score
(abs)

Choice (one
only)

Relative importance between
Wi and Wj

Wi > Wj Totally
agree

4

Partially
agree

3

Basically
agree

2 √

Probably
agree

1

Wi = Wj 0
Wi < Wj Probably

agree
–1

basically
agree

–2

Partially
agree

–3

Totally
agree

–4

Fig. 1. Three steps of expert scoring in CEA.
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So the key factor that affects the calculation process of the evaluation method is
whether these chosen experts deserve their name. In other words, the experts them-
selves should know every detail of O&M work of mobile radio network very well and
the selection process must be objective. However, due to man-made operation, this
process can hardly be absolutely objective.

2.3 Low Efficiency in Evaluation

Compared to traditional analysis of MRNOS, CEA has already improved the evalua-
tion efficiency while improving the comprehensiveness and accuracy of stability
evaluation, but its evaluation efficiency is still not high enough. For example, as
described in Sect. 2.1, the highest frequency of CEA implementation is once a month,
which is far from the demand of dynamic cyclical evaluation.

3 High-Efficiency Dynamic Evaluation Method

In order to solve these three problems above, the HDEM is proposed in this paper from
the point of view of reducing high complexity, enhancing evaluation objectivity and
achieving the dynamic and cyclical model of evaluation.

3.1 Reducing Complexity

To reduce the complexity of evaluation method, first thing is try to use automatic data
acquisition system instead of artificial collection. Take China Unicom for example, by
upgrading and using OSS 2.0 which is an O&M system with ESB service, many kinds
of data including KPIs, measurement reports, alarms etc. can be automatically and
efficiently collected from the whole network into the OSS system [7], and this provides
a basis for improving the frequency and efficiency of stability evaluation.

The second one is reducing complexity of W and B in Formula (1). Update the
contents of W, modify four children of W in CEA into three in HDEM, represented as
(W’1, W’2, W’3), and reduce the children of B from five to two, represented as (B’1,
B’2), as shown in Table 3.

Table 3. Three types of data in HDEM.

Selected type of factors Details Identity

Stability KPIs V’1: Equipment alarm indicators
V’2: Network performance indicators

V’

Additional influence factors W’1: Equipment max consumption
W’2: Maintenance condition records
W’3: Emergency situation response time

W’

Basic parameters B’1: BS level
B’2: BS region value level

B’
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3.2 Enhancing Objectivity

When try to enhance evaluation objectivity in HDEM, there are basically two possible
recommendations based on expert scoring method. First is increasing the minimum
number of experts, hope that the increasing number of real experts could enhance
objectivity. Second is to design a new calculation method of weighting factors. The
concept of crowdfunding scoring is borrowed here in HDEM. The original idea of
crowdfunding, as its name suggests, is a funding method where common people like you
and me, henceforth the crowd, fund your personal or business project with their own
money. Now crowdfunding scoring represents a scoring method using the help of the
crowd.

In HDEM, the crowdfunding scoring method tries to get as much data as possible
by the help of all the O&M engineers who have rich front-line O&M experience rather
than less senior experts. Collection modes of such data can be very flexible and diverse,
not only through the traditional way of paper questionnaire but also through social
mobile apps, such as Facebook, Twitter, WeChat, Weibo etc., to get more efficiency.

Fig. 2. An improved evaluation process of MRNOS.
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3.3 Achieving the Dynamic and Cyclical Model

As described above, because of manual data acquisition, the stability evaluation work
using CEA is basically a single static process with fixed period and operation proce-
dures. There is no condition of dynamic and cyclical operation of CEA. Now in
HDEM, an improved evaluation process of MRNOS is proposed as shown in Fig. 2.

To achieve the goal of dynamic and cyclical evaluation, a high performance plat-
form should be built. Taking into account the rapid development of network size and
the data volume, this paper designs a stable and efficient carrying system for HDEM
based on the Big Data Analysis and Design Support Platform (BDADSP), the system
architecture is shown in Fig. 3.

As shown in Fig. 3, there is a Hadoop cluster in the BDADSP to provide Impala
service [8], which is also the middle tier framework to store process data and several
servers to provide map, web and GIS services [9]. The implementation of HDEM, as
well as other services, are supported on this platform in form of virtual machines. The
advantage of using this kind of design is that the system can be flexible with the
network scale expansion and traffic data growing.

A test-running stability evaluation system using HDEM has been built in province J
with configurations described in Table 4. The implementation of HDEM in the test
system now is fully cyclical and automated, it meets the needs of the O&M staff in the
whole province.

Fig. 3. Implementation of HDEM based on big data analysis platform.
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3.4 Comparison of CEA and HDEM

Choose province J in south China as a sample, make stability evaluation of WRNOS of
China Unicom FDD-LTE network in scale of the whole province. The comparison of
evaluation efficiency between CEA and HDEM is shown in Fig. 4.

It is observed from Fig. 4 that HDEM has a much higher efficiency than CEA. On
one hand, the number of evaluated BS using CEA is subject to artificial data update
cycle, there is little change in the date range. On the other hand, as the test-running
system is getting increasingly stable, the number of evaluated BS using HDEM is
growing rapidly over time and closing to the total number of BS which is about 36,000
in the province.

4 Conclusions

This paper presents an improved high-efficient dynamic evaluation method to solve
three main problems of the previous one, including complexity, non-objectivity and
low efficiency. The HDEM is proposed in this paper from the point of view of reducing
complexity, enhancing evaluation objectivity and achieving the dynamic and cyclical

Table 4. The configuration of test-running system using HDEM.

Category Quantity CPU (cores) RAM (GB) Memory (TB)

Computing resources 24 300 20
Virtual machine resources 8 16 64 1

Fig. 4. Comparison of evaluation efficiency of CEA and HDEM.
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model of evaluation. Comparison of CEA and HDEM in current mobile radio network
shows that HDEM has a better efficiency of stability evaluation. More measures should
be taken to optimize the big data platform to ensure the HDEM system operation
smoothly and efficiently.
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Abstract. The PCI mod3 interference in the Long Term Evolution (LTE) sys-
tem will cause degradation of radio access, handover, and quality of service,
which seriously pull down user feeling. We propose a novel scheme utilizing
advanced intelligent Genetic Algorithm to mitigate PCI mod3 interference
which is based on data resources of Drive Test, handover, and the Measurement
Report. The practical network trials demonstrate our scheme dramatically
reduced the operational complexity and PCI mod3 interference in LTE system.
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1 Introduction

Radio network interference suppression is an important study case of LTE network opti-
mization. The interference would affect the user’s voice quality, data throughout, handover
performance etc. Among various types of network interference, the PCI mod3 one is an
inherent systematic disease which would hardly be eradicated. As the 4th generation (4G)
network is booming, the average macro-site distance is getting smaller as well as the
average neighbor cells ascend. Thus, the collision risk of primary synchronized signal
(PSS) of LTE system is raised up, which is so-called PCI mod3 interference [1].

Technically, there is no efficient way to resolve PCI mod3 interference so far. The
conventional solution is based on geographical observation in light of engineer’s
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artificial experience at the expense of degenerated optimization performance and the
time-consuming [2]. In other hand, vendors’ software regarding this issue is always
incompatible to the practical situation, which means low efficiency calculation and
unsatisfactory optimization verdict [3]. A newly intelligent Genetic Algorithm based
PCI mod3 interference mitigation scheme is proposed and applied in real network
optimization. The trial results demonstrate its distinguished performance in terms of
accuracy and efficiency.

The rest of the paper is organized as follows. Section 2 describes PCI configuration
rules in the 4G network. Sections 3 and 4 constructs primary objective optimization
model and illustrates the details of advanced intelligent Genetic Algorithm, respec-
tively. There are some demonstrations of practical network solution in Sect. 5 and
Sect. 6 concludes the paper.

2 PCI Configuration Principle

The cell search process for 4G user equipment (UE) includes two sequential important
steps, which is the acquisition of primary synchronization signal (PSS) and secondary
synchronization signal (SSS), respectively. The allocated PCI is from 0 to 503 by
network, which is calculated by SSS code sequence IDx3 + PSS code sequence ID.
Here, the SSS code sequence range is from 0 to 167 and the PSS code sequence range
is only from 0 to 2, respectively. Note, the PSS sequence ID uniquely determines the
distribution pattern of the cell reference signal (CRS).

Generally, there are three categories of interference regarding PCI arrangement.
Firstly, it calls PCI conflict which means the PCI of UE-camped cell is same as the one
of adjacent cells deployed by the identical frequency. Secondly, the PCI confusion is
determined by the identical PCI arrangements among adjacent cells assuming same
frequency networking as well. Finally, it is so-called PCI mod3 interference which is
actually defined by identical CRS pattern among adjacent cells of same frequency [6].
The previous two cases would cause call drop, access failure and/or handover failure.
However, those would be relatively easier tackled with in the practical network opti-
mization due to longer multiplexing distance (504) compared with the one of PCI mod3
(3). The PCI mod3 interference between adjacent cells is universal in the practical LTE
network due to low multiplexing distance. Therefore, the fundamental configuration
principle is to maximally diversify the CRS pattern among adjacent cells which also
means maximizing the difference of PSS sequence code for adjacent cells.

3 PCI Optimization Model Setup

While the number of one cell’s neighbor cells is greater than 2, the mod3 interference is
hardly inevitable and the PCI mod3 interference has become the most common
interference in the network. Therefore, it is necessary to optimize the PCI configuration
of the practical network to minimize the mod3 interference caused by the unreasonable
PCI configuration.
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From the causes of the mod3 interference, the possibility of mod3 interference is
much larger when there are many intra-frequency neighbor cells with similar signal
strength in the service cell and PCI mod 3 results of the service cell and neighbor cells
are the same. The MR [5] data and DT data in the practical network include the
frequency, PCI and RSRP information of the serving cell and all neighbor cells.
Through the analysis of the MR and DT test data and combining the resources engi-
neering parameters and the handover data of network management, we create a
neighbor cell-level interference matrix, and build mod3 interference calculation model
in a certain optimization area. Finally, we found a PCI configuration with the minimum
interference in the field optimization field.

If there are N cells in the optimization field, the source cell is i, and the target cell is
j, and the interference value between the two cells is equal to PWij � PMODij. Among
them,

PWij ¼ w1 � 1
Rij

þ CRij

CRmax � CRavg

� �
þw2 � 1

Dij
þ CDij

CDmax � CDavg

� �

þw3 � CSij
CSmax � CSavg

ð1Þ

The three parts of formula consider the influence of correlation coefficient about
MR data, DT data and handover data respectively. The w which reflects the weight of
different data source can be adaptive adjusted according to the optimization demand.
Taking MR data as an example, the correlation coefficient between the source cell i and
the target cell j in the MR is the mean value of the absolute value of the RSRP
difference of the neighborhood pair, the calculation of Rij is as follows:

Rij ¼
XCRij

n¼1

RSRPn
i � RSRPn

j

��� ���=CRij ð2Þ

Among them, RSRPn
i represents the signal strength RSRP value of cell i in the nth

sample point in the MR data. CRij is the number of RSRP sampling points containing
the target cell j in the MR data of the source cell i. CRmax represents the maximum
number of sampling points of neighbor cell measured by source cell in MR, and CRavg
represents the mean number of sample of neighbor cell measured by source cell in MR.

PMODij ¼ 1; If there is amod 3 interference between cell i and cell jð Þ
0; If there is nomod 3 interference between cell i and cell jð Þ

�
, PMODij

represents the mod 3 interference between cell i and cell j.
Then the interference matrix I of the entire optimization region can be expressed as:

I ¼
PW11 PW12 . . . PW1N

PW21 PW22 � � � PW2N

..

. ..
. . .

. ..
.

PWN1 PWN2 � � � PWNN

2
6664

3
7775:

PMOD11 PMOD12 . . . PMOD1N

PMOD21 PMOD22 � � � PMOD2N

..

. ..
. . .

. ..
.

PMODN1 PMODN2 � � � PMODNN

2
6664

3
7775 ð3Þ
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In order to minimize total interference of the optimal field, the overall function can

be expressed as: F ¼ PN
i¼0

PN
j¼0

Iij, the optimization variable is the value of the PSS of the

cell in the optimized field.

4 PCI Optimization Algorithm Design

From objective function, the computational speed of the optimal solution is limited by
the number of cells in the optimized region. In order to accelerate the convergence of
the algorithm, we introduce the genetic algorithm to output the PCI configuration of the
optimization area. The detailed steps are as follows.

4.1 Determine the Initial Value

The heuristic linear search determines the first row of the population matrix in the
genetic algorithm.

4.2 Elite Algorithm Filters the Optimal Solution

The best chromosomes are retained in each generation of the population matrix.

4.3 Crossover, Mutation

The two critical steps in the genetic algorithm are the mating and mutation. The mating
method uses the full mating of the algebra. That is, each gene of the parental chro-
mosome of the selected parent carries out sufficient information to interact with each
other to produce the para gene of the chromosome. And the mating probability can be
adjusted. The mutation probability determines that the search space can be adjusted
appropriately so as to avoid the search process remaining in the local space. The
probability of mutation is too small to ensure that the local search space is searched for
the optimal solution, and the probability of mutation is too large may lead to excessive
random search, waste efficiency. So the general experience value is set to 10%–20%. In
the algorithm, the cost function is evaluated by machine learning. Once the cost
function is retained in the local space, the search space is improved by adjusting the
mutation probability, and the search efficiency is improved.

4.4 Heuristic Search

For large area where PCI needs to be optimized, the search algorithm for sparse
matrices is easy to consume a great deal of time, and the search results are poor.
Therefore, in the process of genetic algorithm, the search method of heuristics is
introduced appropriately, which can accelerate the search efficiency and improve the
search precision. At the same time, it can adaptively adjust the step size of the heuristic
search and genetic algorithm, so that the intelligent fusion of two search methods can
accelerate the search of the global optimal solution.
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4.5 Convergence

The algorithm can adopt two convergence strategies. One is to set the iteration
threshold, when the iteration threshold is terminated, the search is over and the general
iteration threshold is set to 1/10 of the chromosomes number in the search matrix.
Another iterative convergence can be terminated automatically according to the search
performance. Once the cost function is consistent over a long time, it is assumed that
the global optimal solution is found and the search is stopped.

4.6 Parallel Computing to Improve Operational Efficiency

The performance of the algorithm is based on the design of the software and the
hardware support. In the search process, the method of parallel computing is adopted to
further improve the calculation efficiency of the fixed population matrix.

In summary, we propose a genetic algorithm based on the PCI optimization
algorithm, the specific steps are as follows:

Step 1: Select the optimization field and set the protection zone, enter the engi-
neering parameters of the PCI optimization field, or select the optimization field by
delineation of the map.
Step 2: Collect the resource engineering parameters, MR data, handover data, and
DT data of the base stations in the optimization field and protection zone.
Step 3: Generate the neighbor cell-level interference matrix based on the massive
MR data, DT data and handover data.
Step 4: Use genetic algorithm iteratively output the optimization region’s PCI
configuration.
Step 5: Output the PCI optimized configuration strategy for the optimization field
and the change of Cost of the integrated interference value.

5 PCI Optimization Effect Verification

In order to verify the application effect of PCI optimization algorithm proposed in this
paper, we optimize the optimization field of 591 cells in the current network. The
following table shows the data of the practical network data before and after using the
PCI optimization scheme proposed in this paper, and compares it with the optimization
effects of the other three existing PCI tools. From the results, after the PCI optimiza-
tion, the optimization field of 591 cells KPI indicators run smoothly. Handover success
rate has been improved and the mod3 interference has been decreased, the optimization
effect is good (Table 1).

In terms of system operation efficiency, the efficiency of this algorithm is greatly
improved due to the combination of genetic algorithm and parallel computation. Using
the PCI optimization method based on genetic algorithm proposed in this paper, it takes
about 15 min to optimize 1000 cells in practical network, and the industry’s existing PCI
optimization tool for 1000 cells PCI optimization will take about 6 h. The substantial
increase of optimal efficiency can effectively meet the needs of the actual optimization.
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6 Conclusions

Our proposed scheme constructed a comprehensive neighbor cell-level interference
matrix based on the weight of the adjustable data source, using MR data, DT data and
handover data, respectively. At the same time, the PSS sequence code allocation is
calculated by using the advanced intelligent genetic algorithm aiming to mitigate
interference at optimum. Compared with the existing PCI planning schemes, our
scheme have demonstrated significant optimization performance improvement as well
as dramatic reduction on the computational complexity. Also, our scheme radically
enhanced optimization efficiency by subtle and customized compute programming
realization which could be further commercialized.
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Table 1. Comparison of before and after PCI optimization.

Terms Handover
success
rate

LTE Coverage
(RSRP > –110
and SINR >= –3)

Average
RSRP

Average
SINR

SINR > 0
rate (%)

Continuous
SINR
difference
mileage
ratio

FTP average
download
speed (with
dropped)
(Mbps)

LTE download
speed is greater
than or equal to
5 M ratio (%)

Before
optimization
(mean)

97.01% 97.11% –75.44 15.25 95.02% 3.05% 30.33 98.09%

Other
existing
scheme

97.71% 97.80% –75.3 15.24 95.77% 1.22% 31.22 98.16%

This paper
PCI
optimization
scheme

98.27% 97.87% -74.19 16.28 96.34% 0.97% 34.58 98.72%
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Abstract. Effective base station (BS) evaluation can assist telecom operators to
find problematic cells and optimize the system performance. This paper proposes
a data mining based joint BS evaluation (JBSE) algorithm in LTE cellular sys-
tems. Initially, the JBSE algorithm considers four key factors, including the cell
energy consumption, the cell revenue, the cells distribution induced interference,
the high BS induced cross-boundary coverage. Then, the expert judgement
matrix is employed to rank the level of each factor. Finally, the JBSE algorithm
evaluates each cell comprehensively. The JBSE algorithm is used in the LTE
systems evaluation of a city in China. It can find problematic cells effectively.

Keywords: LTE � Base station � Energy consumption � Cell revenue

1 Introduction

Due to the high data rate and low latency, LTE cellular systems are widely deployed
worldwide [1, 2]. The operation of LTE systems includes the planning stage and the
optimization stage [3, 4]. Effective base station (BS) evaluation can assist telecom
operators to find problematic cells and optimize systems, thus reducing the operational
expenditure, as well as improving the system performance and user perception [5, 6].

Many existing works consider sole factor for BS evaluation. In [7], the stochastic
geometric model is used to optimize the BS distribution, and the objective is to minimize
the outage ratio. Authors of [8] design the relay base station deployment and opti-
mization scheme, and the aim is to reach the balanced traffic distribution among cells.

In this paper, we design a data mining based joint BS evaluation (JBSE) algorithm
in LTE cellular systems. Firstly, the JBSE algorithm considers a series of factors,
including the cell energy consumption factor, the revenue factor, the dense cells dis-
tribution induced interference factor, the high BS induced cross-boundary coverage
factor. Secondly, the JBSE algorithm utilizes the expert judgement matrix to rank the
level of each factor. Thirdly, the JBSE algorithm evaluates each LTE cell synthetically.
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2 Four Factors of JBSE Algorithm

2.1 Cell Energy Consumption

It is generally known that telecom operators spend a huge amount of maintenance cost
for the cell energy consumption [9, 10]. The major sources of energy consumption
include RF, BS equipment, refrigeration equipment. This paper denotes the energy
consumption of Cellj RF as ERF

j . The energy consumption of Cellj BS equipment is

denoted as EBSeqp
j . The energy consumption of Cellj refrigeration equipment is denoted

as EREFeqp
j . Hence, the energy consumption Ej of Cellj can be generally calculated as (1).

Ej ¼ ERF
j þEBSeqp

j þEREFeqp
j ð1Þ

2.2 Cell Revenue

From the perspective of telecom operators, both voice call and data service bring the
revenue and profit. We should prefer to provide first-class maintenance and good QoS
to the high revenue cell. Therefore, the cell revenue is a key factor for BS evaluation. In
this paper, the Cellj revenue of voice call is denoted as Revcallj . The Cellj revenue of data

service is denoted as Revdataj . Hence, the total revenue of Cellj is denoted as Revj, using
(2a) and (2b).

Revj ¼ Revcallj þRevdataj ð2aÞ

) Revj ¼ Numcall
j � Pricecallunit þNumdata

j � Pricedataunit ð2bÞ

where Numcall
j is the total number of voice call in Cellj, and the unit of Numcall

j is

minute. Pricecallunit is the unit price of voice call per minute. Therefore,
Revcallj ¼ Numcall

j � Pricecallj . Similarly, Numdata
j is the total flow of data service, and

the unit of Numdata
j is MB. Pricedataunit is the unit price of data service per MB. Hence,

Revdataj ¼ Numdata
j � Pricedataunit .

2.3 Cells Distribution Induced Interference

In LTE systems, each cell employs hard handover [11, 12]. Therefore, user’s signal
received from adjacent cells becomes the inter-cell interference [13–15]. Hence, the cell
density should be in a suitable range. Figure 1 illustrates the analysis method of the cell
density, as well as the main coverage area. Specifically, the Cellj’s main coverage area
is under �47:5 degrees of Cellj’s main lobe direction within Rdens meters. (e.g., Rdens

can be set as 500–900 m in downtown area). Correspondingly, this paper defines the
number of adjacent cells in Cellj’s main coverage area as Cellj density.
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In order to comprehensively evaluate BS deployment, we consider the interference
induced by dense cells distribution. As shown in Fig. 2, dense adjacent cells will result
in the overlapping area. Users in the overlapping area will receive strong signal power
from adjacent cells and suffer severe inter-cell interference. Since the inter-cell inter-
ference is time-varying and difficult to calculate, this paper employs Cellj overlapping
ratio to reflect the inter-cell interference induced by dense cells distribution. The
process to calculate Cellj overlapping ratio Ooverlap

j includes four steps:

Step1: Measurement report (MR) of each user is collected by telecom operators
[16]. This paper assumes Userk has M measurement reports (MRs).

Step2: In MRk,m (m 2 1; 2. . .Mf g), for Userk (k 2 1; 2. . .Kf g) served by Cellj, the
reference signal received power from serving Cellj is denoted as RSRPj;k;m. Userk’s
signal power received from adjacent Celli (i 2 1; 2. . .If g) is denoted as RSRPi;k;m.

Step3: For Userk, the total number of adjacent Celli (i 2 1; 2. . .If g), which meets
RSRPi;k;m � RSRPj;k;m [ � 3dB, is calculated as the overlapping value OVk;m of this
Userk’s MRk,m. Namely, OVk;m ¼ Num of RSRPi;k;m � RSRPj;k;m [ � 3dB;

�

i 2 1; 2. . .If gð ÞÞ.
Step4: Cellj overlapping ratio Roverlap

j equals the ratio of all MRs’ total overlapping
values to the total number of all MRk,m, as shown in (3a) and (3b):

Roverlap
j ¼

PK
k¼1

PM
m¼1 OVk;m

PK
k¼1

PM
m¼1 MRk;m

ð3aÞ

) Roverlap
j ¼

PK

k¼1

PM

m¼1
Num of RSRPi;k;m � RSRPj;k;m [ � 3dB; i 2 1; 2. . .If gð Þ� �

PK

k¼1

PM

m¼1
MRk;m

ð3bÞ

R de
ns

-47.5 +47.5

Main lobe 
direction

Cellj

Cell3 Cell2

Cell1

Fig. 1. Cellj’s main coverage area illustration

Cell3 Cell2

Cell1

Overlapping
area

Cellj

Fig. 2. Overlapping area illustration
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2.4 High Cell Induced Cross-Boundary Coverage

Telecom operator should equip BS antenna with appropriate height. When the BS
antenna is equipped on the skyscraper roof, the signal may transmit extremely long
distance, thus resulting in the cross-boundary coverage, as shown in Fig. 3. Since the
signal under long distance transmission is unstable and time-varying, the
cross-boundary coverage impacts the SINR and degrades the network performance.

According to 3GPP, MR (measurement report) contains Time-advance, denoted as
MR.Tadv. MR.Tadv reflects the distance between user and serving cell, as shown in
Table 1 [17]. For example, MR.Tadv12 reflects the distance between Userk and serving
Cellj is in the range from 938 m to 1095 m. We employ two sub-factors for the
cross-boundary coverage. The first sub-factor is ratio of User-to-Cellj distance larger
than 938 m, denoted by Rdis[ 938

j , as shown in (4). The second is ratio of User-to-Cellj
distance larger than 1408 m, denoted by Rdis[ 1408

j , as shown in (5).

Rdis[ 938
j ¼

PK

k¼1

PM

m¼1
MR:Tadv12j;k;m þMR:Tadv13j;k;m þ . . .. . .þMR:Tadv44j;k;m

PK

k¼1

PM

m¼1
MR:Tadv00j;k;m þMR:Tadv01j;k;m þ . . .. . .þMR:Tadv44j;k;m

ð4Þ

Rdis[ 1048
j ¼

PK

k¼1

PM

m¼1
MR:Tadv18j;k;m þMR:Tadv19j;k;m þ . . .. . .þMR:Tadv44j;k;m

PK

k¼1

PM

m¼1
MR:Tadv00j;k;m þMR:Tadv01j;k;m þ . . .. . .þMR:Tadv44j;k;m

ð5Þ

where MR.Tadvj,k,m is the Time-advance of serving Cellj reported by Userk
(k 2 1; 2. . .Kf g) in MRk,m (m 2 1; 2. . .Mf g).

Fig. 3. Diagram of cross-boundary coverage

Table 1. MR.Tadv distance description

MR.Tadv Distance (meter)

MR.Tadv.00 0–78.24
MR.Tadv.01 78.24–156.28
…

MR.Tadv.11 860–938
MR.Tadv.12 938–1095
…

MR.Tadv.17 1330–1408
…

MR.Tadv.43 15022–20029
MR.Tadv.44 20029 to +∞
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3 Joint Evaluation

3.1 Design Expert Judgment Matrix

In Sect. 2, four factors are considered to evaluate each LTE cell. In order to effectively
determine the threshold of each criterion, Sect. 3.1 constructs the expert judgment
matrix Bjudge, as shown in (6). Bjudge is with the dimension of 4� 2. Each horizontal
vector is for a specific factor.

Bjudge ¼
B1;1 B1;2

B2;1 B2;2

B3;1 B3;2

B4;1 B4;2

0

BB@

1

CCA ¼
Elow Ehigh

Revlow Revhigh
Roverlap
low Roverlap

high

Rdis[ 938
high Rdis[ 1048

high

0

BB@

1

CCA ð6Þ

Specifically, B1,1 and B1,2 are for the cell energy consumption factor. This paper
sets B1;1 ¼ Elow and B1;2 ¼ Ehigh. Elow denotes the threshold of low energy consump-
tion. Ehigh denotes the threshold of high energy consumption.

B2,1 and B2,2 are for the cell revenue factor. We set B2;1 ¼ Revlow and
B2;2 ¼ Revhigh. Revlow and Revhigh are the low revenue threshold and high revenue
threshold.

B3,1 and B3,2 are for the factor of cells distribution induced interference. JBSE
algorithm sets B3;1 ¼ Roverlap

low and B3;2 ¼ Roverlap
high . Roverlap

low and Roverlap
high are the threshold

of low overlapping ratio and threshold of high overlapping ratio, respectively [16].
B4,1 and B4,2 are for the factor of high cell induced cross-boundary coverage. JBSE

algorithm sets B4;1 ¼ Rdis[ 938
high and B4;2 ¼ Rdis[ 1048

high . Rdis[ 938
high is the threshold of high

ratio of User-to-Cellj distance larger than 938 m. Rdis[ 1048
high is the threshold of high

ratio of User-to-Cellj distance larger than 1408 m.

3.2 Cell Evaluation

On the basis of expert judgment matrix Bjudge, the JBSE algorithm evaluates each cell
in LTE systems. As illustrated in Table 2, Cellj energy consumption, which is denoted
as Ej in (1), can be divided into three types, according to B1,1, B1,2, Elow and Ehigh.

Table 2. Judgement criterion of cell energy consumption

Cellj energy consumption Cellj energy consumption level

Ej �Elow Low energy consumption

Elow\Ej �Ehigh Medium energy consumption

Ehigh\Ej High energy consumption
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As illustrated in Table 3, Cellj revenue (denoted as Revj in (2a) and (2b)) consists of
three types, on the basis of B2,1, B2,2, Revlow and Revhigh.

Similarly, based on B3,1, B3,2, R
overlap
low and Roverlap

high , Cellj overlapping ratio (calcu-

lated as Roverlap
j in (3a) and (3b)) can be categorized into three types, as shown in

Table 4. In Table 4, high overlapping level reflects that users in Cellj has high prob-
ability to suffer severe inter-cell interference from adjacent cells.

According to B4,1, B4,2, Rdis[ 938
high and Rdis[ 1048

high , the cross-boundary coverage

indicators, including Rdis[ 938
j in (4) and Rdis[ 1048

j in (5), are employed to evaluate
Cellj cross-boundary coverage level.

Celljcross� boundary coverage level

¼
Secvere cross� boundary coverage if 30%\Rdis[ 938

j and 10%\Rdis[ 1048
j

Medium cross� boundary coverage if 30%\Rdis[ 938
j or 10%\Rdis[ 1048

j

Good coverage if 30%�Rdis[ 938
j and 10%�Rdis[ 1048

j

8
><

>:

ð7Þ

From (7), Cellj will be ranked as severe cross-boundary coverage when both
30%\Rdis[ 938

high and 10%\Rdis[ 1048
high are meet. Cellj will be ranked as medium

cross-boundary coverage when either 30%\Rdis[ 938
high or 10%\Rdis[ 1048

high is meet.
Otherwise, Cellj will be ranked as good coverage.

After reaching above four levels, this paper takes the joint evaluation and labels
each cell, as shown in Table 5.

Table 3. Judgement criterion of cell revenue

Cellj revenue Cellj revenue level

Revj �Revlow Low revenue

Revlow\Revj �Revhigh Medium revenue

Revhigh\Revj High revenue

Table 4. Judgement criterion of cell overlapping

Cellj overlapping ratio Cellj overlapping level

Roverlap
j �Roverlap

low
Low overlapping

Roverlap
low \Roverlap

j �Roverlap
high

Medium overlapping

Roverlap
high \Roverlap

j
High overlapping
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4 Application and Analysis of JBSE Algorithm

In order to evaluate the JBSE algorithm, this paper employs the JBSE algorithm to the
LTE systems of a city in China. Figure 4 illustrates the evaluation results. From Fig. 4,
311 cells are labelled as Energy optimization, 637 cells as labelled as High-value
maintenance, 476 cells are labelled as Structure optimization, 213 cells are labelled as

Table 5. Joint evaluation of cell

Step1: If Cellj energy consumption level is high, and Cellj revenue level is low,
Cellj’s energy label will be ranked as ‘Energy optimization’
* ‘Energy optimization’ indicates Cellj’s high energy consumption is not generated by large
voice and data services. Telecom operators should check and optimize the BS equipment,
refrigeration equipment, in this way to reduce the huge consumption

Step2: If Cellj revenue level is high, Cellj’s revenue label will be ranked as ‘High-value
maintenance’
* ‘High-value maintenance’ indicates Cellj generates both large voice and data services, thus
bringing huge revenue and profits. Operators should take preference to maintain this cell.

Step3: If Cellj overlapping ratio level is high, Cellj’s interference label will be ranked as
‘Structure optimization’
* ‘Structure optimization’ indicates Cellj is surrounded by dense adjacent cells, thus network
structure optimization is needed. Typical methods include reducing the cell density, RF
optimization of the adjacent cell which generates the heaviest interference.

Step4: If Cellj cross-boundary coverage level is either severe or medium, Cellj’s cross-boundary
label will be ranked as ‘Coverage control’
* ‘Coverage control’ indicates Cellj has a large number of users under long-distance signal
transmission. Typical methods include reducing antenna height, reducing transmission, antenna
tilt optimization

Energy
opti.

High-
value 
maint.

Structur
e opti.

Covera
ge cont. 

Energy
opti.,Str
ucture 
opti.

Energy
optimi.,
Covera
ge cont.

High-
value 

maint., 
Structur
e opti.

High-
value 

maint., 
Covera
ge cont.

Structur
e

opti.,Co
verage 
cont.

Energy
opti.,Str
ucture 

opti.,Co
verage 
cont.

High-
value 

maint.,
Structur

e
opti.,Co
verage 
cont.

cells 311 637 476 213 95 46 177 85 131 21 35

311

637

476

213

465
46

177
85

131
21 35

0
100
200
300
400
500
600
700

N
um

be
r 

of
 C

el
ls

 

Fig. 4. Evaluation results of a city district LTE systems

362 L. Xu et al.



Coverage control. The network optimization department can employ relevant methods
to address these cells, as detailed introduced in Table 5.

Furthermore, a series of cells are double labelled. For example, 95 cells are double
labelled as Energy optimization & Structure optimization. 46 cells are double labelled
as Energy optimization & Coverage control. Telecom operators should prefer to tackle
these cells than single-label cells. In addition, 21 cells are triple labelled as Energy
optimization & Structure optimization & Coverage control. 35 cells are triple labelled
as High-value maintenance & Structure optimization & Coverage control. These triple
labelled cells have the highest priority of optimization and maintenance.

Above mentioned 2227 cells are checked by telecom operator. 1537 cells are
confirmed with some problems or being high revenue cells. Therefore, the accuracy of
the JBSE algorithm reaches 69%.

5 Conclusions

This paper studies base station (BS) evaluation and designs a data mining based joint
BS evaluation (JBSE) algorithm in LTE cellular systems. JBSE algorithm considers the
energy consumption, the revenue, the interference, the cross-boundary coverage. Based
on above four factors, each LTE cell is evaluated and labelled comprehensively. We
apply the JBSE algorithm to the LTE systems in a city in China, thus assisting the
telecom operator to seek and optimize the problems of cells.
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Abstract. In this paper, we incorporate human visual speed perception model
into a NSS based VQA method for video sequences transmitted via wireless
network. The human visual speed perception contains two parts: one is motion
information, which is calculated by using the prior probability distribution of the
relative motion in each frame of the video; the other one is the perception noise,
derived from the background motion. The weighting factors are defined as
perceptual information that minus perception noise from motion information.
We extract both spatial and temporal statistical features in videos (NVS-S and
NVS-T), and measure their deviations from pristine statistical features. Conse-
quently, the deviations can be synthesized with perceptual information based
weighting coefficients to get the video quality score. The proposed blind VQA
model is trained and tested in the LIVE database and EPFL-PoliMI database.
The experimental results indicate that our model outperforms other blind VQAs.

Keywords: Blind video quality assessment � Motion information
Natural video statistics � Motion residual

1 Introduction

With the rapid proliferation of internet, video service has become part of people’s life
gradually. But due to lossy compression, packet loss, video qualities that customers
perceived may be degraded. For this reason, video quality assessment (VQA) plays a
more important role in video processing applications. Video services especially mobile
videos being transmitted via wireless channel, and the demands of the real-time and
encryption original video both make the original videos unavailable. Thus approach
used without any reference to original videos, is deemed as the most promising way for
assessing network video quality, which is known as NR VQA.

MOVIE index proposed by Bovik [1] uses the outputs of a Gabor filter family to
calculate optical flow and then estimates motion. Another widely used method is based
on structural information detection—3D structure tensor [2]. Combined with the
structural similarity (SSIM), Z. Wang proposed a weighting model in [3]. However,
previous researches using weighting factors are basically full or reduced reference VQA,
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for that weighting factor should be given to a certain pixel or area and hence it is hard for
no reference VQA since direct information in a pixel or small area is usually unavail-
able. For the reason that, to no reference VQA especially based on NSS, we can only
gain some rough statistical information. Therefore, it is necessary to apply the weighted
operation on the premise of frame segment.

In [4], Z. Wang proposed a human visual speed perception model to obtain motion
information, which performed well. In this paper we incorporate this model into
spatio-temporal NSS VQA algorithm, in which NSS features are weighted using this
perceptual information model. And in the paper, we have developed a framework that
utilizes a perceptual information content model based on motion vectors to realize
video frame segment.

The remainder of the paper is organized as follows. We introduce the visual speed
perception method as the weighting factors in Sect. 2. In Sect. 3, we extract spatial
features from pixels information and we analyze the DCT coefficients derived from
motion residual image to obtain temporal feature. In Sect. 4, we adopt frame quality
using the weighted NSS features and then gain the final video score via temporal
pooling scheme. Section 5 will describe the experiment and performance analysis in
detail. Finally we give our conclusion in Sect. 6.

2 Spatio-Temporal Weighting Factors

We propose a no reference video quality assessment consider not only the statistical
change of spatio-temporal features caused by external distortions, but also the following
two aspects: biased judgements visual system gives to different degree motional stim-
ulas and internal distortions generated by HVS’s own error-prone characteristic as a
information communication channel. On the basis of previous theory, to the first aspect,
a prior probability is used to describe the information content [5] and to the second, a
likelihood function is established to simulate the HVS channel [5], as shown in Fig. 1.

In the video frame, motion information is usually represented as a two-dimensional
field of motion vectors, where each spatial location x; yð Þ is associated with a motion
vector v! x; yð Þ. In our method, adaptive-rood-pattern-search (ARPS) [6] has been
utilized for motion estimation. For a video frame, three types of motion fields have
been taken into account, which are absolute motion, background motion and relative

motion. And they are represented by Va
�!

, Vb
�!

Vr
!
, respectively. Then, the length of the

motion vector, denoted as v ¼ v!�� ��
2, measures the speed of motion. The above is the

preparation of computing these two idexes.

Information 
content

Perceptual 
uncertainty

Spatiotemporal 
weighting factors∑HVS channel

Motional 

stimulus

Internal 
distortion

Prior probability 
distribution

Likelihood 
function

Fig. 1. Framework of spatio-temporal weighting factors calculation
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Statistically, an object in high speed movement relative to the background would
cause a strong strike to our eyes. HVS would certainly pay more attention on those
moving part. Therefore, it’s intuitively believed that object motion always has a strong
association with human visual attention. And it can provide a basis for predicting visual
fixations. Here, we adopt a quantitative measurement of motion information content
using the speed of motion. Previous work has shown that the distribution for the speed
prior can be well fitted with:

p vrð Þ ¼ u
v@r

ð1Þ

And based on computing self-information of the information content, the infor-
mation content contained in motion can be estimated:

I¼ � log p vrð Þ ¼ @ log vr þ b ð2Þ

where u, @ are two positive constants and b¼ � logu.
Since the perception of HVS can be regarded as an information communication

channel (distortion channel), we could quantity the intuitive perceptual uncertainty via
measuring these distortions. That is to say, given the likelihood function of internal
distortion, the HVS perceptual uncertainty can be easily determined. According to [5],
for a given background speed, the likelihood function is:

pðmjvbÞ ¼ 1ffiffiffiffiffiffi
2p

p
rm

exp
� logm� log vbð Þ2

2r2

" #
ð3Þ

and then perceptual uncertainty can be quantified by computing the entropy of the
likelihood function:

U¼ �
Zþ1

�1
pðmjvbÞ logpðmjvbÞdm

¼ log vb � c log cþ d

ð4Þ

Where m and vb are the uncertainty measurement and the speed of background
motion, respectively. r is inversely dependent on the contrast c, modeled as r¼ k

cc and
d¼ 1

2 þ 1
2 logð2pr2Þ þ log k is a constant.

As we can see in Fig. 2, to every spatial location in each video frame, the infor-
mation content and perceptual uncertainty can be calculated. On the basis of previous
hypothesis on HVS that the importance of a visual stimulate should increase with
information content but decrease with the perceptual uncertainty, authors in [4] defined
the weighting factor in every pixel as:

w ¼ I � U ð5Þ
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In other words, every pixel has its own weight. Location with higher weight means
more attention paid by HVS and consequence should be assigned more proportion in
estimating quality score of the whole frame.

3 Spatio-Treporal Feature Abstraction

Here we divide each video frame into n� n areas and for per area, we abstract features
from both spatial and temporal domain. To remove redundancy and capture the
underlying features, we adopt a popular local non-linear transformation by removing
mean displacements from pixels values and normalizing the local variance, which
results in a more Gaussian-like histogram [7]. This operation was also used in many
other blind VQAs, such as [8, 9]. For a given frame In in video sequences, Unði; jÞ is
the pixel value locate at ði; jÞ, and the normalized pixel will be:

wnði; jÞ ¼
Unði; jÞ � lnði; jÞ

rnði; jÞþC
ð6Þ

where i 2 1; 2. . .Hf g; j 2 1; 2. . .Wf g are spatial indices. H and W represent the image
height and width respectively. C ¼ 1 is a constant that make sure the denominator of
the formula won’t tend to zero. lnði; jÞ and rnði; jÞ represent the mean and variance of
N � N block around the pixel ði; jÞ.

For each area, a generalized Gaussian distribution (GGD) is adopted, which has been
proved to have an excellent performance in previous works [8, 9]. And we can capture a
broader spectrum of distorted frame statistics by using the GGD with zero mean:

f ðx; a; b; cÞ ¼ a expð�ðb xj jÞcÞ ð7Þ

where b ¼ 1
r

ffiffiffiffiffiffiffiffiffiffi
Cð3=cÞ
Cð1=cÞ

q
, a¼ bc

2Cð1=cÞ, and Cð�Þ is the gamma function: CðxÞ ¼ R1
0
tc�1e�tdt.

Fig. 2. Illustration of information content, perceptual uncertainty and the final weighting factors
calculated from the motion vector field
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Accordingly, the shape of the distribution is decided by the above three parameters
a; b; c. The existence of distortions will exactly alter this shape and thus these three
parameters will change correspondingly. We use n� n groups of a; b; c value as the
first three parameters in NVS-S.

While during transmitted over the network, video sequences are often faced with
motion distortion. Thus, temporal distortion can be regarded as motion distortion when
referred to network video sequences. Here we use the motion residual to obtain the
temporal features.

Similarly, we do the following estimation and transformation operations on n� n

areas separately. Here we use the absolute motion vector field Va
�!

. Each spatial

location will have a motion vector Va
�!

ðx;yÞ, which represents the corresponding motion
direction and motion strength between two adjacent frames. According to the nth frame
and the motion vectors, we can get the predicted ðnþ 1Þth frame:

Ipnþ 1ði; jÞ ¼ Inði þ VaðxÞ; j þ VaðyÞÞ ð10Þ

So the motion residual image is:

Iresidual ¼ Inþ 1 � Ipnþ 1 ð11Þ

In pristine video, except for the zero coefficients, motion residual image only has a
few small coefficient, and temporal distortion will introduce much energy to the motion
residual image. In order to capture the characteristic, we get the DCT coefficients by
performing a 16*16 DCT transform to the motion residual images. Likewise, we use a
GGD to capture the distribution of the distorted image and also use the three distri-
bution shape parameters a; b; c as a representation of temporal NSS feature. Finally, we
capture n� n groups of a; b; c values in all to represent motion residual DCT coeffi-
cient distribution for the whole frame.

4 Pooling Scheme

We adopt Mahalanobis distance to calculate the difference between the characteristic
parameters abstracted from the distorted and natural video frames. Contrast to Eucli-
dean distance, Mahalanobis distance is scale-invariant and is more effective to exhibit
the distance between different feature vectors even though the vector elements have
different scope, which is expressed as:

Dðv1; v2;R1;R2Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðv1 � v2ÞT ðR1 þR2Þ�1

2
ðv1 � v2Þ

s
ð14Þ

where v1; v2 are the mean vectors and R1;R2 are the covariance matrices of parameters
abstracted from natural and distorted video frame, respectively.
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Since the spatio-temporal weighting factors are counted via pixels, for area k, we

calculate the average value waveðkÞ¼
PHk
i¼1

PWk

j¼1

wði; jÞ

Hk�Wk
, where Hk, Wk are the height and the

width of the area k respectively, to get the corresponding weighting value for DðkÞ.
Finally, quality score for a single frame can be represented as:

Q¼
Pn�n

k¼1
waveðkÞ � DðkÞ
Pn�n

k¼1
waveðkÞ

ð15Þ

Given the frame quality, we adopt Minkowski summation to integrate these video
frames to yield the overall quality score.

5 Experiment and Performance

We used LIVE-database and the EPFL-PoliMI database to show that the performance
of our algorithm, and we used multiple train-test groups to increase the reliability of
experiment. In each group, the two databases were subdivided into training and test
sets, and 80% of the videos of the EPFL-PoliMI database were used for training while
the remaining 20% plus the whole videos in the LIVE-database for testing.

When calculating the Mahalanonis distance between the NVS features of the nat-
ural video frame and the distorted one, a key step is to extract the NVS parameters from
the natural video. However, in fact, there doesn’t exist a pristine video that is com-
pletely undistorted, thus we choose 12 reference videos in the EPFL-PoliMI database,
and use the mean of their NVS features as the nature NVS features, thereby obtain the
covariance matrices.

In our implementation, a 38 pixels/degree of viewing distance is assumed. And
through test for many timed, we choose the following parameters: @ = 0.2, b = 0.09,
c = 2.5, d = 2.25, For the choice of the segment size n, we tried 1� 1 (without
weighing factors), 2� 2, 3� 3, and 4� 4 and the results show that the performance
reach the best level at 3� 3, which is in accordance with our expectations. This is
because if the size n is too large, the accuracy to abstract NSS features from a relative
small area will decline and hence the final quality will deviate from the nomal even if
completed with weighting scheme, while on the contrast, if n is too small, weighting
scheme cannot show it’s effect to the greatest extent. Therefore, we reach a compromise
and set n ¼ 3.

In order to analyze the overall performance of our method, we intend to demon-
strate the contributions in two aspects. First, we compare the different performances
when the abstracted features are used alone or combined with others to prove the
contribution of each individual features to the overall prediction performance, as shows
in Table 1. Second, We have also compared our algorithm with the classic algorithm
NIQE [9, 11], Video BLIINDS [10, 12], and our own NSS method proposed without
weighting scheme in Table 2.
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6 Conclusion

In this paper, We have proposed an NR-VQA approach based on natural video
statistics features extraction and weighting scheme related to HVS in both spatial and
temporal domains. The new method choose information content and perceptual
uncertainty these two indexes as the key weighting factors, which consider the impact
both video content itself and HVS’s characteristic have on human subjective percep-
tion. We also extract NVS features in total: normalized pixel distribution coefficient
and residual DCT coefficient [13, 14]. To pooling scheme, we integrate the weighting
coefficients into feature parameters in the corresponding area to obtain the quality for
per frame and adopt hysteresis effect based temporal pooling. Having been trained and
tested using two databases: LIVE and EPFL-PoliMI, the experimental result outper-
forms the state-of-art NR algorithms.

References

1. Seshadrinathan, K., Bovik, A.C.: Motion tuned spatio-temporal quality assessment of natural
videos. IEEE Trans. Image Process. 19(2), 335–350 (2010)

2. Wang, Y., Jiang, T., Ma, S., Gao, W.: Novel spatio-temporal structural information based
video quality metric. IEEE Trans. Circuits Syst. Video Technol. 22(7), 989–998 (2012)

3. Wang, Z., Lu, L., Bovik, A.C.: Video quality assessment using structural distortion
measurement. In: Proceedings of the 2002 International Conference on Image Processing,
vol.3, pp. III-65–III-68 (2002)

4. Wang, Z., Li, Q.: Video quality assessment using a statistical model of human visual speed
perception. JOSA A 24(12), B61–B69 (2007)

5. Stocker, A.A., Simoncelli, E.P.: Noise characteristics and prior expectations in human visual
speed perception. Nature Neurosci. 9, 578–585 (2006)

6. Nie, Y., Ma, K.-K.: Adaptive rood pattern search for fast block-matching motion estimation.
IEEE Trans. Image Process. 11(12), 1442–1449 (2002)

7. Barlow, H.B.: Possible principles underlying the transformation of sensory messages. In:
Sensory Communication, pp. 217–234 (1961)

Table 1. Spearman rank order correlation coefficients obtained when using different features

Feature Spatial
feature

Temporal
feature

Combined
all features

SROCC 0.563 0.600 0.702

Table 2. Performance compared with SSIM, NIQE, BRISQUE, Video BLIINDS

Algorithm Spearman CC Pearson CC

NIQE 0.552 0.433
Video BLIINDS 0.730 0.881
Proposed(without weighting scheme) 0.754 0.893
Proposed(weighting scheme) 0.788 0.906

Blind Video Quality Assessment 371



8. Mittal, A., Moorthy, A.K., Bovik, A.C.: No-reference image quality assessment in the spatial
domain. IEEE Trans. Image Process. 21(12), 4695–4708 (2012)

9. Mittal, A., Soundararajan, R., Bovik, A.C.: Making a completely blind image quality
analyzer. IEEE Signal Process. Lett. 20, 209–212 (2013)

10. Saad, M.A., Bovik, A.C., Charrier, C.: Blind prediction of natural video quality. IEEE Trans.
Image Process. 23, 1352–1365 (2014)

11. Ge, C., Wang, N., Skillman, S.: QoE driven dash video caching and adaptation at 5G mobile
edge. In: ACM ICN IC5G workshop, Kyoto (2017)

12. Zhang, X., Wang, N., Cao, Y.: A stochastic analytical modelling framework on ISP-P2P
collaborations in multi-domain environments. IEEE Syst. J. PP(99), 1 (2017)

13. Xu, L., Luan, Y., Cheng, X., Fan, Y., Zhang, H., Wang, W., He, A.: Telecom big data based
user offloading self-optimisation in heterogeneous relay cellular systems. Int. J. Distrib. Syst.
Technol. 8(2), 27–46 (2017)

14. Xu, L., Cheng, X., Liu, Y., Chen, W., Luan, Y., Chao, K., Yuan, M., Xu, B.: Mobility load
balancing aware radio resource allocation scheme for LTE-advanced cellular networks. In:
16th IEEE International Conference on Communication Technology, pp. 806–812. IEEE
press, Hangzhou (2015)

372 S. Zhou et al.



A Downlink Coverage Self-optimizing
Algorithm for LTE Cellular Networks Based

on Big Data Analytics

Jie Gao(&), Xinzhou Cheng, Lexi Xu, Lijuan Cao, and Chen Cheng

Department of Network Optimization and Management,
China Unicom Network Technology Research Institute,

Beijing 100048, People’s Republic of China
{gaojie49,chengxz11,xulx29,caolj68,

chengc40}@chinaunicom.cn

Abstract. Inappropriate parameters and antenna problems will result in
abnormal coverage performance of LTE networks. In order to deal with the
problems mentioned above and improve the coverage performance, this paper
proposes a downlink coverage Self-optimizing algorithm (DCSA) on the
strength of big data analytics. The proposed algorithm obtains and analyzes the
data, which records the performance situation of existing wireless networks to
locate the cells with abnormal coverage performance. Then a Self-optimizing
method is proposed to improve the coverage by adjusting the parameters. In the
last part, the analysis results will display that the coverage optimization algo-
rithm is high-efficiency and low-cost for telecom operators.

Keywords: Big data � Downlink coverage � Data mining � Self-optimizing

1 Introduction

Networks operation becomes complex gradually with the rapid development of smart
phones. In addition, the telecom industry becomes competitive extremely. Therefore,
the telecom operators have to provide wireless networks with high quality performance
and good awareness of service. Meanwhile, network operators expend a huge amount
of operating expense [1] to take the maintenance and optimization in daily work, as
well as keep the stability of network.

With the rapid growth of users’ requirements, the services become diversity,
including voice call, video traffic etc. Network operators will collect the network
performance measurements of wireless network by the help of operation support
system (OSS) in huge amount. These real-time data could be utilized to optimize the
performance of wireless network. To achieve that, big data technology can realize
automatic and high efficiency solutions to optimize the wireless downlink coverage
performance by process the OSS data [2]. In this paper, a downlink coverage
Self-optimizing algorithm (DCSA) is proposed on the strength of big data analytics.
The objective of the algorithm is to optimize and improve the coverage performance for
LTE cellular networks.
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The latest researches on the topic of coverage optimization usually summarize the
problems into three aspects, such as cross-boundary coverage, coverage blind spots,
and weak coverage. The coverage blind spots and cross-boundary coverage problems
usually be caused by inappropriate settings of transmission power or downtilt of
transmitting terminal in eNodeB. In [3], the transmission power adjustment is designed
for the coverage optimization. However, the transmission power has the adjustment
range, and the maximum transmission power in LTE network is 46 dBm. When the
transmission power reaches adjustment limitation, the coverage problem cannot be
solved effectively just by adjusting the transmission power. In addition, antenna
downtilt adjustment is also a method to control the cell coverage.

This paper is organized as follows: Sect. 2 declares the related works of coverage
optimization. Section 3 describes the process of DCSA. Section 4 displays the analysis
results of the proposed effective algorithm by analyzing the OSS data. The last section
shows the conclusions of this paper.

2 Related Work

In order to solve the coverage problems and improve the performance, many
approaches have been proposed and used in earlier times. The strategy which is widely
used is the drive test, but it will take amounts of resources during the process. Also,
there are several automated strategies. Such as the authors in [4] and [5] that propose
optimization schemes without human intervene, but these strategies don’t have the
ability to adapt to the complex and variable structure of networks.

The typical methods of data mining in big data technology include clustering
method, rough sets, genetic algorithm, decision tree, neural network and so on. The
clustering method is a widely used scheme, which divides the data into several clusters
based on the similarity of data.

In this paper, the proposed DCSA is based on the k-means technology [6] which
can enhance the efficiency of the algorithm. The whole optimization procedure is
accomplished without manual intervene.

3 A Self-optimizing Scheme Based on K-means

K-means technology is utilized in DCSA. Figure 1 shows the procedure of DCSA
which can be divided into four steps: data collection, intermediate calculation, K-means
analysis and coverage optimization.
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3.1 Step 1: OSS Data Collection

In the process of step 1, the OSS collector will gather measurement report (MR) and
engineering parameter periodically. Tables 1, 2, 3 and 4 show the data used, i.e.,
engineering parameters, measurement report (MR), traffic data and performance data.
The engineering parameters include some static network settings, such as positional
information which is described by longitude and latitude. The MR includes downlink
channel information, such as RSRP of serving cells and monitoring cells respectively.
The traffic counters record abnormal events happened to users during the signaling and
downloading procedure. The handover counters record the handover relationship
between a pair of cellular cells, and include the times of successful and unsuccessful
handover events between the two cells.

Table 1. Engineering parameters

eNodeB ID Cell ID Longitude Latitude N-Cell1 ID N-Cell2 ID N-Cell3 ID

10125 101251 23.41 116.58 101241 101242 101243

Start Counters and MR 
data collection

Intermediate
Calculation

Coverage
Optimization

K-means Analysis

Initial cluster 
centers constant?

Y

N

Step 1 Step 2

Step 3Step 4

EndCell i i=n?
Y

N

Fig. 1. The flowchart of DCSA

Table 2. Measurement report

eNodeB ID Cell ID N-eNodeB ID N-Cell ID RSRP N-RSRP

10125 101251 10124 101241 -85 dBm -95 dBm

Table 3. Traffic data

eNodeB ID Cell ID Time Abnormal RAB release Normal RAB release

10125 101251 8:00:00–8:30:00 59 57

Table 4. Performance data

eNodeB ID Cell ID N-eNodeB ID N-Cell ID Handover request Handover success

10125 101251 10124 101241 51 49

A Downlink Coverage Self-optimizing Algorithm 375



3.2 Step 2: Intermediate Data Calculation

In this step, several intermediate results need to be ready for the k-means analysis in the
next. As mentioned, the downlink coverage problems appear as two aspects:
cross-boundary coverage and low coverage validity.

A. Distance Between Two Cells (DBTC)
Before optimization, the distance between each cell is needed. In this algorithm, we
make the static distance as the distance between two cells. It`s well known that the
spherical distance formula is usually to be used to calculate the distance between two
things on the earth surface. The formula is described as followed:

DBTC = 1000 � 6371:004 � arccos(cos(p=2�latS � p=180Þ � cos(p=2�latN � p=180Þ
þ cosðlonS � p=180� lonS � p=180Þ � sinðp=2�latS � p=180Þ � sinðp=2� latS � p=180ÞÞÞ

ð2Þ

where latS, lonS, latN and lonN represent the latitude and longitude of serving cell and
neighbor cell respectively.

B. Downlink Coverage Validity (DCV)
In order to estimate the coverage performance of the serving cell for a user, we define
an index downlink coverage validity to describe the coverage dominance in the area of
responsibility. Then we can evaluate and order the influence degree from different
neighboring cells by this consequence. Before calculation, we define a metric closeness
(Cij = {0,1}) as follows, to determine whether a signal from serving cell is an effective
coverage point.

Cijn ¼ 1; RSRPin � RSRPjn �Dth

0; otherwise

�
ð3Þ

where RSRPin and RSRPjn are the received power of serving cell and neighboring cell
respectively, which will be recorded in MR data as presented in Table 3. Dth is the
threshold for judging whether the interference from neighbor cell is strong enough to
affect the downlink channel quality of the serving cell. Usually, Dth can be set as 3 dB.
Cijn = 1 means the serving cell has strong coverage dominance in the measurement
area, and Cijn = 0 means the interference from neighboring cell will have influence on
the downlink system capacity of serving cell.

After calculation of Cijn for each cell of the cellular networks. DCV can be calcu-
lated by the following formula based on the last step.

DCVij ¼
PcountðfMRijgÞ

n¼1
Cijn

countðfMRijgÞ ð4Þ

where {MRij} is the set of measurement report which ‘Cell ID’ is i and ‘N-Cell ID’ is
j. Function count() will return the total number of a set. DCVij represents the degree of
interference from neighboring cell j that cell i bears. DCVij = 0 means the downlink
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channel quality of cell i is not affected by cell j. We need focus on the cells with low
DCV and settle high priority in the optimization step.

After calculation of DCVij for each cell in pair, a matrix of someone serving cell can
be get and described by the following table (Table 5):

where the data is in the reverse order by the index ‘handover success’, and the matrix
meets ‘handover success’ 6¼ 0.

C. Call Drop Rate (CDR)
In the DCSA, network performance and service awareness are combined together to
represent the quality of the downlink wireless channel. It is well known that call drop is
the most effective index to reflect the channel quality which could be higher in the high
interference environment. The call drop rate can be described as (5):

CDR ¼ abnor rab rel
abnor rab relþ nor rab rel

� 100% ð5Þ

where abnor_rab_ rel and nor_rab_ rel are the number of normal and abnormal RAB
release in a target cell as described in Table 4.

D. Initial Center and K
Initial centers and K is needed in the k-means analysis. Because of that, we assume cell
distance and coverage performance as two aspects to duplicate the downlink coverage
performance. Then we set the mathematical model of cluster samples as Mn (Ln,
DCVn), where DCVn can reflect the downlink coverage performance and Ln is the
distance between the target cell and its neighboring cell. We define an index P to
represent the different efficiency levels of DCSA which will influence the centers for
each cluster and set 3 as default value for K. C1 is represented the cross-boundary
coverage cluster, and C3 is represented low coverage validity and C2 is represented the
normal coverage. Figure 2 shows the distribution of cluster samples after analysis.

C1 initialize : fL� ð1þPÞ; DCV � ð1� PÞg
C2 initialize : fL; DCV � ð1þPÞg
C3 initialize : fL� ð1� PÞ; DCV � ð1� PÞg

8<
: ð6Þ

Table 5. DCV matrix of serving cell

eNodeB ID Cell ID N-eNodeB ID N-Cell ID Handover success Distance DCV

10125 101251 10124 101241 87 230 98%
10125 101251 10123 101231 64 160 95%
10125 101251 10106 101062 52 65 15%
10125 101251 10108 101083 1 780 10%
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3.3 Step 3: K-means Analysis

In this step, k-means algorithm is used to generate the three cluster sets which represent
different performance of downlink coverage. The algorithm is described as follows
(Table 6):

dðMn;CkÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðMnx � CkxÞ2 þðMny � CkyÞ2

q
ð7Þ

where Mn is a sample, and Ck is the initial center of the kth cluster.

3.4 Step 4: Coverage Optimization

As described above, we set the impact factors of coverage problems as e and x, which
meet the constraint of e + x = 1. The adaptive downtilt adjustment (ADA) is defined
to implement optimization. For each cluster respectively, ADA is described as follows:

hjðtþ 1Þ ¼ hjt � ð1þ eÞ Mn 2 C1

htþ 1 ¼ ht Mn 2 C2

hiðtþ 1Þ ¼ hit � x Mn 2 C3

8<
: ð8Þ

where Mn is a data sample, hi(t + 1) and hj(t + 1) are the downtilts of serving cell and
neighboring cell respectively after optimization.

L
L

DCV

DCV

DCV * (1 )P

DCV * (1 )P

L * (1 )PL * (1 )P

2C

3C 1C

Cross-boundary coverageLow coverage validity

Normal coverage

Fig. 2. The structure of k-means analysis

Table 6. K-means analysis of DCSA

INPUT: K=3, n data samples.
OUTPUT: three cluster sets.
1. Determine centers for the three clusters as (6);
2. Assign each data sample to the nearest cluster set according to the minimum distance 
principle by Euclidean distance model as (7);
3. Setting the mean of the cluster samples as the new center for each cluster;
4. Set i from 1 to n, circle 2 and 3 until each cluster center converge to constant.
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4 Numerical Result

In this paper, a Self-optimizing algorithm is proposed, and the performance is verified
by data analysis. The data processing is finished by computer software automatically.
As the results in the following, the probability distribution of RSRP, SINR and call
drop rate are compared before and after DCSA. The results can obviously prove that
the downlink coverage Self-optimizing algorithm really has positive effects on the
coverage quality for LTE networks.

The distribution range of RSRP and SINR are illustrated in Fig. 3 respectively, and
the call drop rate comparison result is illustrated in Fig. 4.

As illustrated in Fig. 3, the distribution of RSRP (A) and SINR (B) have more than
10% below-100 dBm and 0 dB (circle) and doesn’t meet the condition of reference
value for coverage performance before DCSA. The downlink wireless signal will be
instable in this environment and call drop rate will higher with a high probability.

Fig. 3. The comparison of downlink coverage performance before and after DCSA

Fig. 4. The CDR distribution before and after DCSA
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After DCSA, only 1.16% samples of MR data are below-100 dBm. There are nearly
65% of the MR samples are above -85 dBm (rectangle) and nearly half of the SINR
samples are above 10 dB (rectangle). It is obviously that there is a significant
improvement of the coverage environment after DCSA.

Beside of that, the service awareness of the users also get an experience
improvement as the probability to meet a call drop below 20% increases from 40% to
60% and has 20% improvement. To achieve this result, the proposed DCSA not only
takes coverage but also key performance into consideration during the procedure. The
numerical results can obviously demonstrate that the DCSA has the ability to deal with
the downlink coverage problems in LTE networks.

5 Conclusions

In this paper, in order to deal with the coverage problems, a downlink coverage
Self-optimizing algorithm on the strength of big data analytic is proposed. The pro-
posed algorithm can improve the downlink coverage performance by antenna param-
eter adjustment without human intervention. Also, DCSA considers both coverage
performance and service awareness as analytical factors. It is more reasonable and
comprehensive than the algorithms [3–5] which consider network performance as the
only factor. The numerical results also can easily provide the consequence of DCSA is
significant for promotion of coverage performance for LTE networks.
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Abstract. Wireless network planning is a key component for TD-LTE system
deployment. In this paper, we investigate the wireless network planning method
for a railway TD-LTE system. This evaluation is based on an actual TD-LTE
system deployment for Shuohuang railway and includes frequency planning,
network capacity prediction, wireless network coverage planning and cell
planning. The corresponding Reference Signal Received Power (RSRP), Signal
to Interference plus Noise Ratio (SINR) and throughput of the Railway TD-LTE
System are further evaluated by Atoll network planning software, to validate the
rationality for wireless network planning in such scenarios.

Keywords: Railway � TD-LTE � Wireless network planning
Wireless network coverage

1 Introduction

As a 4G mobile communication technology, TD-LTE has the advantages of lower
transmission delay, higher transmission rate, larger capacity and optimized network
deployment [1]. It has been widely used in public mobile communication, as well as in
railway [2], electricity smart grid [3] and other domains such as private communication
networks. TD-LTE technology has been employed in Shuohuang heavy haul railway
for the first time for functions such as Locomotive Synchronic Operation and Control.
The International Union of Rail ways (UIC) and China Railway have advocated rail-
way wireless communication system being evolved from GSM-R to LTE. As a result,
more railway private wireless communication networks will adopt LTE.

Network planning is a key component in LTE network deployment. The aim of
network planning is to rationally set locations of base stations and LTE network
parameters, in order to improve the quality of network service and ensure that the
to-be-built network provides specified system capacity and coverage.

Based on conditions of technical characteristics of wireless access network, RF
requirements and wireless transmission environment, the primary task of wireless
network planning is to optimize locations and parameter settings of base stations and
system-wide parameters, so as to meet the requirements of network coverage, capacity
and quality [4].

In this paper, the wireless network planning method of railway TD-LTE system is
investigated via the Atoll network planning software, based on TD-LTE system
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deployment for Shuohuang railway. Due to technical characteristics of TD-LTE
wireless network, the network planning of railway TD-LTE system mainly includes
procedures of frequency planning, network capacity prediction, wireless network
coverage planning such as link budget and site planning, cell planning.

2 Frequency Planning

A TD-LTE system can flexibly utilize frequency according to available frequency
resources and network capacity. The total bandwidth for TD-LTE network of Shuo-
huang railway is 10 MHz, from 1785 to 1795 MHz. Using co-site double layer net-
works (network A and network B) to construct the network, we divide the 10 MHz into
two equal bands of 5 MHz. Networks A and B utilize 1785*1790 MHz (F1) and
1790*1795 MHz (F2), respectively. The coverage areas of Networks A and B are
essentially identical (Fig. 1).

3 Network Capacity Prediction

The TD-LTE network of Shuohuang railway carries four types of business [5]
(Table 1):

Fig. 1. Frequency planning and filed strength coverage

Table 1. The business on TD-LTE network of Shuohuang railway

No. Business Description Carrying network

1 Real-time
safety data

Locomotive Synchronic
Operation and Control, Train tail

Network A + network B (together)

2 Non real-time
safety data

Train number check information,
Dispatching Command
Information

Network A (primary) + network B
(backup)

3 Voice Cab integrated radio
communication (CIR)

Network A (primary) + network B
(backup)

voice communication over
handheld terminal

Network A (backup) + network B
(primary)

4 Image Video surveillance Locomotive terminal A: network A
Locomotive terminal B: network B
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3.1 Cell Capacity Prediction

Cell capacity prediction is based on the following principles:

(1) Assuming the train headway is 10 min and the train speed is 80 km/h, we set the
minimum distance between two trains in the same direction as 13 km. As the
radius of cell coverage is 4 km, there are at most two simultaneously passing
trains in a base-station’s field strength coverage area serving a double-line
railway.

(2) Each train consists of four locomotives and one train tail.

The TD-LTE system of Shuohuang railway is an uplink (UL) capacity limited
system. Capacity prediction is based on uplink capacity calculation. Using bandwidth
requirements of supported businesses, the calculated capacity of each cell is 1 Mbps.

3.2 Capacity Prediction on the Cell Edge

The capacity prediction on the cell edge is based on the following principles:

(1) There are at most two locomotives for each heavy haul combined train on a cell
edge simultaneously. Therefore, for a double-line railway, there can be at most
four locomotives on a cell edge.

(2) Assume two mobile users with handheld terminals on the cell edge.
(3) Don’t consider video surveillance business on the cell edge.

Based on above principles, the calculated uplink capacity on the cell edge is 450 kbps.

4 Wireless Network Coverage Planning

4.1 Planning Procedure

To design a TD-LTE wireless network, the first step is using link budget analysis to
calculate the required number of base stations to cover the specified area after satisfying
certain requirements such as uplink and downlink (DL) speeds.

Firstly, the maximum allowable path loss between base station and mobile station is
calculated. Afterwards, the average cell radius and coverage are determined by prop-
agation model and terrain classes on the basis of path loss calculation.

The required minimal number of base station to satisfy coverage requirement is
calculated using cell radius of each terrain class. We can further determine the sites of
base stations.

4.2 Link Budget

The maximum uplink path loss PL_ULis:

PL UL ¼ Pout�UE þGa BS þGa UE � Lf BS �Mf �MI � Lp � Lb � S Bs ð1Þ

Research on Wireless Network Planning of Railway TD-LTE System 383



where Pout-UE is the maximum transmission power of mobile station, Lf_BS is feeder
loss, Ga_BS is antenna gain of base station, Ga_UE is antenna gain of mobile station, Mf

is shadow fading margin, MI is interference margin, Lp is building penetration loss, Lb
is body loss, and S_BS is base station receiver sensitivity.
The maximum downlink path loss PL_DL equals:

PL DL ¼ Pout�BS � Lf BS þGa BS þGa UE �Mf �MI � Lp � Lb � S UE ð2Þ

where Pout-BS the maximum transmitted power of service channel of base station, and
S_UE is mobile station receiver sensitivity.

For Shuohuang railway TD-LTE project, we determined network parameters based
on our own experience of both the system and the project. Pout-BS and Pout-UE are 43 dBm
and 23 dBm respectively. If the required capacity on the cell edge should reach 450 kbps,
the calculated maximal allowable path loss by link budget formula is 125.97 dB.

4.3 Distance Between Base Stations

Open areas
In open areas, the wireless network coverage is supported by antennas. Using the
Cost231-hata model, we obtained the distance values between base stations under
various coverage situations as Table 2 illustrates.

Tunnels
In tunnels, the wireless network coverage is supported by leaky coaxial cable (LCX).
With the maximal allowable path loss of 129.6 dB, we obtained the distance value
between base stations in tunnels as Table 3 illustrates.

Table 2. Distance between base stations in open area

Base station antenna height m 25 30 35 40

Mobile station antenna height m 4 4 4 4
Path loss dB 125.9 125.9 125.9 125.9
Distance between base stations
City km 1.67 1.25 1.32 1.39
Suburb km 2.31 2.49 2.66 2.81
Countryside km 3.68 3.99 4.28 4.55

Table 3. Distance between base stations in tunnels

Path loss dBm 125.97

Transmission loss of LCX dB/100 m 3.9
Coupling loss(95%, 2 m) dB 68
Design margin dB 10
Additional loss dB 9
Width factor: 10lg (X/2) dB 6.02
Length of LCX m 844
Distance between base stations km 1.6
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Based on the calculation in Table 3 and given the design margin and related device
loss, the distance between base stations should be 1.6 km.

4.4 Site Design of Base Station

We calculated cell radius in open areas and tunnels based on the above link budget
results. This calculation was then used to guide site design of base station combing
with site inspection.

The following graph shows sites of base stations. Red dots indicate base station
transmitters. Sectors indicate the sites of transmitting antennas. Sectors in the same
color indicate different antennas of a single transmitter.

5 Cell Planning

5.1 Neighboring Cells Planning

For Shuohuang railway TD-LTE project, the main principles of neighboring cells
planning are as follows:

(1) In the same layer network (primary network or backup network), it is assigned
neighboring cell relationship with both 2 cells before and after it.

(2) The primary and backup cells of the same site are assigned mutual neighboring
cell relationship.

(3) For the primary cell at one site, the backup cells for the previous and latter sites
are assigned neighboring cell relationship.

(4) For the backup cell at one site, the primary cells for the previous and latter sites
are assigned neighboring cell relationship.

(5) It requires a mutual neighboring cell relationship, i.e. cell B is the neighboring cell
of cell A, vice versa.
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Fig. 2. Sites of transmitting antennas (Color figure online)
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5.2 Physical Cell Identifier (PCI) Planning

PCI of LTE network should distinguish wireless signals from different cells. PCI
planning assures absence of identical PCI in related cell coverage. The LTE protocol
specifies physical layer CELL ID being divided by two, i.e. cell group ID and
intra-group ID. The latest protocol specifies 168 physical layer cell groups, each
composed of 3 ID groups, thus making 168*3 = 504(0*503) independent Cell IDs.

(1) Neighboring cells should be assigned different PCI.
(2) The PCI should be unique among neighboring cells in two layer network.
(3) The values of inter-cell PCI mod 3 should be different, to reduce the interference

between pilot symbols.

6 Network and Performance Simulation

The system performance, such as RSRP, SINR and throughput, of the TD-LTE system
of Shuohuang railway is simulated by Atoll network planning software. Pout-BS and
Pout-UE are 43 dBm and 23 dBm respectively. The sites of base stations are set as
Fig. 2 and the parameters of some base stations are as follows (Table 4).

6.1 Recommended Index of Coverage Performance

Based on link budget and related experience, we recommend the following main index
of coverage performance of Shuohuang railway:

(1) When pilot channel RSRP on the cell edge > -105 dBm, probability > 95%.
(2) When neighboring cell has no load, SINR > 0 dB, probability > 95%.
(3) When neighboring cell has no load, UL throughput > 1 Mbps, probability > 95%.

Table 4. Parameters of some base stations

No. Antenna num.
of each BS

Sites Longitude Latitude Height Antenna
azimuth (°)

Downtilt
(°)

1 2 SK218 + 620 112.16509 39.06856 27 240 4
2 80 6
3 2 K000 + 000 112.19019 39.07696 27 225 6
4 75 6
5 3 K002 + 400 112.21362 39.08398 23 275 4
6 240 6
7 117 6
8 1 K004 + 624 112.23722 39.07931 18 261 2
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6.2 Performance Simulation

According to the simulation results of DL RSRP as shown in Fig. 3, DL RSRP can
meet the coverage requirements, and the coverage probability of DL RSRP > −105
dBm can reach above 99%.

Figure 4 illustrates simulation results of PUSCH SINR. In the intra-frequency
network, the interference on the cell edge is obvious when the neighboring cell is
loaded. The probability of PUSCH SINR > 0 dB can reach above 98%, fulfilling the
index requirement.

Figure 5 shows the simulation results of UL throughput. In the intra-frequency
network, UL throughput is affected to a certain degree, especially when the interference
on the cell edge is severe due to neighboring cell being loaded. The throughput might
fluctuate as well. However, the overall throughput can still reach over 450 kbps, which
would ensure the transmission of important businesses such as locomotive synchronic
operation and control, even under the most extreme condition.

Fig. 3. The coverage probability of DL RSRP > −105dBm

Fig. 4. The coverage probability of PUSCH SINR > 0 dB
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According to all the simulation results, in the intra-frequency network, when the
neighboring cells are with no load, all parameters can well satisfy requirements. The
probability can reach over 99.30%. When the neighboring cells are loaded 50%, the
interference on the cell edge increases, affecting the UL throughput. However, it can
still meet the requirements of important businesses. To improve the network perfor-
mance, we can utilize optimization methods after network deployment.

7 Conclusions

The TD-LTE system of Shuohuang railway has been operational since 2014. By testing
this system, we show that its wireless network planning is adequate because the present
system can fully meet the requirements for mobile communication of Shuohuang heavy
haul railway. This system is the first TD-LTE deployment in the railway domain
worldwide. We need to further validate and improve related network planning tech-
nologies of railway TD-LTE system in subsequent practical operations. This will
enable us maximally utilize the advantages of LTE system and make sure the railway is
operating safely and efficiently.
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Abstract. With the popularity of 4G mobile networks, mobile video service
becomes the key service in the 4G era. In order to improve users’ awareness and
increase the network optimization efficiency, it is important to establish a sci-
entific and accurate model to evaluate the video service from the user’s per-
ception. In this paper, we focus on the video streaming traffic and propose a
modelling approach to evaluate the video service performance. The essential
characteristics of video traffic are taken into account. Based on the hierarchical
clustering and the Pearson correlation coefficient method, key factors of video
service perception are determined. Furthermore, the threshold values of key
factors are obtained through extensive user surveys and simulation tests. The
results of the application in the realistic network demonstrate the effectiveness of
the proposed model. In addition, results show the proposed model enables the
telecom operator to evaluate the video service quality of each user or user group,
which helps improve the network optimization efficiency.

Keywords: Video service awareness � Data mining � Clustering � Correlation

1 Introduction

With the popularity of 4G mobile networks and the adjustment of telecom operators’
tariff, mobile video service has become the most important business in the 4G era. The
video traffic has accounted for more than half of the total traffic in most cities.
According to the statistic of [1], nearly 70% of the current network traffic comes from
video applications and the proportion will rise continuously in the future. Therefore, in
order to provide better service and experience, it is critical to improve the users’
perception for telecom operators, especially for mobile video service [2].

The traditional evaluation methods are based on network key performance indicator
(KPI), such as signal strength and drop rate [3]. These KPI based methods can analyze
the network performance, however, these methods are not aware of the user’s per-
ception. In addition, data mining is a powerful technology with great potential to
discover the vital information in the data. For example, authors of [4] design a coverage
self-optimization algorithm using big data analytics for WCDMA networks. However,
due to specific characteristics of video service, it is important to establish a scientific
and accurate model to evaluate video service from the user’s perception.
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In this paper, the characteristics of video service are exploited. Then, based on data
mining, a video service awareness model is proposed. The model enables the operator
to evaluate the video service quality of each user or user group, which helps improve
the network optimization efficiency. Specifically, we consider several video perception
related indexes firstly. Based on the hierarchical clustering and the Pearson correlation
coefficient method, key factors of video service perception are determined. Secondly,
the threshold values of key factors are obtained through extensive user surveys and
simulation tests. Thirdly, we apply the proposed model in the realistic network to
validate the feasibility and the performance of the proposed model.

The rest of this paper is organized as follows. Section 2 presents the proposed
model of video traffic perception based on data mining. The application of the model
and the results are shown in Sect. 3, followed by conclusions in Sect. 4.

2 Modeling of Video Traffic Perception Based on Data
Mining

2.1 Selection of Evaluation Indicators

Referring to the division of services performance in the national standard TMF.GB917
[5], this paper divides the user perception into three dimensions, including information
interaction availability, information interaction timeliness and information interaction
stability. Information interaction availability refers to the access success index, which is
used to measure the business availability. Information interaction is a delay related
index, which measures the real-time characteristics of the service. Information inter-
action stability refers to metrics that measure whether the service is stable and sus-
tainable, such as video fluency.

According to the video service signaling process and the combination of a large
number of call testing, it is found that the user’s perception experience is mainly
embodied in two aspects. The first aspect is that the video can play normally. The
second aspect is whether the video viewing is smooth. Therefore, we can get the
evaluation indicators as follows in Table 1.

The definition of each evaluation index is explained as follows. Video playing
success rate is the percentage of successful video playing by users in total number of

Table 1. Video perception related indicators

User perception Evaluation indexes

Information interaction availability Video playing success rate
Information interaction timeliness First-play waiting delay

Download speed
Information interaction stability Average stalling internal

Average stalling duration
Proportion of stalling duration
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video playing. First-play waiting delay is the length of time a user initiated video
playback to a successful playback. Download speed is the download rate of video.
Average stalling internal indicates the average duration between the two stalling in the
playing process in unit time. Average stalling duration is the average duration of all the
stalling. Proportion of stalling duration is the proportion of all the stalling duration in
the total time of the video.

2.2 Determination of Key Evaluation Indicators

These indicators mentioned above are based on the service characteristics obtained
from the user’s perspective, and no screening index through the data, there may be
redundancy. Furthermore, we have abundant data in the mobile network. Hence, we
can find the key impacts on the video perception via data mining technology.

The system clustering method is filtering index based on the historical data, and
pays attention to the correlation between the indexes. It considers that the index with
strong correlation is redundant, and can be merged or deleted [6]. So the system
clustering method is a suitable method to choose the key index from different kinds of
evaluation index, and the following is the introduction of the steps of the method [7].

According to the m objects to be investigated, the relevant n indexes are selected,
and the sample data matrix B is obtained by (1):

B ¼

x11 x12 � � � x1j � � � x1n
x21 x22 � � � x2j � � � x2n
..
. ..

. . .
. ..

. . .
. ..

.

xi1 xi2 � � � xij � � � xin
..
. ..

. . .
. ..

. . .
. ..

.

xm1 xm2 � � � xmj � � � xmn

2
666666664

3
777777775

ð1Þ

where xij stands for the j index in i-th clustering object.

Step1: Preprocess Data
Usually, the dimension and the order of magnitude of the index variables vary greatly.
In order to put these data together for comparison, transformation are often needed.
The correlation coefficient method [8] is used to measure the similarity among the
indexes. The main process is as follows. Firstly, according to the existing data,
calculate the correlation coefficient of every two indicators selected. Then, based on
the results of the correlation coefficient, a correlation coefficient matrix R can be
made, which can be used to measure the similarity between the degrees of each index.
There are several methods to preprocess the data to get the correlation coefficient
matrix R, such as sum standardization, standard deviation standardization, the max-
imum value normalization and range normalization. This paper applies the range
normalization to organize the data of the matrix, as shown in (2). In (2), xij stands for
the j index in i-th clustering object, x

0
ij stands for the standardization result of xij.
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x
0
ij ¼

xij �min
i
fxijg

max
i
fxijg�min

i
fxijg ð2Þ

Among the new data using this standardization, the maximum value of each element
x
0
ij is 1, the minimum value is 0, and the remaining values are between 0 and 1.

Step2: Determine Correlation between Evaluation Indicators
Pearson correlation coefficient is a widely used metric to measure correlations. The
correlation coefficient is between –1 and 1. The formula is as (3):

r ¼ N
P

xiyi �
P

xi
P

yiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N
P

x2i � ðP xiÞ2
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

N
P

y2i � ðP yiÞ2
q ð3Þ

where N stands for the number of variables, and i 2 ½1;N�.
Large absolute value of correlation coefficient r indicates the stronger correlation [9].
On the contrary, when the correlation coefficient r is close to 0, it indicates weak
correlation. We can determine the degree of correlation between variables by the
range of values in Table 2:

In addition, the correlation indicator can also be converted to the distance indicator d,
and the distance represents the difference between metric. The value of d is smaller,
the correlation of the two evaluation indexes is stronger, and then an index can be
used to replace another index. On the other hand, the greater the distance is, the less
the similarity between the indexes, and the two indexes are irreplaceable.

Step3: Draw Clustering Hierarchical Diagram
We need to find the shortest distance dpq = min{dij} in the previous m*m correlation
coefficient matrix or in the non-diagonal elements of the distance matrix. Then, we
combine the classification objects Gp and Gq into a new class Gr. Therefore, we can
compute the distance between the new class and the original various classes using (4):

drk ¼ minfdrk; dqkgðk 6¼ p; qÞ ð4Þ

Thus a new m–1 order distance matrix can be obtained. Then select the closest dij
from this new distance matrix, and merge Gi and Gj into the new class.

Table 2. Pearson correlation coefficient and the correlation degree

Correlation coefficient Correlation degree

0.8–1.0 Extremely strong correlation
0.6–0.8 Strong correlation
0.4–0.6 Medium correlation
0.2–0.4 Weak correlation
0.0–0.2 Extremely weak correlation or uncorrelated
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We get the correlation coefficient matrix using the range standardization formula, and
then obtain the symmetric matrix R by the use of the Pearson correlation:

R ¼

1 0:235 0:097 0:021 0:025 0:006
0:235 1 0:063 0:051 0:002 0:015
0:097 0:063 1 0:834 0:039 0:001
0:021 0:051 0:834 1 0:011 0:076
0:025 0:002 0:039 0:011 1 0:618
0:006 0:015 0:001 0:076 0:618 1

2
6666664

3
7777775

ð5Þ

The Pearson correlation coefficient method is used to cluster analysis, and the shortest
distance clustering hierarchical diagram is drawn by combining the above clustering
process, as shown in Fig. 1. The coefficients obtained by clustering are listed in
Table 3.

Fig. 1. Shortest distance clustering hierarchical graph

Table 3. System clustering parameters

Stage Cluster combined Coefficients Stage cluster first
appears

Next stage

Cluster1 Cluster2 Cluster1 Cluster2

1 3 4 0.834 0 0 4
2 5 6 0.618 0 0 4
3 1 2 0.235 0 0 5
4 3 5 0.130 1 2 5
5 1 3 0.097 3 4 6
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Step4: Determine Key Evaluation Indicators
According to the clustering results, if there is a strong correlation between the two
indexes, we can use an index to replace the other index or merge the two indexes.
Thus, the number of the final evaluation indexes will be reduced. However, if the
correlation coefficients among all indexes are small, we do not need to exclude the
indexes.
Figure 1 and Table 3 show that the indexes download speed and average stalling
internal have extremely strong correlation, and the indexes average stalling duration
and proportion of stalling duration have strong correlation. Therefore, we can simplify
the six indexes into the four indexes which are video playing success rate, first-play
waiting delay, the average stalling internal and the average stalling duration.

2.3 Evaluation of Video Service Perception

Based on above result of the key indexes, through a questionnaire survey on a large
number of users and simulation, we confirm the threshold of each key evaluation index.
By the threshold, we can classify the grade of each key evaluation index as shown in
Fig. 2. Then, the video service perception can be evaluated.

Based on above grade classification result of each key evaluation index, together
with the actual experience of using video service for users, we can reach the degree of
the user experience. The details are shown in the Table 4. Usually, the customers are
more stalling sensitive than the accessing rate and delay. After all, it is angrier that the

Information 
interaction 
availability

Information 
interaction 
timeliness

Information interaction stability

Video playing 
success rate

First-play
waiting delay

Average
stalling internal

Average
stalling duration

User perception

Key evaluation 
indicator

A: ≥ 90%
B:≥ 85%
C:<85%

A: ≤ 10s
B:≤ 30s
C:>30s

A: ≥ 60s
B:≥ 30s
C:<30s

A: ≤ 15s
B:≤ 20s
C:>20s

Threshold and 
grade of each 

indicator

Fig. 2. The grade classification of each key evaluation index

Table 4. Evaluation degree division of video service perception

Degree of user
experience

User experience The indexes “a b c d”

Excellent Watch smoothing AAAA
Good Totally good, but some

minor flaws
AAAB, AABA, ABAA, BAAA

Medium Experience is already
impacted

BAAB, BABA, ABAB, ABBA, AABB,
BBAA, CAAA, ACAA

Bad Bad experience The remaining possibility
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watching is interrupted when you are interesting in it. In order to simplify the subse-
quent express, we identify the indexes a, b, c, d for video playing success rate,
first-play waiting delay, average stalling internal and average stalling duration.
Moreover, A means “good”, B represents “medium”, and C explains “bad”.

3 Application of Video Service Perception Model

Based on the proposed video service perception model, we can get the perception of
each user or certain user group. Meanwhile, we can obtain the video service quality of
each mobile station cell or some area. One of the applications of the proposed video
service perception model is as follows: we used this model to evaluate the realistic
mobile network of China Unicom in an eastern city in China. The city has more than 6
million billing users, and each of them has a video perception result, such as excellent,
good, medium or bad. Table 5 shows the example of the video awareness for each user.

On one hand, Fig. 3 shows the video service perception of all the users in the city.
The results are 65% of the users using video service in the city have excellent expe-
rience, 17% have good experience, 18% have bad experience and nearly 0% have
medium experience. On the other hand, Fig. 4 presents the video service quality of all
the mobile station cells of China Unicom in the city. The dark green means the
excellent quality of the video service of the cell, the green means the good quality, the

Table 5. Video awareness for each user

IMSI a b(ms) c(ms) d(s) The rating User experience
a b c d

20205XXXXXX2050 100% 162.4 26942.99 10 A A B B Good
20404XXXXXX2304 50% 5195 26129 6 B A B A Medium
20404XXXXXX6332 100% 638 10661.88 12 A A C B Bad
20404XXXXXX0534 100% 344 0 0 A A A A Excellent
20801XXXXXX6798 100% 140 0 0 A A A A Excellent

Fig. 3. Perception of users in one city
Fig. 4. Perception of areas in one city
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yellow means the medium quality and the red means the bad quality. Hence, the red
areas are extremely needed to be focused on and optimized.

By means of the result of the proposed model, we can find the problem cells in the
realistic network. The results verify 70% of the problems found in the eastern city in
China by the proposed model have been certified existing in the realistic network.
Therefore, the proposed model provides an effective and efficient way to evaluate the
video service perception and locate the related problems in the realistic network.

4 Conclusion

This paper introduces an analytical approach to evaluate the video service from users’
perception based on data mining technology. The approach takes into account the
essential characteristics of video traffic, such as video playing success rate, first-play
waiting delay, download speed, average stalling internal, average stalling duration, and
the proportion of stalling duration. Based on the hierarchical clustering and Pearson
correlation coefficient method, the correlation among the factors are analyzed in order
to determine the key factors of video service perception. Further, the threshold values
are obtained through extensive user surveys and simulation tests. Results of the
application in the realistic network demonstrate the effectiveness of the proposed
model. In addition, results also show the proposed model can be used to evaluate the
video traffic quality of each user or user group, which presents users’ awareness of the
video service directly. Furtherly, telecom operators can use the analyzing results to
optimize the network effectively.
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Abstract. Drive Test (DT) is a very important approach to measure the quality
of the wireless networks. But with the rapid development of wireless networks,
the network structure comes to more and more complicated, such as massive
network, different systems and multiple manufacturers. The complexity of
network leads to a mass expenditure in operation and maintenance which
including DT. In this paper, we study a new method, called Virtual Drive Test
(VDT) by using Measurement Report (MR) and Call Detail Record (CDR), to
measure the quality of the wireless networks in more efficient and less costly
ways.

Keywords: Drive test � Wireless networks � Virtual drive test
MR � CDR

1 Background

Wireless networks face many challenges, such as mass networks, different systems,
multiple equipment manufacturers. The complexity of network operation and mainte-
nance, technical requirements and maintenance costs increased significantly. MR
(MDT) measurements can quickly capture the network coverage of different operators,
effectively assessing the competitor’s network quality. This method is more efficient
and less costly than road tests.

2 The Principle of Virtual Road Test

2.1 Indoor Site Location

By obtaining the site type from the engineering parameter, the indoor site position can
check whether the measured cell is an indoor cell, and use the weighted Centroid
Geometry to position the measurement results which serving cell is an indoor cell
indoor unit of the serving cell in the adjacent list. Based on the fact that the indoor
cell’s coverage should be smaller than the Macro cell, so when the indoor weight
increase, the positioning mean error can be reduced to a reasonable range.
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MWCðx; yÞ ¼
Pk

i¼1
wi:BSiðx; yÞ
Pk

i¼1
wi

ð1Þ

MWCðx; yÞ represents the location generated by Centroid Geometry location, wi is
the weight, and BSiðx; yÞ is the cell position measured by the measurement result
(Fig. 1).

2.2 Feature Pattern Matching

Matching the former results with the existing feature map library, the measurement
result can be replaced by using the closest “feature pattern”.
The key points of its are:

(1) The high-precision library should be based on existing networks;
(2) The evaluation model of the feature should be based on adjacent cell strength and

other measurement information.
(3) Substituting the time delay and antenna direction angle into the range of the

matching candidate grid group.
(4) By iterative operations, the best grid with the highest score can be found from the

candidate grid.

M ¼
XN

n¼1

kn � Cn � ½CMatchCons tan t � absðRxn � rxnÞ� ð2Þ

Where M is the score of the matching result, kn is the weight of the matching cell,
Cn is the common damping coefficient, CMatchCons tan t is a constant match, it adjust the

Fig. 1. The introduction of MWC
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relationship between adjacent cells and level matching, Rxn is the signal strength of cell
n in the measurement result, Rxn is the signal strength of cell n in the grid.

Each grid can generated a score of M, and the greater the M score, the higher the
match, and the grid with the largest M score is the located point (Fig. 2).

2.3 Map Matching and Position Calibrating Algorithm

The map matching and Position Calibrating algorithm is based on the analysis of user
behavior characteristics and combines the electronic map of the geographical infor-
mation for further calibration, including:

(1) Building Matching Method: Analyze user behavior characteristics to identify
indoor measurement results, and combine the corresponding location of the
building on the electronic map, if measurement report outside the building, it is
calibrated to the building b by a grid indexing algorithm based on Euclidean
distance.

(2) Road Matching Method: For outdoor measurements that meet the requirements
for high-speed and long-distance calls, projection and calibration can be done by
examining the most similar path through the measurement path in the electronic
map.

(3) High speed: According to the user characteristics to identify the outdoor call,
more than 2/3 of the users keep moving in more than 30 km/h.

(4) Long call: Identify the interval time of measurement less than 42 s, the duration of
the call last for more than 2 min, and the index of MRCnt over 30 (Fig. 3).

The best path selection formula is:

Rmatching ¼ Max
Xp1

i¼1

WRi ;
Xp2

i¼1

WRi ; . . .;
Xpq

i¼1

WRi

( )
ð3Þ

WRi is the weight of road Ri, Rmatching is the matched best path.

Candidate
Grid

Azimuth

North

Fig. 2. The introduction of M
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2.4 User Behavior Model Established

With the development of 4G system, users demand higher quality of data service
experience, the basic voice business perception is ignored in a sense. So the biggest
problem faced by operators is how to find the failed voice service place based in user
behavior model. there are two main reasons that the Voice perception comes to poor:
on the one hand, when there exists a two sides call, one of the phone is not connected.
on the other hand, both of the phone connected to the system, but as the wireless
situation quality is not good, unilateral users hang up, resulting in short talk time.
Shanghai Unicom has established two kinds of user behavior model based on these
situations. Combine the high-speed rail users with CDR, which establishes voice
evaluation system for high-speed rail users:

(1) Short talk: all users under the cell whose talking time is less than 3 s
(2) Short call between two users: two users call in 3 s repeatedly (Fig. 4)

Fig. 3. The introduction of Road match

Fig. 4. The User behaviors from CDR
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3 Experiment

3.1 Select Test Area

We set the inner ring area as test area and also consider the high traffic flow and
frequency planning. In this paper we choose 100 stations to experiment.

3.2 Virtual Drive Test Based on CDR

(1) Shot talk
Step1: Output the top list through short calls from high-speed rail users
Step2: No configuration for SAC when testing on the spot
It sends the initial direct message Uplink, but does not receive the message from
the downlink, and then receives the RRC release message from the downlink,
causing the call to fail. For this phenomenon, it is found that SAC is not con-
figured (Table 1).

Step3: After SAC is set, the KPI for DT become normal

After SAC is set, the initial direct message is sent upstream and then the direct
message sent by the downlink is received and the call is successful (Fig. 5).

After SAC is set, the test indicators show that the voice business back to normal,
the problem is resolved.

(2) Short call ratio between two users
Step1: Converge the shortcomings ratio TOP list through the high-speed rail
shortcuts cell:
Step2: HD voice encryption when the encrypted information changes,
Nokia MSC in accordance with 3GPP 25.413 requirements to carry encryption
information, then the problem is solved (Table 2).

3.3 Virtual Drive Test Based on MR

The RSRP trend of Virtual Drive testing and DT match very well, especially the
problems in road (Table 3).

Table 1. The top list of short calls

Cell name Ratio of short talk ratio (<3 s)

li’an xi_2(1) 94.35%
li’an xi_2(2) 92.50%
min ming gu_3(3) 91.79%
min zhong hang_2(2) 90.18%
songwanchen_1(3) 87.39%
songwanchen_2(3) 85.78%
songzhiyuan_2(2) 85.28%
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Fig. 5. The normal signaling flow

Table 2. The top list of Short calls between two users

Station name Ratio of short call between two users

Shen lan21 35.12%
Min tian shen31 24.52%
Hua yi_2(0) 22.22%
Shen guang_2(1) 18.55%

402 Z. Lv et al.



4 Conclusion

This paper mainly introduces a method of Virtual Drive Test which is based on MR and
CDR to evaluate the user perception information. This method achieved good results in
practical application. There are two reasons why Virtual Drive Test based on MR and
CDR can replace traditional method of road test. On the one hand it can save
a lot of manpower and material resources, and on the other hand it can enrich the
index system through the establishment of users’ behavior model.
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Table 3. The error rate of virtual drive test based on MR

Coverage ratio Virtual drive testing DT Error rate

RSRP � –90 dBm 79.59% 81.40% 1.81%
RSRP � –95 dBm 83.78% 85.02% 1.24%
RSRP � –100 dBm 92.73% 94.42% 1.69%
RSRP � –105 dBm 97.12% 98.37% 1.25%
RSRP � –110 dBm 99.10% 99.80% 0.70%
RSRP � –115 dBm 100% 100% 0.00%
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Abstract. With the popularization of cars in China, traditional auto insurance
market experiences fierce competition. Auto insurance company concerns with
insurance product innovation, thus improving the insurance service level. For
the purpose of auto insurance innovation, this paper proposes a novel driving
behavior model to evaluate the driving risk. Through logistic regression algo-
rithm, we analyze the correlation between the driving score and the accident.
Then, we discuss the reliability of this model. Furthermore, we employ this
driving score to the auto insurance pricing model, in order to improve the risk
identification of the pricing model. Both the novel driving behavior model and
the auto insurance pricing model can achieve the effective risk segmentation and
precise pricing, as well as assisting the auto insurance company to improve the
market competition capability.

Keywords: UBI � Driving behavior � Insurance model � Logistic regression

1 Introduction

In recent years, the User-Behavior Insurance (UBI) market has been developing
rapidly, especially in the American and Europe [1]. By analyzing the real driving
behavior, UBI products can achieve the precise risk segmentation and improve the
service quality of the insurance company. In addition, UBI products can provide a
variety of value-added services. UBI products can also strengthen service innovation
and enhance customer’s perception [2]. Therefore, UBI leads to a revolution of the
insurance industry, especially in product innovation and customer service.

In China, the auto insurance market becomes a competitive industry, meanwhile,
the product homogenization phenomenon is serious. Hence, the commercial auto
insurance reform is inevitable. This brings new challenges to both the product inno-
vation and the product pricing. Auto insurance, which is based on UBI, is a promising
type of auto insurance recently [3]. UBI auto insurance can meet the requirements of
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commercial insurance reform. Furthermore, UBI auto insurance can improve the profits
of insurance company and the insurance service level.

With the rapid development of mobile internet technology, intelligent mobile
phones are widely used. Therefore, data collected by intelligent mobile phones is
feasible and this provides the data sources for the auto insurance research and appli-
cation. Based on the UBI data, vehicle data, user’s mobile data and weather data, a
novel driving behaviors model is proposed in this paper. In addition, this paper
researches the relationship between driving model and the risk.

2 Data Source Composition

Data source is the key element for the big data analysis. In recent years, the rapid
development of intelligent devices have made it possible for large-scale applications of
UBI technology. The user’s daily behavior can be obtained through the UBI terminals
[4]. UBI data analysis and mining technology will help to research driving behaviors
and differentiated pricing. The UBI data source can be divided into:

(1) Car hardware box: The frequency of data collection from box is second level.
High collection frequency will make pressure to data storage system. However,
low collection interval will be inaccurate to the resulting of behavioral data. Data
is as follows: Trip_Number, Trip_Begin, Trip_End, D_time, GPSMileag, Accel,
GPSAverage_Speed, GPSSpeed_Max, etc.

(2) Mobile operator data: Due to enhanced functions of mobile phone, operators can
achieve some data to replace several types’ data from hardware box (e.g., time,
location, gravity induction), in order to enhance the ease of data acquisition [5, 6].

(3) Road data: The actual road conditions will affect the driver’s safety and conve-
nience, such as the actual driving of different road types, the degree of congestion,
historical archived location.

(4) Weather data: Weather conditions (e.g., rainfall, snow, wind, visibility etc.) affect
the travel environment, the visibility and road conditions.

3 Driving Behavior Model Analysis

3.1 Analysis Method

Different users have different driving behaviors, thus, the driving risks caused by
different driving behaviors vary greatly. Therefore, the research of the user driving
model is the basics to analyze the insurance risk. Model research consists of three
aspects:

Aspect1: Basic UBI data analysis. The research obtains customer’s driving
behavior data per second, at the same time, deep tests are implemented to guarantee the
data quality which can promise the required precision. And through the statistical
analysis, UBI customer’s characteristics are obtained, and we get an intuitive under-
standing of customer driving behavior.
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Aspect2: Calculating the driving score. Based on driving behavior data and real
claim data, a generalized linear model is established, and the model output can be
translated into driving score. At present, we have the location information from
operator, and other data rely on three party data.

Aspect3: Application of driving score. We will take the driving score as a factor,
then, we employ this factor to the auto insurance pricing model to make it more
accuracy. After increasing the driving score factor, the risk identification ability of the
auto insurance pricing model will be improved.

3.2 Factor Composition

Factors are independent variables of driving score model, and they can influence
driving behavior. Some factors can be obtained directly from the driving behavior data
collected by the UBI equipment, and other factors need to match the external data
acquisition (e.g., weather information, map information, etc.) (Table 1).

Table 1. The driver scoring model factor

Category Factor Influence

Time Peak time/Driving
time/Continuous driving
time/Working time or weekend

The driving time will reflect
driver’s status

Speed/acceleration/direction Driving speed/Engine speed Reflect the driver’s driving
behaviors, belong to
impatient, smooth or slow
style

Rapid acceleration -Longitudinal
acceleration
Quick brake-Longitudinal
acceleration/Quick play
round-Lateral acceleration
Uphill-vertical/Downhill-vertical
acceleration
Turning-direction change
Lane change- changes of
direction and speed
Overtaking-changes of direction
and speed

Weather information Rain and snow/Wind
power/temperature/visibility

Reflect the weather’s impact
on driving condition

Map information Road type/Road flow/Speed limit Reflect driving risks which
may exist on the roadIntersection or not/History road

accident
Car information Car brand/Car model/Driving

range
The car’s status will reflect
the consumption ability

Times of auto insurance
accident/Car price
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3.3 UBI Driver’s Features

We make an analysis of the customers who have installed the UBI equipment. Because
male and young drivers are more interested in new electronic technology products, they
are the main UBI equipment customers. As the statistics, the proportion of male drivers
is higher than the female. For young drivers, the proportion is higher than the older
ones. In contrast, the effect of gender is more obvious than age (Fig. 1).

From one day’s perspective, the peak value of the traffic appears in the morning and
evening peak. From a weekly perspective, morning peak only occurs on weekdays,
while evening peaks occur on weekdays and weekends at the same time. However,
foreign data generally show that neither morning nor evening peaks will occur on
weekend (Fig. 2).

Fig. 1. UBI driver’s age and gender distribution

Fig. 2. UBI customer driving time statistics
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4 Insurance Model Research

4.1 Driving Model

In this paper, an insurance driving model is established based on driving behavior,
which uses the driving behavior factors as independent variable and accidents as
dependent variable. The classification methods for classification variables include
Logistic regression, decision tree, random forest, neural network etc. Considering that
Logistic regression can show the relationship between dependent variable and inde-
pendent variable by regression equation and choose variables, logistic model is used in
modeling.

Supposing the sample is {x, y}, y is 0 or 1, which means positive or negative class,
and x is the sample eigenvector of our m dimension. Then, this sample x belongs to the
positive class, hence, the probability of y = 1 can be expressed by the following logical
function (1):

p y ¼ 1jx; hð Þ ¼ r hTx
� � ¼ 1

1þ exp �hTx
� � ð1Þ

There are n independent training samples {(x1, y1), (x2, y2),…, (xn, yn)}, y = {0, 1},
x is the driving factor score model mentioned above, ymeans if accident happened or not,
hence, the analysis of sample data are as Table 2 (x, y sample only for example):

The probability of the occurrence for each observed sample (xi, yi) is as (2).

P yi; xið Þ ¼ P yi ¼ 1jxið Þyið1� P yi ¼ 1jxiÞð Þ1�yi ð2Þ

For the whole sample set, the likelihood function for the n independent samples
occurred is (since each sample is independent, the probability of the occurrence for the
n samples is the multiplication of their respective probabilities):

L hð Þ ¼ PP yi ¼ 1jxið Þyið1� P yi ¼ 1jxiÞð Þ1�yi ð3Þ

Table 2. Sample data

x samples y samples
Car id Driving

time
Driving
distance

Driving
section

Average
speed

Emergency
acceleration

Rain
&
snow

Dangerous
area

Accident
or not

2788 9:20 30 Ring road 100 3 0 No No
2789 22:45 100 Township road 80 5 15 Yes Yes
2790 6:10 10 expressway 120 6 20 No No
… … … … … … … … …
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The maximum likelihood method is to find the value of theta in the model to make
the likelihood function maximum. This maximum likelihood is the cost function. Then,
the next step is to optimize the solution and solve equation, and the results are cal-
culated as (4):

@L hð Þ
@h

¼
Xn

i¼1
yixi �

Xn

i

eh
T xi

1þ eh
T xi
xi ¼

Xn

i¼1
ðyi � r hTxi

� �Þxi ð4Þ

Here, the gradient descent method is used to find the local optimal solution of the
function by employing the first order gradient information, the result is as (5):

htþ 1 ¼ ht � a
@L hð Þ
@h

¼ ht � a
Xn

i¼1
ðyi � r hTxi

� �Þxi ð5Þ

4.2 Auto Insurance Pricing Model

The driving behavior factor is added to the auto insurance pricing model to make up for
the lack of personal behavior information. Further it can improve the model prediction
accuracy, and enhance the risk differentiation ability (Fig. 3).

Customer’s driving scores represent the risk level. This score will be converted to a
form which match user’s behaviors better. Higher the score, more safe the driving is.
But it don’t has directly proportional relationship with risk level. Such as, 90’s score
has a better driving behaviors than 80’s, but any specific difference can’t be judged.

4.3 Relevance of Driving Behavior and Risk

Figure 4 shows the one-dimensional analysis of car accident frequency. The abscissa is
driving score segment (Note: the abscissa of each segment represents the score in the
+2.5 range, such as 7.5 score means the range from 5 to 10), the histogram shows the
degree of risk exposure, the line chart represents the actual accident frequency.

Auto insurance influence factors
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others
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Fig. 3. Auto insurance influence factor
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From Fig. 4, there is a negative correlation between occurrence frequency and
driving score. A low score below 60 points have a big fluctuation due to less risk’s
exposure. Claim frequency decreases with the rising trend of driving score on the other
section. Fluent driving behaviors indicates the low probability of accidents.

Driving behavior affects the risk level significantly. The increase of the driving
score factor can improve the risk identification ability of the existing pricing model, and
the optimization effect is quite significant, which helps to achieve risk segmentation
and precise pricing.

5 Conclusions

UBI pricing research can enhance the market competition in the insurance pricing, as
well as improve the company’s capabilities. In addition, UBI contains abundant
valuable information. This paper proposes both a novel driving behaviors model and an
auto insurance pricing model. The proposed two models utilize and analyze UBI data,
vehicle data, user’s mobile data and weather data comprehensively. The proposed two
models can achieve effective risk segmentation and precise pricing.
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Abstract. Entering the 21st century, data are considered as nationally strategic
resources for business innovations. Currently, it is a global trend to utilize big
data to promote economic development, improve social governance, and
enhance governmental services and regulatory capabilities. However, the
low-quality data are seriously hindering applications for data analysis and
decision support. Testing is a necessary part of quality assurance. This paper
presents a theoretical survey on compliance testing for data quality assurance.
Firstly, basic concepts of data quality and compliance testing are studied. Sec-
ondly, data quality testing models are proposed, involving testing element,
testing object and testing process. Finally, the application model of documents
data quality testing is demonstrated through requirement analysis of documents.

Keywords: Data quality � Data standards � Compliance testing � Documents

1 Introduction

In 1963, the Japanese scholar Tadao Umesao in his Information Industry Theory:
Dawn of the Coming Era of the Ectodermal Industry first predicted the coming era of
information revolution [1]. In 1967, the Japanese government defined informatization
from the economic aspect. The informatization is an advancing process of information
society, which reflects the fundamental change of leading role from tangible material
products to intangible information products. Depending on description and evolution of
informatization in the human history, this paper holds a view that informatization
emphasizes the scale of information labor force caused by various applications of
information technology. Furthermore, this paper divides informatization into four
periods: electronic, networking, data quality and intelligent. The four periods of
informatization are shown in Fig. 1.

Entering the 21st century, information technology and economic society are deeply
integrated, which leads to huge data explosion from society, sensors and cyberspace.
Data are considered as nationally strategic resources for business innovations [2].
Currently, it is a global trend to utilize big data to promote economic development,
improve social governance, and enhance governmental services and regulatory capa-
bilities. The premise for effective analysis of big data is to guarantee the quality of

© Springer Nature Singapore Pte Ltd. 2018
S. Sun et al. (eds.), Signal and Information Processing,
Networking and Computers, Lecture Notes in Electrical Engineering 473,
https://doi.org/10.1007/978-981-10-7521-6_50



collected data. That is because professional data analysis tools extract implicit, accurate
and useful information only in the big data environment of high quality. Based on high
quality analysis results, enterprises making decisions will not deviate from the normal
track to make business decisions. Otherwise, even if data analysis tools are advanced, a
junk big data environment can only extract meaningless junk information. Therefore,
data management must be conducted like traditional product or service management to
ensure data quality. However, since the inherent attributes of intangible data differ from
tangible products or services, the principles of data quality, management, and tech-
nology are different from the traditional product quality or quality of service.

Testing is a necessary part of quality assurance. Data quality testing is gradually
emphasized by software developers and software users, which is also as a necessary
engineering part to ensure data quality in the process of software system development,.
Implementing conformance testing and monitoring data life cycle strictly aim to detect
data defects, assess and improve data quality, meeting user expectations for measured
data [3].

Although data quality testing can learn from the existing software testing methods
in a certain extent, but they are not the same. The data quality testing is not stan-
dardized. For example, many software developers and users are still misunderstanding
on data quality testing, and data quality testing theories are lacking, and the data quality
testing process management is incomplete.

This paper focuses on building a set of top level theoretical models for data quality
testing, which solves the following problems:

(1) how to fully understand data quality testing?
(2) how to select the testing object of data quality?
(3) how to establish a basic data quality testing process?

Fig. 1. The four periods of informatization
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2 Definitions

2.1 Software and Software Testing

Software, or computer software, is a part of a computer system that consists of data or
computer instructions, in contrast to physical hardware from which the system is built
[4]. Software quality is very important. If a software is buggy, and the bugs must be
discovered and debugged through software testing.

Software testing is an investigation, which is conducted to provide stakeholders
with information about the quality of software under test. In general, the properties of
“fit for use” are listed as follows [5]:

(1) meeting the requirements of its design and application.
(2) responding correctly to inputs.
(3) performing functions timely.
(4) usable.
(5) can be installed and run in intended environments.
(6) achieves the general result that stakeholders desire.

To a great extent, software testing conventionally emphasizes on debugging
computer instructions, however, the quality of data circulating in software are thor-
oughly ignored.

2.2 Data Lifecycle

Data are resources with life cycle like everything else in the real world. The data life
cycle and the system development life cycle are shown in Fig. 2. The data life cycle
(DLC) describes the management process of data resources. The system development
life cycle (SDLC) describes the process of establishing information systems for system
analysts, software engineers, programmers, and end-users. They are closely related,
because data planning, specification, definition, and development implementation
activities are parts of the SDLC.

Fig. 2. The data life cycle and the system development life cycle [6]
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2.3 Data Quality

Data quality (DQ) is one aspect of the quality category. It is a concept of the quality
level of data. The definition of data quality “data are fit for their intended uses” is
widely accepted and quoted [7]. Data quality is also known as information quality (IQ).
They are both concerned about quality issues. But strictly speaking, there are two
differences between them. DQ describes the characterization of quality characteristics
of data from their objective features, and emphasizes the data that meet the objective
facts. While from the aspect of data bearing semantic and pragmatic features of
information, IQ emphasizes data bring people feeling, cognition and recognized degree,
and focuses on depicting the data from the subjective aspects of the quality
characteristics.

It can be seen that the quality of data can be considered low, if the data are not
suitable for its intended use. In particular, there are special standards and methods for
measuring quality of graphics, image and video. Therefore, the quality of data is
usually referred to structured data, such as text and numbers, and does not involve
unstructured multimedia data.

2.4 Data Standards

Data standards are agreements between parties on the definitions of common business
terms and the ways those terms are named and represented in data [8]. A standard
incorporates a set of rules that describe how data objects are stored, exchanged, for-
matted, or presented and encompasses the rules by which information is shared. This
includes [8]:

(1) the identification and definition of common business terms.
(2) the determination of which data objects will be shared.
(3) the list of data elements composing those data objects.
(4) data element naming, format/structure, and presentation rules.

2.5 Compliance Testing

Compliance testing, also known as conformance testing, is a nonfunctional testing
technique which is done to validate weather the system developed meets the organi-
zation’s prescribed standards or not [9].
Objectives of compliance testing should include [9]:

(1) determining that the development and maintenance process meets the prescribed
methodology.

(2) ensures whether the deliverables of each phase of the development, meets the
standards, procedures and guidelines.

(3) evaluate the documentation of the project to check for completeness and
reasonableness.
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2.6 Compliance Testing on Data Standards

Compliance testing on data standards can be defined as validating weather the deliv-
erables of each phase of the software development meets the organization’s prescribed
data standards or not, such as Chinese and English terms, data types, data formats, data
units, data ranges.

It is an inevitable product of the development of the big data industry economy in
the current society. It aims to provide reliable data quality assurance for governmental
data sharing and commercial data marketing.

3 Models of Compliance Testing on Data Standards

3.1 H Testing Model of Data Quality

This paper proposes a H testing model of data quality, as shown in Fig. 3.

Data quality testing is a systematic project, usually involving six elements: testing
object, testing point, testing item, testing method, testing flow and testing report.

(1) Testing object

Data is usually recorded in physical or electronic form. As a result, testing objects
fall into two main categories: document data and electronic data.

The file data category includes documents, contracts, operation orders, project
documents, records, faxes, financial reports, development plans, emergency plans,
daily data generated by the undergraduate office, and various foreign inflow documents.

Electronic data includes system management, system files, documents, reports,
technical scheme and work records, forms, configuration files, topology, system
information table, user manuals, database, data operation and statistical data, the
development process of the source code.

(2) Testing point

A testing point is a key monitoring point for data quality which is implemented in
the data life cycle. Data quality tests should first select the best test point.

Testing
object

Testing 
point

Testing 
item

Testing 
method

Testing 
process

Testing 
report

Other processes (such as design process, 
coding process)

Fig. 3. H testing model of data quality
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(3) Testing item

The testing item is the property of the testing object. For example, the testing items
of data content include Chinese and English terms, data types, data formats, data units,
data range, etc.

(4) Testing method

Select the appropriate testing method according to testing object and their
attributes.

(5) Testing flow

It is important to use advanced standards, methods and tools for data quality testing.
However, successful data quality testing cannot be separated from the management of
the organization and process of the testing. The flow management of data quality
testing is an important guarantee for successful testing.

(6) Testing report

In the current field of laboratory accreditation classification (CNAS-AL06: 2015),
the “software product and information security product” category has not used data as a
detection product.

Data quality testing is an independent process that runs throughout the system
development life cycle and is concurrent with other processes (such as design pro-
cesses, coding processes, etc.).

Data quality testing should be prepared as soon as possible and implemented as
soon as possible.

Data quality testing should be conducted at different levels according to testing
point. Different levels of testing activity can be done in a certain order, but may be
repeated.

3.2 Testing Object Model of Data Quality

This paper proposes a testing object model of data quality, as shown in Fig. 4. This
model reveals the deliverables as testing object of each phase of the data lifecycle.

Electronic 
data

Current 
standards

Document 
data

Data input Information 
system Data output Data quality 

assurance
Raw 

materials Data application

Electronic 
data

Compliance 
or not

Compliance 
or not

Compliance 
or not

Fig. 4. Testing object model of data quality
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For example, data dictionary as electronic data in computer systems, electronic data
and document data as data output.

3.3 Testing Process Model of Data Quality

This paper proposes a testing object model of data quality, as shown in Fig. 5. Data
quality testing process is generally divided into the establishment of testing plans, the
establishment of the current standard library, data collection and analysis, testing
implementation, testing logs, testing reports and other stages. The tasks, inputs and
outputs of each phase are clearly defined so as to control and configure the entire
testing process.

4 Document Data Quality Assurance

This paper proposes a testing framework of document data quality assurance, as shown
in Fig. 6. It is constructed according to the modular architecture, which mainly consists
of four parts: testing system, simulation training and evaluation system, security
assurance system and hardware and software infrastructure.

Establishment of 
the current 

standard library

Establishment of 
testing plans

Data collection 
and analysis

Testing
implementation

Testing logs Testing reports

Fig. 5. Test object model of data quality
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5 Conclusions

Compliance testing on data standard for data quality assurance is an inevitable product
of the development of the big data industry economy in the current society. This paper
helps well understanding of its definitions, models and applications. It can be exploited
in a wide range of potential applications to make data high available. Still, it remains
challenges to refine testing models into a unified view of complex and dynamic real
world.
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Abstract. Mobile cellular networks are experiencing fast development
recently. The electromagnetic wave is the key factor to impact the cell coverage
and the performance of mobile cellular networks. In this paper, we research the
electromagnetic wave under the haze and the rainstorm. Initially, we study the
basic theory of electromagnetic wave and research its propagation characteristic.
Then, we analyze the theoretical impact of electromagnetic wave under the haze
and the rainstorm. In order to verify the theoretical analysis, we employ the
telecom big data in a city of China to analyze the cell coverage and the service
access performance. Results show the haze has little impact on the cell coverage
and the access performance, whilst the rainstorm degrades the cell coverage.

Keywords: Electromagnetic wave � Telecom big data � Haze � Rainstorm

1 Introduction

In the past decade, mobile cellular networks have experienced fast development [1–3].
Telecom operators deployed 2G GSM, 3G WCDMA and CDMA2000 networks
worldwide [4, 5]. Due to users’ requirements and service diversity, 4G LTE networks
are deployed worldwide [6–8].

The transmission of electromagnetic wave plays an important role and impacts the
mobile networks, including the cell coverage, the networks performance etc. [9, 10].
Different weather conditions have different influences on the transmission of electro-
magnetic wave, thus impacting the mobile networks. From the perspective of system
operation and networks optimization, telecom operators should be aware of the detailed
impact of mobile cellular networks under different weather conditions [11, 12].

This paper researches the electromagnetic wave under two weather conditions,
including haze and rainstorm. Specifically, we study the definition and classification of
electromagnetic wave. Then, we research the propagation characteristics. Furthermore,
this paper theoretically analyzes the impact of haze and rainstorm. Finally, we collect
the realistic 3G/4G data to analyze the cell coverage, the service access performance in
Beijing under the haze condition and the rainstorm condition.
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2 The Electromagnetic Theory

2.1 Definition and Classification of Electromagnetic Wave

The electromagnetic wave is a self-propagating transverse oscillating wave in the
electric and magnetic fields. Figure 1 shows the spread of the electromagnetic wave
(from the left to the right direction) [13]. The electric and magnetic fields in EMR wave
are always in phase and at 90° to each other.

The electromagnetic wave varies in size, from long radio wave (the size of
buildings) to short gamma rays (shorter than atom nuclei). Its frequency is inversely
proportional to wavelength, as shown in (1):

v ¼ f k ð1Þ

where v is the speed of the wave, f is the frequency and k is the wavelength [13].
A photon has an energy proportional to its frequency by (2):

E ¼ hf ¼ hc
k

ð2Þ

where E is the energy, h is Planck’s constant k and c is the speed of light.
The momentum p of a photon is also proportional to its frequency, as well as

inversely proportional to its wavelength, as shown in (3):

p ¼ E
c
¼ hf

c
¼ h

k
ð3Þ

Fig. 1. Spread of electromagnetic wave

Table 1. Classification of electromagnetic wave

Class Frequency Wavelength

Low frequency (LF) 30–300 kHz 104–103 m (10–1 km)
Medium frequency (MF) 300–3000 kHz 103–102 m (1000–100 m)
High frequency 3–30 MHz 102–10 m (100–10 m)
Very high frequency (VHF) 30–300 MHz 10–1 m
Ultrahigh frequency (UHF) 300–3000 MHz 1–0.1 m
Ultrahigh frequency (SHF) 3–30 GHz 10–1 cm
Extremely high frequency (EHF) 30–300 GHz 10–1 mm
Tremendously High frequency (THF) 300–3000 GHz 1–0.1 mm
Visible Light 100–10000THz 3 � 10–3 – 3 � 10–5 mm
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The classification of electromagnetic wave is as Table 1. The electromagnetic wave
of mobile communication is Ultrahigh frequency, as shown in Table 2.

2.2 Propagation Characteristic of Electromagnetic Wave

The propagation characteristics of electromagnetic wave include:

(1) Propagation loss: Propagation loss and dispersion caused by variation of signal
propagation distance.

(2) Shadow fading: Propagation of wave in a transmitting environment, tall buildings,
and prominent obstacles that cause the decline of electromagnetic wave.

(3) Multipath fading: It contains reflection, diffraction and scattering.
(4) Doppler effect: The expansion of frequency domain because of the

movement/mobility of travelling carriage in high speed [14,15].

3 Theoretical Analysis of Impact of Haze and Rainstorm

Haze, which is also called PM2.5 (Particulate Matter 2.5), is a fine particulate matter
suspended in the air. Its diameter is less than 2.5 l. The electromagnetic wave length of
China Unicom ranges of 11–32 cm, more than 40 thousand times the diameter of
PM2.5. As described in Sect. 2.2, haze has little effect on the propagation loss, shadow
fading, Doppler effect of mobile communication, but may has effect on multipath
fading. Then, we will analyze it in details.

Table 2. Electromagnetic wave for telecom operators in China

Operator Standard Frequency
(MHz)

Upload
frequency (MHz)

Download
frequency (MHz)

Wavelength
(cm)

China
Unicom

GSM900 (2G) 6 909–915 954–960 29.80–31.47
DCS1800 (2G) 10 1745–1755 1840–1850 15.46–16.40
WCDMA (3G) 15 1940–1955 2130–2145 13.33–14.75
TD-LTE (4G) 40 2300–2320 2300–2320 12.33–12.44

2555–2575 2555–2575 11.11–11.20
FDD-LTE (4G) 10 1755–1765 1850–1860 15.38–16.30

China
Mobile

GSM900 (2G) 19 890–990 935–954 29.99–32.15
DCS1800 (2G) 15 1710–1725 1805–1820 15.72–16.73
TD-SCDMA (3G) 15 2010–2025 2010–2025 14.13–14.23
TD-LTE (4G) 130 1880–1890 1880–1890 15.14–15.22

2320–2370 2320–2370 12.07–12.33
2575–2635 2575–2635 10.86–11.11

China
Telecom

CDMA (2G) 15 825–840 870–885 32.33–34.68
CDMA2000 (3G) 15 1920–1935 2110–2125 13.46–14.90
TD-LTE (4G) 40 2370–2390 2370–2390 11.97–12.07

2635–2655 2635–2655 10.78–10.86
FDD-LTE (4G) 15 1765–1780 1860–1875 15.26–16.21
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The three parts of multipath fading and the trigger conditions are as follows [13]:

(1) Reflection: The block is smooth and larger than the transmission wavelength.

R [[ k ð4Þ

In (4), R represents the diameter of stumbling block, k represents the diameter of
electromagnetic wave.

(2) Diffraction: the edge of the block is sharp and much larger than the transmission
wavelength, as shown in (5).

R [[ k ð5Þ

(3) Scattering: The electromagnetic wave deviates from the original direction through
the uneven medium. Trigger conditions are rough surfaces, small objects or other
irregular objects. The scattering method varies with the relative relation between
electromagnetic wave length and atmospheric molecular diameter and aerosol
particle size, divided into mie scattering, non-selective scattering and Rayleigh
scattering.

As the size of PM2.5 particle is 40000 times smaller than electromagnetic wave for
telecom operators, it has little impact on the reflection and diffraction of electromag-
netic wave. However, PM2.5 may affect the electromagnetic scattering. The trigger
conditions of three kinds of electromagnetic scattering are as follows:

(a) Mie scattering:

R ffi k ð6Þ

In (6), R represents the diameter of stumbling block while k represents the diameter
of electromagnetic wave.

(b) Non-selective scattering:

R[[ k ð7Þ

(c) Rayleigh scattering:

R\
k
10

ð8Þ

The length of electromagnetic wave of mobile networks is 1–35 cm, which is much
larger than the PM2.5 size. Hence, the Mie scattering and non-selective scattering is
impacted slightly. The intensity of scattering wave is inversely proportional to the
fourth power of wave length. Therefore, the impact to mobile networks is insignificant.

The diameter of rainstorm is 0.5–5.5 mm, which is much larger than the size of
haze. Hence, rainstorm also impacts Rayleigh scattering. As the diameter of rainstorm
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is 1000 times larger than haze, the intensity is 1012 times stronger than the impact of
haze.

In addition, the road filled with water may causes reflection, which will impact the
electromagnetic wave of mobile communication as well.

4 Experiments and Results

Telecom operators can collect telecom big data of mobile networks [16, 17]. Typical
telecom big data includes the measurement report (MR) of users, key performance
indicators of mobile networks, service condition etc. [18–20]. Section 4 presents our
experiments of analyzing different weather condition’s effect for electromagnetic wave
of mobile networks. The process follows the typical experiment process in mobile
networks, including the data collection stage, the data analysis stage for different
evaluation indicators, as well as the results discussion stage [21, 22].

4.1 Experimental Results of Haze’s Effect on Electromagnetic Wave

We analyze the telecom big data of 3G WCDMA outdoor macro-cells in Beijing
between December 15, 2015 and December 22, 2015. During this period, the air
pollution was becoming worse gradually. The experimental area consists of over 6100
macro-cells, which are located in Xicheng District and Haidian District.

We compare both the coverage and the accessibility performance between good
weather condition and haze condition. From Table 3, as the air pollution became
worse, the overall coverage rate did not change significantly. We can conclude that the
haze weather condition has no significant effect on the quality of wireless coverage.
Additionally, based on the weak coverage rate geographical visualization in Fig. 2, we
can get the same conclusion that the proportion of weak coverage in each cell was not
significantly deteriorated as the air pollution intensifies.

Table 3. Information of coverage rate at different air quality conditions

Date Weather Air quality PM 2.5
concentration

RSCP > −100 dBm
samples

Total
samples

Coverage
rate

12.15 Sunny Good 28 17041092 17830878 95.57%
12.16 Sunny Good 23 16964881 17739950 95.63%
12.17 Sunny Moderate 84 16779586 17522143 95.76%
12.18 Sunny Moderate 80 16964524 17726104 95.70%
12.19 Haze Unhealthy 168 14684398 15330071 95.79%
12.20 Haze Very

Unhealthy
249 14729609 15375202 95.80%

12.21 Haze Very
Unhealthy

280 16808394 17553258 95.76%

12.22 Haze Hazardous 347 16938851 17706373 95.67%
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Figure 3 shows that the Radio Access Bearer (RAB) establishing success rate did
not decrease as air quality decreased. From above results, we can see that the coverage,
accessibility of mobile networks were not affected by the haze weather condition.

4.2 Experimental Results of Rainstorm’s Effect on Electromagnetic
Wave

In Sect. 4.2, we analyze the 4G MR of over 2800 outdoor LTE macro-cells in Daxing
District of Beijing between June 15, 2017 and June 24, 2017, thus verifying the actual
effect of rainstorm on the transmission of electromagnetic wave [23].

Table 4 and Fig. 4 show that as the rain got heavier, the overall coverage rate had
an obvious drop, especially on June 22 and June 23. Because of the heavy rain, the

Fig. 2. Weak coverage rate geographical visualization at different air quality condition
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Fig. 3. Result of RAB establishing success rate
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coverage rate fell by over 3%. Meanwhile, the proportion of weak coverage cell
increased greatly during the heavy rain day on June 23.

From the experimental results, we can conclude that the rain has a great influence
on the transmission of the electromagnetic wave of mobile cellular networks. Due to
the absorption and scattering of electromagnetic wave by rain drops, the transmission
signal will attenuate.

5 Conclusions

This paper investigates the electromagnetic wave under the haze condition and the
rainstorm condition. Firstly, this paper studies the basic theory of electromagnetic wave
and researches its propagation characteristic. Secondly, we theoretically analyze the
impact of electromagnetic wave under haze and rainstorm. Thirdly, we collect the 3G
WCDMA data and 4G LTE data in Beijing. Finally, we use the collected data to
analyze the cell coverage and the service access performance under haze and rainstorm.
Experimental results show the haze has little impact on the cell coverage and service
access performance. Results also show the rainstorm degrades the cell coverage.

Table 4. Horizontal comparison of coverage rate at different weather conditions

Date Weather RSRP > −110 dBm samples Total samples Coverage rate

6.15 Sunny 468171614 529158727 88.47%
6.16 Cloudy 470003196 530791848 88.55%
6.19 Cloudy 418457313 473350960 88.40%
6.21 Thunder rain 462485371 523875863 88.28%
6.22 Moderate rain 446711770 513630026 86.97%
6.23 Heavy rain 300126992 352168132 85.22%
6.24 Cloudy 429247922 490790139 87.46%
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Sunny

6.16 
Cloudy

6.19 
Cloudy

6.21
Thunder rain

6.22 
Moderate rain

6.23 
Heavy rain

6.24 
Cloudy

weak cover cell 18.58% 18.51% 18.21% 19.75% 23.38% 25.79% 21.34%

good cover cell 78.95% 79.19% 79.03% 77.87% 74.31% 70.26% 75.77%
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Fig. 4. Result of coverage ratio (good coverage cells, weak coverage cells)
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Abstract. In the age of 4G, mobile video has become the key development
strategy of Internet companies and telecom operators. Because the user per-
ception of video service has a direct impact on the reputation of the operators’
networks, the evaluation of video traffic quality becomes one of the most
important tasks for operators. Video is different from other types of service and
it needs to inspect every packet to analyze video fluency which is a challenge for
both the analytic algorithm and the server. This paper proposes a pre evaluation
algorithm to evaluate video fluency which can dramatically reduce the inspec-
tion overhead as well as the server pressure.

Keywords: Pre evaluation algorithm � Video evaluation � Big data

1 Introduction

With the rapid development of mobile communication and video technology, video
transmission network extends from broadcast TV network to information network, and
mobile video service will gradually become a very valuable business in the commu-
nication and Internet industry. The prospect of video service will be beyond our
imagination in the future, and it will run through all walks of people’s life. We will be
gradually entering the video society, and accordingly video service will become the
mainstream of people’s life experience. Faced with the huge development space of video
service, telecom operators at home and abroad are turning video into their key strategy.

At present, the traffic of mobile video service is more than half of that of the 4G
mobile service. The support capability of mobile network directly affects the quality of
the mobile video and the user perception, therefore, the quality of video service is an
important measure to evaluate the network capability and the competitiveness of
operators in the 4G era. Researchers such as Cheng et al. [1] and Wang et al. [2] have
proposed relevant metrics to evaluate video quality and user perception, including
success rate of playing, initial playout delay, times of lag and duration of lag. Times of
lag and duration of lag belong to the fluency assessment index, which are significantly
different from other types of business. Zhang et al. [3] puts forward the accumulation
algorithm to calculate the times of lag and duration of lag. Its core idea is to combine
the relevant signaling with every video packet to restore the user’s download process as
much as possible, thus inferring the fluency index of videos.
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As the video traffic is improving rapidly, the server is getting more and more
stressed while analyzing video traffic and outputting relevant evaluation index. This
will lead to a phenomenon that the demo of a product can work correctly but correct
results can’t be outputted in the practical network. In this paper, a pre evaluation
scheme is proposed to reduce calculation amount and server pressure by judging
whether the video is smooth or not and then calculating indices of the video’s lag.

2 Calculation of Lag Index

The calculation of video fluency index is the most difficult during the video evaluation.
It can be calculated from test data, Internet log data and operators’ core network data.
Video fluency index can be accurately calculated from test data, but the amount of test
data is smaller than others and it also consumes a lot of manpower, material resources,
time and other resources. It’s hard to cooperate with every video site even the Internet
log data can provide accurate indicators and its volume is relatively large. Core network
data belongs to the operator’s own data which is easy to implement and can provide
large amounts of data but requires DPI tools and mass calculation. Considering the
above three methods, operators mainly use the core network data for video evaluation.

Based on core network data, the basic scheme for computing video lag is as
follows.

We assume that the actual download rate is Vi, the download period of one packet is
Ti, the basic download rate required by video is Va, the number of packets in video is M.

For n 2 1; 2; 3 � � �Mð Þ
When

Xn

0

vi � Tið Þ\va �
Xn

0

Ti ð1Þ

Lag will appear in the video, else the video can be viewed as smooth.

Fig. 1. Method of calculating lag.
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The horizontal axis represents the download time, and the vertical axis represents
the download data. The solid line represents practical download data, while the dotted
line represents the required download data which should meet the basic requirement for
smoothly video playing. In Fig. 1, it shows that lag will appear at the moment of t1.

The video evaluation index calculated by this method is basically consistent with
the actual situation, but every packet is to be calculated, the calculation amount of this
method is enormous. The data size of a standard definition video is about 200 MB,
while a TCP packet only has 1500 B data, just one video’s fluency assessment requires
up to 140000 times of packet count. So the amount of resources needed to evaluate
video business is enormous for a city’s network.

3 Pre Evaluation Algorithm

In the age of 4G, networks provided by operators own the capability of high download rate
which can reach 100 Mbps in theory, especially the download rate is as high as 900 Mbps
in indoor and outdoor scenario on the ChinaUnicom’s 4G+ test network.More than half of
the video service meets the requirement of high-definition video from actual statistics in
Fig. 2. It is necessary to take the evaluationmethodmentioned in the previous sectionwhen
lag appears in a video. If there is no lag, it will save a great deal of computational resources
by an efficient method rather than the traditional evaluation method.

The current streaming protocol is to separate video into segments, the data amount
of each segment is about 10 MB or less, the segment will not be downloaded until the
previous one is nearly finished. We can come to a conclusion for every segment first of
all, if there is no lag, the evaluation index will be outputted directly. If lag exists in one
segment, the traditional evaluation method will be used to get the index.

0.00%

20.00%

40.00%

60.00%

80.00%

100.00%

120.00%

0

50000

100000

150000

200000

250000

300000

350000

0 80 16
0

24
0

32
0

40
0

48
0

56
0

64
0

72
0

80
0

88
0

96
0

10
40

11
20

12
00

12
80

13
60

pe
rc

en
ta

ge

qu
an

tit
y

download speed(KB/s)

number of videos CDF of videos

Fig. 2. The distribution of video download rate in practice.

Analysis and Optimization of Video Fluency Based on Big Data 431



Here a method is introduced to judge whether there is lag or not in a segment. For
simplicity, if the download time of a segment ðtdÞ is less than the viewing time ðtwÞ, we
can roughly conclude that there is no lag in this segment. Ideally, the actual download
rate is always higher than the required download rate like the solid line Q1 and the
dotted line Q0, but we can’t rule out what’s shown by curve Q2 because we have no
idea about the details of each packet (Fig. 3).

In the process of playing the video, the download data will be stored in a buffer
before it is played. In order to ensure the fluency of video, the media player typically
sets a minimum threshold for the buffer, when the data in the buffer is smaller than this
threshold, the next segment will be requested to be downloaded.

Fig. 3. Unsatisfactory of the judgment by average download rate.

Fig. 4. Three stages of video download
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The Fig. 4 shows how the video is downloaded separately. At the moment of t1 and
t3, the remaining data is insufficient which triggers the minimum buffer threshold, and
then the next segment is requested to be downloaded. The minimum buffer is available
for normal viewing during the period between t1 and t2, a whole segment can play
normally and smoothly during the period between t2 and t4.

If the video can be normally viewed with no lag, there will be a relationship as

t3 � t1ð Þ � t2 � t1ð Þþ t4 � t3ð Þ ¼ t4 � t2 ð2Þ

Assume that DQ is the minimum buffer threshold, Qi is the ith segment of the
video, Ti is the play duration of the ith segment, Ci is the rate of ith segment, ti is the
moment that the ith segment is requested, we have

tiþ 1 � tið Þ � DQ
Ci�1

þ DQ
Ci

¼ Ti ð3Þ

Because

Ci ¼ Qi

Ti
ð4Þ

We finally have

tiþ 1 � ti � DQ
Qi�1=Ti�1

þ DQ
Qi=Ti

¼ Ti ð5Þ

The above parameters can be obtained without detailed information of each packet.
If the relevant parameters obtained by inspecting signaling satisfy formula (5), it shows
that this segment of video has been played normally and smoothly. And the final
conclusion can be drawn directly that there is no lag in the segment and analyzing each
packet deeply is unnecessary.

To show the advantage of the Pre Evaluation Algorithm compared with the tra-
ditional cumulative algorithm, simulation is realized according to different video
standards and network environment (Fig. 5).

The simulation result shows that the number of packets required by the traditional
cumulative algorithm in any network condition is constant. However, the number of
packets required by the Pre Evaluation Algorithm decreases gradually as the network
condition improves. With the development of mobile network technology, the network
environment is getting better, and the Pre Evaluation Algorithm will be of greater
value. In brief, the pre evaluation algorithm can reduce the complexity of the video
evaluation system and reduce the pressure of the evaluation server.
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4 Conclusion

In the era of video traffic explosion, the evaluation of video quality is very important,
operators have invested a lot of resources to build video evaluation platform. It is not
applicable for the video evaluation system without considering the algorithm and the
server pressure in the background of big data. The pre evaluation algorithm proposed in
this paper is an improvement on the traditional evaluation method of video lag, which
can greatly reduce the pressure of the evaluation server, especially for the high
bandwidth network.
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Abstract. With the development of e-commerce technology, a growing num-
ber of people prefer to purchase clothes on the e-commerce websites. Therefore,
an effective recommendation system is necessary for customers. User-based
Collaborative Filtering (UCF) algorithm is widely utilized to predict the pref-
erences of customers. However, UCF algorithm employs the sparse matrix and
the recommendation has low precision. In this paper, an improved recommen-
dation algorithm named Advanced User-based Collaborative Filtering (AUCF)
algorithm is proposed and implemented in the clothing recommendation system.
The proposed AUCF algorithm introduces user-item linked list, which can
overcome the problem of large time complexity. Considering the impact of
different popularity of items, AUCF algorithm is capable of publishing the
negative influence of popular items, which can increase the recommendation
coverage. Experiment results show the AUCF algorithm significantly increases
the recommendation coverage and precision.

Keywords: Collaborative filtering algorithm � Online clothing
Recommendation system

1 Introduction

In the past couple of decades, mobile communication systems experience fast devel-
opment [1–3]. Recently, 4G LTE systems are widely deployed worldwide [4–6]. Due
to the high data rate of LTE systems, mobile Internet and e-commerce experiences fast
development [7–9]. In addition, online stores can provide customers with a large
number of products. Hence, online clothing purchasing becomes very popular choice
for customers. According to the statistics in 2016, the ratio of transactions of online
clothing stores in China reaches nearly seventy percent [10]. However, customers can
not accurately find favorite clothes and their time would be wasted when browsing.
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Therefore, it’s necessary for online clothing stores to recommend appropriate clothes to
customers [11].

Collaborative Filtering Recommendation algorithm is utilized to recommend items
to target users by employing the groups which have common preferences. User-based
Collaborative Filtering (UCF) algorithm is a typical way to make recommendation
[12]. The basic principle is to use the historical records to generate Top-K neighbors,
and then take the recommendations to the target user based on the Top-K neighbors.
However, UCF algorithm has its limitations such as sparseness of matrix, poor effi-
ciency, low precision as well as low recommendation coverage. This paper proposes an
Advanced User-based Collaborative Filtering (AUCF) algorithm, which can reduce the
sparseness of matrix, and increase the recommendation coverage as well as the effi-
ciency. The experiment results of 10-fold cross-validation in dataset from Tmall.com
show that AUCF algorithm increases the coverage and the precision.

2 Advanced User-Based Collaborative Filtering (AUCF)

2.1 Summary of AUCF Algorithm

This paper tries to improve the traditional UCF algorithm via calculating the similarity
among users, and we also propose user-item linked list to reduce sparseness of matrix.

This paper denotes U ¼ fu1; u2; u3. . .; ung as the set of all n users, Uk ¼
fu1; u2; u3; . . .; ukg as the Top-K neighbors, I ¼ fI1; I2; I3; . . .; Ikg as the set of histor-
ical items purchased by Top-K neighbors. This paper also denotes W ¼
fW1;W2;W3; . . .;Wkg as the set of weights of items for the target user. The similarity
between the target user and other users is calculated firstly. Uk are selected from all
users based on similarity. We calculate W based on Top-K neighbors. Based on W, we
select the Top-N items as recommendation to the target user. Note that the parameter
K and N can be adjusted according to application scenario.

2.2 Improvement of Representation

In the typical recommender system based on UCF algorithm, data is presented as an
m � n matrix R, m represents the number of users, n represents the number of items, Rij

represents the evaluation value of the ith user to the jth item. In this paper, evaluation
value Rij ¼ 1 represents the item is purchased, whilst Rij ¼ 0 represents the item is not
purchased.

Table 1 shows the sparseness of matrix is large. Therefore, we propose the linked
list to store whether the user has purchased certain clothes or not. As shown in Fig. 1,
each user is a linked list head, and the clothes purchased by the user will be connected
to the user in sequence. The clothes that are not purchased by the user will not be stored
in the user’s user-item linked list.
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2.3 Improvement of Similarity Calculation

This paper tries to improve the calculation method of the similarity among users, and
we develop two methods. One method is derived from the vector model and the other
method is an improved version of the first one.

2.3.1 Cosine-Based Similarity
Cosine-based similarity (CS) is widely used. This paper assumes v and u are two
different customers, which can be represented as vectors. Each dimensionality of the
vector represents the purchasing frequency of a certain item (Purchasing frequency
indicates the number of certain item purchased by a user).

simðv; uÞCS ¼ cosðv*; u*Þ ¼ v* � u*
v*

�� �� u*
�� �� ð1Þ

where ‘.’ denotes the vector dot-product operation.
The cosine-based similarity considers the purchasing frequency of different users.

However, purchasing frequency is less important than purchasing coverage in this
scenario. According to the statistics of on-line store (Tmall.com), around 80% users
purchase certain clothes once or not. Therefore, most users only purchase certain
clothes once, and the purchasing frequency is 1 or 0 under 80% scenarios [7]. From the
analysis above, purchasing frequency is not a key factor to analyze the purchase
behavior. The cosine-based similarity method can be simplified by using the inter-
section principle [13]. Iv is the item set, which consists of all items purchased by v. Iu is
the item set purchased by u. Based on the number of items (both v and u purchased),
the modified cosine-based similarity (MCS) between v and u can be calculated as (2).

simðv; uÞMCS ¼
Iv \ Iuj jffiffiffiffiffiffiffiffiffiffiffiffi
Ivj j Iuj jp ð2Þ

Table 1. Data sparseness of user-rating-data matrix

User\Item Item1 Item2 Item3

User1 R11 – R13

User2 – R22 –

User3 – R32 R33

Fig. 1. User-item linked list

438 Y. Liu et al.



where jIvj denotes the number of elements in set Iv. By using (2), the impact of
purchasing frequency can be overcome.

2.3.2 Inverse Item Frequency Similarity
The MCS method is effective to calculate the similarity. However, the MCS method
employs the same weight for different items. To our knowledge, popular items have
less influence on the similarity than unpopular items. It is because most users will
purchase popular items. Therefore, compared with unpopular items, popular items
should have lower weight.

The recommendation coverage reflects the range of items recommended by the
similarity method. This paper improves the recommendation coverage by introducing
item frequency factor, as shown in (3).

simðv; uÞAUCF ¼

P
j2 Iv \ Iuj j

1
logð1þ Ujj jÞ
ffiffiffiffiffiffiffiffiffiffiffiffi
Ivj j Iuj jp ð3Þ

where jUjj is the number of items purchased by both u and v. simðv; uÞAUCF uses Log
function on jUjj and calculates the reciprocal, thus effectively decreasing the impact of
popular items on the similarity calculation. Employing (3), the similarity between two
users will be high if these two users purchase the same unpopular items.

2.4 Recommendation Through Neighbors

Initially, there is a candidate item set in which the weight of each item is 0. For each
item, we compute the sum of similarity between the target user and its neighbors who
purchase the item. Therefore, each neighbor adds similarity to the weight of item.

WuðjÞ ¼
X

v2S\Uj

simðu; vÞ ð4Þ

Finally, we can obtain an array of weights for items and arrange them in decreasing
order. We can select the top N items as our recommendation to the target user. Note
that the parameter K and N can be adjusted according to application scenario.

3 Experiment and Evaluation

This section discusses an experiment of recommendation using UCF algorithm and
AUCF algorithm. The typical experiment process includes data preprocessing, exper-
imental design, and the comparison of algorithms performance [14, 15].

3.1 Data Preprocessing

This experiment is based on the dataset provided by website Tmall.com, including
3667 users, 4212 cloths and 63502 transactions. Initially, we filter out the users who
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only browse. Then the clothes that are not purchased by any customers in the dataset
are also filtered out. The precision of the resulting recommendation would be
improved. Table 2 shows the specific user purchasing records in total dataset, training
set and testing set.

3.2 Evaluation Metric

The aim of evaluation is to assess result of recommendation. We use UCF algorithm
and ACUF algorithm to predict the user’s preference. We divide the data set into two
separate parts: training set and testing test. 70% of data set is used as training set and
the rest is used as testing set. Three metrics are used to assess the performance.

Recall: Ru are recommendations that are predicated by algorithms. Tu are all items
favored by the target user. Recall represents the percentage of items that are predicated
by algorithms and also favored by the target user.

Recall ¼
P
u

Ru \ Tuj j
P
u

Tuj j ð5Þ

Precision: Precision represents the percentage of items that are predicated by algo-
rithms and also favored by the target user among all items. Ru are recommendations
that are predicated by algorithms. Tu are all items favored by target user.

Pr ecision ¼
P
u

Ru \Tuj j
P
u

Ruj j ð6Þ

Coverage: Coverage represents the percentage of items that recommended by algo-
rithm among all items. Ru represents the items that are recommended by algorithm, and
I represents all items.

Coverage ¼ [ u2URuj j
Ij j ð7Þ

This paper runs eight experiments with different datasets. For each experiment we
perform four different runs by using cross validation so that our results are statistically
accurate. In all of trials, we set N = 10 as the number of items recommended by the

Table 2. Tmall.com datasets used in UCF algorithms

Dataset Clothing-purchasing information User number Clothes number

Total dataset 63502 3667 4212
Training dataset 44451 3667 3921
Test dataset 19051 3212 2331

440 Y. Liu et al.



top-K recommendation algorithms. We also adjust the K value (number of most similar
users) to observe the change of performance.

3.3 Results of Experiments

The experiment is utilized to evaluate the performance of recommendation by using
UCF algorithm and AUCF algorithm. Figs. 2 and 3 show the comparison of precision
and recall using these two algorithms.

From Fig. 2, AUCF algorithm achieves higher precision and the highest precision
is increased from 22.58% to 22.87%. As shown in Fig. 3, AUCF algorithm achieves
similar recall with UCF algorithm when K is from 20 to 60. When K is greater than 60,
AUCF algorithm achieves higher recall. According to Fig. 4, AUCF algorithm
achieves better coverage than UCF algorithm. The highest recommendation coverage is
increased from 26.03% to 27.71%.

Fig. 3. Comparison of recall (UCF, AUCF)Fig. 2. Comparison of precision (UCF, AUCF)

Fig. 4. Comparison of recommendation coverage (UCF, AUCF)
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From above results, AUCF algorithm can increase the precision, recall and cov-
erage. In addition, the similarity calculation among users by UCF algorithm takes
166 s. This is longer than time to calculate similarity by AUCF algorithm, which is
132 s. Therefore, using user-item linked list can save lots of time because of reduction
of amount of useless calculation, which can make algorithm more efficient. Our future
work is to utilize telecom big data to further investigate on the recommendation system
and improve the performance of AUCF algorithm [16, 17].

4 Conclusion

In e-commerce, the recommendation system is widely used to assist customers to find
their interested products. This paper evaluates the traditional UCF algorithm and dis-
cusses its application in recommendation systems of online clothing stores. This paper
designs the AUCF algorithm. The AUCF algorithm can improve the calculation effi-
ciency of the similarity among users. The AUCF algorithm can also reduce the
sparseness of matrix. Therefore, it can make better recommendation to the customers.
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Abstract. Traditional methods are generally based on single data source or
several simple indicators to achieve coverage efficiency analysis, which makes
them neither effectively reflect the full reality of network nor provide sufficient
restrictions. In response to this problem, an OSS data based LTE wireless
coverage efficiency analysis method is proposed. This method is capable of
reflecting network status from the granularity of cell-level indicators and the
dimension of multi-source data. Using this method, the improvement in the
effectiveness of network state reflection and the enhancement of ability to
coverage efficiency analysis have been demonstrated by practical application.

Keywords: Coverage efficiency � Key performance indicator � OSS data

1 Introduction

Coverage efficiency analysis plays an important role in wireless network planning and
optimization. The coverage efficiency, which reflects the network resource availability
and the network structure rationality, represents the ability to provide basic service to
users in a certain area [1–3]. For network status evaluation and network problem
discovery, coverage efficiency analysis is considered as a fundamental requirement.
However, traditional methods are generally based on single data source or several
simple indicators to achieve analysis, which makes them unable to fully reflect network
state [4–6]. In response to this problem, a method capable of reflecting network status
from granularity of cell-level indicators and dimension of multi-source data is proposed
to improve the effectiveness of coverage efficiency analysis.

2 Contents of the Coverage Efficiency Analysis Algorithm

2.1 Algorithm Overview

Based on the key indicators of cell status, combining multi-source OSS data such as
MR, counter, configuration and so on, this algorithm uses perception-related KPIs to
evaluate the coverage quality and the efficiency of wireless network. Three main
processes are included in the algorithm flow, namely data acquisition, analysis decision
and result clustering.
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Data acquisition process is the basis for coverage performance analysis. With the
formal commercialization of LTE networks, the status and interactive information
generated by huge amount of devices and massive online users has become the key
factor in accurately grasping network status and effectively supporting user perception.
To ensure the accuracy, completeness and validity of acquired data, the acquisition
process directly collects original data file generated by online devices.

The cleanup and analysis of the acquired raw data is the primary purpose of
analysis decision process. After eliminating the influence of invalid data through
cleaning processing, the business anomalies are targeted based on O-side data fusion,
and the problem cell and its main influencing factors are identified.

The purpose of the result clustering process is to classify the cells into the problem
category and establish a cell clustering table with the corresponding problem type for
further analysis. Such clustering result directly reflects the coverage level of wireless
network and can assist the relevant departments to provide support for LTE wireless
planning and optimization.

The algorithm flow is shown in Fig. 1.

2.2 Algorithm Flow

The algorithm includes the following core steps: data acquisition, signal quality
decision, coverage effectiveness decision, coverage genre decision, result clustering.

Data acquisition. Data acquisition is the basis for coverage efficiency analysis. To
ensure data accuracy, raw data should be taken directly from devices and those
acquired row data should be cleaned.

The goal of data cleansing is to identify unavailable cells. Here the so-called
“unavailable” represents that the statistical significance of data from such cells is too

Data acquisition

Signal quality 
decision

Coverage 
effectiveness 

decision

Coverage genre 
decision

Result clustering

Coverage
optimization

Interference 
optimization

Micro site 
deployment

Macro site 
deployment

Fig. 1. The algorithm flow of coverage efficiency analysis
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low to support coverage efficiency analysis. The main sources of such data include the
following three, namely, low time-availability cell, low user-amount cell, and low
context-built cell.

Low time-availability cell. As an important indicator of cell availability, the available
time reflects the overall effective operation of cell. Data acquired from low
time-availability cells need to be cleaned from the analysis process.

Identify low time-availability cells with the “Cell Available Duration” indicator.
Define the set of all cells in local network as C, then the set of low time-availability
cells Cunavail can be defined as

Cunavail ¼ fCjL:Cell:Avail:Dur� Th1g ð1Þ

where the L:Cell:Avail:Dur stands for “Cell Available Duration”, Th1 stands for the
selected threshold.

Low user-amount cell. The maximum number of users in a particular cell calculates the
maximum number of UEs in RRC connection state during the statistical period. MR
data obtained from low user-amount cells needs to be cleaned from the analysis pro-
cess, for is shortage on statistical significance.

Identify low user-amount cells with the “Traffic User Maximum” indicator. The set
of low user-amount cells CfewUE can be defined as

CfewUE ¼ fCjL:Traffic:User:Max� Th2g ð2Þ

where the L:Traffic:User:Max stands for “Traffic User Maximum”, Th2 stands for the
selected threshold.

Low context-built cell. The context building situation, which reflects the cell’s ability
of allocating resources to users, is another important indicator of cell performance.
Failure of context establishment means the user’s business is not supported, therefore
the statistical significance of data from corresponding cells is affected due to the lack of
operational information. Such data needs to be cleaned from analysis process.

Identify low context-built cell with the “UE-Context Successfully Establish”
indicator. The set of low context-built cells CUEContxFail can be defined as

CUEContxFail ¼ fCjL:UECNTX:SuccEst� Th3g ð3Þ

where the L:UECNTX:SuccEst stands for “UE-Context Successfully Establish”, Th3
stands for the selected threshold.

Through the above-mentioned processing, all unavailable cells are identified and
the corresponding data is cleaned. The residual data with sufficient statistical signifi-
cance can be further implemented to coverage efficiency analysis.

Signal quality decision. As a direct reflection of wireless quality problem and the
decisive factor influencing user’s rate perception, SINR is regarded as the main indi-
cator to evaluate wireless signal situation. The purpose of signal quality decision
process is to distinguish the defective cell and the normal cell according to their signal
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quality level, that is, to identify the suspected low-quality cells according to SINR.
However, measurement value of SINR is not reported in the current network, therefore
the channel quality indicator (CQI), which reflects SINR directly, is adopted to char-
acterize the wireless signal quality.

Identify suspected low-quality cells with the “Cell Measured CQI-mean” and “Cell
Measured CQI-proportion” indicators. The set of suspected low-quality cells CLowqual
can be defined as

CLowqual ¼ fCjL:CMeas:CQImean � Th4 or L:CMeas:CQIprop [ Th5g ð4Þ

where the L:CMeas:CQImean and L:CMeas:CQIprop stands for “Cell Measured
CQI-mean” and “Cell Measured CQI-proportion” respectively. Th4 and Th5 stands for
the selected threshold respectively.

As the average value of cell’s CQI, L:CMeas:CQImean can be defined as

L:CMeas:CQImean ¼
X15
k¼0

ðk � L:CMeas:CQI:DL:kÞ ð5Þ

where the L:CMeas:CQI:DL:k stands for the reported times of full bandwidth CQI
equal to k.

As the proportion of low CQI value, L:CMeas:CQIprop can be defined as

L:CMeas:CQIprop ¼
XTh6
k¼0

L:CMeas:CQI:DL:k=
X15
k¼0

L:CMeas:CQI:DL:k ð6Þ

where the Th6 stands for the selected threshold for low CQI value.
After the above-mentioned processing, all suspected low-quality cells are identified.

The remaining cells can be classified as normal cells, for no serious quality problem is
left behind.

Coverage effectiveness decision. To identify the main influencing factor of the sus-
pected low-quality cells is the main purpose of coverage effectiveness decision process.
In current network, the two primary causes of poor quality are insufficient coverage and
interference existence. For the former case, detected signal strength of many users in
the corresponding coverage area can hardly meet the basic requirements, therefore
resulting in insufficient SINR level. For the latter case, high interference level is the
corresponding cause of insufficient SINR. In short, the former is proportional to SINR,
while the latter is inversely proportional to SINR.

RSRP, which represents the absolute signal strength received by UE, is positively
correlated with SINR level and considered to be key indicator of the network coverage
strength. For those suspected low-quality cells caused by insufficient coverage, high
proportion of low RSRP level sampling value is appeared. Meanwhile for those
interference-caused low-quality cells, no similar phenomenon exists. Therefore, the
coverage effectiveness decision can be achieved through the cells’ RSRP distribution,
that is, the “Cell Measured RSRP-proportion” indicator.
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The interference-caused low-quality cells are classified as interference cells. The set
of interference cells, which is represented by CInterfere, can be defined as

CInterfere ¼ fCjL:CMeas:RSRPprop � Th7g ð7Þ

where the L:CMeas:RSRPprop stands for the “Cell Measured RSRP-proportion”, Th7
stands for the selected threshold.

As the proportion of cell’s low RSRP values, L:CMeas:RSRPprop can be defined as

L:CMeas:RSRPprop ¼
XTh8
k¼0

ðL:CMeas:RSRP.kÞ=
X16
k¼0

L:CMeas:RSRP.k ð8Þ

where the L:CMeas:RSRP.k stands for the number of RSRP values within index k. Th8
stands for the selected threshold for Low RSRP range.

After the above-mentioned processing, all suspected low-quality cells satisfying the
criterion are classified as interference cells, while the other are identified as suspected
insufficient coverage cells and will be further proceed in next step.

Coverage genre decision. To identify the genre of suspected insufficient coverage
cells is the main purpose of coverage genre decision process. In other words, the main
cause of insufficient coverage is judged. In current network, according to the types of
scenes, the causes of poor coverage can be divided into two categories, namely shallow
problem and depth problem. The SINR inferiority in shallow problem cells is due to the
fact that RSRP obtained by most users in the coverage area cannot meet the basic needs
because of the users’ large access distances. Meanwhile the SINR inferiority in depth
problem cells is caused by direct signal path blocking.

In all suspected insufficient coverage cells, those cells with depth problem are
classified as depth problem cells. The set of depth problem cells is represented by
CNLOS.

CNLOS ¼ fCj jPant � PPL � L:CMeas:RSRPmeanj � Th9g ð9Þ

where the Pant stands for the actual signal strength transmitted over antenna, PPL stands
for the idea road loss, L:CMeas:RSRPmean stands for the average value of cell’s mea-
sured RSRP, Th9 stands for the selected threshold for depth problem judgment.

The idea road loss can be defined as

PPL ¼ 32:4þ 20 logð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h2eNB þL2

TA

q
Þþ 20 logðfMÞ ð10Þ

where the heNB stands for antenna’s height, fM stands for the frequency of signal.
The average value of cell’s measured RSRP is defined as

L:CMeas:RSRPmean ¼
X16
k¼0

ðL:CMeas:RSRP.k � BkÞ=
X16
k¼0

L:CMeas:RSRP.k ð11Þ
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where the L:CMeas:RSRP.k stands for the number of measured RSRP value within
index k. The set of RSRP correction constants are represented as B, and its elements are
denoted as Bk.

B ¼ fBk; k ¼ 0; 1; . . .16g
¼ f�132:5;�123;�120;�117;�114;�111;�108;�105;�102;�99;�96;�93;

� 90;�87;�84;�81;�61g
ð12Þ

All suspected insufficient coverage cells satisfying the criterion above are classified
as depth problem cells. The other are classified as shallow problem cells.

Result clustering. Through the above mentioned steps, all local cells are classified
into five categories according to their characteristics, that is, unavailable cells, normal
cells, interference cells, depth problem cells, and shallow problem cells. Each type of
cell can be analyzed separately and optimized for the actual scenario. Further, the listed
cells can be mapped into GIS (Geographic Information System) by conjunction with
configuration information, so as to form distribution layers for each type of cell. These
layers present the regional aggregation characteristics of problem cells from the geo-
graphic latitude, thus providing a reference for network planning and operations.

Give an example, the aggregation area of shallow problem cells has the necessity of
macro site supplement, meanwhile the area of depth problem cells is not recommended
to deploy macro site but indoor distribution system or micro site. Similarly, for the
interference aggregation area, the urgency of interfering control is higher than that of
site deployment. Based on such principles, sites that are unreasonable or need to be
carefully verified can be identified during planning and operations.

3 Implementation Effects

The threshold parameters involved in the algorithm flow directly affect the overall
performance of the algorithm. Therefore, impact aspects such as data anomalies, index
distribution, false alarms, missing rate, and so on, need to be considered and carefully
weighed during the parameter configuration [7–9].

Take a city whose urban area contains about 2000 cells as an example. Based on
theoretical analysis, combined with the city’s specific business statistics, the threshold
configuration shown in Table 1 is adopted.
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Based on the parameters shown in Table 1, coverage efficiency is analyzed, and the
proportions of each type of cells are shown in Table 2.

Analytical results are geographic mapped to gain the distribution of each type of
cells, as shown in Fig. 2.

Table 2. Proportions of each type of cells

Type of cells Number of cells Proportion

Unavailable cells 57 3.00%
Normal cells 1320 69.55%
Shallow problem cells 266 14.01%
Depth problem cells 184 9.69%
Interference cells 71 3.74%

Table 1. Threshold configuration for analysis

Threshold Configuration Unit

Th1 3% of max value s
Th2 0 –

Th3 0 –

Th4 4 –

Th5 30% –

Th6 4 –

Th7 30% –

Th8 5 –

Th9 20 dB

Fig. 2. Result clustering of each type of cells
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In Fig. 2, normal cells, shallow problem cells, depth problem cells, interference
cells are expressed in white, gray, vertical stripes and horizontal stripes respectively.
The corresponding regions, that is, the normal region, the shallow problem region, the
depth problem region, and the interference problem region are denoted by A, B, C, and
D, respectively. The macro site should be deployed mainly in shallow problem region.
Meanwhile for interference region, the urgency of interfering control is higher than that
of site construction. Sites violate such basic principles are unreasonable and need to be
carefully verified.

4 Conclusion

Coverage efficiency analysis plays an important role in wireless network planning and
optimization, and is considered as a fundamental requirement especially in network
status evaluation and network problem discovery. Traditional methods cannot ade-
quately meet such requirements. In response, a method capable of reflecting network
status from granularity of cell-level indicators and dimension of multi-source data is
proposed to improve the effectiveness of coverage efficiency analysis. The improve-
ment in the effectiveness of network state reflection and the enhancement of ability to
coverage efficiency analysis have been demonstrated by practical application. Further
improvement of the indicator system will be the next challenge.
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Abstract. This article presents a new parameter optimization algorithm based
on radio coverage grids clustering analysis. First, the coverage zone is divided
into some grids based on drive test data and measure reports including
GSM/WCDMS/LTE RF signal performance index. Next, using system inte-
gration clustering algorithm, all grids are clustered in different groups based on
the degrees of RF signal deviation. Finally, we select the optimized parameter
configurations based on GSM/WCDMA/LTE signal strength and quality in each
group. The performance of the inter-RAT cell reselection and handover are
improved.

Keywords: Clustering � Radio network � Optimization � Coverage grid

1 Background

Now, the wireless access network of an operator has been developed into a new era. It
operates 2G, 3G and 4G three networks at the same time. Voice and data are always the
basic traffic types carried on radio bearers. Before the VoLTE service is launched in the
network, voice call is carried on 2G and 3G networks. The voice calls of 4G user is
fallen back to 3G or 2G radio bearers through CSFB procedure. As 4G networks
continue to develop fast, the user demands on data traffic as well as the diversity of
applications are increasing.

Meanwhile from the analysis of network optimization viewpoint, there are more
discrepancies among the coverage status of 2G/3G/4G radio networks. It is the most
significant research subject in radio network optimization field to make the three net-
works’ traffic load develop synergistically. The best method is to use the most
appropriate parameters in order to optimize user service perception. Traditionally, we
set the configurations of the inter-RAT interaction parameters with differentiation based
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on macro scenarios such as urban, suburban, rural and indoor. So many micro scenarios
are not considered. It’s hard to make sure that all users from all scenarios have the best
service perception. Although, most of those interaction parameters can be configured
by cell level.

According to 3GPP UU interface protocols [1], in the connection status, 2G, 3G
and 4G terminals need to send measure reports to the networks periodically or event
triggered. The measurement reports carry the RF signal strength, quality of the serving
cell and the neighbors. So, there are tremendous measurement reports from all termi-
nals in the radio networks, which can be considered as big data. Each measurement
report is located in certain spot through geographic position algorithm. After distributed
in geographic grids, usually the grids are 50 m * 50 m, the measurement reports can be
weighted based on RF signal strength and quality. Each grid includes one strongest
serving cell and one neighbor cell. If we configure inter-RAT parameters for every grid,
the work is impossible to be finished. Certainly, it’s unnecessary. Using big data
analysis, we cluster the tremendous grids based on coverage characteristics. It’s
essential and reasonable to set inter-RAT parameters for the clustered groups. It’s a
good method to precisely optimize inter-RAT interaction performance.

This paper designs a system clustering method and applies the method to data
mining analysis for coverage characteristics of radio network grids. First, we analyze
measurement reports of radio network through geographic position and grid distribu-
tion algorithms, and label the grids based on RF signal coverage characteristics. Next,
we design correlation coefficient between grids. By deeply analyzing the differences of
the coverage grids, we find out the system clustering condition. Then we finish the
coverage grids clustering through iterative clustering computations. Finally, for dif-
ferent grid groups, based on their 2G/3G/4G coverage characteristics of clustering
center, we set the appropriate inter-RAT interaction parameters. The method is
designed to improve inter-RAT interaction performance.

2 Coverage Grid Labeling

From the definitions in 3GPP about the RF coverage characteristic indexes involved in
2G/3G/4G interaction parameters, we confirm that RSSI and C/I in 2G system, RSCP
and Ec/Io in 3G system, RSRP and SINR in 4G are considered as main factors.
Because the inter-RAT parameters are based on cell level, the coverage grids include
2G/3G/4G cell IDs. In order to reflect the facticity and effectiveness of the network RF
coverage excluding occasionality, we export at least 7 days * 24 h measurement report
original data to analyze.

By using measurement reports analysis tool, we finish the computation of mea-
surement report geographic positioning and grid distribution. Figure 1 shows RF sig-
nal’s strength and quality of the best serving cell and one neighbor cell, including 2G,
3G and 4G cells. Specially, in some grids, a certain network cell’s signal will be empty
because there is no RF signal coverage in the location.
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Representing the coverage characteristic indexes involved in coverage grids:
The 2G coverage characteristic index is represented by (1)

A ¼ A1;A2ð Þ ð1Þ

The 3G coverage characteristic index is represented by (2):

U ¼ U1;U2ð Þ ð2Þ

The 4G coverage characteristic index is represented by (3)

L ¼ L1; L2ð Þ ð3Þ

Where, the variates of Ai, Ui and Li mean RF signal strength and quality.
Using weighted computation method to represent 2G/3G/4G coverage characteristics
indexes by formula (4) (5):

xij ¼ xij � xj
Sj

i ¼ 1; 2; 3; � � � ; n; j ¼ 1; 2; 3; � � � ; pð Þ ð4Þ

Where, xj ¼ 1
n

Pn
i¼1 xj is the sample mean of No.j variate. Sj is the sample variance of

No.j variate.

Sj ¼ 1
n� 1

Xn

i¼1
xij � xj
� �2 ð5Þ

3 A System Clustering Algorithm Based on Coverage
Characteristic Indexes

The main principle is to design the all grids in the optimization zone as clustering
targets and make random distribution on them first. Next, analyze 2G/3G/4G coverage
characteristic indexes deeply by computing coverage strength, coverage quality, cov-
erage strength difference, coverage quality difference and sample mean and variance.
Then, cluster the sample mean and variance based on density, select several targets as

GRID_X GRID_Y WCELL1 SCR1
AVG
_RSC
P1

AVG_
ECN
O1

GSMCELL
1 AVG_RSSI AVG_CI LTECELL1

AVG_RSC
P AVG_SINR

40.776077 111.69561 30591 292 -73.6 -5.86 11891 -75.38 2.92 45589267 -82 8
40.777079 111.69511 30591 67 -60.8 -4.06 11891 -70.33 3.39 45589267 -89 8.9
40.77808 111.69511 30591 292 -84.3 -7.78 11891 -76.44 2.19 45589267 -94 12.4
40.778581 111.70262 32673 51 -70 -5.5 65271 -69.5 0.71 45232913 -55 16.9
40.779082 111.6901 32842 324 -62 -2.92 14322 -75.73 3.35 34348819 -92 10

Fig. 1. 2G/3G/4G measurement report framework
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the clustering center according to 2G/3G/4G inter-RAT interaction parameter setting
principles and use iterative computations on all targets to get the final optimized
clusters. Finally, set the appropriate inter-RAT parameters for all cells based on cov-
erage characteristics of each cluster.

According to usual 2G/3G/4G interaction scenario parameter setting experience, we
divide the grid targets into two layers based on good or bad 4G network coverage, and
then compute the next clustering through 2G and 3G coverage performance.

First step, we calculate the distance between the correlation coefficient of 3G and
2G RF signal strength variations:

Where cij represents the correlation coefficient of variations xi and xj, usually, it
must satisfy following three conditions:

(1) cij ¼ �1; if and only if xij ¼ axj þ b;
a 6¼ 0ð Þ and b are constAnts

(2) cij
�� ��� 1; for all i; j;

(3) Cij ¼ cji; for all i; j:

cij ¼
Pn
k¼1

xki � xið Þ xkj � xj
� �

Pn
k¼1

xki � xið Þ2
� � Pn

k¼1
xkj � xj
� �2� �� �1=2

ð6Þ

We design distance through the above correlation coefficient:

d2ij ¼ 1� c2ij

Second step, clustering:
Here, the basic principle of clustering the grid samples is to make n samples in one

category each other, provide the distance between the samples and provide the distance
between the clusters first. Then combine the closest clusters as a new cluster, com-
puting the distance between the new cluster and other clusters. Finally, combine the
closest clusters as a new cluster repeatedly, reducing one cluster each time, till all
samples are combined into one cluster.

Let us denote dij as the distance between sample i and j, and denote G1;G2; � � � as
the clusters, and DKL as the distance between GK and GL. In the method introduced in
this paper, each grid makes itself as one cluster at the beginning and the distances
between the clusters equals to the distance between the samples. Therefore, DKL ¼ dKL,
and the distance matrixes are the same, represented by:

D 0ð Þ ¼ dij
� � ð7Þ

We define the sum of the squared Euclidean distance (inside clusters) from each
sample to the cluster center as sum of squares of deviations, or SSD. If GK and GL are
combined into the new cluster GM , then the SSDs of GK , GL and GM are calculated as
(8), (9) and (10), respectively:
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WK ¼
X
i2GK

xi � xKð ÞT xi � xKð Þ ð8Þ

WL ¼
X
i2GL

xi � xLð ÞT xi � xLð Þ ð9Þ

WM ¼
X
i2GM

xi � xMð ÞT xi � xMð Þ ð10Þ

If the distance between GK and GL is closer, the added SSD after the combination
WM �WK �WL will be smaller. Otherwise it will be bigger. So, the squared distance
between GK and GL is defined as:

D2
KL ¼ WM �WK �WL ð11Þ

It can be used as another presentation for computing conveniently.

D2
KL ¼ nLnK

nM
xK � xLð ÞT xK � xLð Þ ð12Þ

Formula derivation of squared distance from SSDs is expressed as:

D2
MJ ¼

nJ þ nK
nJ þ nM

D2
KJ þ

nJ þ nL
nJ þ nM

D2
LJ �

nJ
nJ þ nM

D2
KL ð13Þ

Third step, determining the amount of the clusters:
During the iterative computation procedure, based on the requirements of setting

2G/3G/4G interaction parameters, we assess the result of each iterative computation
and select the most appropriate amount of clustering, as well as the number of scenarios
of the parameter setting.

If the number of samples is n, all samples are combined into G1;G2; � � �Gk during
clustering computation. The sample amount of cluster Gi and cluster center are ni and

xi; i ¼ 1; 2; � � � ; k. Then
Pk
i¼1

ni ¼ n, the total cluster center of all samples is

x ¼ 1
n

Pk
i¼1

nixi. The total SSD of all samples is defined as:

W ¼
Xn
j¼1

xj � x
� �T xj � x

� � ð14Þ
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The SSD of samples in group Gi is:

Wi ¼
X
j2Gi

xj � xi
� �T xj � xi

� � ð15Þ

The SSD of k groups (inside) is:

pk ¼
Xk
i¼1

Wi ð16Þ

After computing, W can be disassembled as:

W ¼ Pk þ
Xk
i¼1

ni xi � xð ÞT xi � xð Þ ð17Þ

Defining

R2 ¼ 1� Pk=W ¼
Xk
i¼1

ni xi � xð ÞT xi � xð Þ=W ð18Þ

Then, the value of Pk=W is smaller, (as well as the value of R2 is bigger),
Which means the proportion of inside-group SSD is smaller in the total SSD, as

well as k groups are separated further. Hence, statistics of R2 can be used to assess the
effect of clustering k groups. The value of R2 is bigger, the result of clustering is better.

4 Experimental Verification

We exported at least 7 days * 24 h measurement report original data to analyze.
Our algorithm was implement in MATLAB environment. The experiments were

completed on a HP server with Windows operating system and 2*Intel Xeon E5-2699
2.2 GHz, 16 * 16 GB RDIMM, 2 * 400 GB SSD.

After clustering, we identify five clusters of scenarios with different RF coverage.
Figure 2 shows the results of clustering. Table 1 shows the main radio network

parameter configurations of inter-RAT interaction.
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Figure 3 shows the optimization improvement after using the appropriate parameter
settings. The main KPIs such as inter-RAT handover success rate and 4G CSFB
success rate are increased.

Fig. 2. Clustering results for X City A operator RF coverage grids.

Table 1. Main Inter-RAT interaction radio network parameters setting

Cluster number after
clustering

Cluster1 Cluster2 Cluster3 Cluster4 Cluster5

Scenario description Good W and
G coverage,
little
difference

W little
poor,
more
difference

W poor, G
good,
more
difference

Normal W
and G,
little
difference

Good W,
normal G,
more
difference

2G Cell reselection
FDD_Qmin 7(−12 dB) 7

(−12 dB)
5(−10 dB) 5(−10 dB) 7(−12 dB)

3G Cell reselection
QqualMin −18 dB −18 dB −18 dB −18 dB −18 dB
QrxlevMin −111dBm −111dBm −111dBm −111dBm −111dBm
3G Handover
HHoRscpThreshold −105 −105 −95 −100 −105
4G Handover
b1ThresholdCSFBUtraRscp −95 −95 −85 −90 −95
qRxLevMinUtra −105 −105 −95 −100 −105
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5 Summary

This article presents a novel radio network differentiation parameter optimization
algorithm based on radio coverage grids clustering analysis. Big data analysis and radio
network RF signal elements clustering enable the telecom operator to optimize wireless
networks performance accurately and improve user’s perception efficiently. Due to the
rapid development of the radio network, there are so much network elements which can
be considered as big data. The cluster analysis for network performance optimization,
user perception improvement can also be used, which will be the research topic of our
future work.
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Abstract. With the gradual improvement of mobile network technology and
the vigorous development of mobile Internet business, data traffic revenue has
become telecom operators’ main driver of profit growth. In this paper, a novel
value-added service strategy is proposed for 3G mobile communication, in
which the priority quality of service (QoS) will be provided in the case of
network resource constraints if the user order this service. The main objective of
this service is to improve user perception in network resource limitation. The
experimental results reveal that the proposed scheme is able to achieve good
performance in addressing the user satisfaction problem.

Keywords: Value-added service � Network resource � QoS � User perception

1 Introduction

The newly developed mobile broadband infrastructures, associated with the rapidly
growing smartphones penetration is boosting the mobile Internet usage. Telecom
operators have entered the era of traffic management. To counter this trends, telecom
operators need to explore new value-added service to monetize mobile broadband data
and increase user perception [1–4].

Some deployed value-added data services [5–8] like Sponsored data, Time based
service and Shared wallet service have been proved notable success among the world.
The data growth contributes to the interest of telecom operators by means of different
value-added service. However, to our knowledge, little attention has been devoted to
solve the quality of service (QoS) problem caused by the lack of network resource. As a
result, all of the users’ perception will deteriorate under bad network resource con-
straints in certain areas, and the user satisfaction will be badly effected as well as the
interest of telecom operators. In this paper, we proposed a value-added service strategy
based on network resource utilization for 3G mobile networks, and it also can used for
4G network after some proper adjustment.

The proposed strategy is based on the network resources and QoS characteristics in
WCDMA. Specifically, in the case where the utilization rate of the network resource
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reaches the threshold, the QoS negotiation mechanism between SGSN and GGSN will
be used in the establishment process of 3G PS service, which provide users with
differentiated business guarantee mechanism. So as to solve the poor user perception
problems caused by congestion or resource constraints and then promote the use of user
traffic.

This paper is organized as follows. Section 2 briefly presents the network resource
and QoS configuration in WCDMA. Section 3 describes the network resource uti-
lization based value-added service strategy proposed in this paper. Section 4 presents
experimental results, which demonstrate the validity of our strategy. Section 5 gives
the conclusion and future work of this strategy.

2 Key Network Resource Indicators and QoS in WCDMA

2.1 Network Resource Indicators in WCDMA

Code Resource Utilization: WCDMA is a kind of CDMA spread spectrum com-
munication system. The scramblers are used to distinguish different UE, while the
OVSF channelization codes are used to spread spectrum and to distinguish different
downlink channels in the same cell. High utilization rate of code will greatly increase
the possibility of abnormal events, and then effect user experience.

Power Utilization: WCDMA power utilization represents the use of carrier downlink
power. TCP will be limited and downlink power utilization get higher when the users
increase, but the downlink power distributed to single user will be short. As a result, the
user experience will be effected.

Uplink/Downlink CE Utilization of Base Station: 1CE is the sum of the coding
hardware and software resources needed to process a 12.2K voice service, and it is a
logical concept instead of physical attributes. The CE data configured by each base
station characterizes the service processing capability of the base station itself. When
the CE resource is insufficient, the new access to the user will be limited, which results
in switching calls and other issues.

Uplink/Downlink Iub interface Bandwidth Utilization of Base Station: Uplink Iub
interface Bandwidth Utilization of Base Station = Iub interface uplink traffic/Iub
interface uplink configuration bandwidth *100%.

Downlink Iub Bandwidth Utilization of Base Station = Iub interface downlink
traffic/Iub interface downlink configuration bandwidth *100%.

3 QoS Control in WCDMA

All packet flows mapped to the same PDP receive the same packet-forwarding treat-
ment. To provide different QoS [9] defined a series of parameters including: Transfer
delay, Guaranteed bit rate, Allocation/Retention priority and so on.

In the PDP activation process [10], SGSN sends the PDP QoS parameter value to
GGSN based on the user’s contract information in the HLR, and the GGSN allocates
negotiated QoS to SGSN. As a result, the SGSN will perform the RAB setup process
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according to the negotiated QoS. Different QoS parameters can be set in the GGSN as
static rule so that priority service can be provided for certain users.

4 Network Resource Utilization Based Service Strategy

4.1 Network Resource Utilization and PS Dropping Rate Evaluation

Collect the KPI data for D days, which contains network resource information and PS
performance. In this step, network resource utilization and PS dropping rate are cal-
culated in both time and geographic dimensions for each cell.

We define RU as the network resource utilization considering 6 key network
resource indicators as mentioned above. Taking (Cell_ID, Hour, Date) as the granu-
larity, the network resource utilization and the dropping rate for the PS service in
WCDMA can be obtained using formula (1) and (2):

RU ¼ w1 � UTxPower þw2 � UCE UL þw3 � UCE DL þw4 � UCode þw5

� UIub UL þw6 � UIub DL ð1Þ

wi is the weight for the indicator. wi can be adjusted according to the actual
situation.

wi 2 ½0; 1�;
X6
i¼1

wi ¼ 1: ð2Þ

The dropping rate for the PS service can ben obtained using formula (3):

DR ¼ RAB abnormal release number=RAB successful establishment number ð3Þ

4.2 Time and Date Map

In view of the utilization changes of network resources and different load scenario in
time and date, the classification of the date and time are carried out to obtain the certain
map.

Date_Type: According to the resource utilization rate with the date of the law, the date
type Date_Type can be divided into three categories {weekdays, weekends, other
holidays}, but not limited to this classification.

Period_Type: 24 h can be divided into N Period_Types to ensure that the network
resource utilization of the same (Date_Type, Period_Type) for the same Area is similar.

To simply the performing, we define Date_Type and Period_Type in a provided
way in Table 1.

With regard to implementation, Time and date map should be set when different
characteristics are considered for each city.
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4.3 K-means Clustering for the Cell

We consider two elements: resource utilization rate and PS dropping rate in the clus-
tering. It should be noted that, the clustering is performed for certain (Date_Type,
Period_Type), which means for each (Date_Type, Period_Type) the clustering scheme
need to be performed once. To simply the performing, we omit the Date_Type ‘d’ and
Period_Type ‘p’ in the clustering algorithm.

The value of K and initial center for each cluster are needed for clustering analysis,
so as to generate K cluster sets by iterative calculation. We set K = 3 as default value.
3 initial centers can be obtained by formula (4):

C1 center initialize : DR� ð1þ rÞ;UR� ð1þ qÞ� �

C2 center initialize : DR� ð1þ rÞ;UR� ð1� qÞ� �
C3 center initialize : DR� ð1� rÞ;UR� ð1� qÞ� �

8><
>:

ð4Þ

DR is the average resource utilization of all the cells, while UR represents the
average PS dropping rate of all the cells. Index r and q to represent the efficiency of
this clustering, and they will influence the centers’ locations (Fig. 1).

C1 is defined to represent the cluster with high resource utilization and high PS
dropping rate, and C2 is high PS dropping rate and low resource utilization cluster and
C3 is the low PS dropping rate and low resource utilization cluster (Table 2).

Table 1. Time and date map.

Date_Type Period_Type
01 02 03 04 ……

01 (weekdays) 6:00–12:00 12:00–17:00 17:00–19:00 19:00–02:00 ……

02 (weekends) 10:00–16:00 16:00–20:00 20:00–02:00 02:00–04:00 ……

03 (holidays1) 10:00–16:00 16:00–20:00 20:00–02:00 02:00–04:00 ……

04 (holidays2) 10:00–16:00 16:00–20:00 20:00–02:00 02:00–04:00 ……

……

RU

RU

DR DR* (1 )DR σ− (1 )DR σ× +

* (1 )RU ρ+

* (1 )RU ρ−

1C

3C
2C

High DR with low RU Noraml RU and DR

High RU and high DR

Fig. 1. The structure of K-means clustering analysis.
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dðRUc;DRcÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðRUc � CkxÞ2 þðDRc � CkyÞ2

q
; c 2 ½1;C� ð5Þ

where RUc is the average resource utilization rate for Cell_ID ‘c’.
By the result of clustering algorithm and optimization, Table 3 reveals the target

cells of the proposed service strategy for each (Date_Type, Period_Type), as the high
resource utilization probably greatly increase the PS dropping in C1.

4.4 Priority QoS Service Activation in GGSN

When the data packets arrive the GGSN, the service identification will be formed, so
that (Date, Hour, Cell_ID, IMSI) of data packets can be obtained by the GGSN. If the
data packets information matches Table 4, GGSN will allocate priority QoS in this
PDP activation according to the service rules and perform the corresponding billing
rules, otherwise the packet data will be forwarded using default QoS, as shown in
Fig. 2.

The premise of the proposed service is that, users order this service so that the
operator will mark the IMSI of this consumer as advanced users with priority QoS in
Table 4.

Table 2. K-means algorithm for the cells.

INPUT: K=3, and database contains resource utilization and PS dropping rate for C cells.
OUTPUT: three cluster subsets.
1. Determine each cluster center as (4);
2. Assign the data samples in the database to the nearest neighbor clustering according to
the minimum distance principle by Euclidean distance model as (5);
3. Using the sample mean of each cluster as the new clustering center;
4. For i from 1 to C, repeat the procedure 2 and 3 until the Euclidean distances of each k(1 to 
3) samples space converge to constant.

Table 3. Target cells map.

Date Date_Type Hour Period_Type Cell_ID

2017/7/11 01 09:00 02 10231

Table 4. Target users map.

Date Date_Type Hour Period_Type Cell_ID IMSI

2017/7/11 01 09:00 02 10231 46001141860XXXX
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4.5 QoS and Charging Rule Set

(GBR, ARP, Transfer delay) are the most important parameters to guarantee the QoS of
the PDP. The QoS design needs be decided by the algorithmic game theory, as QoS
with low priority could cause user experience problems, while QoS with too high
priority will cause the resource waste. The telecom operator provides a serials of QoS
set for the users, and unit price ‘Pc’ can be set based on the QoS priority. So that users
could choose a QoS set based on their experience and payment monthly.

Bill ¼ Pc � Traffic ð6Þ

Our goal in this article is to define a basic function, so we define (GBR, ARP,
Transfer delay) in Table 5.

5 Experiment Results

This section shows the experiential results of our strategy. The dataset contains 2.8
millions of data of KPI in city S for during D = 7 days period (2017/3/1–2017/3/7).
The resource utilization and PS dropping rate at 20:00–23:00 in weekdays of RAN1
and RNC2 are relatively high because of the crowd gathered, so we treat all the cells in
these two RNC as the target cells. So we define (Date_Type, Period_Type) =
(Weekends, 20:00–23:00). Target users are selected by random.

Data packet 
arrival 

Match successfully? Use default QoS to 
forward the packet

End

Allocate priority QoS to forward 
the packet data

Yes

No

Compare the information of this 
packet with  Table 4 saved in GGSN

Decode the information(Date, Hour, 
Cell_ID, IMS) of this data packet

Fig. 2. Priority QoS Service in GGSN.

Table 5. QoS set and price rule for the RAB set.

Number (GBR, ARP, Transfer delay) Price

1 (12800 bit/s, 5, 150 ms), P1
2 (12800 bit/s, 5, 100 ms), P2
… … …
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The results are demonstrated by the improvement of user perception, as we couldn’t
value the business profit generated by this strategy for the telecom operators. In Fig. 3,
the proposed strategy could achieve less bad user perception, because the stricter QoS
set could guarantee the users the GBR transfer delay and ARP.

Different results can be expected when different reference parameters are consid-
ered. Figure 4 shows that better the user experience could be achieved when the stricter
QoS set is exploited by the bad user perception cumulative distribution function
comparison.

6 Conclusion

This paper presents a new value-added service based on network resource utilization by
means of QoS negotiation in 3G networks. The main objective of this service is to
improve user perception in network resource limitation. Experimental result shows that

(a) non-using case (b) using strategy case

Fig. 3. Bad user perception proportion comparison.

Fig. 4. Bad user perception proportion comparison of 3 different QoS sets.
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the proposed strategy is reliable and could achieve good performance in improving the
user experience.
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Abstract. To deal with the ever-growing demand for data service, the small
cell network (SCN), a new structure network has been proposed. Although
through spatial reuse SCNs may greatly increase the networks’ throughput, it
may also lead to severe intra-layer interference and excessive handover
(HO) overheads. Besides, the large-amount small cell scenery can also lead to
severe network energy consumption. In the article, a dynamic power control
scheme is proposed for small cells to handle the interference and HO problems.
It can not only guarantee the cell edge users’ perception but also reduce the
network energy consumption. The set of experiments in the big data analysis
shows the scheme can bring a substantial growth in cell edge users’ throughput
as well as decrease system outage probability.

Keywords: Small cell networks � Dynamic power control � Big data analysis

1 Introduction

Confronted with the ever-growing requirement for wireless data services, the existing
network structure can no longer meet the explosive data service growth. While
macrocells have been effective in providing outdoor and indoor data services, they are
not enough for high-capacity hotspots.

Small cell network is a novel and different network type. They could bring an
energy-efficient solution to the high-capacity area. SCNs consists of low-cost,
low-power, self-organizing and dense base stations. The significant use of SCNs is to
offload the capacity from macrocells and improve the cell edge users’ perception.
However, due to the dense deployment, they may seriously interfere with each other.
Moreover, the reduced cell radius of SCNs can also lead to more frequent HO
procedures.

In this article, a location based dynamic power control scheme is proposed. We set
the transmit power according to the users’ location. We jointly optimize the network
throughput and handover (HO) performances. The paper structure is as follows. Sec-
tion 2 proposes the model hypothesis and analyses the existing co-interference sce-
nario. Section 3 describes the proposed dynamic power control scheme. In Sect. 4,
results for big data analysis are illustrated. Finally, Sect. 5 summarizes the essay.
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2 System Model

According to 3GPP LTE-A standardization, the existing network should give priority
to different frequency bands strategy when assigning the macrocells and small cells
deployment. Small cell enhancements should be applicable to all existing cellular
bands. Since there has been quite amount of research on macrocells before, herein we
pay our attention on the network performance of SCNs.

Although small cells are exempted from macrocells interference due to different
operating frequencies, the dense small cell deployment may cause severe
co-interference. Figure 1 shows the specific deployment scenario. We can see that each
macrocell is contained with several small cell clusters. Meanwhile, each cluster is
contained with a number of small cells [4]. Freq. 1 and Freq. 2 are the different carriers
for the macrocells and small cells.

Downlink (DL) LTE-A is an Orthogonal Frequency Division Multiplexing
(OFDM) system. On the basis of the formula for Signal to Interference plus Noise
Ratio (SINR), SINRn;k for the small cell user u on carrier c can be shown as follows:

SINRu;c ¼
PowerServerc � GainServeru;cP

neighbour
Powerneighbourc � Gainneighbouru;c þNoise� Df

ð1Þ

Fig. 1. Deployment scenario for SCNs
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PowerServerc is the transmitting power of the serving small cell on carrier c while
Powerneighbourc belongs to the neighbor cells. GainServeru;c and Gainneighbouru;c are the path
loss between the user u and the small cell on carrier c. Noise is the white noise and Df
is the width of LTE carrier.

According to SINRn;k, the Channel Quality Indicator (CQI) of the user can be
calculated. By looking for the 3GPP 36.213, we can assure the Modulation and Coding
Scheme (MCS) and the efficiency of the small cell user. When using Efficiencyn;c,
Throughputu of the small cell user can be shown as follows:

Throughputu ¼
XNRB

c¼1

Efficiencyn;c ð2Þ

Assuming U ¼ fu ¼ 1; . . .;U k SINRu\0g is the set of cell edge users who suf-
fered severe interference. And k U k is the number of out-of-service users. The outage
probability of the network can be shown as follows:

Outage probability ¼ Uk=Uk ð3Þ

From the formulae above, we see that the transmit power of small cells can sig-
nificantly influence the network performance. Therefore, to minimize interference and
enhance system throughput, an intelligent dynamic power control is well needed.

3 Dynamic Power Control Scheme

If set with the right power, SCNs can play a great role in the existing network,
especially for the hotspot areas. In this section, we use the location based dynamic
power control scheme to get small cells’ just right transmit power. The transmit power
should be just enough to serve the coverage area, not too big or too small. Thus, we
may get less co-interference and more network capacity.

The purpose of the power control scheme is to achieve better network throughput
and HO performance. Herein, we propose a location based sequential dynamic power
control scheme. Since there is no overlap between the small cell clusters in a macrocell,
we choose the small cells in one cluster as illustration and the power assignment for
small cells in other clusters can be obtained as the same way [6].

The power control scheme first calculates the total interference each small cell
suffers and then sequence them in order. To decrease the algorithm complexity, our
scheme begins with the heaviest interfered small cell. Let BS1 be the heaviest inter-
fered small cell and BS2, BS3 and BS4 be its neighbor cells. We can see from Fig. 2
that there are several coverage intersections between those four small cells. Based on
the intersections and the original coverage area of BS1, we can obtain the central area
of BS1. If there are no users in the central area, the small cell will transit from active
mode to sleep mode and its power can be assumed as zero. Meantime, the users
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operating at the edge of the small cell will hand over to the cell from which their
received power is second largest. Otherwise, when there is data transmission in the
central area, the network will find the user whose distance to the small cell is largest.
Assume the distance is dðBSiÞ, the power setting PðBSiÞ of the small cell can be
calculated as follows:

PðBSiÞ ¼ MedianðPLðdðBSiÞÞþPSðBSiÞþPoffset;PmaxðBSiÞ;PminðBSiÞÞ ð6Þ

Where PLðdðBSiÞÞ is the path loss of a certain distance dðBSiÞ, which is the range
between the small cell and farthest user. This parameter is proposed to adjust the
coverage of the small cell so that it can appropriate satisfy the demands of users.
PSðBSiÞ is to make sure that the intra-layer interference is compromised. Poffset can be a
predetermined value and is based on the penetration loss of walls. Poffset is set to be
0 dB for outdoor users and 20 dB for indoor users. PmaxðBSiÞ is the maximum power of
the small cell [7]. And PminðBSiÞ is the lower boundary of PðBSiÞ.

Our dynamic power control scheme sequentially operates above procedures as
depicted in Fig. 3. During one iteration, the scheme extracts the users in the central
area. If no users exist, the small cell will be shut down. Otherwise, it will adjust the
transmit power. Consequently, the transmit power for all small cells will be just large
enough to cover its users and there will be little cell intersection. The algorithm
terminates until all the small cells have finished the power assignment.

Fig. 2. Location based sequential dynamic power control scheme
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4 Big Data Analysis Results

According to the small cell parameters given in [8], we execute ten thousands random
instantiations. And Based on the parameters, we analysis our power control scheme’s
performance. The network data rates and cell edge users’ throughput are collected and
used to show the scheme performance. The article also analyzes the outage probability
to illustrate the network edge users’ improvement.

The following three schemes are used for comparison. Conventional power allo-
cation: The same transmitting power is assigned to all small cells [1]. Sleep mode based
algorithm: When there is no user in the small cell, it will transit into sleep mode and the
power will be set at 0 [9]. The proposed power control scheme in the essay: Find the
central area according to the location of the small cell users. And allocate the transmit
power from the farthest user first, then proceed other users’ power assignment in turn.

Figure 4 shows the network data rates and cell edge users’ throughput of various
small cell densities. We can see that the best network capacity is obtained with our
dynamic power control scheme. Although the implementation of our power scheme
provides little enhancement over the sleep mode based algorithm in the system data
rates aspect, it is important to observe that the cell edge user data rates have a

Fig. 3. Algorithm for location based dynamic power control scheme
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significant improvement, i.e. at most 32.2% over the sleep mode based algorithm and
42.7% over the conventional power allocation. This is because the intersections
between small cells are almost eliminated. Thus, cell edge users get less interfered,
making the data rates enhanced greatly.

Figure 5 illustrates the outage probability for the network. The network outage
probability is defined as the user ratio who receives SINR < 0 [10]. The figure shows
that our scheme has the lowest outage probability. Since the dynamic power control
scheme highly values the cell edge users and remarkably enhance the network per-
formance, the QoS of the users improves, leading to a decrease of drop users.

Fig. 4. Data rates for the network and cell edge users

Fig. 5. Outage probability for the network
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5 Conclusion

This paper introduces a novel dynamic power control scheme for small cell networks.
The scheme assign actual power to the small cell according to its received intra-layer
interference and the location of its farthest users. Since the intra-layer interference of
cell edge users is highlighted, their QoS is well guaranteed and the drop users in the
network are sharply declined. Besides, with the tight control of the transmit power, the
scheme can provide high energy savings. So we draw the conclusion that the proposed
power control scheme is a meaningful strategy.
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Abstract. In the traditional marketing activities, the key to success is to
identify the potential needs of target users. An excellent recommendation system
can help improve the effectiveness and efficiency of the precision marketing. In
this paper, an Apriori algorithm based recommendation scheme is proposed, and
it’s then applied to the mobile APP marketing field. The scheme is realized
through two processes, the frequent item sets generation process and the strong
association rule generation process. Experimental results have shown that the
scheme can achieve high advertising arrival rate, as well as superior exposure
and click conversion rate. The effectiveness of the mobile APP product pro-
motion has been improved dramatically.

Keywords: Big data � Association rule � Apriori algorithm

1 Introduction

With the improvement of enterprise informatization in all walks of life, people are
living in an era of information explosion [1, 2]. How to make full use of the enormous
information to assist the marketing strategy has become the research concern of many
enterprises. According to Weber in [3], big data in enterprises includes user commercial
transaction data, user behavior data, user social relationship data, and user temporal and
spatial data. Large-scale personalized marketing will be a core competitiveness for
enterprises. At present, data collection has arrived at a relatively high level, therefore
how to integrate the data resource and transform it into applicable schemes has become
a key task for enterprise operators.

One way to bring precision marketing into reality is the recommendation system,
and the most critical part of the recommendation system is the recommendation
algorithm. Under the circumstance of massive data, the efficiency and effectiveness to
match target items with target users has become an important merit to measure the
performance of the recommendation algorithm. An excellent recommendation algo-
rithm will filter the most relative information and present it to the users. At present, the
mainstream recommendation algorithms include: recommendation based on user
analysis, recommendation based on content analysis, and recommendation based on
association rules generation. They are described respectively in the following
paragraphs.
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Recommendation Based on User Analysis
As the name implies, user based recommendation algorithm relies on the basic infor-
mation of the existing users and potential users, and then tries to find the relevance
between them, so that preferable items of the existing users can be recommended to the
potential users according to their relevance. This is the simplest recommendation
algorithm. User attributes are the basis of the algorithm, which include user’s age,
gender, interest, and preference etc., then the similarity calculation model is built based
on those attributes. For example, the system finds that user A and user C have high
degree of similarity, then it will recommend favorite items of user A to user C.

Recommendation Based on Content Analysis
Similar to user based recommendation mentioned above, the focus of content based
recommendation is the items. The algorithm model is built according to the relevance
between items rather than users. Through the analysis of the items bought or browsed
by a user, the system will set up and update an item preference list for the user, so that it
can directly recommend highly relevant items to the target user. For example, in a
movie recommendation system, user A is fond of movie A. Then, based on the analysis
of the movie content, movie A and move C are highly relevant in actors, directors,
language, style, etc., so that movie C is recommended to user A as a potential choice.

Recommendation Based on Association Rules Generation
Association rule based recommendation algorithm is a machine learning method, which
is aimed at identifying strong rules within a transaction database. Therefore, the internal
relationship between items in a large item set can be discovered. For example, the
strong rule {onions, tomato}->{ hamburger} implied in the supermarket transaction
database would indicate that if a customer buys onions and tomatoes together, then they
are likely to buy hamburgers as well. Such information can be employed as the basis of
a series of marketing activities.

Each of these algorithms mentioned above has advantages and disadvantages. User
based recommendation and content based recommendation are relatively less complex
compared to the association rules based recommendation. However, these two algo-
rithms either consider the similarity of users or the relevance between items, they
haven’t considered the influence of users’ historical choice to the users’ potential
choice. Association rules based recommendation can identify the strong rules among
items in the database, which also indicates the potential choice of users. In this paper, it
adopts the association rules based recommendation algorithm to implement the rec-
ommendation system, and then applies the system to the precision marketing in mobile
APP promotion field.

The following of this paper is organized as follows. Section 2 illustrates the basic
principal of the Apriori algorithm as well as the process to generate frequent item sets
and strong association rules. This will be the foundation of the recommendation sys-
tem. Then in Sect. 3, it describes in detail the application of the recommendation
system in mobile APP marketing field. In Sect. 4, the experimental results are
demonstrated to prove the efficiency and effectiveness of the recommendation system.
Finally, conclusions are drawn in Sect. 5.
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2 The Apriori Algorithm

The Apriori algorithm is the basis of the association rules based recommendation. The
core of this algorithm is the frequent item sets generation and association rules gen-
eration. It works in the way that the system will find the small frequent items in the
database and then extend the small frequent items to larger item sets as long as they
appear with high frequency in the database. The frequent item sets determined by
Apriori can be used to determine association rules which highlight general trends in the
database [4].

2.1 Basic Concepts of the Apriori Algorithm

In order to demonstrate the process of finding interesting association rules from the
database, a series of important indicators involved in the algorithm are illustrated first.

Suppose that, I ¼ i1; i2; � � � imf g is a full set containing m items. The set X ¼
i1; i2; � � � ikf g is a subset of I ¼ i1; i2; � � � imf g, which contains k items (k�m), and it’s

also called k-item set. Let D ¼ d1; d2; � � � dkf g be a set of transactions, which is called
the database. Each transaction in D has a unique transaction ID and contains a subset of
the items in I. A rule is defined as an implication of the form X ! Y ðX; Y � IÞ, which
means X is antecedent and Y is consequent [5].

The indicator “support” is used to measure how frequently the item set appears in
the database. And it’s can be interpreted as

supportðXÞ ¼ occurðXÞ=countðDÞ ¼ PðXÞ ð1Þ

Where occurðXÞ is the occurring times of X in the database D, and countðDÞ is the
transaction number of database D. In essence, the “support” of X is the probability of X
in database D.

The indicator “confidence” is used to reflect how often a rule has been found to be
true. The expression of “confidence” is

confidence X!Yð Þ ¼ support X [Yð Þ=support Xð Þ ¼ P X [Yð Þ=P Xð Þ ¼ P Y jXð Þ ð2Þ

Where support X [ Yð Þ can be understood as the probability of set X and set Y
occurring at the same time, and support Xð Þ is the occurring probability of set X alone.
The “confidence” of the rule X ! Y can be considered as the conditional probability of
Y under the condition of X.

The indicator “lift” can be used to measure the recommendation effectiveness of the
rule X ! Y . It is expressed as

lift X!Yð Þ ¼ confidence X!Yð Þ=support Yð Þ ¼ P X [ Yð Þ=ðP Xð ÞP Yð ÞÞ ð3Þ
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2.2 The Process of Frequent Item Sets Generation

In this process, the frequent item sets are defined as sets which satisfy the minimum
“support” threshold in a database. Efficient search is possible using the
downward-closure property (also called anti-monotonicity) which guarantees that for a
frequent item set, all its subsets are also frequent and thus no infrequent item set can be
a subset of a frequent item set [6, 7].

The process of finding frequent item sets can be interpreted as follows (Table 1):

2.3 The Process of Association Rules Generation

After finding the frequent item sets, strong association rules are generated through the
maximum frequent item sets.

Suppose the frequent item sets generated in the previous process is Lk . For each non
empty proper subset of Lk, it’s denoted as S, and Lk � S is the complementary set of S
accordingly.

If the following expression is satisfied, then S ! Lk � S can be called a strong
association rule.

confidence S!Lk�Sð Þ ¼ support S[ Lk�Sð Þ=support Sð Þ ¼ P Lkð Þ=P Sð Þ �min conf ð4Þ

The strong association rule can be used to recommend potential items to users with
more precision.

Table 1. The process of finding frequent item sets
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3 Implementation of the APP Recommendation Scheme

In the traditional marketing activities, the essence of precision marketing is to employ
the historical data to acquire the characteristics of target users as well as attributes of
items, so as to establish an association relationship between them.

In this section, it takes the APP install information of a user group, and then by
employing the Apriori algorithm, it can help sellers get a good knowledge of user
potential needs. Meanwhile, because users’ needs are often vague and unclear, users
can easily get what they really want even at an unconscious state.

Suppose that, the APP install information of a user group is stored in a database D.
The detailed information of a single user is called a transaction, and it has a unique
transaction id denoted as Tid. The APP name in this section is called items, and
accordingly the sets of APPs are called item sets.

Figure 1 gives an illustration of the APP frequent item sets generation. And the
minimum support in this illustration is set as 0.5.

From illustration above, it can be figured out that the combination of APP fB;C;Eg
is the largest frequent item set, and the strong association rule will be derived from this
item set.

The proper subsets of fB;C;Eg are fBgfCgfEgfB; CgfB;Eg and fC; Eg. The
possible association rules and their confidence are listed below.

confidence B!fC; Egð Þ ¼ supportðfB; C; EgÞ=supportðfBgÞ ¼ 0:5=0:75 ¼ 0:67 ð5Þ

confidence C!fB; Egð Þ ¼ supportðfB; C; EgÞ=supportðfCgÞ ¼ 0:5=0:75 ¼ 0:67 ð6Þ

Fig. 1. Generation of frequent item set
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confidence E!fB; Cgð Þ ¼ supportðfB; C; EgÞ=supportðfEgÞ ¼ 0:5=0:75 ¼ 0:67 ð7Þ

confidence fC; Eg!Bð Þ ¼ supportðfB; C; EgÞ=supportðfC; EgÞ ¼ 0:5=0:5 ¼ 1 ð8Þ

confidence fB; Eg!Cð Þ ¼ supportðfB; C; EgÞ=supportðfB; EgÞ ¼ 0:5=0:75 ¼ 0:67 ð9Þ

confidence fB; Cg!Eð Þ ¼ supportðfB; C; EgÞ=supportðfB; CgÞ ¼ 0:5=0:5 ¼ 1 ð10Þ

If the threshold of the minimum confidence is set as 0.8, then only rules fC; Eg !
B and fB; Cg ! E are filtered out as the strong association rules.

lift fC;Eg!Bð Þ ¼ confidence fC; Eg!Bð Þ=support Bð Þ ¼ 1=0:75 ¼ 1:3 ð11Þ

lift fB; Cg!Eð Þ ¼ confidence fB; Cg!Eð Þ=support Eð Þ ¼ 1=0:75 ¼ 1:3 ð12Þ

For the strong association rule fC; Eg ! B, it means that if a user already pos-
sesses APP C and APP E, then he will adopt the promotion of APP B with high
probability. The successful rate of recommending APP B to APP {C E} user groups is
30% higher than that of recommending APP B to the general crowd. The rule
fB; Cg ! E works in the same way as fC; Eg ! B, and it’s omitted here for
simplicity.

4 Experimental Results

In this section, the APP recommendation scheme is applied in a typical city in China,
and it aims at the APP promotion and popularity improvement among the target users.
During this process, the transactions, which are the APP install information of the
target users, are stored in a database. Based on this information, the recommendation
scheme employs the Apriori algorithm to find the frequent item sets, and this indicates
the APP sets that have high probability of co-occurrence. Then according to the fre-
quent APP sets, strong rules are generated under the constraint of minimum confidence.
The strong association rules shows the direction of the precision marketing to target
user groups.

Figure 2 illustrates the arrival rate of the APP recommendation scheme. Arrival rate
is an important indicator about what percent of target users will receive the advertising
information in a certain time period, and it is used to measure the availability of the
recommendation scheme.
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Figure 3 shows another two important indicators, i.e. exposure conversion rate and
click conversion rate. Exposure conversion rate refers to the ratio between the number
of users who actually download the recommended APP and the number of users who
receive the advertising information. While, click conversion rate is the proportion of
users who actually download the recommended APP towards those who just click the
advertisements without any other operation. These two indicators can be used to
measure the effectiveness of the advertisements.

According to the experiment results shown above, effectiveness of the APP rec-
ommendation scheme is obvious. The advertising arrival rate, the exposure conversion
rate and the click conversion rate are all dramatically improved. This precise APP

Fig. 2. Arrival rate of the APP promotion

Fig. 3. Exposure/click conversion rate of the APP promotion
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recommendation scheme helps APP developers save considerable advertising costs,
while still achieve great effectiveness in product promotion and brand recognition.

5 Conclusion

This paper proposes an APP recommendation scheme, based on one of the classical
recommendation algorithms, Apriori algorithm. It’s realized through two processes, the
frequent items sets generation process and the strong association rule generation pro-
cess. By employing this APP recommendation scheme, the APP developers and pro-
moters can identify users’ preference of the APP combinations, thus recommend target
APPs to target potential users. Experimental results have shown that the scheme can
reach high advertising arrival rate, as well as superior exposure/click conversion rate.
The effectiveness and efficiency of APP product promotion has been improved
dramatically.
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Abstract. It is a convention to verify the validity of a universal propagation
model before its local application with the aid of mass local experimental data
and make the universal propagation model further localized. This paper pro-
poses detailed comparisons between theoretical predictions of field strength
based on ITU-R P.1546 with the data collected from the experiments conducted
on the South China Sea, which proved that the recommendation ITU-R P.1546
is valid in China tropical maritime region. Three optimization methods are also
proposed for tuning the parameters from ITU-R P.1546 recommendation to
improve accuracy of the propagation prediction in China tropical maritime
region. At the end, future researches on tropical maritime propagation prediction
are suggested.

Keywords: Propagation prediction � Tropical maritime
Propagation experiment � Localization research

1 Introduction

China is vast in territory, and its radio propagation environments vary in regions. The
climate and geographical environment of the tropics are rather special compared to the
non-tropics, characterized by low latitude, high temperature, wide sea area, complex
landforms, rainy climate, and significant monsoon. The theoretical models of radio
propagation in the non-tropics should not be applied directly to the tropics [1–4].
Therefore, tropical maritime radio wave propagation research is a research focus in
recent years.

In the current research of the maritime radio wave propagation model home and
abroad, two modelling methods are generally applied: empirical/semi-empirical model
and deterministic model. The empirical/semi-empirical model is easily understandable
and is more suitable for maritime radio propagation over a large covering area, while
the deterministic model is more suitable for an accurate theoretical analysis of radio
propagation characteristics over sea.
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Existing researches of empirical statistics have found that the simulation based on
Longley-Rice model is extremely close to the actual measurement data in the maritime
environment [5, 6].

ITU-R P.1546 [7] has a narrower application scope than Longley-Rice, but it is
equally applicable to maritime radio propagation of long distance transmitting in the
VHF/UHF band. Unlike the Longley-Rice model adopting a mathematical formula
form, ITU-R P.1546 introduces the propagation curves of cold and warm seas (e.g. the
North Sea and the Mediterranean Sea), so that by looking up table and by interpolation/
extrapolation, the radio wave pass loss can be calculated. ITU-R P.1546 also provides
corrections applicable to different climate conditions. Therefore, ITU-R P.1546 also
does well in analyzing the maritime radio propagation. The ITU-R P.1546 model is
used in this study to predict the propagation of the maritime VHF/UHF band [8–11].

2 Tropical Maritime Radio Wave Propagation Experiment

Considering main maritime radio services, the frequency 160 MHz for wireless intercom
and the frequency 830 MHz for mobile communications are selected as the key test
frequencies. And according to the capacity of the test equipment, the nominal frequencies
of 100 MHz and 600 MHz suggested by ITU-R P.1546 are selected. In addition, a fifth
frequency of 1000 MHz (upper limit of the effective working frequency generated by the
power amplifier used in this study) is also selected as a test frequency.

The transmitting site is set on the rooftop of a hotel located on the Sanya Bay coast
line, and an azimuth angel of 210° is selected as the antenna direction. The test link
established by the selected azimuth angel is not obstructed by any topographic con-
ditions. The route of the receiving vessel is set to match the azimuth angel, which cuts
through between the Western Isle and Easter Isle. Along the route there are 25
observing points, the first of which is located at the 8th Anchorage which is the nearest
anchorage to the coast, and the furthest point is located 60 km away from the first one.
As for the total 25 observing points, the rest are equidistantly distributed along the
route. The transmitting site and observing points are illustrated in Fig. 1.

Fig. 1. Illustration of transmitting site and observing points
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Given the particularity of the maritime test, measurements are carried out in two
phases: horizontal polarization and vertical polarization. Average detection is used to
collect the measurement data. Median field strength is calculated with one measure-
ment per second and no less than 101 measurements for one test site.

Root mean square error (RMSE) is adopted to represent the dispersion of the
random fluctuation of the receiving signal’s field strength. It is generally accepted that
the RMSE of a highly precise localized radio wave propagation model should be lower
than 6 dB [12].

The RMSE representing the difference between the observed results and the pre-
dicted results by propagation model is:

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
n¼1

ðLo � LpÞ2
vuut ð1Þ

where N is the number of observing points, Lo is observed loss and Lp is predicted
loss.

3 Analysis of the Research Results

Results of both horizontal and vertical polarized signals from the 25 observing points
are gathered. The comparison is firstly used to analyze the applicability of the ITU-R
P.1456 radio propagation model to the tropical South China Sea. Observation data and
predicted data in two phases are shown in Figs. 2 and 3.

The results from horizontal and vertical polarizations show that:
Except for several observing points that produce deviated results, the test curves is

generally smooth, complying with the propagation pattern of the radio wave.
The horizontally polarized test curve is smoother in general, but the data collected

from Observing Point 13 deviates notably from the general pattern. From the on-site
record, it is preliminarily concluded that the deviation results from a direction mis-
match of the transmitting and receiving antenna caused by the vessel’s turn due to
random ocean currents. Data of Observing Point 4 and 5 also show a certain degree of
deviation, but the reason needs to be analyzed with further tests.

During the vertical polarization test, multiple test points on the frequency 100 MHz
have generated clear deviated results, and the statistics of test loss show a major
fluctuation, while the data from the rest points comprise a comparatively smooth curve
with no obvious deviation. The reason need to be analyzed with further tests.

The observed results and predicted results are compared in Table 1. The difference
for the frequency of 100 MHz is greater than those of the other frequencies. The Mean
Error and RMSE for frequencies other than 100 MHz are all under 5 dB. The overall
predicted mean square error is 5.69 dB, which would be lower to 3.71 dB when
excluding results for 100 MHz.

For both polarizations, prediction errors for the frequency of 600 MHz are the
smallest. The RMSE of horizontal polarization is 4.57 dB, and that of the vertical
polarization is only 1.39 dB.
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Fig. 2. Field strength comparison of horizontal polarization mode.

Fig. 3. Field strength comparison of vertical polarization mode.
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The RMSE for all frequencies sums up to 6.52 dB in horizontal polarization mode,
and 4.71 dB in vertical polarization mode, therefore vertical polarization is more
accurate than horizontal polarization.

In horizontal polarization mode, when excluding the exceptional data of Observing
Point 13, the RMSE will be lower by 0.39 dB to 6.13 dB.

By analyzing the experimental data, it is then can be concluded that:

(1) The test curves are generally smooth, except for some deviations from several
observing points. The measured loss value is monotonically decreasing with the
increase of the distance, which conforms to the patterns of the maritime radio
propagation. The results are therefore valid.

(2) The overall trend of the prediction curves and the observed curves are consistent,
and the predicted RMSE is below 6 dB, which is considered to be accurate. The
prediction error for the nominal frequency of 600 MHz is the smallest, which
verifies the applicability of the ITU-R P.1546 model to China tropical maritime
region.

4 Suggestions on the Localization of ITU-R P.1546

4.1 Correction Based on Measured Meteorological Data

As the meteorological data such as atmospheric refractivity gradient data used in
Sect. 3 of this paper are annual average provided by ITU, it is suggested that the data
should be replaced with the local average atmospheric refractivity gradient in the
summer. The comparison between the prediction errors calculated by ITU-R and local
gradients is shown in Table 2.

Table 2 shows that the RMSE using Hainan summer statistics are slightly higher
than that using ITU recommended gradient data, by 0.0003 dB and 0.0064 dB
respectively for horizontal and vertical polarization modes. Therefore, it is suggested to
use the actually measured refractivity data or statistics in the same region in analyzing
the propagation [13].

Table 1. Path loss error of observed data and predicted data

Types of polarization Prediction error Mean square error of different
frequency (MHz)

Total

100 160 600 830 1000

Horizontal Mean error −10.33 3.12 −2.04 3.47 3.50 −0.456
Root-mean-square error 10.99 4.93 4.57 4.87 4.73 6.5155

Vertical Mean error −5.86 1.55 0.51 4.21 3.27 0.736
Root-mean-square error 8.06 3.17 1.39 4.48 3.77 4.7131
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4.2 Introduction of Polarization Correction Factors

In the ITU-R P.1546 model, the influence of the polarization modes on radio propa-
gation is not taken into consideration. According to the Sect. 3 of this paper, the modes
of polarization can affect the path loss for a certain degree. Therefore, in the propa-
gation analysis, it is suggested to introduce correction factors to locally correct the
model. The correction factors are listed in Table 3.

4.3 A Correction of the ITU-R P.1546 Nominal Curve

The ITU-R P.1546 model shows the field strength versus distance curves for the
frequencies of 100 MHz and 600 MHz in warm seas. According the observed data for
the same frequencies and considering the correction factors such as the height of the
transmitting and receiving antennas, and antenna height difference, an equivalent fitting
curve (h1 = 20 m, 50% time) is shown in Fig. 4.

Figure 4 shows that for both polarization modes for the frequency of 600 MHz, the
equivalent fitting curves based on the observation data are consistent with the field
strength versus distance curves provided in the ITU recommendation, while for the
frequency of 100 MHz for both polarization modes, the equivalent data are generally
smaller that nominal data. It is suggested that the ITU recommended nominal curve for
the frequency of 100 MHz should be updated based on the actually measured results,
or nominal field strength versus distance curve particular for China tropical maritime
region should be accepted.

Table 2. Prediction errors under different refractivity gradients

Type of
polarization

Near-surface
refractivity
gradient

Mean square error of different
frequencies (MHz)

Root mean
square error

100 160 600 830 1000

Horizontal −59.1
(ITU Statistics)

10.99 4.93 4.57 4.87 4.73 6.5155

−65.00
(Hainan Summer
Statistics)

11.03 4.90 4.59 4.85 4.70 6.5152

Vertical −59.1
(ITU Statistics)

8.06 3.17 1.39 4.48 3.77 4.7131

−65.00
(Hainan Summer
Statistics)

8.08 3.14 1.39 4.44 3.73 4.7067

Table 3. Field strength correction factors for different polarizations

Frequency (MHz) 100 160 600 830 1000

Type of polarization VP HP VP HP VP HP VP HP VP HP
Correction factor (dB) 5.8 10.3 −1.5 −3.1 −0.5 2.0 −4.2 −3.5 −3.3 −3.5
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5 Conclusion

This study selects the ITU-R P.1546 model to carry out a research on the radio wave
propagation in the tropical maritime areas. The research verifies the applicability of the
model in the tropical South China Sea, and provides suggestion for localization. The
conclusions are helpful for the study of the radio wave propagation characteristics over
the tropical maritime environment, and established foundation for local application
research of ITU-R P.1546 method in South China Sea. The results of this research are
obtained through limited experiment data, thus provide a partial correction of the
ITU-R P.1546 model in tropical maritime region. In the future when conditions per-
mits, more broad verification experiments could be conducted in different seasons,
using different system parameters and in different ways the experimental instruments
are equipped.
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Abstract. The real estate industry is a hot topic and the factors of a house
which affect the investment benefit is worth of research. This paper designs a
novel machine learning assisted real estate industry investment guidance
(MLRIG) architecture and a machine learning algorithm, aiming at researching
the factors and their weight respectively of a house which have influence on its
investment value. The MLRIG architecture is composed of 4 stages: Data col-
lection, Data discretization, Data Mining Process and Factors weight output; the
proposed machine learning algorithm, called QSFL-LR (Quantum-inspired
Shuffled Frog Leaping Logistic Regression), combines Quantum-inspired
Shuffled Frog algorithm with Logistic Regression to select the factors of a
house which affect the investment value before data training, then output the
weight of the factors respectively. Experiment shows the proposed QSFL-LR
algorithm has better performance in accuracy and precision compared with
traditional Logistic Regression, proving the superiority of QSFL-LR. The
experiment also shows MLRIG architecture can guide both business companies
and individuals to reduce investment risk in real estate industry.

Keywords: Machine learning � Intelligent algorithm � Logistic Regression
Big data

1 Introduction

In recent years, real estate industry has been a hot business for individuals and com-
panies. How to judge the investment value of the residence through its factors is a hot
research topic [1, 2]. As we know, a real estate industry cycle contains rising period and
falling period, so choosing residence for investment benefit with some factors which
can be more stable in the failing period is worth of research. However, this is a complex
problem which is closely related to local economic development, monetary policy,
regulatory property, housing quality, location, etc. [3]

The continuous development of machine learning and intelligent algorithm provide
good conditions for the study of this problem. This paper presents a novel machine
learning assisted real estate industry investment guidance (MLRIG) architecture which
can guide both business companies and individuals to reduce investment risk.

The rest of the paper is organized as follows. In Sect. 2.1, we designs a novel
machine learning assisted real estate industry investment guidance (MLRIG)
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architecture; in Sect. 2.2, the Residence Portrait is proposed; in Sect. 2.3, the data is
discretized for the preparation of machine learning algorithm. In Sect. 3.1, the Shuffled
Frog Leaping Algorithm (QSFL) is proposed to choose factors for Logistic Regression;
in Sect. 3.2, Quantum-inspired Shuffled Frog Leaping Logistic Regression (QSFL-LR)
Algorithm is used to get the weight of each factor; in Sect. 3.3, the weight vector of
factors is output. Finally, in Sect. 4, conclusions are presented.

2 MLRIG Architecture

2.1 System Model

This paper designs a novel machine learning assisted real estate industry investment
guidance (MLRIG) architecture to combine an algorithm of machine learning called
logistic regression and an intelligence algorithm called Quantum-inspired Leap Frog
algorithm to judge the weight of each factor which can keep the property price stable
during the downturn in the real estate cycle.

Figure 1 is the overview of MLRIG architecture containing 4 parts: Data collection,
Data discretization, Data Mining Process and Factors weight output. Data Mining
Process is consist of Model Building, Data Preparation, Feature Engineering, Model
Training, Model Evolution and Model Deploy.

2.2 Residence Portrait

Residence Portrait is a list of factors containing 8 kinds of factors. Figure 2 illustrates
the factors of the residence portrait.

(a) P is the Price information, which includes total price, price per square meter
respectively, represented as (1):

P ¼ ðP1;P2Þ ð1Þ

(b) L is the Location information including administrative region and the number of
circle respectively, represented as (2):

L ¼ ðL1; L2Þ ð2Þ

Fig. 1. Overview of MLRIG architecture
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(c) F is the Feature information, including school districts, the distance to subway,
which is represented as (3):

F ¼ ðF1;F2Þ ð3Þ

(d) A is the Area information, representing the area of the house. C is the Classes
information, representing commercial residence, back moving residence or public
housing. O is the Orientation information, represents East, West, South or North.
T, the Time information, represents the age of the house. S represents the floor of
the house.

The Residence Portrait is as (4):

R ¼ ðA;C;P; L;O;F; T; SÞ ð4Þ

2.3 Data Discretization

(1) Factors Discretization

In machine learning, many algorithms (such as logistic regression, decision tree,
etc.) [4] are not suitable for continuous data. In order to improve the performance of the
result, the factors need to be discretized [5]. There are three common methods to
discrete the continuous variables: equidistant division, equal frequency division and
statistic distribution [6]. In this paper, equal frequency division is used to discretize the
continuous variables. For example, the total price (P1) can be discretized as equal
frequency division showing in Table 1:

Residence
portrait

Classes information

Price information

Location information

Orientation information

Feature information

Time information

Represents Commercial residence, 
backmoving residence or public housing

Includes total price, price per square meter 

Includes administrative region, No. circle

Represents East, West, South, North    

Includes School districts, the distance to 
subway 

Represents the age of the house

Area information Represents the area of the house

Story information Represents the floor of the house

Fig. 2. Overview of MLRIG architecture
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(2) Target Discretization

In the model of LR, the result is represented as a dichotomous variable ‘0’ or ‘1’ as (5):

x ¼ 1; p[ 0:5
0; p� 0:5

�
ð5Þ

For the training data, the decrease magnitude of price per square meter is dis-
cretized as (6):

x ¼ 1; magnitude[ 21%
0; magnitude� 21%

�
ð6Þ

where 21% is the average value of the decrease magnitude in the failing period of last
real estate circle.

3 Using QSFL-LR to Determine the Weight of Features

3.1 Using Quantum-inspired Shuffled Frog Leaping to Choose Factors
for Logistic Regression

In order to simplify the machine learning model and improve the performance, we need
to select some factors from these 11 characters. This paper proposed an evolutional
algorithm, called QSFL (Quantum-inspired Shuffled Frog Leaping), which is fit for the
Logistic Regression model to select some features [8].

The QSFL uses a pair of quantum bits to represent the location of the quantum frog.
The ith frog is represented as (7):

di ¼ ½ di1 di2 � � � diM � ¼ xi1 xi2 � � � xiM
yi1 yi2 � � � yiM

� �
ð7Þ

where jxijj2 þ jyijj2 ¼ 1, ðj ¼ 1; 2; � � � ;MÞ, 0� xij � 1, 0� yij � 1.
We use UðhijÞ to update dij:

dnewij ¼ absðUðhijÞdijÞ ¼ absð cos hij � sin hij
sin hij cos hij

� �
dijÞ ð8Þ

simplified as (9):

Table 1. The example of factors discretization

Sub-factors P1_0 P1_1 P1_2 P1_3 P1_4
Value 0–32424 32425–54285 54286–74583 74584–98104 98105–+∞
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xnewij ¼ jxij cos hij �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðxijÞ2

q
sin hijj ð9Þ

Assuming an M-dimensionality space with p frogs, and each frog is an M-
dimensionality vector as (10):

xi ¼ ½xi1; xi2; � � � ; xiM � ð10Þ

The step of QSFL is as following:

Step 1: Compute the fitness value of each frog, then sort them in descending order.
Step 2: Groups the p frogs into m groups, and each group has n frogs according to
their fitness value. Set the local evolution times in each group as generation, and set
the global evolution times as GENERATION.
Step 3: Update the worst fitness value of each grog as (11) and (12):

hwj ¼ a1 � rand � ðxwj � xbjÞþ a2 � rand � ðxwj � xgjÞþ a3 � randn � ðxwj � zjÞ
ð11Þ

xnewwj ¼ jxwj cos hwj �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðxwjÞ2

q
sin hwjj ð12Þ

where rand is Uniform distribution between 0 and 1, randn is Gaussian distribution,
xbj is the local best solution, and xgj is the global best solution.

z is the average location of these p frog which is represented as (13):

z ¼ ½z1; z2; . . .; zM � ð13Þ

where zj ¼ 1
n

Pn
i¼1

xij, j ¼ 1; 2; � � � ;M.

Step 4: im ¼ im þ 1: ð14Þ
Step 5: If igeneration\generation, igeneration ¼ igeneration þ 1, then go to step 3; else
iGENERATION ¼ iGENERATION þ 1, then go to step 2.
Step 6: If iGENERATION ¼ GENERATION, output the result.

The Griewank Function and Ackley Function are used to test the performance of
the algorithm compared with BFOA (Bacterial Foraging Optimization algorithm) [9],
PSO (Particle Swarm Optimization) and SFLA (Shuffled Frog Leaping Algorithm)
[10], represented in Figs. 3 and 4, proving QSFL has higher accurate convergence.

In order to simplify the machine learning model and improve its performance,
QSFL is used to choose factors of a house which affect the decrease magnitude of price
per square meter a lot.

The coefficient vector of the 11 features is as (15):
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b ¼ðb0; b1; b2; b3; b4; b5; b6; b7; b8; b9; b10Þ ð15Þ

which is determined by the solution of QSFL as (5):
Hence, the appropriate factors whose coefficients are 1 will be selected as the factor

used in next step.

3.2 Using Logistic Regression to Get the Weight of Residence Features

Logistic Regression (LR) is a kind of machine learning method to solve the problem of
dichotomy. The probability of ‘1’ is computed as:

y ¼ hTx ¼ h0 þ h1x1 þ h2x2 þ ; . . .; þ hnxn ð16Þ

where h is the weight of the factors, and x is the vector of residence portrait selected in
Sect. 3.1.

The model of LR is as (18) and (19):

PðY ¼ 1jxÞ ¼ 1
1þ e�gðxÞ ð18Þ

PðY ¼ 0jxÞ ¼ 1� PðY ¼ 1jxÞ ¼ 1� egðxÞ

1þ egðxÞ
¼ 1

1þ egðxÞ
ð19Þ

where

gðxÞ ¼ b0 þ b1x1 þ . . .þ bpxp ð20Þ

We use a logarithmic function to convert P to (−∞, +∞) as (21):
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Fig. 3. The performance test using Griewank
function
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logð p
1� p

Þ ¼ logðegðxÞÞ ¼ gðxÞ ¼ b0 þ b1x1 þ . . .þ bpxp ð21Þ

where b is the learning object and x is the factors.
The algorithm of obtain b is as (22):

LðbÞ ¼
Y

Pðyi ¼ 1jxiÞyið1� Pðyi ¼ 1jxiÞÞ1�yi ð22Þ

which is a kind of steepest descent.

3.3 Factors Weight Output

In order to simplify the machine learning model and improve the performance, QSFL is
used to choose factors of the residence which affect the decrease magnitude of price per
square meter a lot.

The Residence Portrait is as (23):

R ¼ ðA;C;P; L;O;F; T; SÞ ¼ ðA;C;P1;P2; L1; L1;O;F1;F1; T; SÞ ð23Þ

The coefficient of each feature is as:

b ¼ðb0; b1; b2; b3; b4; b5; b6; b7; b8; b9; b10Þ ð24Þ

which is determined by the solution of QSFL as:

bi ¼ 1; xi [ 0:5
0; xi � 0:5

�
ð25Þ

Using the proposed QSFL algorithm, where global evolution time is 40 and the
local evolution time is 1000, the result of factors selection is as:

R0 ¼ ðA1;P2; T; L2;F1Þ ð26Þ

where 6 factors, including area, price per square meter, the age of the house, admin-
istrative region and school districts and the age of the house are selected as the factors
in machine learning.

After factors selection, Logistic Regression is used to get the result of the weight of
residence features respectively as table:

R0 ¼ ðA1;P2; T ; L2;F1Þ ¼ ð�0:3214;�0:436; 0:237; 0:197; 0:435Þ ð27Þ

Compared with LR without factors selection of QSFL, the vector of weight is as:

R ¼ ðA;C;P1;P2; L1; L1;O;F1;F1; T ; SÞ
¼ ð�0:3214; 0:0942;�0:5242;�0:5132; 0:1021; 0:0832;�0:1321; 0:3124; 0:3253;�0:1231; 0:2534Þ
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Usually, we use 2 indexes, called accuracy and precision to measure the perfor-
mance of the LR model [12]. Table 2 is the result of machine learning using QSFL-LR
and traditional LR, which shows that the accuracy and precision of QSFL-LR are
higher than traditional LR, proving the superiority of QSFL-LR.

4 Conclusion

This paper designs a novel machine learning assisted real estate industry investment
guidance (MLRIG) architecture and a machine learning algorithm call QSFL-LR
(Logistic Regression with Shuffled Frog Leaping Algorithm), aiming at researching the
factors and their weight respectively of a house which have influence on its investment
value. The MLRIG architecture is composed of 4 stages: Data collection, Data dis-
cretization, Data Mining Process and Factors weight output. Experiment shows the
proposed QSFL-LR algorithm has better performance in accuracy and precision
compared with traditional Logistic Regression, proving the superiority of QSFL-LR.
The experiment also shows MLRIG architecture can guide both business companies
and individuals to reduce investment risk in real estate industry.
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Abstract. The evaluation of region development of network has been a
widespread concern in recent years. However, network development of a region,
due to its specific characteristics and application scenario, should have a
tailor-made evaluation system. In this study, taking into account various factors
in multiple fields, a multiple-index evaluation system is established. Then, a
principal component analysis-based K-means clustering approach is proposed to
address the analyzing problem with an acceptable complexity. A simulation
experiment is implemented to verify the algorithm. The results can be used to
compare the different areas telecommunication networks, and provide rational
and effective suggestions for network planning and construction.

Keywords: Principal components analysis � Clustering algorithm
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1 Introduction

With the growing popularity of communications, the evaluation of region development
of network has been a widespread concern in recent years. The demand for providing
better services and the relatively slowly increasing revenue in telecom operators puts a
premium on an accurate evaluation of the network development. Previous work on
development evaluation has mainly focused on economic or environmental scenarios
[1–3]. However, network development of a region, due to its specific characteristics
and application scenario, should have a tailor-made evaluation system.

In general, the evaluation analysis of network is utilized to support decision making
and help better formulate region planning for the future [4–6]. In this aspect, clustering
the group of the regions for horizontal comparing becomes a key issue. A wise clas-
sification can help decision makers to analyze, contrast and apply, which makes the
development strategy or implement plan more efficient and scalable. Clustering algo-
rithms have emerged as an alternative efficient learning tool to accurately analyze the
huge volume of data generated in various applications [7]. Based on clustering anal-
ysis, the objective data can be identified from the dense areas and sparse areas, so that
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the global distribution patterns and the data relationship can be found. In this way, a
deeper knowledge and more profound understanding can be acquired from the data,
which is helpful to give more rational suggestions for decision-making. However, the
most common difficulties to have a perfect clustering results rely on three aspects:
(1) how to choose the initial points; (2) how to choose the number of clusters; and
(3) how to solve a high-dimensional problem.

In this work, rather than considering a certain characteristic or performance of the
network, the network development is analyzed from a macro view. Various factors in
multiple fields are taken into account to establish a multiple-index evaluation system.
Then, a principal component analysis-based K-means clustering approach is proposed
to address the analyzing problem with an acceptable complexity. The analyzing result
can be used to provide rational and effective suggestions for network planning and
construction. The contribution of this paper is several-fold.

• First, we consider the network development from a macro view. Multiple factors
which have close influence in future network planning and construction are taken
into account.

• Second, the multi-index evaluation system has a high dimensions, which is difficult
for further analyzing. To address that, the principle component analysis
(PCA) method is implemented to reduce the dimension of the proposed evaluation
system.

• Third, addition to the multi-dimensional problem, another difficulty of the clustering
is the choice of the number of cluster. In order to have a rational result, the
Silhouette coefficient (SC) is counted for each option. In the simulation, we provide
a reasonable grouping result.

The rest of this paper is organized as follows. In Sect. 2, focusing on the charac-
teristics of network development, the multi-index evaluation system is given. Fol-
lowing in Sect. 3, the main algorithm and typical operation are shown. Simulation
results are shown in Sect. 4. Finally, we present the conclusion in Sect. 5.

2 Multi-index Evaluation System and Data Source

In the index system, we consider multiple factors which have close influence in telecom
network planning and construction. The proposed measurement analysis is detailed in
Table 1.

The index system considers 5 types of factors and 14 parameters in total.
The population factor, the economic factor and the customer factor present the

population basis, the economic development level and the telecommunication popu-
larity of the region, respectively. The factors describe the background of the region, and
to some extent, show the potential benefits of the network planning and construction in
the region.

The climate factor has an underlying relationship with network planning and
construction. For example in China, the climate of the north is colder than the south. In
order to provide the winter protection, the external wall of the buildings in the north are
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usually wilder than those in the south; thus, the penetration loss is higher, which could
effects a lot in the network planning and construction [8].

The network factor and the service factor indicate the capability of a telecom
operator. The former one shows the existing level of the network construction, and the
later one describes the penetration rate of an operator.

In this work, due to the limitation of the data source, the objective is the provinces
of China. The data are collected from the national bureau of statistics of China [9], the
statistics of China Unicom in 2015.

3 The PCA-Based K-means Clustering Approach

In this section, the PCA-based K-means clustering approach is proposed. There are
mainly three steps in the approach: (1) preprocessing, (2) dimensionality reduction, and
(3) clustering.

3.1 Preprocessing Data

In order to enhance the veracity of the data collected from the real word, the preprocessing
method is implemented first. In this step, raw feature vectors are transformed into a
representation for further processing. Themain idea is to scale the data within a range. For
each feature vector, the Max-Min normalization is utilized to transform the data:

yi;j ¼
xi;j �min

8i
xj

max
8i

xi;j �min
8i

xi;j
ð1Þ

Table 1. Index system for network planning and construction

Factors Parameters Indexes

Population factor Resident population p1
Urban population p2
City population density p3

Economic factor Gross regional product p4
Per capita disposable income nationwide p5
Per capita disposable income of urban households p6

Customer factor Number of mobile phone p7
Number of fixed line phone p8

Climate factor Geo-location p9
Network factor Number of base station p10

Number of small cell p11
Service factor Number of users p12

Voice traffic p13
Data traffic p14
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where i and j denote the row and column of the data matrix, representatively. xi;j and yi;j
represents the value before and after the transformation, representatively.

After this step, the value of the feature is scaled in the range of [0, 1], which avoids
a various magnitude for different types of value.

3.2 Dimensionality Reduction

The main purpose of dimensionality reduction techniques in machine learning and
statistics is to reduce the number of variables and dimensions of dataset, so that
valuable information or features can be extracted, which improves the interpretability
of the data and enhances the exploratory data analysis. The principal component
analysis (PCA) is a widely used linear dimensionality reduction method. PCA
addresses the problem to find a low-dimensional embedding of the data point that best
preserves their variance in the high-dimensional original space [10].

Let Y denote the data matrix, Q represent the principal directions, and U be the
projected data point in the new space. PCA finds U and Q by solving

minU;Q Y � UQT
�� ��2 s.t. QTQ ¼ I: ð2Þ

Then, on the new directions, the projected data points enable reflect the most
amount of information of the original values. It not only eliminates the correlation
among features, but also decreases the dimensions of the dataset.

3.3 Clustering

On the new principal directions, the clustering step is performed. PCA relates closely to
K-means clustering naturally [11]. Thus, in this work, the K-means clustering is used to
find the cluster result. The purpose of the K-means clustering is to partition the data
points U into K sets S ¼ S1; S2; . . . SKf g, then, the sum of squares within a cluster (i.e.
variance) is minimized:

arg min
S

XK

k¼1

X
U2Sk ðU � ckÞk k2; ð3Þ

where ck is the center of the cluster Sk .
Via several times of iteration, the algorithm would achieve a local optimum. In

order to have a quasi-optimal result, at the beginning of the clustering step, the initial
center points would be set based on previous experiences.

4 Experiment Results

Base on the data introduced in Sect. 2, experimental process is promoted by the three
stages as we specified in Sect. 3, and then aiming to the network planning and con-
struction application, the provinces in China are analyzed and clustered.
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In Fig. 1, the amount of variance explained by the principal components is ana-
lyzed. As we can see, the more components in the new directions explain more vari-
ance of the original data. However, with the number large enough, the growth of the
number does not increase much of the information any more. The first three principal
components occupy 87.24% of the total variance of the original features. Therefore, the
first three principal components, which is considered to contain most of information in
the original data, are selected as the new dimensions.

Figure 2 presents the silhouette coefficient as a function of number of cluster. The
silhouette coefficient is an index to describe the performance of a cluster [12]. The SC

index used here is given as SC ¼ 1
N

P
i

bðiÞ� aðiÞ
max aðiÞ; bðiÞf g, where aðiÞ is the intra-cluster

distance, and bðiÞ is the nearest-cluster distance for each sample. A larger SC value
means a better the clustering performance. As shown in the figure, when the number of
cluster equals to five, the SC value is the largest. According to this, the given dataset is
classified into five groups.
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Figure 3 and Table 2 illustrate the results of the PCA-based K-means clustering
algorithm. In Fig. 3, each type of marker represents a cluster of provinces. The position
of each point indicates each provinces in the direction of the principle components. The
detailed classification of provinces in China is given in Table 2.

Fig. 2. The silhouette plot for the various clusters

Fig. 3. Diagram of the clustering result
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5 Conclusions

In this paper, a multi-index evaluation analysis of region network development is
proposed based on machine learning techniques. The proposed evaluation system takes
into account essential factors of the network development, such as the population
factor, the economic factor, the customer factor, the climate factor, the network factor,
and the service factor. Then, the PCA-based K-means clustering approach is proposed.
The PCA stage is exploited for feature extraction, with the consideration of the sil-
houette coefficient of the dataset, the K-means stage is implemented for region clas-
sification. The simulation demonstrates that it is rational and effective to reflect the
differences among regions. The results of the analysis can be used to compare the
different areas telecommunication networks, and provide rational and effective sug-
gestions for network planning and construction.
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