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Abstract. Knowing a day’s monitoring and analyzing events of network for
intrusion detection system is becoming a major task. Intrusion detection system
(IDS) is an essential element to detect, identify, and track the attacks. Network
attacks are divided into four classes like DoS, Probe, R2L, and U2R. In this
paper, ensemble techniques like AdaBoost, Bagging, and Stacking are discussed
which helps to build IDS. Ensemble technique is used by combining several
machine learning algorithms. Selection of features is one of the important stages
in intrusion detection model. Some feature selection methods like Cfs,
Chi-square, SU, Gain Ratio, Info Gain, and OneR are used in this paper with
suitable search technique to select the relevant features. The selected features are
applied on AdaBoost, Bagging, and Stacking with J48 as a base classifier and
along with that J48 and PART are used as single classifies. Finally, results are
shown that the use of AdaBoost improves the classification accuracy. Experi-
ments and evaluation of the approaches are performed in WEKA data mining
tool by using benchmark dataset NSL-KDD ‘99.
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1 Introduction

Intrusion detection is a process of monitoring and analyzing event of network traffic for
the signs of intrusion. Big amount of data contained on the network day by day
increases the intrusions. The prevention technologies like firewall and access controls
are failed to protect networks and systems from the increase of complicated attacks.
Intrusion detection system (IDS) is becoming an essential element to detect, identify,
and track the attacks. IDS are able to scan the network activity to recognize the attacks.
There are two different intrusion detection approaches called misuse detection system
and anomaly detection system. In misuse detection, the attacks are determined on the
basis of pattern that are based on the known intrusions. In anomaly detection, the
attacks are determined on the basis of patterns that take the deviation from normal
behavior of the system. To monitor the network, IDS has an alarm system; it generates
an alarm to notify that the network is under attack. It can generate four different types
of attacks like True positive when legitimate attack occurs, False positive when no
attack occurs, False negative when actual attack occurs, and True negative when no
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attack occurs. So the main focus of the intrusion detection system is to increase the
detection accuracy and minimize the false alarm rate.

Deploying an effective intrusion detection system is a challenging task, because
dataset contains larger number of irrelevant features and redundant features. If IDS
examines the entire data feature to detect intrusion, analysis becomes difficult because
large number of features make it difficult to detect the suspicious behavior pattern. This
reduces the learning performance and computational efficiency. So, before applying any
data mining techniques like classification, clustering, association rule, and regression on
the dataset, it is necessary to reduce the dimensionality of the data. A preprocessing step
called feature selection is used to reduce the dimensionality. Once features are selected
the classification techniques are applied on the reduced dataset to increase the perfor-
mance and efficiency. Instead of using single classifiers, an ensemble classifiers are
used which combine multiple classifiers to improve the accuracy and performance.

In this paper, we have discussed the different feature selection algorithms and
compared the results for number of selected features and number of features removed.
Then different classifiers are applied on the reduced data for all the feature selection
algorithms, and the results are compared to show the best classifier. The experiment is
conducted on NSL-KDD’99 dataset which was developed by Massachusetts Institute
of Technology (MIT) in 1999 which is an advanced version of KDDCUP’99. The
dataset contains 125973 single connection records with no redundancy with 41 features
and 5 classes; they are classified as normal and 4 category of attacks: Denial of service
attack (DOS), Probing attack (Probe), Remote to Local attack (R2L), and User to Root
attack (U2R) [1].

Section 2 explains the related work. Section 3 discusses about feature selection
algorithms. Section 4 gives the details of ensemble classifiers. Proposed method,
results, and discussions are explained in Sects. 5 and 6. Section 7 concludes the paper.

2 Related Works

K Umamaheshwari et al. in this paper [2] author has proposed classification techniques
on KDD-99 dataset which is a model finding process that is used for portioning the data
into different classes. They have evaluated the performance of a comprehensive set of
classifier algorithms Random forest, Random tree, and j48, etc. WEKA is used to
compare the performance, and finally, they have concluded that Random tree algo-
rithms produce better accuracy.

Rajender Kaur et al. [3] propose a method to deal with large amount of features
which represents the whole dataset. They have done some feature selection and
machine learning approaches to design the intrusion detection systems which are going
to classify the network traffic data into intrusive traffic and normal traffic. Estimation is
done for seven classification algorithms like Bayes Net, Naïve Bayes, J48, Random
Forest, OneR, PART, and Decision Tree for tenfold cross-validation on KDD-99
dataset. It is also recommended that rule-based J48, RandomForest, and OneR clas-
sifiers are used for the detection of various attack classes.
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In papers [4–7], authors have proposed different methods to deal with ensemble
techniques like AdaBoost, Bagging, and Stacking. These ensemble techniques are
combined with different machine learning algorithms. The experiments showed that the
better results are obtained for ensemble technique combined with other algorithms than
the use of single machine learning algorithms. They have used KDD-99 dataset for an
experimental purpose. The preprocessing step is done on the dataset using different
feature selection algorithms.

In papers [8, 9], authors have discussed various feature selection algorithms applied
on dataset to select the relevant features which is used to classify the accuracy of
classifiers. There are different categories of feature selection techniques like Filter
method, Wrapper method, and Embedded method. The feature selection algorithms
like Cfs subset, InfoGain, Gain Ratio, Filtered Attribute, Randomized hill climbing,
Genetic algorithms are discussed in the paper. They have analyzed those set of algo-
rithms with the use of different search methods, and some of the relevant features are
selected by removing the irrelevant features. The best selected features are applied on
different classifiers to show the improvement of performance and accuracy.

3 Feature Selection

To build an intrusion detection model, feature selection is one of the most important
steps. Network data contain large number of features, but it is not good practices of
using all these features. Because in the network, it is necessary to reduce the processing
time to achieve the higher detection rate and accuracy. Feature selection is one of the
important data preprocessing techniques in data mining. Feature selection is also
known as an attributes selection method. There are three feature selection methods like
Filter method, Wrapper method, and Embedded method but Filter and Wrapper
methods are the commonly used methods. In Filter approach, features are selected
without depending on any classifier. In Wrapper method, features are selected with the
dependent on classifier [10]. Comparing the filter method, wrapper method is more
time consuming because it is strongly coupled with induction algorithm which
repeatedly calls the subset of features to evaluate the performance.

3.1 Importance of Feature Selection

• To reduce the size of the problem.
• Removal of irrelevant features which improves the performance of learning

algorithms.
• Reduction of features reduces the storage requirement.

In this paper, we have concentrated on six different feature selection methods like
Correlation Attribute Evaluation (Cfs), Chi-squared, Symmetrical Uncertainty (SU),
Gain Ratio, Information Gain, and OneR. The search techniques like Best-First search
and Rankers method are used with feature selection algorithms to rank the features. The
ranking denotes how useful the feature which is to be classified [10].
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3.2 Correlation-Based Feature Selection (Cfs)

In this algorithm, filter method is used to select the attributes. Cfs measures the indi-
vidual feature by heuristic approach. Maximum value obtained for correlated and
irrelevant features is avoided. Equation 1 is used to calculate the irrelevant and
redundant features [11].

Fs ¼ Nrci
NþN N� 1ð Þrjj ð1Þ

where N indicates the number of feature in the subset, rci says the mean feature
correlation with the class, and rjj means average feature inter-correlation.

3.3 Chi-Squared (X2 Statistic)

Chi-square feature selection algorithm uses the filter method, and it calculates the need
of independence between term and class for one degree of distribution freedom [12].
The expression is as Eq. 2 [12].

X2
t;cð Þ ¼

D � PE �MQð Þ2
PþMð Þ � QþNð Þ � PþQð Þ � MþNð Þ : ð2Þ

where D indicates the total number of documents, P says the number of documents of
class C containing term t, Q means the number of documents containing t occurs
without C, M indicates the number of documents class C occurs without t, N is the
number of documents of others class without t [12].

3.4 Symmetrical Uncertainty (SU)

In this algorithm, set of attributes are calculated by measuring the correlation between
feature and target class [13], and it is given in Eq. 3 [13].

SU ¼ H Xð ÞþH Yð Þ � H X=Yð Þ
H Xð ÞþH Yð Þ : ð3Þ

where H(X) and H(Y) = entropies based on the probability associated with each feature
and class value, respectively, and H(X, Y) = The joint probabilities of all combinations
of values of X and Y [13].

3.5 Gain Ratio Attribute Evaluation

In this method, Gain Ratio is measured by evaluating the gain with respect to the split
information. The equation is given in Eq. 4 [14].

Gain Ratio Að Þ = Gain Að Þ=Split Info Að Þ ð4Þ
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3.6 Information Gain

In this, score is found based on how much maximum information is obtained about the
classes when we use that feature. The Information Gain equation is shown in Eq. 5
[13],

IG Xð Þ = H Yð Þ � H YjXð Þ ð5Þ

where H(Y) and H(Y|X) say the entropy of Y and the conditional entropy of Y for
given X, respectively [13].

3.7 One Rule (OneR)

This is a simple classification algorithm. Classification rule is very simple and accurate
in this. One level decision tree is generated by this. The rule with the smallest error rate
in the training data is selected for each attribute [15].

4 Ensemble Methods

In Ensemble method, the performance of classifier is improved by combining the
multiple single classifiers. Compared to single classifier, ensemble techniques are more
effective and efficient. Divide and conquer approach are used in ensemble methods
[16]. In this method, complex problem is divided into small subproblems which are
easy to analyze and solve. Advantage of this approach is that they can get more
accuracy than single algorithm. Base model is used to classify the data. In this paper,
we have evaluated three different ensemble classifier techniques called Boosting,
Bagging, and Stacking are used with J48 and PART classifiers [16].

4.1 Bagging

Bagging is also known as Bootstrap Aggregation. It is the simple ensemble method
used to improve unstable classification problem. Variance of a predictor is reduced by
this method [17]. N number of training set are created by selecting one point of the
training set without the replacement of N examples. N indicates the size of original
training set. Each of these datasets is used to train a different model [18].

4.2 AdaBoost

To construct a strong classifier, AdaBoost algorithm is used which is one of the most
widely used Boosting techniques. The performance of individual classifiers is con-
structed by AdaBoost classifier [19]. It improves the performance of weak classifier by
its ensemble structure. In boosting method, a set of weights is maintained across the
dataset. The objects acquire more weights to classify by forcing subsequent classifier to
focus on them. These methods work well by running the learning algorithm repeatedly
and then combining the classifier to produce the single classifier [19].
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4.3 Stacking

Stacking is the method in which we combine various classifiers to increase the effi-
ciency. The combination of classifier is done step by step where the output of first
classifier is given as an input to the second classifier. In stacking, whole dataset is
divided into n number of partitions. Out of these n numbers of partitions consider two
disjoint sets to use it for the first classifier. If it is Sij then, i denotes number of partitions
and j denotes the two disjoint set. Stacking works in two stages. Stage1 is a base learner
where dataset is used on various models. A new dataset is obtained and instances of
that dataset are used for prediction purpose. In stage 2, it takes the new dataset as input
and gives the final output [17].

5 Proposed Methodology

Figure 1 shows the general methodology used to get the best classifier on different
feature selection methods for intrusion detection system. Firstly, classify the attack
types know as Normal, DoS, Probe, U2R, and R2L and save the dataset into an ARFF
file format. In this proposed work, performance is analyzed by using data mining tool
called WEKA3.6. The NSL-KDD’99 dataset which contains 125973 labeled connec-
tion records is used to analyze the performance. Full dataset is applied on the attribute
selection algorithms called Cfs, Chi-square, SU, Information Gain, Gain Ratio, and
OneR to compute the feature selection and to evaluate the classification performance on
each of these feature sets. We have selected three meta-classifiers called AdaBoost,
Bagging, and Stacking, and one decision tree classifier called J48 and one rule-based
classifier called PART are used with full training set and tenfold cross-validation for
testing purpose.

The different parameters are used to analyze the result of classification model with
True positive (TP) rate, False positive (FP) rate, Kappa statistics, ROC area, Classi-
fication Accuracy. The confusion matrix summarizes the number of instances calcu-
lated normal or abnormal by the classification model.

Feature 
selection 
algorithm

AdaBoost

Bagging

Stacking

J48

PART

Performance 
AnalysisDataset

Fig. 1. Proposed methodology
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6 Experimental Results and Analysis

In this experiment, we have analyzed various feature selection approaches with the help
of different search methods; then the best subset of features is selected to perform on
classifiers. The comparative analysis of each classifier for all the feature selection
algorithms is given. The optimally selected subset of features is used on classifiers.
Numbers of features removed are listed in Table 1, and they are observed to remove
commonly selected features among all the approaches. They are considered separately
and again to perform on classifiers.

Number of features selected is used on three ensemble classifiers and two single
classifiers. The ensemble classifiers are AdaBoost, Bagging, and Stacking. The single
classifiers are J48 and PART. The percentage of correctly classified values is given in
the Table 2.

The above result shows that AdaBoost technique performs best than all other
classifiers in accuracy rate. After observing the result of individual feature selection

Table 1. Number of features selected and list of features removed by different feature selection
approaches

Feature selection
approach

No. of
features
selected

List of features removed

Best-first + CfsSubsetEvl 11 1, 2, 7, 8, 9, 10, 11, 13, 15, 16, 17, 18, 19, 20, 21,
22, 23, 24, 26, 27, 28, 31, 32, 33, 34, 35, 36, 38, 40,
41, 42

Ranker + Chi-square 28 22, 14, 17, 13, 11, 18, 8, 16, 9, 19, 15, 7, 21, 20
Rankers + SU 27 22, 8, 13, 16, 17, 14, 19, 11, 15, 9, 7, 21, 20
Ranker + Gain Ratio 33 13, 40, 16, 19, 15, 24, 21, 7, 20
Ranker + Info Gain 30 13, 16, 17, 14, 11, 19, 18, 15, 9, 7, 21, 20
Ranker + OneR 30 7, 14, 20, 22, 19, 21, 9, 15, 18, 16, 17, 11

Table 2. Comparison of correctly classified values for different classifiers

Classifiers/Feature selection
approaches

AdaBoost Bagging Stacking J48 PART

Cfs subset 99.81 99.75 81.66 99.77 99.77
Chi-square 99.89 99.81 93.39 99.82 99.77
SU 99.89 99.82 93.71 99.82 99.77
Gain Ratio 99.89 99.81 93.29 99.83 99.77
Info Gain 99.89 99.81 92.91 99.81 99.77
OneR 99.89 99.81 93.10 99.59 99.77
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approaches, we have considered the number of features removed from the list. In those
features, some of the common features are selected which have less importance in all
the techniques and are removed to see the performance. Table 3 shows the commonly
selected attributes to be removed. Table 4 shows the correctly classified values for
commonly selected features removed.

In the above result of different classifiers for commonly selected features shows that
AdaBoost classifier is best among five selected classifiers. Table 5 shows confusion
matrix of Ensemble AdaBoost algorithm with total of each class type with accuracy.
Accuracy is calculated as the sum of correct classification divided by the total number
of classification.

7 Conclusion and Feature Work

In this research work, we have performed a set of experiment on classifiers at
benchmark NSL-KDD’99 dataset contains 41 features. In order to remove irrelevant
features from the larger dataset, the Cfs, Chi-square, SU, Gain Ratio, Info Gain, and

Table 3. Number of commonly selected features to remove

List of features selected commonly to remove 22, 14, 17, 13, 11, 18, 16, 19, 15, 7, 21, 20, 9

Table 4. Comparative result of different classifiers for commonly selected features

Classifier TP rate FP rate Precision Recall ROC Accuracy

AdaBoost 0.999 0.001 0.999 0.999 1 99.89
Bagging 0.998 0.001 0.998 0.998 1 99.81
Stacking 0.938 0.027 0.933 0.938 0.955 93.76
J48 0.998 0.002 0.998 0.998 0.999 99.77
PART 0.998 0.001 0.998 0.998 0.999 99.82

Table 5. Confusion matrix of ensemble AdaBoost algorithm

Normal DoS Probe R2L U2R Total Accuracy

Normal 67306 11 10 7 9 67343 99.94
DoS 11 45913 3 0 0 45927 99.96
Probe 33 2 11631 0 1 11667 99.69
R2L 20 0 0 954 3 977 97.64
U2R 22 0 0 1 36 59 61.01
Total 67392 45926 11644 962 40
Accuracy 99.87 99.97 99.73 99.16 90.00
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OneR feature selection algorithms are used. The performance of three Ensemble
classifiers like AdaBoost, Bagging, and Stacking and two single classifiers like J48 and
PART is compared using classification accuracy. By considering the removed features
from all the algorithms, some of the common features are selected to remove and
experiment is performed on the classifiers. Empirical result of experiment shows that
AdaBoost classifier gives the better result. As a feature enhancement, Ensemble clas-
sifiers can be used with some other classifier as a base learning algorithm.
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