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Preface

Energy, power, and propulsion, the prime movers of economy and society, pose
challenging problems as one seeks cleaner and efficient conversion with due con-
sideration to sustainability. The exergy of contemporary power and propulsion
systems is only about a third to half of that theoretically possible so that the
scientists and engineers continue to strive for higher efficiency and improved per-
formance. The main focus of the practicing engineers has been to design reliable,
efficient, and cost-effective systems with low footprint on the environment. To date,
fossil fuels continue to play a pivotal role in all sectors of energy use. With the
global increase in CO2 and other harmful emissions to the environment, one must
seek cost-effective measures to control emissions without sacrificing the quality of
life or productivity. These environmental concerns, and potential depletion of fossil
fuels, have led to increasing global effort to exploit renewable and alternative
energy resources.

Presently, there are no real substitutes for fossil fuels but renewable and
non-conventional energy sources, such as wind, solar, biomass, algae, geothermal,
hydro, and wave, are beginning to have some impact. Per EIA renewables currently
contribute over 13% of the total worldwide energy use. This contribution is likely to
rise steadily in view of the increasing efforts on R&D to expand the available
choices and to improve the conversion and utilization efficiencies. One major
advantage of the renewables is that they are mostly environmentally friendly with
near-zero carbon emissions. However, continuous and ready availability at all
places is a major issue with some of the renewables. Their large-scale use is rather
limited. Harnessing the alternative energy resources and using efficient conversion
methodologies are pivotal to the future of our society. Several nations have for-
mulated plans to enhance commercial development of these resources through
technological advances with due considerations to cost-effectiveness and minimal
environmental impact. As of today, renewables offer favorable technical perfor-
mance compared to fossil fuels, although cost, availability, and robustness could
vary at a specific location. However, for a number of reasons, currently, they play
only a supportive role in the global energy use. The present book is an effort to
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explore these technologies in a balanced perspective with due focus on the fossil
fuels as well as the emerging renewable resources.

In a short span of two decades, we have seen remarkable advances in the search
of alternative fuels and alternative energy conversion systems. In addition, we have
seen remarkable performance improvements in fossil fuel power and propulsion
systems. The analytical tools have benefitted from advances in computational sci-
ences, with more powerful computing systems and significant improvements in our
abilities to make use of evolving computer architecture with multiple processors,
and parallel and distributed computing. From its meager beginnings in the 1960s
with the advent of the electronic computer, computational sciences have revolu-
tionized our theoretical analysis capabilities, and computational fluid dynamics
(CFD) tools have now become ubiquitous in academia and industry. Concurrently,
new non-invasive diagnostic techniques are becoming firmly established with the
development of advanced instrumentation that provides spatial and temporally
resolved measurements of complex flows. Also, in parallel, advances in sensors and
active control technology have further helped to improve system efficiencies,
reduce emission levels, prolong equipment life, and mitigate catastrophic failures.
In spite of these major advances in our predictive and diagnostic capabilities for
designing more efficient and cleaner energy systems, challenges remain due to
growing energy demand and environmental concerns, as the world GDP is expected
to double and energy consumption to increase by some 50% over the next 25 years.

This monograph is the result of deliberations at an “International Workshop on
Energy, Propulsion and Environment” held at the Indian Institute of Technology
(IIT), Kanpur, India, during March 8–11, 2017. The workshop was sponsored by
leading research organizations and universities in the USA and India. Many
world-renowned scientists and researchers from the USA, UK, India, Thailand,
Malaysia, and Saudi Arabia presented their latest research findings and shared their
ideas in formal talks and exchange forums. This research monograph brings
together the latest research and wealth of knowledge presented by these eminent
scientists at this workshop. A common theme of the monograph is energy, power,
and propulsion. It is divided into sections that deal with various aspects of this
theme. The chapters on conventional and renewable fuels focus on more efficient
and environmentally friendly techniques and systems for power production.
Dynamics and stability of flames in combustion systems is a major concern. Some
of the chapters present novel ideas on these topics. Finally, the gap in our
knowledge and understanding of physical processes that underlie computational
simulations and analysis are covered in chapters dealing with turbulence, its
interaction with chemical kinetics and the complexities of two-phase processes.

Presently, there are no silver bullets for energy and environment sustainability.
Collective efforts between academia, industry, and governments are needed to
achieve these goals. We hope this book will contribute to further R&D efforts
worldwide to develop cutting-edge and novel technologies in renewable alterna-
tives, conversion efficiency, and environmental sustainability.
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Introduction

Abstract Availability of clean and sustainable energy is of paramount importance
in all applications of energy, power, mobility, and propulsion. This research
monograph provides state-of-the-art advances in areas of energy, power, and
propulsion using fossil and renewable biofuels, their efficiency and performance
improvement, and their environmental impact. This book is written by interna-
tionally renowned experts from and around the globe on specific topics of current
interest to students, researchers, and engineers from academia and industry to
provide the latest innovations in cleaner energy utilization for a wide range of
devices. Novel developments in the areas of biofuels and products from various
feedstock materials are also presented along with thermal management, emission
control, and environmental issues. The energy and environment sustainability
requires a multipronged approach involving development and utilization of new and
renewable fuels, design of fuel-flexible combustion systems, and novel and envi-
ronmentally friendly technologies for improved fuel use. This monograph will serve
as a reference source for practicing engineers, educators, and research professionals.

Keywords Sustainability � Energy � Propulsion � Power � Biofuels
CFD � Alternative energy sources � Environmentally friendly technologies

Meeting global energy demand in a sustainable manner represents one of the major
challenges of the twenty-first century. The word “sustainable” implies providing
energy security and addressing climate change concerns caused by greenhouse gas
(GHG) emissions, and providing energy in a carbon-neutral manner. The global
energy demand continues to rise and is expected to increase by 48%, as the pop-
ulation grows from 7 to 9 billion by the year 2040. Most of this growth is expected
to occur in developing nations, with non-OECD countries contributing about 71%
of the increase. The world GDP (expressed in purchasing power parity) is a key
determinant of growth in energy demand and expected to grow by 3.3% per year
during this period. Fossil fuels have been the dominant source of global energy and
thus of GHG emissions. They will continue to play a similar role in the foreseeable
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future and are estimated to provide about 78% of energy demand in 2040. However,
challenges posed by climate change and growing energy need have led to
increasing global effort to develop alternative and renewable energy resources.
During the last three decades, we have seen remarkable progress in our analytical
and diagnostic capabilities. Major strides have been made in the computational fluid
dynamics (CFD) simulations of reacting and non-reacting flows, as well as in
non-intrusive diagnostic capabilities. As a consequence, both computational and
diagnostic tools are increasingly being used to analyze, test, modify, develop, and
improve energy conversion devices, methodologies, and designs in both academia
and industry. Rapid advances in computing power, numerical algorithms, physical
models, turbulence models, and detailed reaction mechanisms for a variety of fuels,
as well as advanced diagnostics, are further accelerating the pace of development of
more efficient and less polluting energy and propulsion systems. Significant
developments have also occurred in computational techniques and simulations of
complex flows in realistic geometries. Examples include shock-capturing tech-
niques for supersonic flows, and various methodologies, based on
Reynolds-averaged Navier–Stokes (RANS), large eddy simulation (LES), and
direct numerical simulations (DNS), for turbulent reacting flows. Concurrently, new
non-invasive diagnostic techniques are becoming firmly established with the
development of advanced instrumentation that provides spatial and temporally
resolved measurements at high frequency for use in complex flows at microscales.
Also, in parallel, advances in sensors and active and passive control technology
have further helped to improve system efficiency, reduce emissions, and mitigate
catastrophic failures. In spite of these major advances on many fronts, challenges
still remain due to growing demands on energy and dangers posed by climate
change. Thus, the research and development efforts must continue to grow, so that
we seek our quest for even greater efficiency from the existing and new combustion
devices, and broadening the overall energy portfolio by increasing the contributions
of cleaner and renewable energy sources.

In order to provide a global perspective on the advances and challenges outlined
above, we have been organizing international workshops in India on the broad
theme of Energy: Power and Propulsion, since 2004. To date, we have organized
eight workshops, which have been sponsored by various agencies, universities, and
industries in the USA and India. The last workshop, “International Workshop on
Energy, Propulsion and Environment”, was held at IIT Kanpur, India, during March
8–11, 2017, and was sponsored by NSF, ONR Global, DRDO, and TEQIP orga-
nizations in India. It was attended by many world-renowned scientists and
researchers from the USA, UK, India, Thailand, Malaysia, and Saudi Arabia, who
presented their latest research findings and shared their ideas in formal talks and
exchange forums. This research monograph brings together the latest research
presented by these scientists at this workshop. A common theme of the monograph
is energy, power, and propulsion. The monograph is divided into five sections
dealing with various aspects of this theme. The first part contains chapters on
combustion and propulsion systems for improved efficiency and reduced environ-
mental footprint using conventional and renewable fuels. Dynamics, stability, and
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modeling of flames in combustion systems continue to be of major concern.
Chapters in Part II present novel ideas on these topics. Chapters in Part III and
Part IV provide reviews of current research dealing with various aspects of tur-
bulence, including the modeling of turbulence–chemistry interactions, and simu-
lations of turbulent reacting flows, as well as two-phase flows in solid rocket
motors. Part V comprises of review chapters dealing with the production of
renewable fuels from various feedstocks and their utilization in transportation and
power generation systems. Each chapter is self-contained with a review of latest
research and comprehensive references on each topic. This monograph is expected
to be of special interest to researchers and engineers as well as graduate students
working in the field of energy, biofuels, combustion, power propulsion, and
environment. It will also serve as supplementary reading material, in addition to
providing cutting-edge research and development technologies on various topics.

Los Angeles, USA Akshai K. Runchal
College Park, USA Ashwani K. Gupta
Kanpur, India Abhijit Kushari
Kanpur, India Ashoke De
Chicago, USA Suresh K. Aggarwal
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Part I
Combustion and Propulsion Systems



On Lean Direct Injection Research

Xiao Ren, Chih-Jen Sung and Hukam C. Mongia

Abstract This chapter reviews and discusses the recent development in Lean Direct
Injection (LDI) combustion technology. An extended definition of LDI is also pro-
vided, followed by a broad description of LDI concepts and examples. Recognizing
the needs and opportunities to expand the operability range of LDI, fundamental
research has been undertaken to elucidate the effects of air swirler vane angle, pres-
sure drop, air swirler rotation direction, and overall equivalence ratio on LDI flow
field and flame behavior. Additional investigation was further conducted to under-
stand fundamental differences between representative LDI and airblast injectors.
Results of these fundamental studies are discussed to help identify design changes
for improving LDI performance.

1 Introduction

NASA and industry have been working continuously since early 1970 on developing
energy efficient low-emissions aviation engines [1–3]. The lean direct injection (LDI)
concept started from 1990 [4] shows promise for further technology development
and demonstration as summarized in Sect. 2. A broader definition of LDI is provided
in Sect. 3 so that one can see that LDI technology development has continued since
the early 1980s [5] as summarized in Sect. 4. Here, we mention that next-generation
LDI has potential for further reducing NOX by 50% compared to data presented in
Sect. 2. A series of fundamental LDI studies have also been conducted, as highlighted
in Sect. 5. In particular, high quality diagnostics data on single element LDI mixers
have been acquired to illustrate the effects of swirler vane angle and rotating direction
on the flow field and combustion characteristics of LDI, as well as to compare and

X. Ren · C.-J. Sung
University of Connecticut, Storrs, CT, USA

H. C. Mongia (B)
CSTI Associates, LLC, Yardley, PA, USA
e-mail: hmongia43@hotmail.com

© Springer Nature Singapore Pte Ltd. 2018
A. K. Runchal et al. (eds.), Energy for Propulsion, Green Energy and Technology,
https://doi.org/10.1007/978-981-10-7473-8_1
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4 X. Ren et al.

contrast the performance of swirl-venturi LDI with that of conventional airblast
injector configuration.

2 LDI Technology Development Status

Based on one of the LDI concepts, multipoint, fuel-injection, multi-burning zone, the
first generation of LDI consists of 9 same simplex elements injectors [6], as shown
in Fig. 1. Each fuel injector had an axial air swirler for quick mixing of the fuel and
air before burning. Various swirl strengths were tested and the NOx emissions were
found to decrease as the swirl strength decreases. However, the operability range was
also noted to decrease as the swirl strength decreases. Figure 2 demonstrates that the
9×45° clockwise (CW) LDI-1 configuration has low NOxEI of 2 g-NOx/kg-fuel at
T4�2600 °F, while it perhaps would increase to approximately 10 g-NOx/kg-fuel
at T4�3200 °F.

The second generation of LDI has three variations based on the baseline 9-point
swirl-venturi (SV) LDI configuration [7]. The three second generation SV-LDI vari-
ations with 13 element injectors are called the flat dome configuration, the 5-recess
configuration, and the 9-recess configuration, as shown in Fig. 3. Table 1 also lists the
specifications of injectors and swirlers used in the three LDI-2 configurations. LDI-
2 configurations have better performance of low power operability than the LDI-1
configurations. Of importance, LDI-2 configurations have low NOx emissions. The
5-Recess configuration has generally slightly lower NOx than the flat dome or 9-
recess configurations, as shown in Fig. 4. 5-Recess LDI-2 configuration gives 85%

F
PA

450/600

Swirlers

1”, (2.54cm)

3”, (7.62cm)

Fig. 1 1st generation 9-element lean direct injection schematic, LDI-1 [6]
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Fig. 2 Typical LDI-1 NOxEI versus combustor exit temperature T4 at combustor inlet temperature
T3 and pressure P3 of 1000 °F and 400 psi, respectively [6]

Fig. 3 2nd generation 13-element lean direct injection schematic, LDI-2 [7]

landing takeoff (LTO) NOxEI margin from CAEP/6 standards, which is much better
than two premier large engines, Trent1000 and GEnx, as shown in Fig. 5.

Tacina et al. [8] studied combustion dynamics with the three LDI-2 combus-
tor configurations. The dynamic pressure measurements showed that combustion
dynamics were typically small, except that all three configurations had high com-
bustion dynamics at low inlet temperatures. It was also found that shifting half of
the main-stage fuel flow from the simplex main-1 stage to the airblast main-2 stage,
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Table 1 Definitions of injectors and swirlers used in LDI-2 configurations [7]. For each stage,
the type of fuel injector and the air swirler angle(s) are given. OAS outer air swirler; IAS inner air
swirler; CW clockwise; CCW counterclockwise
Configuration Pilot

injector
Pilot swirler Main1

injector
Main1
swirler

Main 2
injector

Main 2
swirler

Main 3
injector

Main 3
swirler

Flat Dome Simplex 55°ccw Simplex 45°ccw Airblast IAS:45°cw
OAS:45°cw

Airblast IAS:45°cw
OAS:45°
cw

5-Recess Airblast IAS:57°cw
OAS:57°ccw

Simplex 45°cw Airblast IAS:45°cw
OAS:45°ccw

Airblast IAS:45°cw
OAS:45°
ccw

9-Recess Airblast IAS:57°cw
OAS:57°ccw

Simplex 45°ccw Airblast IAS:45°cw
OAS:45°cw

Airblast IAS:45°cw
OAS:45°
cw

Fig. 4 NOxEI comparison between no-recess, 5- and 9-element recess dome LDI-2 [7]
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Fig. 5 Comparison of LDI-2 technology potential with two premier large engines’ LTO NOx
emissions (data taken from ICAO Aircraft Engine Emissions Databank [9])

without changing the overall equivalence ratio, could greatly reduce the combustion
dynamics, which could decrease NOx emissions as well.

3 Extended Definition of LDI

Let us provide a descriptive definition of LDI by recognizing its major subcompo-
nents. We can describe LDI in Fig. 1 [6] as single swirler, single venturi, simplex
pressure atomizer LDI. Continuing with this descriptive definition, we can call film-
ing airblast nozzle, as shown in Fig. 6a, as twin co- or counter-rotating swirlers
with two venturis, without divergence. The latter is called flare by GE combustion
engineers. These subcomponents do not change when air-atomizing function of film-
ing airblast nozzle is replaced by pressure atomizing simplex atomizer tip shown as
Fig. 6b, known popularly as simplex airblast nozzle. However, specific details of
the swirlers and their passages may be very different between filming and simplex
airblast nozzles.

(a) Filming airblast (b) Simplex airblast

Fig. 6 Conventionally recognized filming and simplex airblast nozzles
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(a) LDI (AAD) (b) LDI (PAD)

F CF

Fig. 7 Descriptive definitions of LDI concepts

As we proceed with this process, bringing in simple or complex flares, configura-
tions of Fig. 6 transform into conventional definition of LDI [10], as shown in Fig. 7.
Here we show air-atomizing devices (AAD), pressure atomizing devices (PAD), sim-
ple flare (F), and complex flare (CF). Configurations based on schematic shown in
Fig. 7a have been included as elements of LDI-2, as shown in Fig. 3 and Table 1.

Therefore, one should not object to simplex atomizer surrounded by appropriately
designed co- or counter-rotating swirlers and their converging and diverging passages
(cf. Fig. 7b) be classified as LDI. One could define another version of LDI where
simplex pressure atomizer is replaced by a dual-orifice atomizer.

4 Examples of LDI Concepts and Entitlement

If we interpret LDI broadly along this line of reasoning,we can fold in several product
mixers, as illustrated in Fig. 8, as one of LDI class ofmixers.Overall equivalence ratio
of the main swirl cup used in the dual-annular combustors (DAC) of the CFM56-5B
engine emissions tested in 1995has primary and secondary venturis as shown inFig. 8
[11]. In a subsequent engine configuration tested in 1996, it did not have primary
venturi.However, their takeoff and climboutNOxEIwere comparable. Consequently,
for the CFM56-7B design tested in 1997, both primary and secondary venturis were
included. However, the desired level of high-power NOx emissionswas not achieved,
indicating need for further improving the overall design features of swirl cup.

There are several reasons for not continuing further technology development of
lean DAC [12]. However, if takeoff NOx emissions were the main reason (see Fig. 9)
for notmoving forward, one can envision an advanced LDI concept as an extension of
current lean DACmain swirl cup. Figure 9 shows takeoff NOxEI of the three CFM56
DAC designs tested respectively in 1994, 1996, and 1997. Also shown are the results
for the GE90 DAC tested in 1995 which can be represented by T ONOxE IGE90 �
0.0359PR2.0028, where PR is the pressure ratio. Since these values were considered
too high for next-generation engine GEnx, a new lean dome technology known
popularly as TAPS was used for GEnx giving much lower takeoff NOxEI given by
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Fig. 8 Main swirl cup of the
CFM56-5/7B dual annular
combustors classified as LDI
[11]

Fig. 9 Takeoff NOxEI
versus Takeoff Pressure
Ratio of lean DAC’s
compared with lean dome
TAPS (data taken from
ICAO Aircraft Engine
Emissions Databank [9])
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T ONOxE IGEnx � 7 × 10−5PR3.4534 giving 50% reduction from the GE90 DAC
at PR�40.

If the CFM56 engine were to increase its maximum takeoff pressure ratio to 35,
can we be competitive with GEnx in regard to takeoff NOx, namely 16.0 EI? In other
words, can we use lessons learned from the LDI technology development to improve
DAC’s swirl cup to reduce takeoff NOx by 57%?

People involved in marketing and strategic planning prefer to plot ICAO LTO
NOx emissions results in terms of % ICAO standards or alternatively thereof. The
resulting data as shown in Fig. 10 are represented well by straight-line trendlines
which can be extrapolated with more confidence than power law based correlations
for takeoff NOx shown previously in Fig. 9. For the two reasons listed below, the
marketing and strategic planning folks would like to have 30% margin for their next
product. Looking back at the track record of past NOx stringency rules, it is a fair
assumption to make that future NOx stringency might be another 15% stricter. In
order for a new engine family to be financially successful, it should offer a reasonable
range of rated thrust levels. For example, GEnx rated thrust ranges between 250 and
350 kN. The corresponding range of takeoff pressure ratio is 35 and 48. The resulting
LTO NOx values range between 47 and 67% CAEP8 NOx standard; a loss of 20%
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Fig. 10 Landing takeoff
NOx (expressed as %
CAEP8 NOx Standard)
versus Takeoff Pressure
Ratio of lean DAC’s
compared with lean dome
TAPS (data taken from
ICAO Aircraft Engine
Emissions Databank [9])
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Fig. 11 Pilot part of TAPS
[13] extracted to illustrate it
as a subset of LDI group
defined here

(a) LDI (AAD) (b) LDI (PAD)

margin from the standard. Therefore, it made sense to develop TAPS technology
with target LTO NOx reduction of 50% from the GE90 DAC at PR�40. As it turned
out, 51% NOx reduction at PR�40 was achieved.

From an academic perspective, GEnx (a replacement of the CF6-80C2)maximum
takeoff pressure ratio of 47 is higher than that ofGE90by 7. Therefore, it is reasonable
to expect that next generation GE90 should have at least 7 PR higher than that of
GE90-115B, namely 49. It is therefore, not surprising to see that GE developed
N+2 low NOx technology for a 55 PR engine; and that advertised pressure ratio of
GE9X is 60. The extrapolated value from Fig. 10 at PR�60 is 88 compared to the
corresponding value of GEnx at its maximum PR value is 67 giving 33% margin.
Therefore, next generation DAC TAPS for GEnx should have target goal of 33%
margin from CAEP8, resulting in only 25% reduction from current technology.

The pilot portion of TAPS has been developed by using LDI concept involving air-
atomizing device (AAD) and pressure atomizing device (PAD), as shown in Fig. 11a
and 11b, respectively [13]. Three swirlers, prefilming, three venturis, and two flares
are involved in forming LDI (AAD) submodule. On the other hand, LDI (PAD)
comprises of simplex pressure atomizer, two swirlers, two venturis, and two flares.
Later as part of improved performance, simplex pressure atomizer was replaced by
a dual orifice pressure atomizer as an extension of LDI (PAD) configuration.

We should not be surprised if in future ultra-low NOx combustion technology
development effort, someone investigates a concept based on the configuration
sketched in Fig. 12, so called LDI (PAD, AAD).
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Fig. 12 LDI (PAD, AAD) concept for potential LDI investigations

Fig. 13 Goodrich’s a multi-point LDI modular and b multi-zone multi-stage LDI concept [14]

Lee et al. [14] summarized recent LDI works from Goodrich’s (currently UTC
Aerospace Systems) and Parker’s groups. Goodrich’smulti-point combustion system
used discrete-jet-based airblast fuel nozzles, as shown in Fig. 13a. Near to where fuel
is injected, intense mixing turbulence is generated through strong shear layers. This
design has rapid breakup and vaporization, which results in more homogeneous and
burnablemixture quickly, especially at low power conditions.Multi-zonemulti-stage
array, shown in Fig. 13b, provides ignition stability with the row of slightly recessed
pilot nozzles that are fueled independently.

Parker introduced amulti-staged 3-zone injector module, as shown in Fig. 14. The
module consists of miniature mixing cups each fueled by a pressure-swirl nozzle.
Multiple fuel stages were used to shift fuel spatially to have low NOx emissions and
stable burning. Goodrich and Parker both have obtained good results at the lower
pressure flametube testing: demonstrated ignition, flame propagation, lean blowout
capabilities, and NOx reduction.

Combustion technology groups have been having healthy dialogue on how far
premixing type devices can go in competing against lean premix prevaporized (LPP)
combustion system. We will share two good examples in this respect. Ross et al.
[15] developed a very impressive premix can combustor for regenerative auto-
motive gas turbine which operated at very high combustor inlet temperature lev-
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Fig. 14 Parker’s conceptual 3-zone module implementation [14]

els (1674≤T3≤1941 °F) during steady-state operation from idle to maximum
power while combustor inlet pressure levels (19≤P3≤71 psi), overall fuel/air ratios
(0.0032≤FAR≤0.0132), and corrected airflow rates (0.24≤Wc ≤0.37 lb./s) were
small. Their combustion system as shown in Fig. 15 comprises of three fuel insertion
devices, namely starter injector, pilot injector, and main fuel injector; the latter com-
prised of axial swirler (AS) to create a liquid film which was shattered by a radial
inflow swirler (RS) which alongwith axial swirler passage (ASP), variable geometry,
and optimized premix/pre-vaporizing (PM/PV) insured no flashback or autoignition
for the limited time of operation. It met the desired goal of idle COEI and maximum
power NOxEI [16], as shown in Fig. 16.

Sanborn et al. [5] proposed (cf. Fig. 17), designed, and tested proof of feasibil-
ity configuration (cf. Fig. 18) of a combustion system which under the expanded
definition can be called an LDI. Similar to the AGT100, the AGT101 is a variable
geometry combustor that controls simultaneously effective areas of the dome radial
swirler (RS) and dilution orifices so that the dome’s overall equivalence ratio can
be optimized for meeting the emissions requirements for its entire steady operating
conditions in addition to controlling residence time within the mixer.

As shown in Fig. 18, fuel nozzle comprises of three swirlers ranging fromweak to
moderate vane turning angle along with empirically designed passages and resulting
three venturis followed by two flares. Discrete liquid jets in crossflow at the two
venturi locations were used for two design options, namely flowing into outer and
inner swirling streams. Initially, these two streamswere controlled by their individual
flares, followed by one common flare. Finally, majority portion of the combustion air
entered the mixer through high-swirl radial inflow swirler. Details on both AGT100
and AGT101 combustors and their technology development process are provided by
Mongia [16].

Feasibility test results of the final configuration are given in Fig. 16 showing
potential for this LDI concept to proceed. Unfortunately, this program did not go
any further. However, extensive fundamental investigations on this fuel nozzle were
conducted by Gutmark and his colleagues [17–23].
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Fig. 15 Lean premix/prevaporized (LP/PV) variable-geometry combustor for regenerative gas tur-
bine application [16]

Fig. 16 LP/PV combustor’s
CO and NOx characteristics
over its operating envelop
[16]; shown also are LDI
concept described in Fig. 18

LDI NOx technology entitlement levels should be compared with two data sets,
namely accelerating swirl passage premix micromixers reported byMongia [16] and
complex multi-swirlers premixing configuration reported byMongia [24]. The latter
for the LDI test conditions listed in Fig. 2 achieved NOxEI values ranging between
0.3 and 1.0 g-NOx/kg-fuel indicating that LDI technology potential for additional
50% reduction is possible.
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Fig. 17 AGT101 combustion system schematic [16]

Fig. 18 Schematic details of fuel nozzle and mixer installed in a 4-inch diameter can combustor
[16]

5 LDI Related Fundamental Research

The LDI related fundamental research has been conducted using advanced diagnos-
tic techniques to understand fundamental differences between representative LDI
and airblast injectors and extend knowhow to propose design changes to the first
generation lean dome designs and/or identify changes to generic LDI designs for
improving operability.
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Fig. 19 Schematic of a test rig for fundamental experiments, b LDI nozzle, and c airblast nozzle

5.1 Experimental Specifications

The present experimental rig setup has been developed to investigate single-cup
swirling flow/fuel injection systems in an optically-accessible environment under
atmospheric conditions, as shown in Fig. 19a. The entrancemanifold consists of a 2.5
in×4 in (length×diameter) cylinder, while the swirler entrance manifold measures
1.5 in×4 in. Separating the two manifolds is a set of three stacked fine-mesh inserts
(40×40 openings-per-inch) designed to provide a uniform velocity profile to the
entrance of the swirler manifold. Near the midpoint of the swirler manifold, an
Omega PX303 pressure transducer with full scale accuracy of 0.25% and 0.01 Torr
resolution is included to facilitate pressure measurements upstream of the swirler
assembly. Fuel is supplied to the fuel injector through a 1/8 in tube that runs through
the axial centerline of the burner assembly (manifolds and swirler assembly). The
complete burner assembly is attached to the dump plate such that the exit plane of
the venturi is flush with the dump plate surface. The test chamber—consisting of a 2
in×2 in×12 in (interior dimensions) section constructed from quartz—is likewise
secured to the dump plate, concentric with the swirler assembly. The combustion
chamber exit is under an exhaust hood without any area constriction. In addition, the
complete flow cell ismounted on a three-axismachine table to facilitate itsmovement
relative to the diagnostic setup. More details of the present test rig can be found in
Ren et al. [25].

The single element LDI injector used in this study was provided by Woodward
FST and its schematic is shown in Fig. 19b. It consists of a fuel tipwith two concentric
axial air swirlers, an inner air swirler (IAS) contained within the airblast-type fuel tip
and an outer air swirler (OAS), located inside a converging-diverging venturi body.
For the present study, helical 45° or 60° OAS vanes are installed with both clockwise
(cw) and counter-clockwise (ccw) rotation directions, while the IAS vanes are fixed
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Table 2 Specifications of
swirlers and venturi used in
the present fundamental
research

Configuration Swirler (IAS/OAS) Venturi

LDI-60°cw 60°ccw/60°cw With flare

Airblast-60°cw 60°ccw/60°cw Without flare

LDI-60°ccw 60°ccw/60°ccw With flare

LDI-45°cw 60°ccw/45°cw With flare

Airblast-45°cw 60°ccw/45°cw Without flare

LDI-45°ccw 60°ccw/45°ccw With flare

at a 60° counter-clockwise rotation. The venturi throat diameter is Dt �0.52 in, and
its axial location is denoted as x�0. The LDI flare exit has an angle of 110°, a
diameter of Df �1 in, and a length of xf �0.37 in. As the combustor length is LC

�12 in, Lc/Df �12. A representative airblast injector shown in Fig. 19c, by simply
removing the flare (the diverging section of the present LDI’s venturi), was used
to compare and illustrate the differences in fundamental characteristics of LDI and
airblast injectors. The six configurations used in our LDI related fundamental studies
are summarized in Table 2.

Measurements of non-reacting air flow field and reacting air-methane flow field
were carried out using a Dantec Dynamics time-resolved particle image velocimetry
(TR-PIV) system, while the combustion zone was characterized via OH* chemilu-
minescence and direct flame imaging by averaging 15 consecutive images with 0.1 s
exposure each. For the present TR-PIV measurements, repetition rates were set to
1–5 kHz for axial vector maps and aluminum oxide particles with 1 μm nominal
mean diameter were used. Interrogation areas were set to correspond to approxi-
mately 0.6 mm×0.6 mm (1 mm×1 mm) areas for non-reacting (reacting) flows,
with 50% overlap. Laser pulse delay times were set to approximately follow the
“1/4 rule”—frame-to-frame particle movement of approximately ¼ of the interro-
gation area dimensions—within regions of interest. All velocity data collected were
conducted with the laser sheet aligned along the axial centerline. The mean veloc-
ity map of capture area was 2 in×2.5 in (2 in×4 in) from the venturi exit for
non-reacting (reacting) cases. Mean velocity maps were processed from the full 1-
second (2-second) collection period at 5 kHz (1 kHz) for non-reacting (reacting) flow
measurements, and hence 5000 (2000) pairs of 800×800-pixel array images were
captured for each non-reacting (reacting) data set.

When presenting our experimental results in the following, the axial and radial
distances are in units of the venturi throat diameter, Dt, while all velocity components
are normalized by themean axial velocity based on the venturi throat area, Ut, defined
by the following equation.

Ut � ṁ

ρAt

Here, ṁ is the total mass flow rate, ρ is the mixture density, and At is the throat
area.
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Fig. 20 Effect of OAS vane angle on non-reacting flow field at pressure drop of 3% and flame
characteristics at pressure drop of 1%

5.2 Effect of Outer Air Swirler (OAS) Vane Angle

Swirler vane angle plays an important role in influencing the swirling flow strength
and determining the type of swirling flow field. Here, two configurations, LDI-60°cw
and LDI-45°cw, are used to study the OAS vane angle effect on LDI non-reacting
flow field and flame characteristics.

As shown in Fig. 20, the resulting non-reacting flow field in the LDI-60°cw
configuration exhibits a center recirculation zone (CRZ) near the venturi exit. On the
other hand, no such CRZ is observed in the resulting non-reacting flow field of the
LDI-45°cw configuration; instead the velocity at the exit of the venturi is strongly
positive and smaller corner recirculation zones (CNRZs) are observed along each side
of the combustion chamber. With larger vane angle, the ratio of tangential velocity to
axial velocity increases, leading to higher swirl strength and the formation of CRZ.

It is also seen fromFig. 20 that the overall structure of themethane-fueled reacting
flow field agrees with that of the non-reacting counterpart. With the same overall
equivalence ratio of ϕ�0.7, only the LDI-60°cw configuration exhibits CRZ and
the resulting flame resides near the venturi exit, while the combustion zone of the
LDI-45°cwconfiguration is located far downstreamdue to thepositive axial velocities
in the center region near the venturi exit. As discussed earlier, Tacina et al. [6] noted
that the NOx emissions decrease with decreasing swirl strength. Based on the present
TR-PIV results, the lack of CRZ and large positive axial velocities at the venturi exit
in the LDI-45°cw configuration would reduce the average residence time in the
combustion zone, thereby resulting in reduced NOx emissions.
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Fig. 21 Effect of pressure
drop on non-reacting flow
fields of LDI-60°cw (left)
and LDI-45°cw (right)
configurations

5.3 Effect of Pressure Drop

The effect of pressure drop on non-reacting flow field is studied and shown in Fig. 21
with two configurations of LDI-60°cw and LDI-45°ccw. For both configurations, the
normalized non-reacting flow fields generally show a good similarity when varying
pressure drop,�P, from 1 to 3%. In addition, the overall CRZ dimensions associated
with theLDI-60°cwconfiguration appear to be similar at twodifferent pressure drops.
For the LDI-45°cw configuration, the normalized axial velocity fields at �P�1 and
3% are also scaled well. Therefore, Fig. 21 demonstrates that the normalized non-
reacting flow field for LDI remains similar under varying pressure drop conditions.

5.4 Effect of Outer Air Swirler (OAS) Rotation Direction

The relative rotation directions between IAS and OAS, co- or counter-rotating, could
impact on the air and fuel mixing process, as well as the resulting flow field and the
subsequent combustion characteristics. By keeping the IAS vanes at 60°ccw, Fig. 22
compares the non-reacting flow fields of LDI-60°cw, LDI-60°ccw, LDI-45°cw, and
LDI-45°ccw at pressure drop of 3%. It is seen from Fig. 22 that the change in OAS
rotation direction does not alter the general flow features, CRZ or CNRZ, for both
LDI-60° and LDI-45°. However, LDI-60°ccw has a narrower and shorter CRZ than
LDI-60°cw, while LDI-45°ccw has a wider region of high positive axial velocity jet
flow than LDI-45°cw.

Since the OAS rotation direction also affects the magnitude of axial velocity,
Fig. 23 compares the mean axial velocity profiles along the centerline (y�0) for all
four configurations shown in Fig. 22. Comparing the profiles of LDI-60° from x/Dt

�1.5 to 4, it is seen that the reverse flow of LDI-60°cw is stronger than LDI-60°ccw.
In addition, Fig. 23 shows that the mean axial velocity near the venturi exit (x/Dt

�1.5–2.5) is higher for LDI-45°cw than LDI-45°ccw. The present TR-PIV results
therefore illustrate that when the IAS and OAS are directionally counter-rotating
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Fig. 22 Mean non-reacting axial velocity contours with different OAS rotation directions at pres-
sure drop of 3%

Fig. 23 Mean non-reacting
axial velocity profiles along
centerline (y�0) impacted
by OAS rotation direction at
pressure drop of 3%

(co-rotating), the resulting swirl strength increases (decreases), which in turn affects
the central reverse flow in LDI-60° and the central positive-flow jet in LDI-45°.

5.5 Effect of Venturi Geometry: LDI Versus Airblast

The venturi geometries, with and without flare, represent the configurations of LDI
and conventional airblast nozzles, respectively. The configurations of LDI-60°cw,
Airblast-60°cw, LDI-45°cw, and Airblast-45°cw listed in Table 2 are used to inves-
tigate the effect of venturi geometry on non-reacting and reacting flow fields.

At pressure drop of 3%, Figs. 24 and 25 respectively compare the non-reacting
flow fields and the methane-fueled reacting flow fields with ϕ�0.7 for the four
selected configurations. It is seen that the flare has a prominent impact on flow field.
For both non-reacting and reacting flows, removing the flare leads to the change
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Fig. 24 Mean non-reacting flow field of LDI-60°cw, Airblast-60°cw, LDI-45°cw, and Airblast-
45°cw at pressure drop of 3%

Fig. 25 Mean reacting flow fields of LDI-60°cw, Airblast-60°cw, LDI-45°cw, and Airblast-45°cw
with ϕ�0.7 at pressure drop of 3%

in flow field characteristics from the CRZ flow in the LDI-60°cw configuration to
the high-velocity positive-flow jet in the Airblast-60°cw configuration. As these two
venturi configurations are identical up to the venturi throat and are also operated
under identical conditions, the observed difference in flow field structure is caused
by the diverging section of the venturi, especially the swirl strength inAirblast-60°cw
is much weaker than that in LDI-60°cw. Furthermore, the comparison of LDI-45°cw
and Airblast-45°cw in both Figs. 24 and 25 shows that while the high positive-
velocity jet structure still remains when removing the flare, the central positive jet
flow expands further downstream in the Airblast-45°cw configuration.

Figure 26 further compares the mean axial velocity profiles along the centerline
(y�0) for non-reacting and reacting flows of the four selected configurations. It
can be observed that only LDI-60°cw exhibits a reversed flow structure downstream
of the venturi. In addition, the magnitude of the centerline axial velocity follows
the ranking of Airblast-45°cw>LDI-45°cw>Airblast-60°cw, for both non-reacting
and reacting flows. These TR-PIV results clearly demonstrate that the removal of
the diverging section of the venturi weakens the swirl strength and promotes the
positive-velocity jet structure.
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Fig. 26 Mean axial velocity along centerline (y�0) for non-reacting and reacting cases at pressure
drop of 3%

Fig. 27 Impact of venturi geometry on lean blowout limits

The effect of venturi geometry on lean blowout (LBO) limit is also investigated
for the four selected configurations, as shown in Fig. 27. LBO is seen to be impacted
by the divergent section of the venturi as well. In general, the LDI-type injector has
lower LBO limits than the airblast-type one. Comparing LDI-60°cw with Airblast-
60°cw, the CRZ structure near the venturi exit associatedwith the former is beneficial
for flame stability. However, this stabilization mechanism also increases average res-
idence time in the combustion zone, resulting in higher NOx emissions, as discussed
earlier. Regarding the LBO differences between LDI-45°cw and Airblast-45°cw, the
lower limits of the former is due to its jet flow of smaller positive-velocities, as shown
in Fig. 26.
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5.6 Effect of Overall Equivalence Ratio on Flame Response

UsingOH* chemiluminescence and direct flame imaging, the variation of flame char-
acteristics with overall equivalence ratio for the LDI-60°cw configuration at pressure
drop of 1% is demonstrated in Fig. 28. It is seen that as overall equivalence ratio is
reduced after establishing a vigorously-burning flame anchored at the venturi exit
(ϕ�0.7), the flame gradually weakens and extends further downstream until flame
lift-off is observed (e.g., ϕ�0.55). It is noted that similar flame structure variation
with overall equivalence ratio is also observed for the LDI-60°ccw configuration. For
a given pressure drop, the critical equivalence ratio below which the flame loses the
anchor point near the venturi exit and moves downstream is determined as the flame
lift-off limit. Figure 29 shows the flame lift-off limit as a function of pressure drop
for the configurations of LDI-60°cw and LDI-60°ccw. The lower flame lift-off limits
of LDI-60°cw is due to its counter-rotating air swirler arrangement that results in a
stronger reverse flow in the CRZ and a larger CRZ region than that of LDI-60°ccw,
as discussed in Sect. 5.4.

Figure 30 plots and compares the mean flow fields for the four flame macrostruc-
tures shown in Fig. 28. In this LDI-60°cw configuration, all four flames exhibit a CRZ
structure, while the CRZ length varies with overall equivalence ratio. It is also of
interest to note that Flame II (ϕ�0.6) has the widest CRZ at x�2Dt among the four
flames. Figure 31 further shows the mean axial velocity profiles along the centerline
and the radial profiles of axial velocity at x�2Dt for Flames I–IV. It can be observed
that Flame II has the strongest reverse flow in the CRZ—the largest magnitude of
negative-velocity along the centerline and in the radial direction at x�2Dt.

Figure 32 illustrates the flame structure variation with overall equivalence ratio
for the LDI-45°cw configuration through OH* chemiluminescence and direct flame
images. Since in this configuration the flow structure is high positive jet flow in
nature, the flame is generally longer than that shown in Fig. 28 and extends in both
upstream and downstream directions. As the overall equivalence ratio is reduced, the

Fig. 28 Flame structure variation of LDI-60°cwwith varying overall equivalence ratios at pressure
drop of 1%, represented by mean OH* chemiluminescence and direct flame images
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Fig. 29 Lift-off limits for the LDI-60°cw and LDI-60°ccw configurations

Fig. 30 Mean axial velocity field variation of LDI-60°cw with varying overall equivalence ratios
at pressure drop of 1%

flame weakens and gradually moves downstream until it extinguishes when reaching
the LBO limit.

6 Concluding Remarks

One of the most promising, robust, and simple lean-front-end combustion concepts
is lean direct injection (LDI). Recent technology development and demonstration
efforts are summarized and discussed. In addition, extended definition of LDI is elab-
orated by recognizing its major subcomponents as continued technology develop-
ment since the early 1980s. Based on the broadly-defined LDI class of mixers, exam-
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Fig. 31 Radial variations of mean axial velocity at x�2Dt (left) and mean axial velocity profiles
along centerline (right) at varying overall equivalence ratios and pressure drop of 1% for the LDI-
60°cw configuration

Fig. 32 Flame structure variation of LDI-45°cwwith varying overall equivalence ratios at pressure
drop of 1%, represented by mean OH* chemiluminescence and direct flame images

ples of LDI concepts and entitlement are provided for developing next-generation,
low-emissions LDI technology.

In order to provide insight into technology development of future LDI concepts for
lower emissions and expanded operability range, a systematic LDI related fundamen-
tal research has been carried out using advanced diagnostic techniques. The present
work has investigated and demonstrated the effects of swirler vane angle, varied air
swirler rotation directionality, pressure drop, and overall equivalence ratio on the
resulting flow field and flame structure/response. It was found that the swirl strength
plays an important role in determining the LDI performance. Furthermore, the impact
of venturi geometry—either converging-diverging or converging-only—on the flow
structure and flame behavior was explored. Without the diverging venturi section,
the flow pattern can change dramatically from a center recirculation zone to a jet
flow with corner recirculation zones, thereby affecting the average residence time
within the combustion zone and the subsequent combustion characteristics. There-
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fore, some degree of optimization of the venturi shape and its angle of the expansion
may improve the venturi’s ability to enhance LDI performance.
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Effect of Alternative Fuels on Emissions
and Engine Compatibility

Bhupendra Khandelwal, Charith J. Wijesinghe and Shabarish Sriraman

Abstract Given the increasing focus on climate change and emissions, alongside the
motivation to combat these phenomena, it is prudent to consider alternative fuels for
gas turbines, a significant source of emissions. Adopting some form of alternative
fuels could reduce the carbon footprint as well as the emissions output from gas
turbines to manageable levels, provided alternative fuels are coming from overall
low life cycle emissions sources. In this chapter, the effects of alternative fuels on the
gas turbines performance and their emissions are discussed. With respect to gaseous
emissions, it has been found that alternative fuels provide no clear advantage in terms
of emissions reduction compared to standard petroleumderived fuels. However, it has
been found that the CO2 emissions of a given fuel is contributed to by the H/C ratio
of the fuel. An increase of the H/C ratio could lead to reduction in CO2 emissions,
though energy per unit mass of fuel goes down. The effect of alternative fuels on PM
emissions however are more positive if alternative fuels are used, but PM emissions
are dependent upon the aromatic content and its species in the fuel. The availability
of alternative fuels from F-T processes, as well as bio-derived fuels with very low
or no aromatic content, leads to very low PM emissions from alternative fuels. With
respect to seal swell in fuel systems, it has been found that some alternative fuels may
struggle to maintain good seal swell performance as seal swell has been historically
related to aromatic content of the fuel. Therefore, it has been deemed that further
research is required to find an alternative. When considering the noise and vibrations
from a turbine, there appears to be insufficient data to draw clear correlations between
fuel type and amount of noise and vibrations generated, however it has been noted
that noise and vibration emitted is a function of the vapour pressure, surface tension
and flame velocities used which in turn to a certain extent depend upon the fuel
used. In terms of thermal stability, it has been noted that paraffinic fuels are better at
absorbing heat and dissipating it without forming carbon deposits on the fuel system
components.
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1 Introduction

With growth in the gas turbine industry increasing, demands for a cleaner and more
sustainable fuel with lower emissions in needed. One that would also be a suitable
replacement for Jet fuel and can satisfy the fuel consumption rate of this industry
has increased. Emissions control has taken precedence and has driven the aviation
industry to find better alternatives to the existing Jet fuel [1]. This also provides an
opportunity to conduct extensive research on new fuel compositions which may pro-
vide a solution to the problem of higher emissions and unsustainability. Researchers
have been going on a full-scale in the effort to introduce new types of fuels into
the industry where there are also known as alternative fuels. To this end intensive
research is being carried out to introduce drop-in alternative fuels to replace tradi-
tional petroleum-based fuels.

Alternative or advanced fuels can be formulated from a myriad of sources such
as biomass, coal, and natural gas. One of the major processes for production of
alternative jet fuel is the Fischer-Tropsch (F-T) process. In essence, fuel produced
from any feedstock that conforms to strict fuels standard and has been through
appropriate fuels approval process could be used as a jet fuel. SASOL of South
Africa was the first company to get their 50% synthetic blend approved as a jet
fuel. They were also the first company to supply alternative jet fuel commercially.
Significant steps have been taken by the alternative fuels industry to make alternative
jet fuel a reality (Fig. 1).

Emissions from gas turbines can be divided into two sections, gaseous and par-
ticulate emissions. Gaseous emissions are gases in the form of CO2, NOx (Oxides of
Nitrogen), SOx (Oxides of Sulphur) and particulate matter (PM). In western Europe
it is estimated that diesel fuel combustion in transportation vehicles contributes 20%
of all PM2.5 emitted [2].

Whilst PM emissions contribute towards smog and human health risks, gaseous
emissions such as CO2 and NOx which are detrimental to the environment as well.
CO2 contributes towards climate change as it is a GHG and NOx is responsible for
atmospheric phenomena such as acid rain, smog and ozone layer depletion. More-
over, it has been observed that inhalation of NOx by human’s due to air pollution

Fig. 1 Current and future development Road map of alternative fuels
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lead to respiratory illnesses especially among vulnerable sections of the population
such as the elderly and the young. Combustion dynamics have been under the scope
for over a century, and many aspects of physical process and combustor geometrical
arrangement have been researched earlier. With the emergence of new fuels, their
varying chemical compositions may help alleviate or even eliminate combustion
instabilities without implementing combustion control systems. This would reduce
cost, weight and space required in a gas turbine engine. To the authors’ knowledge
no research other than author’s own has been directed towards investigation of com-
bustion instabilities, noise and vibrations through varied fuel compositions.

In this chapter, emissions production and engine performance while using alterna-
tive fuels in gas turbines will be discussed with a focus on their gaseous emissions,
PM emissions, vibrations, noise and fuel system compatibility. This chapter has
been divided into further sub-sections where all the above-mentioned topics have
been discussed in detail.

2 Gaseous Emissions

The effects of alternative fuels ongaseous emissions is far less pronounced as opposed
to particulate emissions. A study conducted by Cain et al. [3] using an Allison
T63-A700 Turboshaft engine burning several alternative fuels and comparing them
against JP-8. JP-8 (Jet Propellant-8) is a fuel similar to Jet-A1, but contains sev-
eral fit-for-purpose (FPP) additives such as a lubricity enhancer, corrosion inhibiting
additives and anti-icing additives. The alternative fuels tested were synthetic paraf-
finic kerosene (SPK) a F-T derived fuel and several other fuel blends whose main
componentC12 n-dodecanemixedwithm-xylene (m-X),methylcyclohexane(MCH),
iso-octane (i-C8) or n-heptane (C7). When these fuels were tested on the turboshaft
engine at different power settings, CO2 and CO was measured at the exhaust plane
and the results are shown in Fig. 2.

As expected, for all fuels the EI (Emissions Index, grams of emission per kilogram
of fuel burnt) for CO2 increases with engine power. However, it should be noted that
with respect to JP-8 the alternative fuels SPK, MCH and iC8 consistently emit less
CO2. The study goes on to compare the CO output with respect to engine power
as shown in Fig. 2 this shows a trend of CO decreasing with the increase of engine
power, this is to be expected as CO is the product of incomplete combustion and as
the engine starts to run at full power incomplete combustion is reduced if not entirely
eliminated. Cain et al. [3] further goes on to stipulate that as the H/C (Hydrogen
atoms to carbon atoms ratio) of the fuels increases the total amount of CO2 emitted
decreases. This is similar to CO2 emissions trends observed on GTCP85 APU in
CLEEN program [4].

Figure 3 shows the results from a study performed by Salvi et al. [5] showing the
emissions variations for several bio-derived SPK blends with JP-8. It can be observed
from the Fig. 3 that the bio blends lead to a reduction in NOx, especially for blend
S8.
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Fig. 2 Engine power setting versus EI of CO2 for an Allison T63 Turboshaft burning alternative
fuels [3]

The study conducted by Lobo et al. [6] measured the gaseous emissions from an
Artouste Mk113 APU burning a CTL (F-T) and GTL fuel compared against Jet-A1.
It was found that the NOx emissions for Jet-A1 and the GTL were statistically indis-
tinguishable. However, the CTL fuel showed a 5% decrease in NOx with respect to
Jet-A1 at full engine power. Moreover, a negative correlation between CO emissions
and the fuels energy content is observed. As the fuel energy content increases the
CO emissions reduced. Furthermore, the CTL fuel did not compare well against Jet
A-1 in terms of unburnt hydrocarbon emissions (UHC) with CTL registering a 7%
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Fig. 3 Comparison
bio-synthetic paraffinic
kerosene (Bio-SPK) blends
compared to reference JP-8
and Diesel [5]

increase in UHC at idle compared to Jet-A1. In testing done at the Low Carbon
Combustion Centre (LCCC) under CLEEN program it was also observed that total
NOx contents remain similar for all the alternative fuels and blends tested, but NO
to NO2 ratio changes. This observed phenomenon could have implications if only
NO2 or NO is being measured or regulated or used in further combustion research.

AStudy conducted byLee et al. [7] during theAlternative aviation fuel experiment
(AAFEX) using a stationary McDonnell Douglas DC-8 fitted with CFM-56 turbines
and measuring the emissions form the exhaust plumes 145 m downstream of the
engines have observed several phenomenon as illustrated in Fig. 4.

It can be observed from theFig. 4 thatNOx increases for all the fuelswith increased
engine power but the individual values of NOx are all within the error bars indicating
no statistically significant reduction in NOx for the alternative fuels. It was also
observed that the minor species of hydrogen peroxide is high at idle engine power
and decreases as power is increased while nitrous acid shows the opposite correlation
increasing with engine power. There are several other studies in literature which
compares gaseous emissions of wide range of alternative jet fuel [3, 4, 8, 9].

It can be observed from Table 1 that the CO2 emissions for all the fuels tested are
within the uncertainty limits yielding no statistically significant trend. However, it
can be seen that fuel 4 has significantly higher nitrogen dioxide output with respect
to the other fuels and that the commercial alternatives have a slightly less NO2 output
with respect to Jet-A1.

Overall it can be said that CO2 emissions depends on C/H ratio of fuel, as all the
Carbon in fuel should get converted into CO2, in most advanced engines. Provided
the engine is operating on same power condition and its exhaust gas temperature
and turbine entry temperatures are same for conventional fuels and alternative fuels
then total NOx emissions normally should be similar. This is owing to the fact that
NOx production depends on temperature, and fuel bound NOx is very low due to
negligible amount of nitrogen being present in aviation fuels. Though in some studies
it has been found that NO to NO2 ratio in gaseous emissions change depending upon
the source of the alternative fuel (i.e. If fromCTLGTL or bio-derived). UHC and CO
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Fig. 4 Emission indices for NOx HONO (Nitrous Acid), H2O2(Hydrogen Peroxide) and
HONO/NOx ratio obtained from the AAFEX experiment for several alternative fuels compared
to JP-8 [7]

are products of incomplete combustion which could be due to a multitude of factors
such as fuel properties like viscosity, surface tension, aromatic species and several
others. Some studies have found that UHC and CO decreases when fuel has been
changed to alternative fuels [3], whereas majority of the studies have found there is
no significant change when fuel has been replaced with alternative fuels [7].
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3 Particulate Emissions

Particulate emissions, when considered in the airborne context, conventionally can be
into two subsections, PM2.5 used for particles 2.5µmor less in diameter and PM10 for
particles of diameter 10µm or less. Particle emissions, widely known as particulate
matter (PM), refers to solids or liquids present in the exhaust gases after combustion.
The particles can include carbonaceous particles, abraded metals, inorganic acids,
as well as PM present in the ambient air generated from more mundane sources
in the vein of soil and dust particles. Hence the shapes and sizes of the discrete
particulates as well as their chemical composition can be irregular. To develop an
accurate defection for particulate matter therefore would require clarification of their
chemical composition, morphology and the abundance of each particle as a function
of particle size. Therefore, some common describers of particulate matters include
nvPM and vPM, non-volatile and volatile particulate matter. In general, nvPM are
solid particles at the exit plane of the engine exhaust whereas vPM is liable to change
state when it encounters the ambient conditions outside the engine, as the exhaust
is at extremely elevated temperatures some gaseous emissions may condense into
liquid and coat the solid particles when cooled down in the exhaust downstream of
the turbine

The rate these gaseous emissions condense is somewhat dependent upon their
vapour pressure and other ambient conditions such as temperature and humidity,
a classic example of this phenomena are contrails from jet aircraft, which appear
sometimes but not others. This is due to water being vapour being condensed due to
the prevailing ambient conditions, as well as the exhaust temperature at the time.

Volatile particulate matter (vPM) are formed by the nucleation of gaseous precur-
sors mainly consisting of sulphuric acid and other such organic compounds formed
in the cooler exhaust gas downstream of the combustor [10–12]. Furthermore, it
has been observed that these gaseous precursors condense to around the nvPM as
illustrated in Fig. 6. The volatile PM definition also fits the condensable PM (CPM)
terminology mostly used by the Environmental Protection Agency (EPA) (Figs. 5
and 6).

The main reason particulate emissions have garnered attention is due to the fact
that it is an air pollutant, which among other things is mainly responsible for the
smog that permeate industrial and heavy-traffic oriented cities such as Beijing and
Delhi. Furthermore, particulates pose a significant health risk to humans, it is well-
established in literature that humans exposed to particulate matter on a regular basis
are subject to increased risk of mortality and loss of life expectancy due to respiratory
and cardio pulmonary illnesses, such as lung-cancer and cardiac arrest [2, 14–17].

Therefore, it is imperative that particulate emissions be reduced to this end alterna-
tive fuels of diverse types have been scrutinized for their particulate emission levels.
In one of the studies conducted by Lobo et al. [18] comparison of PM emissions
from a commercial gas turbine (CFM-56) while using alternative fuel has been done.
Different types of biomass and FT based fuels were used which were then compared
with Jet A-1 as a standard. Several blends of FAME (Fatty-Acid-Methyl-Esters) and
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Fig. 5 Differentiation of particulate matter [13]

Fig. 6 Volatile particulate matter coating of soot [11]

Jet A-1 and 100% Fischer-Tropsch fuels were tested. The turbine was operated for
full LTO (Landing and take-off) cycles for each blend of fuel.

The results of this these test show that PM emissions is reduced significantly when
FAME blended fuels and FT fuels are used, as shown in the table below;

Table 2 presents the PM emissions reductions as a percentage when compared to
standard Jet A-1, with 100% F-T fuel providing the greatest reduction in particulates
matter, however all the alternative fuels tested had lower PM emissions number and
size than Jet A-1, this can be attributed to the fact the fuels in this study has been
chosen for their low aromatic content and high H/C ratios. Though it is to be noted
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Table 2 PM mass and number reductions for alternative fuels with respect to Jet-A1 [18]

Alternative fuel PM number reduction (%) PM mass reduction (%)

20% FAME 80%jet-a1 22±7 20±8

40% FAME 60%JET-A1 35±6 52±5

50% F-T 50%JET-a1 34±7 39±7

100% F-T 52±4 62±4

that some the fuels tested by Lobo et al. [8] may not be suitable to be used as jet
fuel. There are a substantial number of studies in literature which shows that the
increase in aromatic content of a given fuel has a tendency to increase PM emissions
in gas turbine exhausts. This effect has also been observed by Brem et al. [19] where
an in-production high-bypass turbofan injected with fuel mixed with solvents which
alter the aromatic content of the fuel, the results of which have been summarised in
Fig. 2 [19].

From Fig. 7 it can be observed that as the aromatic content of the fuel increases
the emission indices for nvPM also increases showing a clear causal relationship.
Brem et al. [19] goes on to support the view that soot formation is the result of
aromatic content in the fuel as opposed to incomplete combustion, as modern day
turbines are highly efficient achieving 99.9% combustion efficiency [19]. Moreover
a study conducted by DeWitt et al. [20] corroborates the fact that aromatic content of
a fuel is proportional to PM emissions. The study measured the number of particles
emitted and their size for JP-8 and F-T derived fuels and found that F-T derived
fuels emitted particles that were a full order of magnitude smaller than those emitted
whilst running JP-8.

Williams et al. [9] has described the effects alternative fuels have on vPM by
measuring the organic matter concentrations in the exhaust duct of a Rolls-Royce
Artouste Auxiliary Power Unit (APU) during tests conducted in 2009 [9]. During
the course of this investigation several coal-to-liquid (CTL), gas-to-liquid (GTL),
diesel and biodiesel fuels have been compared with the reference Jet A-1. It has been
observed that the organic mass emitted by Jet A-1 is higher than that of the CTL
and GTL blends used at the various power levels tested, this lends credence to the
view that alternative fuels emit less vPM. Furthermore, the paper goes on to suggest
that the vPM content in a given exhaust is sensitive to its measurement location as
vPM is gaseous at first and condenses onto the nvPM particles downstream in the
exhaust due to temperature drops. The resulting organic mass emissions results from
the study are shown in Fig. 8.

In an another study conducted by Liati et al. [21] the size distributions of nvPM
produced by a CFM-56 gas turbine with respect to engine power using electron
microscopy was studied. It was found that at 100% engine static thrust the nvPM
particles are larger and more numerous compared with 65% engine power. With
lower engine settings, the amount of nvPM drops dramatically and also the mean
size of the particles also drops, however these smaller particles are more oxidative
and reactive with respect to larger particles. Reduction in PM emissions therefore
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Fig. 7 Aromatic content of a fuel versus emission indices of the non-volatile particulate matter
emitted upon the burning of the fuel in a gas turbine coloured lines indicate engine power setting
as a percentage. [19]

Fig. 8 Organic mass emitted by CTL, GTL and Jet-A1 against measurement locations and power
settings [9]

can be achieved in several ways such as, combustor designs that limit the fuel rich
areas in the combustion domain and reducing residence times of the fuel in very high
temperature zones within the combustor [21].
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Fig. 9 Particulates measured for fuels at size of~75 nm. Fuel 1 is Jet-A1 [4]

In another study under Continuous Lower Energy, Emissions andNoise (CLEEN)
program at the University of Sheffield’s Low Carbon Combustion Centre (LCCC),
gaseous and PM emissions from gas turbines were measured for several alternative
fuels and then compared to reference Jet-A1 where fuels 1-4 were blends of Jet-
A1 and SPK (Synthetic Paraffinic Kerosene) and fuels A through D were potential
alternative jet fuels. The turbine in used for the tests was a Honeywell GTCP85 APU
[4]. Figure 9 shows the number of particles produced of size~75 nm particulates
for all the fuels tested in the study. Again, it can be observed that the fuels with
lower aromatic content show reduced PM density has opposed to fuels with higher
aromatic levels. Similar trends were attained for~27 nm particulates, validating the
pivotal role of aromatics in particulate emissions.

Dewitt et al. [20] studied various aromatic solvents, which are consistent with the
molecular weight distribution shown by jet fuel used by military users (JP-8). These
were then added to F-T fuels as blends and as individual components. The study
observed an increased output of soot precursors which in turn indicated higher PM
concentrations which was attributed to the increased PM emissions.

In conclusion it has been said from study of Dewitt et al. [20] that aromatic content
of a fuel has a very strong impact upon the amount, and size distribution of particulate
matter emitted fromgas turbines. Furthermore, as the composition of alternative fuels
such as those from the F-T process can be altered to reduce their aromatic content,
they produce less particulate emissions.
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4 Seals Compatibility

Although in the previous sections it has been determined that alternative fuels, on
the whole, are beneficial to the aviation industry, as well as the environment, there
remains the issue of whether these alternatives are compatible with existing fuel
systems and infrastructure. Even though wholly alternative fuels have been approved
for use in gas turbines, there exists a possibility of fuel leaks due to the varying
composition of the alternative fuels. This happens because the seals in the engine are
not compatible with the new fuels. One of the main reasons for the seals not to work
is due the absence or reduction of aromatics in the new fuels. Low seal- swell or even
seal-swell reduction has been attributed to the lack of Aromatic content in alternative
fuels because of the increased particulate matter emissions [22]. The seals shrinking
can cause seal failures thus damage in the fuel system and eventually leakages. On
the other hand, aromatics are responsible for higher PM emissions.

In essence seal-swell is defined as the increase in volume experienced by a seal
when in contact with a liquid and vice versa. This swelling normally means that the
inner-diameter as well as the volume of the seal increases due to the absorption of
fuel components such as aromatic content. Generally, naphthalene is considered a
good hydrogen donor as opposed to alkanes or alkyl benzenes. DeWitt et al. [20]
found that fuel component separation and assistance to seal-swell is in the following
order:

alkanes < alkyl benzenes < naphthalene’s

As observed by Thomas et al. [23] the swelling of the seal elastomers as a reaction
against the fuel, moreover it has been determined by Qamar et al. [24] that seal
swelling is caused by the seal absorbing hydrocarbons from the fuel. In the aviation
field acceptable seal swell ranges from approximately 18–30% [25, 26] whereas in
the automotive industry seal swell is at roughly 12%, this can be attributed to the fact
that ground vehicles do not experience the same variation in ambient conditions as
aircraft and hence require less seal-swell performance is required. When considered
in greater detail it has been observed by Graham et al. [25] that several reaction
takes place where intermolecular bonds of the fuel and polymer seal break and
form new bonds with each other. Overall these reactions are in equilibrium and are
energy balanced. On the contrary seal shrinking ensues in the event that particular
molecules of the seals seep into the fuel causing the seal to reduce in volume, the lack
of plasticizer in the seals can be a cause for seal shrinkage. This process is shown in
the Fig. 10 Baltrus et al. [27] observed that the shrinking process involves the release
of fuel components absorbed by the seals.

Figure 11 shows the effect on seal swell different aromatics has on nitrile seal
using stress relaxation technique. It can be clearly observed from the figure that
tetralin is giving significantly higher seal swell as compared to propyl benzene or
P-xylene [22].

A study carried out by Liu and Wilson [28] a stress relaxation technique was
utilised to observe the effects of several solvents including n-decane, iso-parrafins
and cycloparaffins on seals composed of several materials.
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Seal

Lubricant

Seal Molecules
Contracted 

Seal

Fig. 10 Contracting process process of seal

Fig. 11 Swelling effect of nitrile O-rings in mixture of 25% aromatic and SPK [22]

It was observed during this study that O-rings manufactured from fluorosilicone
and fluorocarbons performed well in the presence of all the fuel blends tested. Fur-
thermore, it has been found that nitrile O-rings are susceptible to substances other
than aromatics and that n-decane causes seals to lose performance.

Figure 12 shows the amount of seal swell achieved while using different com-
positions of Decalin, Decane and Shellsol T. It can be clearly observed from the
figure that there are compounds which leads to seal swell, while others may not take
any part in swelling or lead of shrinkages. It is also found from the study that not
just aromatics are responsible for swelling of seals. Similar patterns have also been
observed by DeWitt et al. [20] and Graham et al. [29]. It was also found that several
types of aromatics lead to different amount of seal swell. According to available lit-
erature, it can be comfortably said that further optimisation and research is required
in alternative fuel industry so that appropriate seal swell can be achieved without
compromising on other parameters.



Effect of Alternative Fuels on Emissions and Engine Compatibility 41

 

C

H

H

C

H

H

C

H

H
C

H

H

C

H

H

C

H

H

C

H

H

C

H

H

C

H

H
C

H

H

C

H

H

C

H

H
C

H

H

C

H

H

C

H

H

C

H

H

C

H

H

C

H

H
C

H

C

C

C

H

C

H

H
C

H

C

C

H

C

C

C

H

C

C

H

C

H

H

C

H

H
C

H

C

C

C

H

C

H

H
C

H

C

C

H

C

C

C

H

C

C

H

C

H

H

C

H

H

Fig. 12 Relaxation behaviour of nitrile O-rings in the triangle [28]

5 Thermal Stability

In this section, the ability of alternative fuels to withstand thermal stresses is dis-
cussed. Fuels must be able to withstand thermal stresses due to the customary prac-
tice in aircraft design of using fuel as heat sinks or coolants, moreover as the fuel
approaches the engine and combustors through the fuel system its temperature begins
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to rise, and a range of chemical reactions begin to take place. These reactions may
lead rise to particles in the fuel which may or may not be soluble [30, 31].

Particles such as these would have an obvious detrimental effect upon filters
and valves in the fuel system which may lead to blockages and disruptions for
fuel flow [32]. Increased pressure ratios in gas turbines of the 21st century pose
several issues in terms of thermal stability, in that the higher-pressure ratios result
in higher thermal loads on the lubrication system. This results in an increased heat
sink demand [33]. The increased thermal efficiency of the turbine cycle caused by
the increased pressure ratios result in decreased fuel flow rates which while ideal in
when considering efficiency puts more strain upon the thermal characteristics of the
fuel in that a lower volume of fuel must absorb more heat. This increased heat results
in convection transfer into the mechanical components of the fuel system such as the
swirlers and burner feed arms [33]. All these phenomenon results in the degradation
of the fuel and may cause carbonaceous deposits to form in areas that encounter
the fuel, much like atherosclerosis in human blood vessels. The causes for these
deposits aremultifactorial. Someof these causes are as follows; fuel composition, fuel
temperature, duration of thermal exposure, flow characteristics, surface roughness
of the fuel wetted areas [30].

In terms of alternative fuels, F-T derived fuels have been observed to performwell
with respect to thermal stability whilst contributing far less PM emissions when com-
pared to Jet-A1 [34–36]. When considering SPK fuels which have been derived from
Syngas (H2 CO) thermal stability is considered insignificant because of the reduced
amount of impurities contained in syngas which has already been processed. Jet Fuel
Thermal Oxidation Tester (JFTOT) is conventionally used to test the thermal stability
of the fuels. Due to the JFTOT tubes being aluminium in construction the breakpoint
temperature cannot be measured for fuels with high breakpoint temperature. In a
recent study by Moses [37] different blends of semi-synthetic fuels were tested for
their JFTOT breakpoint. It was observed that semi-synthetic jet fuel blends under
study were having very high breakpoint, which indicates very high thermal stability.
Moreover, when the depth at the conclusion of the test increased it was found that
the tube temperature also increased. Which in turn enables the possibility of using
SPK’s to improve fuels which are on the verge of thermal stability.

In another study by Corporan et al. [38] thermal stability of 6 different paraffinic
fuels was tested and compared with JP8. This shows that all the paraffinic fuels
tested in the study have higher resistance to carbon formation and could be used in
elevated temperature environment as a coolant. Figure 13 below shows headspace
oxygen profiles and mass accumulation for all the fuels tested in the study. It can be
observed from the figure that each fuel shows a different deposition and oxidation
characteristic. It was also observed that oxidation profiles are very high in variance.

Alborzi et al. [33] investigated the effect of surface deposition on fuel injector
feed arm which was simulated for sudden contraction and expansion. The study was
conducted using an Aviation Fuels Thermal Stability Unit (AFTSTU), which can
conduct a representative test at full scale 1000 flight hours for surface deposition, to
determine how long it takes for surface deposition to start occurring and its associated
performance impact upon the turbine. This is a different type of rig for testing ther-
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Fig. 13 Mass build-up (solid lines, closed markers) and head-space oxygen (dashed lines, open
markers) profiles of alternative fuels. Corporan et al. [38]

mal stability of the fuels. It was observed that deposition in Contraction/expansion
tube are significantly higher than straight tube. Balster et al. [39] presented thermal
stability data for a novel coal derived fuel. It was observed that surface deposition for
novel fuel was significantly lower than other fuels tested in the study which includes
JP8. Overall it can be said that novel F-T process based fuels can give better thermal
stability, though care needs to be taken while selecting and using these fuels due to
other impacts they may have.

6 Combustion Vibration and Noise

In essence, combustion can be defined as a process where chemical energy is con-
verted to heat energy in the company of oxygen [40]. During these reactions, the
molecular bonds between the reactants are broken releasing energy, and bonds are
formed to create the reaction products, the difference in energy between these reac-
tions is dissipated into the surroundings, increasing the surrounding temperature.
This rise in temperature is equivalent to the kinetic energy of the molecules in an
object. Hence, according to the second law of thermodynamics these energies must
reach equilibrium, generating noise and vibrations in the process. Noise is defined
as the unwanted oscillation of air particles whilst vibration is the oscillation of solid
material [41].

Combustion instabilities are significant amplitude oscillations that arise in gas
turbine combustion. These give rise to thrust oscillations, thermal stresses, and more
notably, resonant vibrations inmechanical components. Rayleigh’s criterion is useful
when understanding this phenomenon, as the namesake described the circumstances
in which unsteady heat release oscillations result in acoustic oscillations, which in
turn leads to fluctuations in the thermodynamic variables of the system [42, 43].



44 B. Khandelwal et al.

Fig. 14 Combustion instability feedback loop

Figure 14 is useful for visualizing how these factors compound together, thereby
helping to rationalize the significant harms foreseeable, if ignored.

Due to thepressures and forces createdby these oscillations there exist a possibility
for the thrust produced by the turbine to oscillate, furthermore there can be possible
interference of the engine control systems leading to malfunctions and premature
wear of components due to cyclic fatigue [42]. In addition, if the vibrations caused
matches the natural frequencies of the components being vibrated catastrophic failure
could occur, however most aviation related components are tested for their natural
frequencies and safe ranges of frequencies are specified for each component [44,
45]. Furthermore, if vibrations and instability is not handled correctly then damage
to the combustors can happen as shown in Figs. 15 and 16.

The vibrations and noise frequencies generated by combustion are usually divided
into 3 categories namely low frequency dynamics (LFD) or Helmholtz modes at less
than 50 Hz, Intermediate frequency dynamics (IFD) at between 50 and 1000 Hz and
finally high frequency dynamics (HFD) for vibrations above 1000 Hz (Fig. 17).

The extent to which vibration and noise manifest is partially dependent on the
different properties of the fuel. Khandelwal et al. [46] investigated the role of different
fuel composition and its impact on combustion vibrations [43]. Testing was done on
a Honeywell GTCP85 APU using four different fuels. Fuel 1 and Fuel 2 are Jet A-1
sourced from two different sources, whereas fuel 3 and 4 are FT process produced
fuel from different sources. It was observed that the FT process fuel which has
lowest density from the fuels tested in this study produced higher frequency spectra
of vibrations. Though highest amplitude of the vibration was produced by Jet A-1
from source 1. It is to be noted that Jet A-1 sourced from two different sources have
similar frequency but significantly different vibrations (Fig. 18).
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Fig. 15 Damaged Injectors [48]

Fig. 16 Damaged rocket motor injector shear [48]

Furthermore, the relationship between fuel density and vibration ismore explicitly
considered in the work done by How et al. [46], where a higher density, coconut oil
blend, biodiesel was compared with conventional diesel [46]. In this study, the higher
density fuel blend displayed a significant reduction in vibrational acceleration.
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Fig. 17 Instabilities for combustors according to their frequency range [49]

Fig. 18 Vibration amplitude and frequency with 4 different fuels [46]

Overall it is observed that there has been little research on the combustion insta-
bility, noise and variations caused by combustion induced vibration with alternative
fuels. This pattern is reflected across all of the major public domain journals under
current situations. Stricter emissions legislations demand the use of lean premixed
combustion, but combustion instability is more likely in these types of lean com-
bustors compared to current rich burn systems. It was observed that the instabilities
may be due to oscillations in pressure, velocity, temperature or equivalence ratio of
fuel. Among these variables, Rayleigh’s criterion was made to be one of the primary
conditions to be met for a self-excited combustion oscillation to occur. Equivalence
ratio oscillations are a possible cause of combustion instabilities.

The underlying reason for change in combustion instability could be due to change
in fuel’s boiling point, viscosity, vapour pressure, flame speed, stoichiometric equiv-
alence ratio, cetane rating, density, energy density and/or composition. So far, these
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Fig. 19 Range versus Payload for B747-200B using alternative fuels [47]

instabilities are suppressed in existing engines by usingHelmholtz resonators, Active
combustion Control (ACC), noise suppressers, controlling the droplet size, changing
the flame speed and length and varying the flame injector geometry and location.
But with the arrival of new alternatives, if the instabilities can be understood better
and designed out by fuel selection and combustion design optimisation.

7 Aircraft Range and Payload

Due to different properties of alternative fuels, not just emissions and engine per-
formance change, but aircraft range can also change significantly. Blakey et al. [47]
studied the effects on payload and range while using wide range of candidate fuels
for aviation. This also includes variations in the blends of conventional hydrocarbon
fuels. Short haul commercial flights tend to use low density fuels as range per volume
of fuel is not relevant as for long haul or military aviation where the maximum range
is required for a given volume of fuel. Figure 15 below shows the changes to range
of a Boeing 747-200B can have while using a range of different fuels investigated
under study (Fig. 19).

It was also observed that hydrocarbon blends could be suggested for each aircraft
type, which could be designed for a maximum range while allowing maximum
payload. It was also said that specific flight plans lower than the maximum range of
the aircraft may be supplied with a fuel of lower specific energy.
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8 Concluding Remarks

In this chapter, the effects of alternative fuels on the gas turbines performance and
their emissions have been discussed. It has been found that alternative fuels provide
no clear advantage in terms of emissions reduction compared to standard petroleum
derived fuels though benefits in PM have been observed. Effect on seal performance,
vibrations, noise and engine life still needs further work. Impact on range of an
aircraft can be easily calculated by change in energy density. Overall further work is
required to say which option is good and how to move ahead in this area.
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Effect of Fuel Unsaturation on Emissions
in Flames and Diesel Engines

Suresh K. Aggarwal

Abstract Due to the emergence of a new generation of renewable fuels and the
need to accuratelymodel the combustion chemistry ofmulti-component fuels, there is
growing interest in examining the effect of fuel molecular structure on fuel reactivity.
This book chapter provides an overview of research dealing with the effects of fuel
unsaturation on the ignition, combustion, and emission characteristics. Results from
both laboratory-scale configurations, such as shock tube, rapid compressionmachine,
and laminar flames, as well as from high-pressure sprays in compression ignition
engines are discussed. Experimental and kinetic modeling studies of homogeneous
mixtures provide clear evidence that depending upon the number and position of
C�C double bonds, and the reactivity of long-chain hydrocarbons is significantly
affected by fuel unsaturation, especially at low to intermediate temperatures. Ignition
data for saturated and unsaturated components indicate that the presence of double
bond inhibits low-temperature reactivity, modifies the NTC behavior, and leads to
reduction inCNnumber in diesel engines. This has important consequences regarding
the effect of unsaturation on combustion and emission in practical systems. High-
pressure spray simulations under diesel engine conditions indicate longer ignition
delays for 1-heptene compared to those for n-heptane. In addition, the n-heptane
spray flame contains two reaction zones, namely a rich premixed zone (RPZ) and a
nonpremixed reaction zone (NPZ). In contrast, 1-heptene flame is characterized by
three reaction zones, i.e., a lean premixed zone (LPZ) in addition to NPZ and RPZ.
Simulations of laminar partially premixed flames (PPF) indicate higher amounts
of NOx and soot precursor species (C2H2, C6H6, and C16H10) formed in 1-heptene
flames than those in n-heptane flames. Consequently, the soot emission is higher in 1-
heptene flames than that in n-heptane flames. Simulations of turbulent n-heptane and
1-heptene spray flames in diesel engines lead to similar conclusions, i.e., higher NOx
and soot emissions in 1-heptene flames. The increased formation of PAH species can
be attributed to the significantly higher amounts of 1,3-butadiene and allene formed
due to β scission reactions resulting from the presence of double bond in 1-heptene.
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1 Introduction

There is growing interest in investigating the effect of fuel molecular structure on
fuel reactivity and thus on the ignition and combustion characteristics. This has
been driven by several considerations, such as the emergence of a new generation
of renewable fuels, and the recognition that the combustion chemistry of real fuels
cannot be modeled using single-component fuels, and that many conventional and
emerging fuels contain a number of saturated and unsaturated hydrocarbon com-
pounds. For instance, biodiesel fuels produced using the trans-esterification process
contain a relatively large amount of unsaturated ester components, and the molecular
structure of these components can vary significantly with respect to the number and
location of C�C bonds, depending upon the feedstock. As a result, their reactivity
and cetane number (CN) can vary significantly [1], with each C�C double bond in
the long carbon chain of component molecule reducing the CN value by a signifi-
cant amount [2]. For example, palm oil methyl ester with high fraction of saturated
components, such as methyl stearate (C19H38O2), has a CN of 62, whereas linseed
oil methyl ester containing high fraction of methyl linolenate (C19H32O2) with three
C�C double bonds has a CN of 39, implying significant reduction in ignitability.
Another important issue pertains the effect of fuel molecular structure on the fuel
sensitivity (S), which is defined as the difference between research octane number
(RON) and motor octane number (MON). Several recent studies have shown that
ignitability is determined by both fuel octane rating and sensitivity [3, 4]. Sensitivity
provides a measure of aromatic and other non-paraffinic content of the fuel, and high
sensitivity fuels exhibit different temperature dependence at low, medium, and high
temperatures. Experimental studies using homogeneous mixtures in shock tube (ST)
and rapid compression machine (RCM) have reported that these fuels have low reac-
tivity at low temperatures, but react rapidly at high temperatures, and exhibit varying
degrees of negative temperature coefficient (NTC) behavior [4, 5]. Previous research
has also shown that primary reference fuels (PRF), for which S�0, are not able to
emulate this temperature dependence. Moreover, sensitivity is strongly related not
only to fuel composition but also to its molecular structure or level of unsaturation.
For example, as reported by Tanaka et al. [6], S�0 for n-heptane (alkane) and 13 for
1-heptene (alkene with a C�C bond). Finally, there is also fundamental interest in
examining the pyrolysis/oxidation chemistry of alkenes, since such compounds are
formed during the combustion of alkanes.

This chapter provides an overview of research dealing with the effects of fuel
unsaturation on the ignition, combustion, and emission characteristics. A consider-
able research exists on this topic. Many experimental investigations have reported
ignition data from ST and RCM experiments for different fuels and over a wide
range of conditions. Complementary kinetic studies have also been performed to
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examine the reaction pathways during the pyrolysis/oxidation of saturated and unsat-
urated fuels and develop reaction mechanisms for predicting the ignition behavior of
these fuels under homogeneous condition. This work is briefly reviewed. In addition,
research dealing with laboratory-scale laminar flames and diesel sprays using sat-
urated and unsaturated surrogates is briefly discussed. Experimental engine studies
concerning the emission characteristics of various biodiesel fuels are alsomentioned.
As expected, the scope of this chapter is limited due to the broad range of topics cov-
ered and also due to the page limitation. It does not include details of the experimental
methods and the physical-computational models used in simulations.Most of the dis-
cussion and results are taken from previously reported work, which is appropriately
cited.

2 Effect of Unsaturation on Ignition in Homogeneous
Mixtures

Fundamental investigations on the ignition of homogeneous fuel–air mixtures pro-
vide valuable information for the development and validation of reaction mecha-
nisms. Such data is also useful for understanding ignition delays and burning rates in
homogeneous charge compression ignition (HCCI) engines and examining knock-
ing behavior in spark-ignition engines. Numerical algorithms and software, such as
CHEMKIN-Pro [7] and Cantera [8], are being extensively used to examine ignition
characteristics, validate reaction mechanisms, and analyze reaction pathways under
constant volume or constant pressure conditions. Ignition characteristics include the
ignition delay time as a function of system properties, such as temperature, pres-
sure, equivalence ratio (φ), fuel composition, and two-stage ignition and negative
temperature coefficient (NTC) phenomena. While straight chain alkanes have been
extensively investigated, some experimental and modeling studies have also exam-
ined the oxidation of straight chainC5,C6, andC7 alkene isomers.Various surrogates1

of current and emerging fuels, such as diesel, gasoline, JP-8, and biofuels, have also
been analyzed. Ignition delay and speciation data have been reported from shock
tube [6, 9–11], RCM [12, 13], and flow reactor [14] experiments. Detailed kinetic
models have also been developed to provide insight into the effects of the presence
and position of double bonds on fuel reactivity and ignitibility [15, 16].

Tanaka et al. [6] and Vanhove et al. [13] performed RCM experiments and exam-
ined the effects of fuel molecular structure on ignition. Tanaka et al. [6] reported
ignition data for several saturated and unsaturated hydrocarbons and analyzed the
two-stage ignition and NTC behavior. Representative results from this work are
provided in Figs. 1 and 2. Figure 1 presents data on ignition delays for several hydro-
carbons. An important observation is the existence of two-stage ignition and NTC
phenomenon for n-heptane, 1-heptene, and 2-heptene, but only a single-stage igni-
tion for 3-heptene. In addition, results indicate longer ignition delays for unsaturated

1Such surrogates are not discussed in this chapter as the main topic is the effect of fuel unsaturation.
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Fig. 1 Ignition delays for several fuelsmeasured inRCM.Equivalence ratio: 0.4. Initial temperature
and pressure are 318 K and 1 atm. Compression ratio: 16 From Tanaka et al. [6]

fuels (1-, 2-, and 3-heptene) compared to saturated fuel (n-heptane) and that the posi-
tion of C�C bond strongly affects ignition delay. Transient ignition characteristics
for these fuels in terms of pressure-time history in RCM are shown in Fig. 2. For the
fuels that exhibit two-stage ignition, the 1st stage ignition is indicated by the first
(smaller) peak in pressure, followed by the main or 2nd stage ignition indicated by
the sharp rise in pressure. Also, the duration between the 1st stage and 2nd stage
ignition becomes increasingly longer as the position of C�C bonds shifts inside for
the unsaturated fuels.

Vanhove et al. [13] reported a systematic investigation on the effect of the position
of the double bond on the ignition of 1-, 2-, and 3-hexene between 630 and 850 K.
Figures 3 and 4 provide some results from this study, indicating generally similar
ignition behavior as that observed by Tanaka et al. [6] for heptane isomers. Figure 3
plots the pressure and light emission traces after a rapid compression to 725 K and
9.4 bar for 4 different fuels. Results indicate a two-stage ignition with strong 1st
stage ignition for 1-hexene, a two-stage ignition with a weak 1st stage ignition for
2-hexene, and only one-stage ignition for 3-hexene. Figure 4 shows the measured
ignition delays versus gas temperature for these fuels. The data again indicates a
strong effect of the position of the double bond on ignition. For 1-hexene, the behavior
is generally similar to that of alkanes, i.e., two-stage ignition up to 800 K and a small
NTC region between 750–830 K. For 2-hexene, these features become less clear
showing a two-stage ignition with a weak 1st stage ignition that disappears above
730K, and noNTC behavior but rather ignition delay decreasing slowly between 720
and 815 K. For 3-hexene, there is no two-stage ignition or NTC behavior, but only
a faint inflection point near 730 K. Thus, the fuel ignitability is strongly influenced
by the length of the saturated portion aside the double bond, with the longer alkyl
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Fig. 2 RCM ignition and
combustion characteristics of
some saturated and
unsaturated hydrocarbons.
Initial temperature and
pressure are 318 K and
1 atm. Compression ratio: 16
From Tanaka et al. [6]

chain yielding shorter ignition delay. Vanhove et al. [13] attributed this behavior of
long-chain alkenes to a competition between the reactivity of double bond and that of
alkenyl chain. For short alkenyl chains, such as in 3-hexene, the ignition is dominated
by the reactivity of the double bond, while for long chains, such as in 1-hexene, it is
dominated by the reactivity of alkenyl chain, resulting in two-stage ignition.

Mehl et al. [17] developed a detailed kinetic model for the oxidation of 1-, 2-, and
3-hexene and analyzed reaction pathways associated with their ignition chemistry
in the temperature range of 660–1770 K. Consistent with experimental data, the
reactivity of isomerswas found to be strongly influenced by the position of the double
bond, especially at low temperatures. Figure 5 compares their simulated ignition
delays with the RCM data of Vanhove et al. [13], indicating a similar effect of the
position of double bond on ignition as discussed above. Garner et al. [18] reported
shock tube experiments and modeling study for the ignition of n-heptane, 1-heptene,
1, 6-heptadiene, and two C8 methyl esters, namely methyl octanoate and methyl
trans-2-octenoate. Note that n-heptane and 1-heptane represent the hydrocarbon side
chains of theC8 saturated andunsaturatedmethyl esters, respectively.Consistentwith
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Fig. 3 Pressure (thick line)
and light emission (thin line
and arbitrary unit) traces
after a rapid compression to
725 K and 9.4 bar for
1-hexene (a), 2-hexene (b),
cyclohexene (c), and
3-hexene (d) From Vanhove
et al. [13]

Fig. 4 1st stage (black
symbols) and total (white
symbols) delay times versus
gas temperature for 1-hexene
(circle), 2-hexene (triangle),
cyclohexene (diamond), and
3-hexene (square) From
Vanhove et al. [13]

previous studies, results indicated longer ignition delays as the degree of unsaturation
was increased.

Westbrook et al. [19] employed a detailed kinetic mechanism to characterize
the effect of C�C bond on the ignition behavior of five methyl ester compounds,
namelymethyl palmitate,methyl stearate,methyl oleate,methyl linoleate, andmethyl
linolenate, which are important components of many biodiesel fuels derived from
different vegetable oils and animal fats. Methyl palmitate (C17H34O2) and methyl
stearate (C19H38O2) contain a saturated straight chain of 15 and 17 C atoms respec-
tively, whereas the other three components have straight chains of 17 C atoms with
one C�C double bond in methyl oleate (C19H36O2), two double bonds in methyl
linoleate (C19H34O2), and three double bonds in methyl linolenate (C19H32O2).

Figure 6 compares the computed ignition delays for these components using stoi-
chiometric fuel/air mixtures at 13.5 bar initial pressure. Ignition data is also included
(shown as square and circle symbols for soy methyl ester (SME) and rapeseed
methyl ester (RME)mixtures). Also for reference, the computed results are shown for
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Fig. 5 RCM ignition delay
times of hexene isomers
(p�0.86–1.09 MPa, ��1):
experiments (symbols) and
calculations (lines) From
Mehl et al. [17]

Fig. 6 Computed ignition
delay times for biodiesel
components, stearate (solid
line), palmitate (dot-dash),
oleate (dashes), linoleate
(dotted), and linolenate
(short dashes). Symbols
show computed results for
SME (squares) and RME
(diamonds). Results for
n-cetane are shown as long
dashes. Mixtures are
stoichiometric, at constant
volume, and at 13.5 bar
From Westbrook et al. [19]

n-cetane, which has much shorter ignite delay than any of the biodiesel components
or composite fuels. Results for the five biodiesel components clearly indicate that
their ignitability is adversely affected as the number of C�C bonds increases. More-
over, the effect is most pronounced in the NTC region. Thus, methyl linolenate with 3
C�C bonds is slowest to ignite, followed bymethyl linoleate andmethyl oleate. The
ignition delays of both SME and RME are nearly the same as those of methyl oleate
and methyl linoleate, which are the major components of these biodiesel fuels. As
expected, both saturated components, methyl stearate and palmitate, are the fastest
components to ignite, with ignition delays that are effectively identical.

Thus, ignition data for saturated and unsaturated components of petroleum-based
and biodiesel fuels indicate that the number and position of the double bond has
a strong effect on the reaction pathways responsible for the 1st stage ignition, total
ignition delay, and the dependence of the ignition delay time onmixture temperature.
In general, the presence of C�C double bond inhibits low-temperature reactivity,
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increases ignitiondelay times, and leads to reductions inCNnumber in diesel engines,
compared with corresponding saturated fuel molecules.

3 Effect of Unsaturation on Ignition and Flame Structure
in Sprays

Compared to homogeneous, premixed systems, the fuel unsaturation and chemistry
effects on ignition are much less investigated and understood for nonpremixed sys-
tems, especially those involving droplets and sprays. For droplets, additional com-
plexities are due to the coupled two-phase processes, gas-phase convection, droplet
heating and vaporization.Much of the experimental andmodeling research on droplet
ignition has considered a spherically symmetric configuration [20]. As discussed in
Refs. [21, 22], several of these studies have examined the temperature dependent
chemistry effects, such as two-stage ignition and negative temperature coefficient
(NTC) behavior. The two-stage ignition was defined through the temporal variation
of temperature, with the first temperature rise marking the first-stage ignition and
the second (sharper) rise indicating the second-stage ignition. However, the pre-
vious studies have not provided a clear evidence for the NTC region, and it has
been surmised that the presence of non-homogeneous temperature and species field
causes a transition from NTC to zero temperature coefficient (ZTC) behavior. While
various researchers provide different explanations for this transition, relatively few
studies provide an evidence of a ZTC region. It has been suggested that competition
between the availability of fuel vapor and the reduction in mixture temperature due
to evaporation plays a significant role in modifying the NTC behavior [23].

Similar to the research on droplet ignition, relatively few studies have been
reported on the fuel unsaturation effects on spray ignition [24], although the general
topic of spray ignition has been extensively investigated [25, 26]. This is somewhat
surprising since ignition represents a critical process inCI engines, and strongly influ-
ences their combustion and emission characteristics [27, 28]. Moreover, autoignition
inCI engines occurs at conditionswhere the two-stage ignition andNTCphenomenon
are highly relevant. Fu and Aggarwal [29] investigated this phenomenon in sprays
by performing 3-D, two-phase reacting flow simulations in a 1.9L 4-cylinder engine.
The CONVERGE software was used for simulating the processes of fuel injection,
atomization, and spray ignition. As this engine is equipped with a 7-hole common
rail injector in each cylinder, simulations considered a 1/7 (51.43°) sector of the
cylinder using periodic boundary conditions at the front and back face of the sector.
Additional details can be found in the cited work [29]. As the fuel is injected at a
given crank angle (CA), processes of spray atomization, vaporization, and fuel–air
mixing follow leading to ignition. Figure 7 from Ref. [29] depicts these processes
prior to ignition by plotting the spray characteristics in the cylinder at different CA
after the start of injection (SOI).
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Fig. 7 A cross-section view of the cylinder through the spray, depicting the developing spray
structure at 1°, 28°, and 3.28° CA after SOI, which is 8° from TDC. Each color dot represents a
droplet radius in a parcel, and the size distribution is indicated by the droplet radius scale (1–70μm)
From Xu and Aggarwal [29]

The temporal and spatial behavior of the 1st and 2nd stage ignitions was analyzed
through the evolution of QOOH (alkyl hydroperoxy) and OH fields, respectively, in
both φ–T space and physical space. Note that the QOOH radicals play a key role in
the chemistry of 1st stage ignition [29, 30], and its temporal evolution can be used
to determine the corresponding ignition delay. Similarly, the 2nd stage ignition can
be determined from the evolution of OH or HRR. A representative result from Ref.
[29] is provided in Fig. 8a, which shows QOOH and OH mass profiles with respect
of CA, depicting the 1st and 2nd stage ignitions for four different cases correspond-
ing to SOI�32°, 20°, 14°, 8° before TDC. The peak in QOOH profile determines
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the 1st stage ignition, while the sharp rise (after the first peak) in OH determines
the 2nd stage (main) ignition. Figure 8b plots the 1st and 2nd stage ignition delay
times versus SOI for both diesel sprays and homogeneous mixtures. Note that the
effect of temperature is characterized by varying SOI. As SOI is delayed, the cylinder
temperature increases, and, consequently, both the 1st and 2nd stage ignition delays
decrease, but the effect is stronger on the 1st stage ignition, consistent with droplet
ignition results. As further discussed in Ref. [29], results indicate global similarities
between the ignition processes in diesel sprays and homogeneous mixtures, but also
highlight differences between them due to temporally and spatially evolving temper-
ature and species fields for the spray case. One notable difference is that ignition in
homogeneous mixtures exhibits a NTC region (see Fig. 10 in Ref. [29]), while that
in diesel spray shows a near ZTC region. The transition from NTC to ZTC behavior
in diesel spray is mainly due to the evolving two-phase flow, and also due to the
increase in pressure during the compression stroke. In addition, the 1st and 2nd stage
ignitions in sprays occur over a wide φ range, implying a spatially wide ignition
kernel. Also, in some cases, multiple ignition kernels were observed in sprays.

In a subsequent study, Sharma and Aggarwal [31] examined the effect of fuel
unsaturation on the transient ignition and flame development in n-heptane and 1-
heptene turbulent sprays under diesel engine conditions. 3-D, two-phase reacting
flow simulations were performed in the Sandia reactor geometry [32] by using the
CONVERGE software along with a validated reaction mechanism. Results demon-
strated that the spray ignition and flame structure are strongly influenced by fuel
unsaturation. Details are provided in Refs. [31, 33]. Figure 9 from Ref. [33] com-
pares the transient ignition processes in n-heptane and 1-heptene sprays in terms of
the temporal variations of heat release rate (HRR), volume-integrated fuel vapormass
(mfv), and QOOH and OH species mass in the reactor. Results are shown for three
cases corresponding to initial temperatures of 1000, 1100, and 1200 K. As discussed
inRefs. [31, 33], similar to the ignition in homogeneousmixtures, the fuel ignitability
is noticeably decreased due to fuel unsaturation. As indicated in Fig. 9, the ignition
delay is much longer in 1-heptene sprays than that in n-heptane sprays, especially
at lower temperatures. In addition, for the 1000 and 1100 K cases, the ignition in
n-heptane sprays is characterized by two-stage ignition, while in 1-heptene sprays,
only the 2nd stage or main ignition is observed for all three cases. For instance, for
the 1000 K n-heptane case, the 1st stage ignition occurs at 0.185 ms, followed by the
main ignition at 0.325 ms. The 1st stage ignition is indicated by the first decrease in
fuel vapor mass, or by the first increase in HRR in Fig. 9a, or by a sharp decrease in
QOOH mass in Fig. 9c. The 2nd stage or main ignition for all the cases is indicated
by a sharp decrease in fuel vapor mass, or by a sharp rise in HRR or in OH mass
profile. Another notable observation is that for the range of temperatures considered,
spray ignition results do not indicate any NTC region, as the ignition delay time
decreases monotonically as the initial temperature is increased. Another interesting
feature of spray ignition, in contrast to gaseous mixtures, is the existence of multiple
ignition locations, as noted earlier. For instance, OH scatter plot at 0.3 ms in Fig. 10b
indicates two ignition kernels in T-φ space, one near T ≈ 1100 K and � ≈ 1.6, and
the other near T ≈ 1000 K and � ≈ 2.2.
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Fig. 8 a QOOH and OH
mass profiles with respect to
CA depicting the occurrence
of 1st and 2nd stage ignitions
for 4 cases corresponding to
SOI�32°, 20°, 14°, 8°
before TDC. b 1st stage and
2nd stage (total) ignition
delay times versus SOI for
the diesel spray and
homogeneous mixtures.
From Xu and Aggarwal [29]

(a)

(b)

Further insight into the effect of fuel unsaturation on transient spray ignition and
flame development is provided through OH scatter plots in Figs. 10 and 11 and
through equivalence ratio (φ) and temperature (T) contours in Figs. 12 and 13. OH
scatter plots in Fig. 10 again depict the two-stage ignition behavior in n-heptane spray,
with the 1st and 2nd stage ignitions occurring at 0.185ms and 0.325ms, respectively.
On the other hand, as indicated in Fig. 11, only the main ignition is observed in 1-
heptene spray at 2.82 ms. Another important difference between the two fuels is
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(a) (b)

(d)(c)

Fig. 9 Transient ignition processes in n-heptane (Fig. a and c) and 1-heptene (Fig. b and d) sprays,
illustrated through the temporal variation of heat release rate (HRR), fuel vapor mass (mfv), and
QOOH and OH species mass for initial temperatures of 1000 K, 1100 and 1200 K. From Sharma
[33]

that the main ignition in n-heptane spray occurs in rich mixtures (1.4<φ<1.6),
while that in 1-heptane involves lean mixtures (φ≈0.7). This can be attributed to
the reduced ignitability of 1-heptene, resulting in longer ignition delays and thus
enhancing fuel–air mixing in case of 1-heptene. This has important consequence for
the subsequent spray flame structure for the two fuels. Thus, as indicated in Figs. 12
and 13, n-heptane flame structure is characterized by two reaction zones, namely
a rich premixed zone (RPZ) and a nonpremixed reaction zone (NPZ), while the 1-
heptane flame is characterized by three reaction zones, i.e., a lean premixed zone
(LPZ), in addition to NPZ and RPZ. These reaction zones can be visualized from
the φ and T contour plots shown in Figs. 12 and 13 and also from HRR scatter plots
in Fig. 14. For instance, the NPZ is characterized by φ≈1.0 and high temperatures
(≈2350 K), whereas RPZ is characterized by φ between 1.3–2.1 and T between
1500–2000 K and LPZ in 1-heptene flames by φ between 0.6–0.9 and T between
1500–1900 K. Note that the LPZ can be identified from the OH scatter plots in
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Fig. 10 Transient ignition and flame development in n-heptane spray at 1000 K; OHmass fraction
scatter plots in F-T space From Sharma [33]

Fig. 11, and from φ and T contour plots Fig. 13, and also from HRR scatter plots in
Fig. 14. Thus, an important consequence of fuel unsaturation is the appearance of
a lean premixed reaction zone in 1-heptene sprays, in addition to the nonpremixed
and rich premixed zones.

Another important result pertains to the effect of fuel unsaturation on flame liftoff
length. The flame liftoff length for various cases is indicated by a dotted vertical
line in Figs. 12 and 13. The flame anchoring location downstream of the injector is
determined by using aminimumOHmass fraction value of 0.02 of its peak value. For
both fuels, as the ambient temperature is increased, the flame liftoff length decreases,
i.e., the flame stabilization location moves closer to injector. Thus for n-heptane
flames, the computed liftoff lengths are 24.5, 13, and 10.5 mm for 1000, 1100, and
1200 K, respectively. The corresponding values for 1-heptene flames are 27, 16, and
4.5 mm. It is also interesting to note that the flame liftoff position correlates with
the ignition delay and ignition kernel location. Thus for 1000 and 1100 K, the liftoff
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Fig. 11 Transient ignition and flame development in 1-heptene spray at 1000 K; OHmass fraction
scatter plots in F-T space. From Sharma [33]

lengths for 1-heptene are higher compared to those for n-heptane, since the ignition
delays are longer for 1-heptene. On the other hand, for 1200 K, the liftoff length for
1-heptene is lower than that for n-heptane, since the ignition delay is shorter and the
ignition kernel is located closer to injector for 1-heptene.

4 Effect of Fuel Unsaturation on NOx and Soot Emissions

This section provides a brief review of research concerning the effect of fuel unsatu-
ration on NOx and soot emissions. Both laboratory-scale laminar flames and engine
configurations are considered. Engine experiments using biodiesel fuels from dif-
ferent feedstock [34, 35] have observed an increase in NOx emission as the fatty
acid chain length, and the number of double bonds in the fuel molecular structure
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Fig. 12 Equivalence ratio (φ) and temperature (T) contours at different times showing the temporal
evolution of n-heptane spray flames for initial temperatures of 1000 K (Fig. a and b), and 1100
K (Fig. c and d). Flooded contours indicate T between 600 to 2700 K. Contour lines represent φ

between 0.7 and 3. Vertical line indicates the flame liftoff length. From Sharma [33].

is increased. In addition, experimental studies have reported that while PM (partic-
ulate matter) emissions are reduced using biodiesel fuels compared to conventional
diesel, the amount of PM formed increases due to the presence of double bonds in the
fuel molecular structure [35–37]. There have also been fundamental investigations
on the emissions of NOx and soot (and their precursors) from the combustion of
saturated and unsaturated biodiesel components. Garner et al. [11] reported shock
tube experiments using n-heptane (n-C7H16) and 1-heptene (1-C7H14) and observed
that 1-heptene produces more C2H2 acetylene than does n-heptane over intermedi-
ate temperatures. This has consequence for increased NOx formation through the
prompt NO mechanism. Since n-heptane and 1-heptene represent the saturated and
unsaturated hydrocarbon side chains of C8 methyl esters, respectively, Garner and
Brezinsky [38] and Garner et al. [18] extended the study to the oxidation of these
esters and observed increased C2H2 formation in the case of unsaturatedmethyl ester.
Note that C2H2 also provides a major route for soot particle surface growth through
the “H-abstraction-C2H2-addition” (HACA) mechanism [39, 40].

Han et al. [41] simulated partially premixed laminar flames (PPFs) burning pre-
vaporized n-heptane and 1-heptene fuels and observed higher amounts of acetylene
and NOx in 1-heptene flames than that in n-heptane flames. As stated earlier, these
fuels represent the hydrocarbon side chains of the saturated and unsaturated methyl
esters, namely methyl octanoate and methyl trans-2-octenoate. Thus, the study was
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Fig. 13 Equivalence ratio (φ) and temperature (T) contours at different times showing the temporal
evolution of 1-heptene spray flames for initial temperatures of 1000 K (Fig. a and b), and 1100 K
(Fig. c and d). Flooded color contours indicate T between 600 to 2700 K. Contour lines represent
φ between 0.7 and 3. Vertical line indicates the flame liftoff length. From Sharma [33]

also relevant to the understanding ofNOx emissions from the combustion of biodiesel
fuels. Triple flames were simulated in a counterflow configuration using the OPPDIF
in CHEMKIN-Pro 15113 package [42]. The configuration involves two opposing,
axisymmetric jets, one issuing a fuel-leanmixture and the other a fuel-richmixture. A
validated reaction mechanism [43] was used to model the n-heptane, 1-heptene oxi-
dation chemistry. The mechanismwas combined with a detailed NOx kinetics model
that included sub-mechanisms for NO formation through the thermal, prompt, N2O
intermediate, NNH routes [44, 45].

A triple flame is characterized by the existence of three reaction zones, namely lean
premixed zone (LPZ), rich premixed zone (RPZ), and nonpremixed reaction zone
(NPZ), which are spatially separated but strongly coupled through the transport and
chemical kinetic. Thus, the objective was to characterize the effect of the presence of
the double bond on C2H2 andNOx emissions in partially premixed flames containing
regions of lean premixed, rich premixed, and nonpremixed combustion. Moreover,
using a counterflow geometry, the spatial separation between the three reaction zones
can be controlled by varying the strain rate and the lean and rich equivalence ratios
(φL and φR). Further, details are provided in Ref. [41]. One representative result from
this study is shown in Fig. 15, which plots the emission indices of total NO and those
formed via prompt, thermal, N2O, and NNH routes in n-heptane and 1-heptene triple
flames at different strain rates. An important observation is the higher NO emission
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Fig. 14 HRR scatter plots in T-F space for a n-heptane and b 1-heptene spray flames for initial
temperatures of 1000 K (i), 1100 K (ii) and 1200 K (iii) From Sharma [33]

in 1-heptene flames compared to that in n-heptane flames irrespective of the strain
rate. As discussed in Ref. [41], the reaction path analysis indicated that the β scission
and oxidation reactions related to the double C�C bond lead to higher amount of
C2H2 and thus increased NO through the prompt mechanism in 1-heptene flames
compared to that in n-heptane flames. Moreover, as the strain rate is increased, the
EINOfirst increases and then decreases, which was due to the variation of peak flame
temperature with strain rate. The EI values for the prompt, thermal, N2O, and NNH
mechanisms follow a similar trend. However, the relative contribution of prompt NO
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Fig. 15 Emission index for the total NO, and of NO produced through the prompt, thermal, N2O,
and NNH mechanisms in n-heptane and 1-heptene triple flames established at strain rates of 150,
250, and 500 s−1, and φL �0.8, and φR �1.5 From Han et al. [41]

becomes more pronounced at higher strain rates, while that of thermal NO is reduced
to the lower residence time.

Fu et al. [46] extended the above investigation [41] and examined the effect of fuel
unsaturation on NOx and PAH emissions in double PPFs, i.e., flames containing two
reaction zones, RPZ and NPZ. The flames were again established in a counterflow
geometry by issuing a fuel-rich mixture with a specified φ in one jet and air in
the other jet. Depending upon the level of partial premixing (i.e., φ), a significant
amount of soot formation is expected in the region between the rich premixed zone
and the stagnation plane. Various PPFs were simulated by independently varying
φ and global strain rate (aG). One representative result from Ref. [46] is presented
in Fig. 16, which shows the peak mole fractions of major soot precursor species,
namely C2H2, benzene (C6H6), and pyrene (C16H10) in n-heptane and 1-heptene
PPFs established at different strain rates and two levels of partial premixing with
φ�8 and 2. As indicated, at any given φ and strain rate, the peak mole fractions
of C2H2, C6H6, and C16H10 are noticeably higher in 1-heptene flames than those in
n-heptane flames. Also, the effect of the double bond is more pronounced at lower
φ (higher level of partial premixing) and higher strain rate.

Fu et al. [46] further extended this work to characterize the effect of fuel unsat-
uration on soot emissions in counterflow PPFs. The previously used fuel oxidation
and NOx chemistry mechanism were combined with a detailed soot model [39, 40],
and the combined model was validated against gaseous species measurements in n-
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Fig. 16 Peak mole fractions of acetylene, benzene, and pyrene (C16H10) plotted versus strain rate
for n-heptane and 1-heptene partially premixed flames PPFs at φ�2 and 8. Pyrene is plotted on a
log scale From Fu et al. [46]

heptane PPFs and soot measurements in ethylene diffusion flames. Simulations were
then performed to examine the effects of double bonds on PAHs and soot emissions
at different strain rates and levels of premixing. A representative result from Ref.
[46] is shown in Fig. 17, which plots the soot properties in n-heptane and 1-heptene
PPFs established at different strain rates and two levels of partial premixing with
φ�8 and 2. These results should be viewed along with those presented in Fig. 16,
which indicated that at any given φ and strain rate, the amounts of soot precursor
species (C2H2, C6H6, and C16H10) formed in 1-heptene flames are markedly higher
than those in n-heptane flames. Consequently, as indicated in Fig. 17, the soot par-
ticle diameter, soot volume fraction, and number density are significantly higher
in 1-heptene flames than those in n-heptane flames. Also, similar to soot precursor
species, the effect of the double bond on soot becomes more significant as the strain
rate and/or the level of premixing are increased (i.e., φ in the fuel jet is reduced).
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Fig. 17 Peak soot diameter (a), number density (b), and volume fraction (c) plotted versus strain
rate for n-heptane and 1-heptene partially premixed flames at φ�2 and 8. Number density and
volume fraction are on a log scale, and soot diameter is on a linear scale. From Fu et al. [46]

Further, analysis indicated that the increased soot emission is related to the higher
nucleation and surface growth rates, which are due to the increased production of
C16H10 and C2H2 in 1-heptene flames compared to that in n-heptane flames. The
increased production of C16H10 is due to the higher amount of C6H6 in 1-heptene
flames.

A reaction path analysis was performed to identify the dominant routes for the
formation of acetylene, benzene, and pyrene. Acetylene and benzene are known to be
important precursors for larger PAH species, while acetylene also plays an important
role in soot surface growth through the HACA mechanism. The analysis indicated
that the major route for benzene formation in the RPZ is through the recombination
reaction of propargyl radicals, which are mostly formed from allyl radicals. The
other route is through the reaction of vinyl with butadiene. The presence of double
bond leads to higher concentrations of propargyl and butadiene and thus increased
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benzene formation in 1-heptene flames than in n-heptane flames. The presence of
double bond also increases the amount of C2H2 formed in 1-heptene flames due to
the higher C4H5 concentration. Thus, the presence of double bond promotes scission
β reactions leading to the increased production of C2H2, C6H6, and C16H10 and thus
higher soot emissions in 1-heptene flames.

As mentioned earlier, there is relatively little work reported dealing with unsat-
uration effects in spray flames, except for engine experiments with biodiesel fuels.
Fu and Aggarwal [48] recently reported a computational study on the effect of fuel
unsaturation onNOx and PAH emission in turbulent spray flames under diesel engine
conditions. N-heptane and 1-heptane spray flames in the Sandia reactor [32] were
computed using the CONVERGE software. A reduced mechanism was developed
starting from the detailed CRECK mechanism using the directed relation graph
methodology. The mechanism was validated using the shock tube ignition data and
reacting spray data from the Engine Combustion Network [32]. Further, details of
the two-phase models and operating conditions are provided in Ref. [48]. Results
indicated that the combustion in Sandia reactor is characterized by a double-flame
structure with a rich premixed reaction zone (RPZ) near the flame stabilization region
and a nonpremixed reaction zone (NPZ) further downstream.Most of NOx is formed
in NPZ, while PAH species are mainly formed in RPZ. The presence of double bond
leads to higher flame temperature and thus higher NO in 1-heptene flame than that in
n-heptane flame. It also leads to the increased formation of PAH species, implying
increased soot emission in 1-heptene flame than that in n-heptane flame. A represen-
tative result from Ref. [48] is shown in Fig. 18, which compares the temporal varia-
tion of volume-integrated NO, benzene and pyrene mass in n-heptane and 1-heptene
flames. As indicated, 1-heptene flame produces significantly more NO and PAH
species compared to n-heptane flame. For instance, at t�1.4 ms, there is 20% more
NO, 22.0% more benzene, and 21.9% more pyrene in 1-heptane flames. Figure 19
shows the spatial distribution of benzene in terms of its mass fraction contours for
the two flames at t�1.4 ms. The benzene formation region is located within the rich
premixed zone for both flames, and the amount of benzene formed in 1-heptene is
significantly higher. The peak mass fractions are 0.0118 and 0.0087 for 1-heptene
and n-heptane, respectively, i.e., 36% higher benzene for 1-heptene. Similar trends
were observed for the formation of heavier PAH, such as pyrene. Reaction path anal-
ysis indicates that the increased formation of PAH species can be attributed to the
significantly higher amounts of 1,3-butadiene and allene formed due to β scission
reactions resulting from the presence of double bond in 1-heptene.

5 Conclusions

A review of research dealing with the effects of fuel unsaturation on the igni-
tion, combustion, and emission characteristics has been provided. Results from both
laboratory-scale configurations, such as shock tube (ST), rapid compressionmachine
(RCM), and laminar flames, as well as from high-pressure sprays in compression
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Fig. 18 Volume-integratedNO, benzene, and pyrenemass plotted versus time for n-heptane (black)
and 1-heptane (red) spray flames in the Sandia reactor. Initial temperature is 1300 K From Fu and
Aggarwal [48]

Fig. 19 Benzene mass fraction contours for 1-heptene and n-heptane flames at 1.4 ms. Mass frac-
tions are between 0.006 and 0.012. Dimensions are in m Fu and Aggarwal [48]
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ignition engines are discussed. Experimental and kinetic modeling studies provide
clear evidence that depending upon the number and position of C�C double bonds,
and the reactivity of long-chain hydrocarbons is significantly affected by fuel unsat-
uration, especially at low to intermediate temperatures that include the NTC region.
Ignition data for homogeneous mixtures indicate that the presence of double bond
has a strong effect on the 1st stage ignition, reduces low-temperature reactivity sig-
nificantly, increases total ignition delay time, and leads to reduction in CN number in
diesel engines. This has important consequences regarding the effect of unsaturation
on the combustion and emission behavior in engines.

Results for n-heptane and 1-heptene diesel sprays indicate that at low to interme-
diate temperatures, ignition delays are longer for 1-heptene compared to those for
n-heptane. Also, ignition in n-heptane sprays occurs in fuel-richmixtures and is char-
acterized by a two-stage ignition process. On the other hand, ignition in 1-heptene
sprays occurs in lean mixtures, without any evidence of two-stage ignition. Conse-
quently, the n-heptane flame contains two reaction zones, i.e., a rich premixed zone
(RPZ) and a nonpremixed reaction zone (NPZ), while the 1-heptene flame contains
three reaction zones, i.e., a lean premixed zone (LPZ) in addition to NPZ and RPZ.
Also at lower temperatures, the flame liftoff length in 1-heptene spray is greater than
that in n-heptane spray, while at higher temperatures, the liftoff length is smaller in
1-heptene spray.

Results for counterflow, partially premixed flames (PPF) indicate higher amounts
of NOx and soot precursor species (C2H2, C6H6, and C16H10) formed in 1-heptene
flames than those in n-heptane flames. Consequently, the soot emission (i.e., soot par-
ticle diameter, volume fraction, and number density) in 1-heptene flames is higher
than that in n-heptane flames. Moreover, the effect of double bond on soot emission
becomes more pronounced as the strain rate or the level of premixing is increased.
Simulations of turbulent n-heptane and 1-heptene spray flames in diesel engines
lead to similar conclusions regarding the effect of fuel unsaturation on emission,
i.e., higher NOx and soot emissions in 1-heptene flames. Reaction path analysis
indicates that the increased formation of PAH species can be attributed to the signifi-
cantly higher amounts of 1,3-butadiene and allene formed due to β scission reactions
resulting from the presence of double bond in 1-heptene.
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Investigation and Development
of Modified Ross Yoke Mechanism
on Alpha-Parallel-Cylinder Stirling
Engine

Sutapat Kwankaomeng

Abstract This paper presents the redesign and modification of a Ross yoke mech-
anism driving an alpha Stirling engine with parallel cylinder arrangement. Engine
sealing is a crucial factor affecting engine operation, power, and maintenance. Fric-
tion and lateral force acting on piston seals induce major wear and finally lead to
leakage and losses in both power and operating cost. To reduce these problems, linear
reciprocating and balancing motion of both piston and connecting rod are preferred.
Mechanical inversion is introduced to invert general motion of connecting rod to
rectilinear translation. The original Ross yoke part is altered from pin joints to slot
pin joints allowing piston rod to be driven straight. Length of the slot groove was
adjusted and optimized. Motion of the modified Ross yoke was investigated the-
oretically and experimentally. Both analytical model and prototype have the same
operating conditions and swept volume of 25 cm3. The ambient air was used as the
working gas which was heated by LPG at flow rate of 0.6 kg/h and cooled by water.
Themaximum speed of 977 rpmwas attained. Recordedmaximum power and torque
were 0.549W at 486 rpm and 0.014 Nm at 260 rpm, respectively. The modified Ross
yoke Stirling engine has operated smoothly when its piston rods were redesigned to
slide linearly.

Keywords Stirling engine · Alpha-type · Ross yoke

1 Introduction

Global warming and climate change are prompting seriously concerns and drawing
globally attention and collaboration for carbon footprint reduction, renewable energy
utilization and air purification. Stirling engine, invented in 1816 and patented in 1817
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Fig. 1 Single acting and double acting Stirling engine configurations

by Sir Robert Stirling, is a potential option that meets these criteria as a solution. The
engine is a sealed engine based on gas expansion and contraction shuttling between
hot and cold spaceswithout internal combustion but external heating.Hence, it is eco-
friendly and can be easily applied with various choices of heat sources including low
grade fuel, recovery heat and waste. Heat and power are produced from the engine,
making it an excellent component in combined heat and power (CHP) production
system. It can be used either the prime mover or cooling engine.

1.1 Classification of Stirling Engines

There are many existing Stirling cycle machines with different configurations, mech-
anisms and functionalities. To categorize the Stirling engine is based on various
considerations such as cylinder or piston arrangement, driving configuration, and
characteristic of power production. Stirling engines can be assorted into two distinct
categories consisting of (a) single acting or (b) double acting as depicted in Fig. 1.
The single-acting engine shown in Fig. 1a is the assembly of hot or expansion space,
cold or compression space through heater, regenerator and cooler with one or two
cylinders containing two sliders which can be both pistons or displacer and piston.
Double acting engine is the assembly of multiple cylinders that are arranged to have
one piston each which functions as displacer and power piston. A series of heat
exchanger is coupled between two cylinders at the expansion space of one cylinder
and the compression space of the other cylinder as illustrated in Fig. 1b. The working
gas, therefore, is circulated and shuttled from the hot section of one cylinder through
the exchanger set to the cold section of the adjacent cylinder.

Single acting Stirling engines can be broadly classified into two groups: two piston
machines and piston—displacer machines Walker [1]. Such crank-driven Stirling
engines are usually categorized by their configuration. Three basic types are known
as alpha, beta, and gamma represented in Fig. 2. The alpha type in Fig. 2a is a two-
piston machine having hot and cold cylinder separately, enabling convenient ways to
heat and cool the working gas from outside heat sources and heat sinks. The hot and



Investigation and Development of Modified Ross Yoke Mechanism … 79

Two piston machine Piston-Displacer machine

Compression 
space

Regenerator Expansion
space

Compression
piston

Expansion
piston

Cooler Heater

Compression 
space

Displacer Expansion
space

Compression
piston

Regenerator
Cooler Heater Heater

Regenerator

Cooler

Displacer Expansion
space

Piston

Compression 
space

(a) Alpha (b) Beta (c) Gamma

Fig. 2 Stirling engine configurations

Regenerator

Displacer
Power piston

Regenerator

DisplacerPower piston

Regenerator

DisplacerPower piston

(a) Parallel cylinder (b) V  cylinder (c) Opposed piston

Fig. 3 Alternative arrangements of the single-acting alpha Stirling engine

cold pistons are assembled in the expansion and compression space, respectively.
Nevertheless, to prevent gas leakage, both hot and cold pistons and their rods must
be fit tightly with engine cylinder wall by seals. Beta and gamma patterns are the
displacer-piston machines. The beta arrangement consists of displacer and piston
reciprocating concentrically within the same cylinder or in-line cylinder as illustrated
in Fig. 2b. For the last configuration, the gamma engine has two eccentric cylinders
attaching and sharing cold space between them as depicted in Fig. 2c.

Stirling engine typically consists of two reciprocating pistons called displacer and
piston or expansion piston and compression piston. The displacer or the hot piston
does no work but to displace the working gas between hot and cold spaces. The
working piston or cold piston produces power. The working gas is shuttled between
the hot and cold sections called expansion and compression spaces, respectively.

For stationary cylinder, single acting alpha Stirling engine is typically arranged in
three forms such as parallel cylinder pattern (Rider), V cylinder, and opposed piston
in Fig. 3a–c, consecutively. This work focuses on the parallel configuration because
of compact, simple and possible design for double acting multi-cylinder as presented
in Fig. 1b.
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1.2 Driving Mechanisms of Stirling Engines

Selection of proper driving mechanism depends on engine configuration, durability
and reliability. Some mechanisms are demonstrated in Fig. 4. As we can see in the
figure, slider-crankmechanism is themost common linkage used for the reciprocating
engines. Based on the linkage principal, a rhombic drive mechanism in Fig. 4a
was invented intentionally for beta type engine by Meijer 1950s and since then has
been widely applied. Because two pistons are moved concentrically in the same
cylinder, the rhombic drive couples two slider crank components consisting of two
synchronizing gears, yokes, and connecting rods. Two slider crank linkages were
also combined successfully by Ross [2] known as Ross yoke mechanism in driving
alpha Stirling engine. The Ross yoke part is pinned to two con rods of the pistons as
shown in Fig. 4b.

For multiple and parallel cylinder engines, the swash plate is one of the driving
mechanisms as schematized in Fig. 4c used in double acting engine. However, the
swash plate driven engine is complex and difficult to manufacture. The Ross linkage
has been developed and used as driving mechanism in both single acting and double
acting of an alpha Stirling engine. This linkage is simpler and lighter if compared to
that of swash plate mechanism for a double-acting four-piston Stirling engine.

Many Stirling engines have been built with various design and developed world-
wide by inspired researchers. Homutescu and Bălănescu [3] proposed the construc-
tive optimization of an alpha-type Stirling engine by parameterizing diameters of
the two pistons. Their results indicated that the diameter of the displace piston must
be greater than the diameter of the power piston. The effect of geometrical and
physical parameters on Ross yoke Stirling engine performance was investigated by
Tlili and Musmar [4]. Their analysis indicated that the performance of Ross yoke
Stirling cycle engine with air as working gas depends critically on the geometrical
parameters and heat transfer. Martaj and Rochelle [5] showed the 1Dmodelling of an
alpha double-acting Stirling engine and carried out the optimal values of the engine
geometry. Moreover, dual cylinder and double acting arrangement were designed to
enhance the engine power. Scollo et al. [6] studied the development of a twin cylin-
der alpha type Stirling engine model and also redesigned their prototype. The engine



Investigation and Development of Modified Ross Yoke Mechanism … 81

performance was very satisfactory. In Thailand, Silpsakoolsook et al. [7] presented
their alpha-type Stirling engine prototype with crank-slider mechanism of the paral-
lel cylinder pattern. The engine can be started when it is heated up to 190 °C at the
heater head. The maximum output power was 83 mW at a temperature of 560 °C.

Although Stirling engines have been invented two centuries ago, they are still not
a desirable choice for practical uses or as commercial products. The greatest chal-
lenge preventing Stirling engines from being the optimal choice of power generation
applications is its low power density or high cost of power production. To overcome
such obstacles, higher operating pressure by pressurization of the working gas must
be accomplished. This certainly requires a perfectly sealing system of gas inside the
engine in both working and bounce spaces. There are at least two seals on pistons
in a single acting machine including rod seal in some cases. However, leakage and
loss in operating cost and power are unavoidable since seals always wear off under
moments of forces from the touching parts, especially when unbalanced force exits at
the seal between dynamic pistons and cylinder wall during operation. To get seal that
is more effective is not possible due to material limitation. Instead of seal replace-
ment, more seal protection is important. Finding the major cause of seal problem is
really needed. Rolling seal was introduced in rhombic drive Stirling engine. Such
driving mechanism provides balanced force on both rods and pistons in beta type
configuration. However, crank-slider mechanism is mostly used in driving Stirling
engine. Oscillation of connecting rod causes imbalance. Peripheral force acting on
seals can be eliminated and balanced by linear sliding motion of both piston and
rod. Therefore, to lengthen service life and improve engine efficiency, a strategy to
mitigate the sealing problem is proposed in this research work by redesigning the
mechanical parts and linkage of alpha type Stirling engine using kinematic inversion
concept.

2 Ross Yoke Redesign and Analysis

Effects of generalmotion, a combination of translation and rotation, of the connecting
rods on seals are depicted in Fig. 5. The traditional Ross yoke has four pin joints.
One joint is pinned the yoke to the crank shaft and rotated circularly around the crank
shaft as shown in Fig. 5a. During the yoke oscillation, the other two joints, which are
attached to the piston rods, move in general motion as demonstrated in Fig. 5b. The
translation and rotation of the con rods result to periodic side force acting on piston or
rod seal as depicted in Fig. 5c. Such fatigue loading causes wear and damage on seal.
Finally, leakage is introduced decreasing engine performance and stopping engine
operation. This effect requires more maintenance and seal replacement frequently
because of shorter lifetime of sealing.
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2.1 Ross Yoke Modification

To increase power output from the Stirling engine, one way that can be immediately
done is to pressurize the engine. However, pressurized engine may encounter the
seal problem. At least two piston seals are required. Rod seal is required when
the displacer rod passes through the piston. However, oscillation of the piston rods
creates side force on piston and seal. Therefore, decreasing peripheral force can be
achieved by maintaining equilibrium lateral force by linear motion of the piston rod.
Like Scotch yoke mechanism, known as slotted link mechanism, it gives advantage
on absence of lateral force on the slider because of straight reciprocating motion as
shown in Fig. 6a.
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Using the concept of Scotch yoke mechanism can obtain linear motion of the
piston rod (4) by coupling with a slot that engages a pin on the rotating part (2).
Therefore, the original Ross yoke part was redesigned and modified. Kinematic
inversion is introduced. In Fig. 6b, pin coupling with rolling bearing is attached on
piston rod end to eliminate rod rotation. Slot groove for rolling pin dwelling are
conformed on the yoke instead of piston rod as depicted in Fig. 6c. Hole of the pin
joint on the common Ross yoke is replaced by slot groove for pin sliding.

Constraint pin joints on the typical Ross yoke as in Fig. 7a causing piston rods
oscillation are inverted to confine the piston rods in straight reciprocation by letting
pin joints slide in slot instead as shown in Fig.7b. The original Ross yoke and the
redesigned Ross yoke are represented in Fig. 8. The designed engine with modified
Ross yoke is depicted in Fig. 9.
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(a) Designed engine (b) Modified Ross yoke components

Fig. 9 Designed engine with yoke modification

Table 1 Symbols used for calculations

Symbols Parameter name Unit

X Displacement in x direction mm

Y Displacement in y direction mm

R Crank radius mm

θ Crank angle radian

b1, b2, b3 Geometry on Ross yoke mm

V Volume m3

T Temperature K

W Work J

n Engine speed rps

S, B, a, c Parameter

Subscripts

R Regenerator

E Expansion

D Dead (Volume)

S Swept (Volume)

p piston

d displacer

2.2 Geometry and Power Analysis

Mechanical inversion of theRossmechanism is used to restrain the piston rodmoving
in a straight line in order to achieve balanced force on piston seal. Therefore, the
displacement of pin joints attached in piston rods on yoke is evaluated numerically
in order to find the slot joint dimension. Tables 1 and 2 show symbols and engine
specifications.
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Table 2 Engine dimensions Geometric parameters Values

Crank radius (r) 7.6 mm

b1 29 mm

b2 29 mm

b3 41.01 mm

Diameter of piston (dp) 38.75 mm

Diameter of cylinder (dc) 39.05 mm

Regenerator volume (Vr) 6 cm3

b1

r
θ

Ye

XcXe

Yc

Fig. 10 Yoke geometry and parameter

Numerical analysis of an original Ross yoke mechanism in Fig. 10 can be formu-
lated by using these components and parameters, OHIO University [8]. According
to the original Ross yoke mechanism, displacements of displacer and power piston
in y-axis are defined in expansion space (yE) and compression space (yC) in Eqs. (1)
and (2), respectively. Operating conditions are described in Table 3.

YE � [
r
(
sin θ + b2

/
b1 cos θ

)]
+ bθ (1)

YC � [
r
(
sin θ − b2

/
b1 cos θ

)]
+ bθ (2)

where bθ �
√
b21 − (r cos θ)2

2.2.1 Motion Verification

In order to test the redesign concept, motions of the piston rods on both typical
Ross yoke mechanism and the modified one were observed and visualized by engine
animation as in Fig. 11. Using the reference line to represent cylinder center line as
the guide line in comparison to the axial line of piston rod, it can be seen that the
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Table 3 Operating conditions of the modified Ross yoke Stirling engine

Type and operating conditions Values/type

Engine type Alpha

Fuel LPG

Working fluid Air

Coolant Water

Mean engine pressure 101.325 kPa

Expansion Temperature (TH) 923 K

Compression Temperature (TC) 350 K

Reference line

Piston Rod line Piston Rod line

Fig. 11 Visualization of piston rod line with respect to the reference line

engine with the original Ross yoke has a gap between centerline of the piston rod
while themodification Ross yokemaintains the coincide line between cylinder center
line and rod line. The axial offset on the original Ross yoke reveals that the piston
rod vibrates which causes side force on piston and seal while that of the modified
Ross yokemoves in concentric and balanced direction. Hence, the adapted Ross yoke
provides no lateral force on piston and seal.

2.2.2 Position Analysis and Groove Length of the Slot-Joints

Before conversion of a typical Ross yoke, lateral vibration of pin joints connecting
piston rodswas numerically investigated.Graphic position analysiswas conducted by
the vector loop-closure for the original Ross yoke presented in Fig. 12 and evaluated
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Fig. 12 Vector diagram on
Ross yoke mechanism

Y (Ross yoke)

d
 (displacer)

p
 (power piston)

R
θ

Ryp

Rxp

Ryd

Rxd x

y

by Eqs. (3) and (4). Figure 13 presents the variation of lateral displacement of pin
joints on the original Ross yoke along x axis in range of 5 mm each.

Length of two slot grooves must be sufficient for sliding pins in both right and
left hand sides during the yoke oscillation. The identical grooves of 10 mm length
were designed on the modified Ross yoke as shown in Fig. 14.

⇀

Rxd +
⇀

Ryd � ⇀

R +
⇀

RYd (3)
⇀

Rxp +
⇀

Ryp � ⇀

R +
⇀

RY p (4)

2.2.3 Displacement of the Expansion and Compression Spaces

Expansion and compression pistons are reciprocated in engine cylinders. The piston
displacements in y direction along hot and cold cylinders with the variation of crank
angle were calculated and plotted as shown in Fig. 15. Piston stroke can be derived
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Fig. 13 Horizontal
displacement of pin joints

Fig. 14 Modified Ross yoke
and groove length

Groove length

from the displacement relationship. The piston stroke, therefore, is 21.6 mm and the
hot piston displacement (YE) leads the cold piston displacement (YC) with 80° phase
angle.

2.2.4 Engine Work and Power

Work produced by the engine can be calculated from P-V diagram and average power
also derived by quotient of work by period. The Schmidt theory for Stirling engines
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Fig. 15 Piston displacements in expansion and compression spaces with crank rotation

was presented by Hirata [9]. The indicated energy per one cycle of the engine, Wi,
is derived by Eq. (5). Parameters a, c, B and S can be found in Eqs. (6)–(9). Rations
of swept volumes, v, and temperatures, t, are expressed in Eqs. (10)–(11).

Wi � PmeanVEπc(1 − t) sin a

1 +
√
1 − c2

(5)

a � tan−1 v sin dx

t + cos dx − 1
(6)

c � B
/
S (7)

B �
√
t2 + 2tv cosφ + v2 (8)

S � t + 2t XDE + (4t XR/1 + t) + v + 2XDC (9)

t � TC
TE

(10)

v � Vc

VE
(11)

The indicated power of the Stirling engine is finally defined in Eq. (4) where n is
the engine speed (rps).

Pi � Wi × n (12)
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Fig. 16 PV diagram with Schmidt’s analysis

The Stirling engine prototype was theoretically investigated using Schmidt’s the-
ory. Work can be evaluated from PV diagram as in Fig. 16. The maximum and
minimum pressures were 169 kPa and 86.4 kPa, respectively. The indicated energy
per one revolution of this engine is 0.743 J. Based on the prototype of Chalermpong
et al. [10], the engine speed of 8 rps and using Eq. (12), the indicated power of engine
is 6 W.

3 Prototype and Testing

For the proof ofmodification of concept device, the prototype enginewith the adapted
Ross yoke was built as shown in Fig. 17a. Assembly of engine and cooling system
are arranged in Fig. 17b. The slot grooves were constructed on the yoke represented
in Fig. 18a and assembled with rolling pins coupling piston rods in Fig. 18b.

3.1 Experimental Set up

Figure 19 shows the engine and experimental set up. The preliminary tests were
conducted in order to verify engine operation. Unpressurized engine was primary
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(a) Prototype engine (b) Prototype with cooling system

Fig. 17 Structure of Ross yoke prototype

(a) Modified Ross yoke (b) Assembly of sliding pin joints

Sliding pin joints

Fig. 18 Slot-pin joints on Ross yoke

investigated. A gas burner was equipped with LPG tank, pressure regulator, and
adjusted valve. Gas flow rate wasmeasured by the gas flowmeter model ST75V. LPG
fueled the engine with 0.6 kg/h. The inlet and outlet temperatures of cooling water
were probedbyK-type thermocouples. Engine speed is detectedbydigital tachometer
for rotational revolution observation. Brake power and torqueweremeasured by rope
brake dynamometer. It consists of a rope wound around the rotating drum attached
to the output shaft. Weight is applied on the opposite direction of flywheel rotation.
One side of the rope is connected to a digital scale and the other side to a loading
device or weight. The power is absorbed in friction between the rope and the drum.

3.2 Experimental Results

The prototype was built and tested for the concept proof of the modified Ross yoke
mechanism. The engine has swept volume of 25 cm3. LPG was fueled at flow rate
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Fig. 19 Rope brake dynamometer test set up on the prototype

of 0.6 kg/h. The ambient air and water are used as the working gas and coolant,
respectively. With the sufficient slot length on a new Ross yoke, the piston rods
inside the engine can be operated in linear motion. Figure 18 shows the variation
of engine power with speed. The variation of power on engine speed is shown in
Fig. 20. Power was increased with a speed of 250 rpm until the maximum power of
0.55 W was achieved at 480 rpm and then reduced with the higher speed.

Figure 21 shows the variation of engine torque with speed. The maximum engine
torques of 0.014 N m at 260 rpm and decrease with increasing of engine speed.

4 Summary and Conclusions

The objective of this modification is to prove that the converted joints on Ross yoke
are working properly. The modified Ross yoke mechanism of an alpha-type Stirling
engine was numerically analyzed for an appropriate length of slot joints yielding
linear translation of piston rods. The numerical results showed that the proper slot
length on the modified Ross yoke part is at least 5 mm each for this engine scale.
The stroke of piston is 21.6 mm. The indicated energy and power using Schmidt’s
theory are 0.743 J and 6W, respectively. The Stirling engine prototype with modified
Ross yoke was tested and engine characteristic and performance were evaluated. The
prototype was heated by LPG burner and cooled by water. The highest power of the
engine was 0.55W at engine speed of 486 rpmwhile the maximum torque was 0.014
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Fig. 20 Power of the engine with speed

Fig. 21 Torque versus engine speed

Nm at engine speed of 260 rpm. The highest engine speed was achieved at 977 rpm.
Both hot and cold piston rods were reciprocated smoothly and in linear motion.
Further experiments on pressurized engine will be conducted in order to investigate
and improve engine performance.
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Part II
Flame and Combustor Dynamics



Dynamic Systems Approach
for Laminar Ducted Flames

Uddalok Sen, Achintya Mukhopadhyay and Swarnendu Sen

Abstract Combustion in physical systems is always affected by dynamic
instabilities, most of them being of thermoacoustic origin. The interaction of the
acoustics of the flame enclosure and the unsteady heat release from the flame are
responsible for such instabilities. During such unstable operation, the flame often
changes its dynamic state, with transition across several dynamic states being also
quite common. The present chapter presents a brief review on the recent develop-
ments of dynamic systems approach applied to laminar ducted flames. The different
tools of nonlinear time series analysis that are commonly used for this purpose have
been described. Representative case studies of the technique applied to ducted non-
premixed, premixed, and inverse diffusion flames have been presented. Finally, the
promising nature of the complex networks-based approach for dynamic characteri-
zation of combustion systems has been highlighted.

1 Introduction

Combustion is the most widely used source of energy in the industrial world, it being
the primary heat release mechanism in land-based and aviation gas turbines, tanks,
maritime vessels, boilers, and furnaces. Most combustion applications require the
flame to be enclosed by a combustion chamber, which often leads to the coupling
of the heat release from the flame and the chamber acoustics. Such flame–acoustic
interactions lead to self-excited oscillations within the combustor—oscillations that
are detrimental to the performance as well as the structural integrity of the device.

U. Sen
Department of Mechanical and Industrial Engineering, University of Illinois
at Chicago, Chicago, IL 60607, USA
e-mail: uddalok.sen.us@gmail.com

A. Mukhopadhyay (B) · S. Sen
Mechanical Engineering Department, Jadavpur University, Kolkata 700032, India
e-mail: achintya.mukho@gmail.com

S. Sen
e-mail: sen.swarnendu@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
A. K. Runchal et al. (eds.), Energy for Propulsion, Green Energy and Technology,
https://doi.org/10.1007/978-981-10-7473-8_5

97

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-7473-8_5&domain=pdf


98 U. Sen et al.

Fig. 1 Positive feedback loop established between duct acoustics and unsteady heat release results
in the increase in amplitude of the vibrations, as predicted by the Rayleigh criterion. The figure has
been reproduced, with permission from [7]

Researchers have studied combustion instabilities in land-based gas turbines [1],
aeroengines [2], premixed gas turbine combustors [3], aeroengine afterburners [4,
5], rocket motors [6], ramjets [7], boilers, and furnaces. Lord Rayleigh [8] postu-
lated that an unsteady heat release in phase with the chamber acoustics increases the
amplitude of the acoustic vibrations. In a practical situation, an unsteady heat release
is commonly caused due to local changes in the fuel–air ratio [3] and/or hydrody-
namic instabilities [9, 10]. Both these factors, however, can be affected by acoustic
pressure fluctuations. The most general setup used in the laboratory scale for study-
ing thermoacoustic oscillations is the ducted flame, where a flame is enclosed by a
coaxial cylindrical duct—the duct mimicking the chamber. A positive feedback loop
(Fig. 1) is established when a flow or combustion process couples with one or more
modes of the duct acoustics [11], which leads to self-sustained pressure oscillations
of large amplitudes [12].

Nonlinear interactions between acoustics and the flame cause thermoacoustic
instability [13], which justifies the use of tools of nonlinear dynamics for the study of
combustion instabilities. However, the combustion process itself is highly nonlinear,
with the difficulties of computation being compounded several folds for turbulent
flames. The propagation velocity for a laminar flame is governed by the thermal and
chemical properties of the reactants, whereas for a turbulent flame, in addition to
those two factors, the flame propagation velocity depends on the character of the
flow as well [14]. Hence, as a starting platform, researchers [15, 16] have focused
on the dynamic characteristics of the flame–acoustic interaction of laminar flames in
the presence of an enclosing duct. One advantage of laminar flames is the absence
of inherent fluctuations of turbulent flows, which simplifies the characterization of
the system dynamics. However, studies [17, 18] also exist where the same tools
have been used for analyzing turbulent combustion and spray combustion [19] in
the laboratory scale. Moreover, dynamical systems analysis has also been employed
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for investigating the dynamic characteristics of thermal pulse combustors [20, 21]
and detonations [22], which highlights the versatility of such an approach. The tools
being referred to here are extremely robust, and besides theoretical studies [23, 24],
they have been shown to perform exceptionally well for experimental combustion
systems [25–27] also. Several review articles [6, 12, 28–30] already exist in the
literature that highlight the salient developments in this field.

In the present chapter, a brief review on the developments of dynamical sys-
tems analysis applied to laminar ducted flames is presented. The next section is an
introduction into the various commonly used tools of nonlinear time series analysis,
followed by a section on some representative case studies of non-premixed, pre-
mixed, and inverse diffusion flames. The chapter finally concludes by summarizing
the key findings and also highlighting an emerging direction in the application of
dynamics systems analysis to combustion systems—the complex networks-based
approach.

2 Nonlinear Time Series Analysis

Nonlinear time series analysis, an essential toolbox of dynamical systems analysis,
has been used for several years in studying combustion systems. Linearmethods such
as autocorrelation and power spectra often fail to reveal any significant information
about the underlying physics of the system. Nonlinear time series analysis, on the
other hand, projects the entire dynamics of the complex system onto the phase space
or the state space. Certain invariants are calculated based on the projection that
allows one to form an idea of the dynamical system and also sheds light on the
governing equations [31]. The only limitation of such methods is the requirement of
determinism,which canbe easily tested using establishedmethods [32]. In the present
section, some of the predominant tools of nonlinear dynamics used for studying
laminar ducted flames have been introduced.

2.1 Phase Space Reconstruction

The primary requisite of using nonlinear time series analysis is to represent the
time series data into an appropriate phase space. However, two major roadblocks for
such representation, particularly for experimental data, are the lack of the knowl-
edge of the number of governing variables or degrees of freedom of the system,
and the extreme cost of sensors and data acquisition systems to experimentally mea-
sure each of those variables [33], if at all possible. Takens’ embedding theorem
[34] provides an effective work-around by allowing one to use the time series of a
single experimentally observed variable to reconstruct the dynamics of a multidi-
mensional, multivariable system. The phase space is reconstructed first by forming
a vector x(t), x(t + τ), x(t + 2τ), . . . , x(t + (dE − 1)τ ) from the time (t) series
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of the experimentally observed variable, x . The optimum delay time, τ , and the
embedding dimension, dE , are the two unknowns in the above reconstruction. Sev-
eral methods exist for the determination of the optimum time delay—the two most
popular being the autocorrelation function [35] and the average mutual information
[36]. The autocorrelation function is defined as

CL(τ ) =
1
N

∑N
m=1(x(m + τ) − x̄)(x(m) − x̄)

1
N

∑N
m=1(x(m) − x̄)2

(1)

where N is the total number of data points in the time series and x̄ = 1
N

∑N
m=1 x(m).

The optimum time delay, τ , is determined by the first value of τ at which the auto-
correlation function vanishes. The average mutual information, on the other hand, is
calculated as

I (τ ) =
N∑

i=1

P(xi (t), xi (t + τ))log2
P(xi (t), xi (t + τ))

P(xi (t))P(xi (t + τ))
(2)

where each time delayed vector is considered as an experiment with the individual
probabilities P(xi (t)), P(xi (t + τ)) and the joint probability P(xi (t), xi (t + τ))

being calculated. The optimum delay time, τ , corresponds to the location of the first
minimum of I (τ ).

Phase space reconstruction is essentially the mapping of the original multidi-
mensional phase space onto a subspace of reduced dimensions such that the system
invariants remain constant. However, such reconstruction is always governed by the
optimum time delay and the embedding dimension. Two popular methods for deter-
mination of the embedding dimension are the Grassberger–Procaccia algorithm [37]
and the method of false nearest neighbors [38]. The Grassberger–Procaccia algo-
rithm proceeds by first calculating the correlation integral. The neighboring vectors,
x( j), of every vector, x(i), within the m-dimensional hypersphere of radius ε are
identified, and the correlation integral is calculated as

Cm(ε) = 1

N 2

N∑

i, j=1
i �= j

H(ε − ||xi − x j ||) (3)

where H(·) represents the Heaviside function and ||xi − x j || denotes the Euclidean
distance between the two vectors x(i) and x( j). The correlation integral, Cm(ε),
scales with the hypersphere radius, ε, asCm(ε) ∼ εDC (m), where DC(m) corresponds
to the correlation dimension for the chosen dimension m. Hence, the correlation
dimension can be obtained as
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DC(m) = lim
ε→0

logCm(ε)

logε
(4)

DC(m) is plotted againstm, and the value ofmwhere DC (m) saturates is identified
as the embedding dimension dE . The method of false nearest neighbors, on the other
hand, is based on the fact that the unfolding of an attractor onto a subspace having
dimension less than dE results in false crossing of trajectories, leading to a large
number of false nearest neighbors. A gradual increase in the subspace dimension
results in a decrease of the false nearest neighbors until at a particular dimension, the
percentage of false nearest neighbors becomes zero. That dimension is chosen to be
the embedding dimension of the time series.

2.2 Determination of Chaos

Thermoacoustic oscillations often exhibit chaotic behavior [39], where the dynam-
ics of the system are extremely sensitive to initial conditions. It is often useful to
determine whether a time series relates to chaotic behavior or not, and if so, what
is the route to chaos that the system follows. A fractional value of the correlation
dimension obtained from the Grassberger–Procaccia algorithm confirms the pres-
ence of a strange attractor, with only the possibility of the system actually exhibiting
chaotic dynamics. Confirmation of chaotic behavior of a time series can be achieved
by calculating its Lyapunov exponents [40]. The Lyapunov exponents measure the
exponential divergence, in time, of two neighboring phase space trajectories, and a
positive value implies that the two trajectories, in fact, diverge from each other as time
progresses, thus indicating chaotic behavior. The average separation between neigh-
boring trajectories in the reconstructed phase space is calculated, and an exponential
trend is searched for in the average separation. The average separation, calculated as
a function of the temporal separation Δn, is given by [41]

S(Δn) = 1

τ

τ∑

t=1

log

⎛

⎝ 1

|Ut |
∑

i∈U t

|xt+Δn − xi+Δn|
⎞

⎠ (5)

whereUt denotes the neighborhood of any point xt in the phase space. The maximal
Lyapunov exponent is obtained by noting the slope of the variation of S(Δn)withΔn.
Another confirmatory test for the detection of chaos is the so-called 0 − 1 test [42],
which is not based on phase space reconstruction. The interested reader is referred
to articles [43, 44] for the implementation of 0 − 1 test to experimental data.
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2.3 Recurrence Quantification Analysis (RQA)

Recurrence is inherently observed in any deterministic system and can be further
utilized for its dynamical characterization. Recurrence plots [45] can be useful visual
aids for estimation of the time instants at which a trajectory revisits approximately
the same area in the vicinity of reconstructed phase space. The recurrence matrix,R,
is defined as a binary matrix whose elements, Ri j , are equal to 1 if xi is a neighbor
of x j , and 0 otherwise. This can be expressed mathematically as [46]

Ri j = H(δ − ||xi − x j ||) i, j = 1, 2, . . . , M (6)

where M = N − dEτ fs corresponds to the total number of data points in the recon-
structed phase space, δ corresponds to the maximum distance between any two
recurrent data points, and fs is the sampling rate of data acquisition. R, therefore,
is a square symmetric matrix with all its elements either 0 or 1. For visual repre-
sentation of the recurrence matrix in the form of the recurrence plot, the zeros are
represented as white dots and the ones are represented as black dots. It is to be noted
here that Rii = 1 due to self-recurrence, thus making the principal diagonal of any
recurrence plot to be composed solely of black dots. Thus, the principal diagonal,
in the context of recurrence plots, is also known as the Line of Identity (LOI). For
a purely periodic signal, the recurrence plot consists of equispaced diagonal lines
parallel to the LOI, with the horizontal or vertical spacings between the lines being
representative of the time period. On the other hand, lines parallel to the LOI having
unequal spacings represent quasiperiodic systems [47]. Disconnected short segments
represent aperiodic behavior stemming from noise or chaos, while the vertical lines
denote intermittent steady behavior or ‘laminar’ states [48]. RQA has been shown to
be effective for a diverse range of applications such as flow identification in multi-
phase systems [49–51], analysis of financial markets [52, 53], in biomedical systems
[54, 55], and modeling game sports [56]. Recurrence quantification has been used
in experimental combustion studies by various researchers as well [57–64].

Recurrence quantification measures are metrics based on the line structures in the
recurrence plots, which often reveal significant features about the dynamical system.
The commonly used RQA measures are [46]:

Recurrence rate (RR):

RR = 1

M2

M∑

i, j=1

Ri j (7)

The density of the black dots in the recurrence plot is denoted by the recurrence
rate, which is indicative of the recurrence in the phase space.



Dynamic Systems Approach for Laminar Ducted Flames 103

Determinism (DET):

DET =
∑M

l=lmin
l P(l)

∑M
i, j=1 Ri j

(8)

The fraction of recurrence points that form diagonal structures in the recurrence
plot is given by the measure determinism, and it directly correlates to the periodic
behavior of the system. P(l) denotes the number of diagonal lines of length l, and
the minimum number of consecutive points that form a diagonal line is denoted by
lmin .

Average diagonal line length (L):

L =
∑M

l=lmin
l P(l)

∑M
l=lmin

P(l)
(9)

The average time that two segments of a trajectory remain in proximity of each
other can be estimated by the average diagonal line length. The divergence of trajec-
tories is inversely related to the length of the diagonal line, which implies that the
Lyapunov exponent is proportional to the inverse of the diagonal line lengths [16].
Hence, a decreasing L would signify gradually increasing chaotic behavior.

Laminarity (LAM):

L AM =
∑M

v=vmin
vP(v)

∑M
v=1 vP(v)

(10)

The relative proportion of recurrence plots forming vertical structures is given by
laminarity.Vertical structures are indicative of close proximity of states at consecutive
time instants, which points to the presence of laminar states or intermittency. The
notations indicate the same corresponding quantities for the vertical lines as the
formulation for determinism.

Trapping time (TT):

T T =
∑M

v=vmin
vP(v)

∑M
v=vmin

P(v)
(11)

Trapping time quantitatively estimates the average duration that the systems spend
at a particular state, and is also representative of the average length of the vertical
structures in the recurrence plot.

Entropy (ENT):

ENT = −
∑M

l=lmin

P(l)log(P(l)) (12)

Entropy is based on the Shannon information entropy and reflects upon the com-
plexity of the recurrence plot.
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3 Case Studies

Some representative cases of dynamical systems analysis applied to the three major
types of flame used in the literature are presented in this section. We discuss the
non-premixed flames first, which is still the predominant mode of combustion in the
industry, followed by the premixed or lean premixed flame, and finally the inverse
diffusion flame—a flame whose hybrid nature is the reason behind its recent growth
in popularity.

3.1 Non-premixed Flames

Non-premixed or diffusion flames are the predominant types of flame used in prac-
tice. Their high stability and relatively large operating limits make them attractive for
applications where reliability is paramount. The existing literature [24, 65, 66] on
thermoacoustic instabilities of ducted non-premixed flames suggests that such flames
indicate several interesting dynamical features such as limit cycles and Hopf bifur-
cations [67]. In this context, Balasubramanian and Sujith [23], through a modeling
approach, identified the presence of non-normality in the thermoacoustic oscilla-
tions of ducted laminar non-premixed flames and highlighted its consequences. A
two-dimensional non-premixed flame in the Burke–Schumann configuration [14]
was considered, with the combustion being modeled using the infinite rate chem-
istry thermodiffusive model [68], where the flame is considered as a thin sheet.
The detailed problem geometry can be found in [23]. Duct acoustics was modeled
as a one-dimensional field, and the heat release was obtained by solving for the
Schvab–Zeldovich variable [14]. The Schvab-Zeldovich variable is governed by an
advection–diffusion equation, the operator of which is known to be non-normal [69,
70]. A non-normal operator and its adjoint do not commute [71] and have non-
orthogonal eigenvectors, which leads to transient growth of oscillations in the short
term before they eventually decay in the long term. Linear stability analysis fails
to predict stable operation limits in case of non-normal systems [72], where non-
linearity closes the system feedback loop by converting a part of the system output
into input [73]. Non-normality in physical systems is not uncommon and has been
also observed in case of instability of magnetic plasmas [74], formation of cyclones
[75], and in transition to turbulence [73]. The Galerkin technique [76] was used
to convert the partial differential equations in their system to ordinary differential
equations, and the fourth-order Runge–Kutta scheme was used to numerically solve
them. The linearized evolution equations were found to be non-normal, and they
yield non-orthogonal eigenvectors responsible for transient growth.

The acoustic modes were found to be orthogonal in an isothermal situation. How-
ever, in the presence of combustion, velocity perturbations result in unsteady combus-
tion,which in turn instigate acoustic oscillations.The in-phasemodeof acoustic oscil-
lations is driven by combustion oscillations, as defined by the Rayleigh criterion [8].
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However, the phase lag between these two oscillations is not constant and evolves in
time depending upon the phase lag between the two said fields at some earlier time.
Hence, the mode which is excited at a particular instant of time depends upon some
other mode that was excited at an earlier time, leading to the non-orthogonal behav-
ior of the eigenmodes. The authors attributed the non-normality of the combustion
process to entropy disturbances moving from regions of high entropy to low entropy.
Moreover, the system was found to be non-normal in addition to it being nonlinear.
This indicates that even if individual eigenvalues indicate linear stability, the system
as a whole may not be so.

The time evolutions of the non-dimensional acoustic velocity (u′) and the non-
dimensional heat release rate (Q′) for a casewhere the initial conditions lead to decay
of oscillations have been presented in Fig. 2a and 2b, respectively. The waveforms
clearly indicate that although there are instances of transient growth, those are not
strong enough to trigger nonlinearities. The phase portrait (Fig. 2c) represents an
inward spiral, which points to an almost linear response of the heat release rate to
the velocity fluctuations. The elliptical shape also indicates the presence of a phase
difference. For a different set of initial conditions, the time evolutions of the non-
dimensional acoustic velocity and the non-dimensional heat release rate are shown
in Fig. 2d and Fig. 2e, respectively. The situation is entirely different in this case
compared to Fig. 2a, b. The transient growth occurring in this case is strong enough
to trigger the nonlinear instabilities, which leads to growth of oscillations. The phase
portrait (Fig. 2f) exhibits fractal behavior with folds, similar to the Rössler bands
[67]. Such folds were also observed for premixed flames by Fichera et al. [77].
One must mention in this situation that classical linear stability analysis based on
the eigenvalues would have shown all the eigenmodes of the coupled system to be
stable.

Orthogonal eigenmodes do not exchange energy among themselves, but non-
normal systems do redistribute energy among the various modes since the modes
interact with each other. The time evolution of the dimensionless acoustic velocity
is shown for a particular case in Fig. 3a. The projections of the acoustic energy onto
the first three Galerkin modes are shown in Fig. 3b–d. The decay of energy of the
first mode coincides with the injection of energy onto the second and third modes.
After sufficient exchange of energy in this direction, the second and third modes
inject energy back into the first mode, resulting in growth of energy of the first
mode. This phenomenon is known as ‘bootstrapping’ and has been observed in the
context of turbulence [73, 78]. Balasubramanian and Sujith [23] also investigated the
evolution of thermoacoustic oscillations in the presence of acoustic damping. The
damping model proposed byMatveev [79] was used, and it was shown that triggered
oscillations also grow initially in the presence of damping but ultimately saturate,
whereas un-triggered oscillations decay when damped.

Triggering is, in fact, quite common in experimental combustion systems, which
occurs when a combustor operating in an otherwise stable regime exhibits self-
sustained oscillations in the presence of small finite amplitude perturbations. In the
context of dynamic systems, this phenomenon is termed as triggering instability
or subcritical transition to instability. For any system that exhibits such triggering



106 U. Sen et al.

Fig. 2 Evolution of a acoustic velocity, b heat release rate, and c phase portrait when the initial
conditions correspond to decay of oscillations; the evolution of d acoustic velocity, e heat release
rate, and f phase portrait when the initial conditions correspond to growth of oscillations. The
figures have been reproduced, with permission from [23]

instability, there exists a threshold amplitude of perturbation (‘triggering amplitude’),
belowwhich the system asymptotically approaches a stable state and abovewhich the
system exhibits self-sustained oscillations. Kim and Hochgreb [81] and Noiray et al.
[82] have also observed triggering instabilities in experimental combustion systems,
while Juniper [83] identified that the initial energy required for triggering is signif-
icantly less than the energy of the oscillations itself. Triggering may occur in com-
bustion systems due to the noise within the system itself, termed as ‘noise-induced
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Fig. 3 a Evolution of the acoustic velocity at the flame location with time; b–d the projection of
the acoustic velocity onto the first three Galerkin modes. The figures have been reproduced, without
permission from [23]

triggering’ (NIT). As mentioned before, thermoacoustic systems are inherently non-
normal, which also happens to be an important factor for noise-induced triggering
[84]. Noise-induced triggering in thermoacoustic systems has already been shown
by other researchers [85, 86], where the window of stable operation for a combustor
was found to decrease with increasing noise level [87]. Jegadeesan and Sujith [80]
performed experiments to study the dynamic states associated with noise-induced
triggering in experimental combustion systems. A subwoofer was used to perturb
the fuel flow rate of a ducted laminar non-premixed Burke–Schumann type flame,
the experimental setup being described in detail in [80]. A sinusoidal wave at the
resonant frequency of the system was used as the perturbation field. The bifurcation
diagram of the acoustic pressure (Fig. 4a) clearly indicates the hysteretic behavior of
the system, with the transitions being a subcritical Hopf bifurcation followed by a
saddle-node bifurcation. The oscillating state is a limit cycle, with triggering insta-
bility being observed in the bistable region within the hysteresis loop. The pressure
time series in Fig. 4b clearly highlights the role played by the threshold amplitude
or the triggering amplitude during instability. When the amplitude of disturbance is
below the triggering amplitude, the system asymptotically approaches a stable state,
as evident from the phase portrait (Fig. 4d). The system in this case tries to attain the
threshold loop but only manages to hover in its vicinity before spiralling back to the
fixed point. The oscillations, on the other hand, grow if the system is perturbed at
the triggering amplitude (Fig. 4b). Upon forcing, the systemmigrates from the stable
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Fig. 4 a Bifurcation
diagram for acoustic
pressure; b gray pressure
trace represents system
evolving to a limit cycle,
while black pressure trace
represents system evolving
to a fixed point; c phase
portrait of a system that just
exceeds the triggering
threshold, evolving to a limit
cycle, with ‘ULC’ signifying
unstable limit cycle; d phase
portrait of a system
asymptotically reaching a
stable state. The figures have
been reproduced, with
permission from [80]

fixed point and spirals toward the inner loop in the phase portrait (Fig. 4c) before spi-
ralling out to a stable limit cycle again. Juniper [83] proposed that upon triggering,
a transient growth toward an unstable limit cycle (ULC) is observed before eventual
growth to a stable limit cycle, which also happens to be the case in the experiments of
Jegadeesan and Sujith [80]. The unstable limit cycle lies on the surface of the basin
boundary separating the steady state and the stable limit cycle [88]. An initial per-
turbation outside the basin of attraction forces the system to limit cycle oscillations,
while one within the basin of attraction results in decay of oscillations.
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3.2 Premixed Flames

Although non-premixed diffusion flames are quite robust toward dynamic instabili-
ties, they generate significant amounts of pollutants such as NOx and soot. Increas-
ingly, stringent environmental norms, however, impose strict restrictions on the oper-
ating limits of such flames. The premixed or lean premixed flame provides a viable
alternative since they have significantly lessNOx emissions. However, lean premixed
flames are more prone to thermoacoustic instability and lean blowout [89, 90].

Kabiraj and Sujith [16] experimentally investigated the nonlinear thermoacoustic
oscillations of a ducted conical laminar premixed flame. Details of the experimental
setup and procedure are provided in [16]. The flame location with respect to the
duct was varied, and the pressure oscillations at each location were measured by a
pressure sensor to generate a bifurcation plot (as shown in [16]).

Starting from a steady-state condition, the flame location was gradually varied
and the amplitude of the local maxima of the acoustic pressure time series at each
location is recorded. The reconstructed phase plot (Fig. 5a) having a single loop,
and the frequency spectrum (Fig. 5d) showing a single frequency and its higher har-
monics, confirm limit cycle oscillations. This zone of operation (in terms of flame
position) is denoted as regime ‘A’ in the bifurcation plot. The bifurcation plot shows
that on increasing the flame location to 56.5cm, a subcritical Hopf bifurcation [67]
is observed. At 62cm, another bifurcation occurs, followed by another bifurcation
at 63.5cm. At each of those bifurcations, a spread in the pressure amplitude was
observed, with the width of the spread increasing with each subsequent bifurcation.
The reconstructed phase plot (Fig. 5b) shows a toroidal structure with the trajectory
never returning to the initial state, while the frequency spectrum (Fig. 5e) shows the

Fig. 5 a–c Reconstructed phase space attractor and b–d corresponding frequency spectrum for
regions A, B, and C of the bifurcation plot, as shown in [16]. The figures have been reproduced,
with permission from [16]
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presence of multiple incommensurate frequencies, which indicate that the system
is, in fact, in a quasiperiodic state. A quasiperiodic state emerges from a limit cycle
due to a secondary Hopf bifurcation, also known as the Neimark-Sacker bifurca-
tion [91]. This regime has been referred to as regime ‘B’ in the bifurcation plot
[16]. Beyond 63.5cm, the distribution of the pressure amplitudes on the bifurcation
plot was observed to be highly irregular, and no further bifurcations were observed.
This type of behavior of the flame continued until blowout occurred due to violent
oscillations in the acoustic pressure and the flame. This regime is marked as ‘C’
in the bifurcation plot. Regime ‘C’ is, in fact, characterized by irregular and ‘inter-
mittent’ bursts. The appearance of alternating intervals of chaotic/burst state and
steady/periodic behavior is known in the literature as ‘intermittency’ and has been
observed in other physical systems such as binary fluid convection [92], biochemi-
cal systems [93], coupled neural oscillators [94], and pH oscillators [95]. Moreover,
intermittent behavior has been observed in other combustion studies [96–98] as well.
Pomeau and Manneville [99] classified intermittent behavior into three types based
on the type of transition. A type I intermittency is related to a saddle-node bifurcation,
a type II intermittency is the result of a Hopf bifurcation and is observed in tandem
with the appearance of a quasiperiodic state, and a type III intermittency occurs dur-
ing a reverse period-doubling bifurcation [100]. The frequency spectrum (Fig. 5f)
corresponding to regime ‘C’ of the bifurcation plot shows a broadband spectrum,
while the reconstructed phase space (Fig. 5c) exhibits two dense, concentric disks.
The authors postulated that the trajectories are pushed to the outer disk during the
bursts, followed by a re-injection back into the inner disk. Moreover, since the inter-
mittency was observed as a quasiperiodic attractor disintegrates, the intermittency
was identified to be of type II.

The recurrence plots corresponding to regimes A, B, and C, along with the time
series of the pressure oscillations, have been shown in Fig. 6. The limit cycle oscilla-
tions are representedby equispaceddiagonal lines parallel to theLOI in the recurrence
plot (Fig. 6c), while diagonal lines parallel to the LOI but having unequal spacing
represent the quasiperiodic oscillations (Fig. 6d). Dense black patches signifying the
laminar states are observed in the recurrence plot for the intermittent oscillations
(Fig. 6f). The time series (Fig. 6e) shows laminar states interrupted by oscillatory
bursts, the system dynamics deviating significantly from recurrence during these
bursts. A zoomed-in view of the recurrence plot (Fig. 6g) shows the black patches in
the recurrence plot being composed of kite-like structures, which are indicative of
type II intermittency [101].

Apart from investigating the dynamics of thermoacoustic instability for a single
ducted laminar premixed flame, Kabiraj et al. [39, 102] experimented with multiple
premixed laminar flames enclosed by a duct, the burner configuration being one that
was used by other researchers [82, 103] as well. As the flame position within the duct
was changed, the system was observed to transition from a steady state to a periodic
state via a subcritical Hopf bifurcation. The periodic state underwent a Neimark–
Sacker bifurcation to a quasiperiodic state, which ultimately transitioned to chaotic
oscillations through the Ruelle–Takens route [33, 91, 104], where a quasiperiodic
torus breaks and chaotic oscillations ensue.
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Fig. 6 a Pressure time series and c recurrence plot for limit cycle oscillations; b pressure time series
and d recurrence plot for quasiperiodic oscillations; e pressure time series and f recurrence plot
for intermittent oscillations; g kite-like structures observed in the recurrence plot for intermittent
oscillations. The figures have been reproduced, with permission from [16]
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Kashinath et al. [105] used amodeling approach to investigate the dynamic charac-
teristics of ducted laminar premixed flames. The details of the problem formulation
and solution procedure are provided in [105]. The acoustic field was modeled as
one-dimensional, with the governing equations discretized using the Galerkin tech-
nique. The Matveev model [79] was used for the acoustic damping. The G-equation
approach [14] was used to model the flame. The evolution equations were solved
using aweighted essential non-oscillatory (WENO)fifth-order scheme [106] in space
and a third-order total variation diminishing (TVD) Runge-Kutta scheme [107] in
time. The bifurcation diagram of the dimensionless acoustic velocity (u f ) as the
dimensionless flame location (x f ) is varied as shown in Fig. 7a. The bifurcation
diagram was constructed by time marching simulations with the final state of the
previous simulation being the initial condition for the next one. With decreasing x f ,
the stable fixed point of mode 1 undergoes a subcritical Hopf bifurcation at x f =
0.48 to an unstable period-1 oscillation, which is followed by a fold bifurcation of
the unstable period-1 oscillation to a stable period-1 oscillation. The stable period-1
oscillation then transitions to quasiperiodic oscillations via a supercritical Neimark–
Sacker bifurcation at x f = 0.438, beyond which the mode 1 loses stability (at x f =
0.42). A stable branch of mode 2 commences from a fold bifurcation to period-1
oscillations at x f = 0.456, which further undergoes a supercritical Neimark–Sacker
bifurcation to quasiperiodic oscillations at x f = 0.434. For x f values in the range of
0.415–0.422, the mode 2 branch possesses period-k states, while for 0.347 < x f <

0.415, quasiperiodic oscillations are observed in the system, which transition to
period-1 oscillation at x f = 0.347 via a supercritical Neimark–Sacker bifurcation.
A subcritical period-doubling bifurcation followed by a fold bifurcation to period-2
oscillations at x f = 0.311 results in the system losing stability at x f = 0.289 with an
abrupt end of the period-2 branch. Similar trends were observed at lower values of
x f , with chaotic bands for 0.03 < x f < 0.1 and 0.27 < x f < 0.295.

The dimensionless time (t) evolutions of the dimensionless acoustic velocity (u f )
and the dimensionless heat release rate (q) are shown in Fig. 7. The system is ini-
tially attracted toward an unstable period-1 oscillatory state in Fig. 7b (30 < t <

60), followed by a repulsion from it, before ultimately being attracted to a period-1
attractor (180< t). In Fig. 7c, an unstable quasiperiodic attractor initially attracts the
system (20 < t < 40) before repelling it, with the system finally being attracted to a
period-2 attractor (120 < t). The system is attracted toward a quasiperiodic attractor
in Fig. 7d, while it is first attracted toward an unstable quasiperiodic attractor (15
< t < 35) in Fig. 7e before being repelled from it, and finally being attracted toward
a period-5 attractor (50 < t). Finally, the system tends toward a chaotic attractor in
Fig. 7f.
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Fig. 7 aBifurcation diagramwith flame position as the control parameter, with salient features such
as stable fixed point (FP), stable period-1 oscillations (P1), period-2 oscillations (P2), frequency-
locked or period-k oscillations (FL), quasiperiodic oscillations (QP), and chaotic oscillations (CH)
labeled; time series of velocity and heat release rate for b period-1 oscillations, c period-2 oscil-
lations, d quasiperiodic oscillations, e period-k oscillations, and f chaotic oscillations. The figures
have been reproduced, with permission from [105]

3.3 Inverse Diffusion Flames

The high emissions associated with diffusion flames and the relatively unstable oper-
ation of premixed flames have led to an impetus on the research on inverse diffusion
flames, where a central air jet is surrounded by a coaxial fuel jet. The literature [108,
109] bears testimony to the fact that inverse diffusion flames have much less NOx
and soot emissions, like a premixed flame, in addition to it having a wide stability
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range and adjustable flame lengths, akin to normal diffusion flames. Higher tem-
peratures [110] and lower soot emissions [111], as compared to normal diffusion
flames, have also been observed for inverse diffusion flames. These advantages have
led to the inverse diffusion flame being used nowadays in rocket engines and staged
combustion systems.

Fig. 8 (a1) Audio signal, (inset) high magnification, (a2) frequency spectrum, (a3) reconstructed
phase portrait, (a4) recurrence plot, (inset) highmagnification, (a5) frequency distribution of vertical
lines in the recurrence plot at x = 24cm andφ = 0.86; (b1) audio signal, (inset) highmagnification,
(b2) frequency spectrum, (b3) reconstructed phase portrait, (b4) recurrence plot, (b5) frequency
distributionof vertical lines in the recurrence plot at x = 36cmandφ =0.86; (c1) audio signal, (inset)
highmagnification, (c2) frequency spectrum, (c3) reconstructed phase portrait, (c4) recurrence plot,
(inset) high magnification, (c5) frequency distribution of vertical lines in the recurrence plot at
x = 50cm and φ = 0.86. The figures have been reproduced, with permission from [98]
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Fig. 9 Variation of I: recurrence rate, II: average diagonal line length, III: determinism, IV:
laminarity, and V: trapping time with x ; a, b, and c indicate the recurrence plots at the instants
shown in the error bars. The figures have been reproduced, with permission from [98]
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A recent study [98] investigated the dynamic characteristics of a laminar ducted
inverse diffusion flame. The flame location (x) relative to the duct at a fixed global
equivalence ratio (φ) and the flame equivalence ratio at a fixed flame position were
varied, and tools of nonlinear time series analysis were employed on the acoustic
signal captured from the system. For x < 30cm, the sound emitted from the flame
comprised of broadband noise, with the waveform (Fig. 8a1) comprising of both
low and high amplitude oscillations characteristic of intermittent systems. The fre-
quency spectrum (Fig. 8a2) shows three significant peaks at 100, 237, and 422Hz.
A theoretical analysis along the lines of [76, 112] was performed by the authors,
and it was found that the 100Hz frequency corresponds to the first isothermal eigen-
frequency of the duct acoustics, while the 237Hz signifies the first non-isothermal
(in the presence of combustion) eigenfrequency, and the 422Hz being the second
non-isothermal eigenfrequency. The non-isothermal eigenfrequency appearing in the
frequency spectrum is clear signs of flame–acoustic coupling being established. The
reconstructed phase portrait (Fig. 8a3) points to the presence of a homoclinic orbit
[33], which is formed when the stable and unstable manifolds of a system inter-
sect. Homoclinic orbits are commonly observed in intermittent systems [113, 114]
and are characterized by switching from one periodic orbit to another as the system
evolves. Nair and Sujith [115] had also observed homoclinic orbits in experimental
combustion systems having intermittent behavior, which is not surprising as these
orbits appear in situations where there are phenomena that evolve over multiple
time scales, and a flame exhibiting thermoacoustic oscillations clearly satisfies that
condition. For such a flame, the acoustic field evolves in a time scale governed by
the speed of sound, while the hydrodynamic field operates over multiple different
time scales governed by the underlying flow phenomena. These two fields, however,
exhibit weak coupling in the x < 30cm operating range, leading to the homoclinic
orbit. Confirmatory tests for the presence of a homoclinic orbit exist in the litera-
ture, one such being based on the passage time of trajectories near the saddle point.
In case of a homoclinic orbit, given an initial distribution of points near the saddle
point, the passage time will always adhere to a skewed distribution with an exponen-
tial tail [116, 117]—the aforementioned behavior being independent of the initial
distribution of points [118]. For an experimental time series, the distribution of the
lengths of the vertical lines in the recurrence plot directly correlates with the passage
time of trajectories [115]. The recurrence plot (Fig. 8a4) for x = 24cm at a global
equivalence ratio (φ) of 0.86 shows dense black patches corresponding to the ‘lam-
inar’ states [48], and the dense black structure on a significantly lighter structure
also signifies either type II or type III intermittency. The frequency distribution of
the vertical lines in the recurrence plot (Fig. 8a5) is skewed with an exponential tail,
which confirms the existence of homoclinic orbits and also the presence of a type II
or type III intermittency [101], as reported by other researchers as well [119, 120]. It
is important to note in this context that the vertical lines in the recurrence plot would
follow a bimodal distribution in case of a type I intermittency [121, 122]. Moreover,
the black patches in the recurrence plot are observed to have perforated upper and
right edges, thus confirming the intermittent behavior to be of type II [115]. For x in
the range of 30–46cm, a drastic change in the flame behavior was observed, with the
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sound emitted being a sharp tone of distinct frequency as opposed to a broadband
noise. The strong flame–acoustic coupling results in a periodic acoustic signal in
this regime (Fig. 8b1), with the instability-generated 237Hz frequency dominating
over the cold natural frequency of 100Hz in the frequency spectrum (Fig. 8b2). A
limit cycle with large width of periodic orbits, often observed in experimental peri-
odic signals [59], is observed in the reconstructed phase portrait (Fig. 8b3), and the
equispaced parallel diagonal lines in the recurrence plot (Fig. 8b4) also attest to that
fact. The strong flame–acoustic coupling was observed to disappear for x > 46cm,
with the waveform (Fig. 8c1) suggesting intermittent behavior. In addition to the cold
natural frequency (100Hz) and the instability-generated frequency (237Hz), another
significant peak at 155Hz is observed in the power spectral density plot (Fig. 8c2),
which suggests quasiperiodic behavior as a result of a Neimark–Sacker bifurcation
(since quasiperiodic behavior emerges from a limit cycle oscillation). The phase plot
(Fig. 8c3) depicts an experimental quasiperiodic system, and the frequency distribu-
tion of the vertical lines in the recurrence plot (Fig. 8c5) confirms the intermittent
behavior to be of either type II or type III. A similar behavior of the flame was
observed by the same group when the global equivalence ratio of the flame, at a fixed
flame position, was changed by varying either the air flow rate [98] or the fuel flow
rate [64].

Sen et al. [98] used the different RQA measures to quantitatively differentiate the
dynamic states. The variation of the differentRQAmeasureswith x is shown in Fig. 9.
As expected, measures based on the diagonal lines (DET and L) assumed lower
values for the intermittent regimes and higher values for the limit cycle oscillation.
On the other hand, L AM and T T are based on the length of the vertical lines and
assumed higher values in the intermittent regimes as compared to the periodic regime.
A similar trend was observed for the RQA measures when φ was varied instead of x
[98]. The drastic difference in the RQA values between the intermittent regimes and
the periodic regimes indicates that the different RQAmeasures can be quite effective
precursors for the onset of thermoacoustic instability.

4 Summary and Future Directions

In this chapter, an overview of dynamical systems analysis applied to laminar ducted
flameswas presented. Enclosed flames are ubiquitous in themodern industrial world,
and the ductedflame is a reasonably good laboratory scale approximation for studying
the dynamics. A brief review of the different tools of nonlinear time series analysis
was provided, followed by specific case studies of laminar ducted non-premixed,
premixed, and inverse diffusion flames. Several interesting and diverse dynamical
features were observed such as limit cycles, bifurcations, quasiperiodicity, intermit-
tency, homoclinic orbits, and chaos. The usefulness of recurrence plots and recur-
rence quantification analysis for the detection of thermoacoustic instability was also
highlighted.
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In the context of discussing dynamical systems analysis, it is worthwhile to men-
tion complex networks [123] and their effectiveness for the identification of different
dynamical states. Physical systems are inherently complex, but diverse systems are
capable of showing the same dynamical features. These complex systems are com-
posed of several individual components, and the complex networks approach focuses
on how these different components interact with each other. Researchers have shown
that complex networks can be used for detection of dynamical features in biomed-
ical applications [124, 125], World Wide Web networks [126, 127], power grid
networks [128, 129], to distinguish various regimes of turbulent jet flow [130], and
to characterize energy dissipation in fully developed turbulence [131]. A recent study
[132] has also shown that ε-recurrence networks, which are based on the adjacency
matrix (adjacency matrix = recurrence matrix − identity matrix of same order), are
extremely robust in terms of identifying dynamical features from a signal in the pres-
ence of noise. The method was able to identify the dynamic states of the well-known
Lorenz system [33] even when different colored noise levels of up to 50% were
synthetically introduced into the system. Recently, several researchers [133–138]
have shown the effectiveness of complex networks-based approaches for detection
of combustion instability in turbulent combustion system. Hence, it can be concluded
with extreme confidence that such approaches would reveal interesting insights when
applied on laminar ducted flames. Complex networks-based techniques show par-
ticular promise for the ducted inverse diffusion flame mentioned previously in this
chapter, primarily because of the dearth of research on its dynamics.
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Synchronization Transition
in a Thermoacoustic System:
Temporal and Spatiotemporal Analyses

Sirshendu Mondal, Samadhan A. Pawar and R. I. Sujith

Abstract The occurrence of thermoacoustic instability has been a major concern
in the combustors used in power plants and propulsive systems such as gas turbine
engines, rocket motors. A positive feedback between the inherent processes such as
the acoustic field and the unsteady heat release rate of the combustor can result in
the occurrence of large-amplitude, self-sustained pressure oscillations. Prior to the
state of thermoacoustic instability, intermittent oscillations are observed in turbulent
combustors. Such intermittent oscillations are characterized by an apparently random
appearance of bursts of large-amplitude periodic oscillations interspersed between
epochs of low-amplitude aperiodic oscillations. In most of the earlier studies, the
pressure oscillations alone have been analyzed to explore the dynamical transition
to thermoacoustic instability. The present chapter focuses on the instantaneous inter-
action between the acoustic field and the unsteady heat release rate observed during
such a transition in a bluff-body-stabilized turbulent combustor. The instantaneous
interaction of these oscillations will be discussed using the concepts of synchroniza-
tion theory. First, we give a brief introduction to the synchronization theory so as
to summarize the concepts of locking of phase and frequency of the oscillations.
Then, the temporal and spatiotemporal aspects of the interaction will be presented
in detail. We find that, during stable operation, aperiodic oscillations of the pressure
and the heat release rate remain desynchronized, whereas synchronized periodic
oscillations are noticed during the occurrence of thermoacoustic instability. Such
a transition happens through intermittent phase-synchronized oscillations, wherein
synchronization and desynchronization of the oscillators are observed during the
periodic and the aperiodic epochs of the intermittent oscillations, respectively. Fur-
ther, the spatiotemporal analysis reveals a very interesting pattern in the reaction
zone. Phase asynchrony among the local heat release rate oscillators is observed dur-
ing the stable operation, while they become phase-synchronized during the onset of
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thermoacoustic instability. Interestingly, the state of intermittent oscillations corre-
sponds to a simultaneous existence of synchronized periodic and desynchronized
aperiodic patterns in the reaction zone. Such a coexistence of synchrony and asyn-
chrony in the reactive flow field mimics a chimera state.

Nomenclature

Ra Rayleigh integral
Δf Frequency detuning
ω0 Natural angular frequency
E Embedding dimension
T Optimum time delay
V Volume of the combustion zone
Θ Heaviside step function

Ri,j Recurrence Matrix
ε Cutoff threshold

P(τ ) Probability of recurrence
τ Time lag
ū Mean flow velocity
p′ Pressure oscillations
q̇′ Heat release rate oscillations

R(t) Kuramoto order parameter
R̄ Time-averaged Kuramoto order parameter

ζ(t) Analytic signal
RP Recurrence Plot

PMT Photomultiplier tube
PSD Power spectral density
PS Phase synchronization
GS Generalized synchronization
IPS Intermittent phase synchronization

FWHM Full width at half maximum

1 Introduction

The complex interaction between hydrodynamics, combustion, and acoustic fields
in practical combustors such as gas turbine engines and rocket motors often results
in the occurrence of large-amplitude pressure oscillations, popularly known as com-
bustion instability or thermoacoustic instability. Such large-amplitude oscillations
emerge as a result of a three-way coupling between these processes, which are
the fundamental components of a turbulent reactive flow [40]. A coupled interac-
tion of these processes can lead to the unstable operation of a combustor [43, 75].
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This is a major problem faced during the development of high-performance com-
bustion systems [10]. The presence of undesirable pressure oscillations can have
catastrophic consequences such as structural damage due to excessive heat transfer
and vibrations, thrust oscillations, damage of the electronics in aircraft and satellites,
and even the complete failure of engines. Over the years, researchers have been trying
to explore such interactions so that new techniques can be devised to mitigate the
amplitude of oscillations [43, 60, 67], to forewarn their onset [19, 36, 51, 52], or to
control the oscillations in exceptional cases of pulse combustors [11, 44, 45, 68].

1.1 Thermoacoustic Instability

The transfer of energy to the acoustic field from the reacting flow field primarily
depends on the coupled interaction between the acoustic modes of the combustor
and the unsteady flame dynamics. Such addition or removal of acoustic energy has
been usually quantified in terms a measure known as Rayleigh integral [40], Ra, as
computed through Eq.1.

Ra =
∫

V

∫

T

p′(x, t)q̇′(x, t)dtdv (1)

The sign of Ra is determined by the average phase difference between the heat
release rate oscillations (q̇′) and the acoustic pressure oscillations (p′) which are
functions of space (x) and time (t). Here, V is the total volume of the combustor and
T is the time period of the oscillations. If the average phase difference lies between
−90◦ and 90◦, the integral becomes positive, leading to the addition of energy to
the acoustic field from the combustion processes. This necessary condition for the
onset of thermoacoustic instabilities is popularly known as theRayleigh criterion [60,
61]. However, this is not a sufficient condition as there is always energy dissipation
(acoustic damping) present in the combustion system. Once the energy added to the
acoustic field exceeds the amount of energy dissipated (due to sound radiation at
the boundaries, viscous dissipation, etc.), the growth in pressure oscillations occurs.
However, due to the nonlinearities present in the system, the amplitude of pressure
oscillations does not grow indefinitely but saturates at a certain value to constitute
limit cycle oscillations, wherein acoustic driving and damping balance each other
[40].

In turbulent combustors, the feedback loop responsible for the onset of thermoa-
coustic instabilities consists of hydrodynamics, acoustic oscillations, and heat release
rate oscillations in the flame. Fluctuations in the flow velocity cause oscillations in
heat release rate. The heat release rate oscillations thus generated excite acoustic
oscillations. Finally, the acoustic oscillations, in turn, affect the velocity fluctua-
tions, thereby closing the feedback loop. The different mechanisms which can lead
to thermoacoustic instability in gas turbine engines are fuel line-acoustic coupling
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[7, 31], equivalence ratio oscillations [38], spray-acoustic coupling [7, 31], flame
area oscillations [4], and large-scale vortex shedding [21, 67]. The detailed discus-
sions of these mechanisms can be found in Lieuwen and Yang [40].

1.2 Dynamical Systems Theory Approach

The framework of linear stability analysis has been extensively used to analyze
thermoacoustic instability in the past. However, through linear stability analysis
the amplitude of limit cycle oscillations cannot be predicted [40]. Further, large-
amplitude disturbances destabilizing a linearly stable system are known as triggering
which is a nonlinear phenomenon. In short, there is a significant role of nonlinearities
in the occurrence of thermoacoustic instabilities in gas turbine combustors [8, 35].
Therefore, in order to a get deeper insight into such phenomena, one must look for
the solutions of the nonlinear models of combustion processes [40].

As the amplitude of acoustic oscillations is small compared to the mean pressure
in the combustor, the acoustic wave propagation is generally presumed to be linear
[13]. Nonlinearities in the combustor dynamics therefore mainly arise through the
interaction between the heat release rate fluctuations and the acoustic field [13].
Such nonlinearities that stem from these coupled interactions lead to the saturation
of amplitude of the oscillations, and thus, the system dynamics attains a state of
constant-amplitude periodic oscillations, known as limit cycle oscillations [9].

Dynamical systems theory (also known as nonlinear dynamics) finds its applica-
tion in diverse fields such as physics, chemistry, and biology, even in economics and
social sciences [17, 41]. The viewpoint of dynamical systems theory has also aided in
understanding the different nonlinear phenomena exhibited by thermoacoustic sys-
tems [11, 18, 24, 26, 27, 47, 50, 71]. For instance, we can characterize the transition
to thermoacoustic instability using bifurcation theory [3, 18, 27, 39, 74].

Jahnke and Culick [24] observed a torus-birth bifurcation in the model of a solid
rocket motor that exhibits a transition from limit cycle oscillations to a quasiperiodic
state. On the other hand, modeling studies by Sterling [71], Lei and Turan [34], and
Datta et al. [11] have shown the presence of period doubling route to chaos, for
different models exhibiting the transition to combustion instability. Kabiraj and co-
workers have experimentally shown the existence of these different dynamical states
[26, 27] and different routes to chaos [28] in a laminar thermoacoustic system. They
observed various dynamical states such as period-2, quasiperiodic, mode-locked,
period-k, and chaotic oscillations, in addition to limit cycle oscillations. Thereafter,
Kashinath et al. [29] verified the evidence of such states in the numerical simula-
tion of a premixed flame, for different settings of the control parameters. In short,
the approach of dynamical systems theory has provided more insight in exploring
the transitions and the dynamical behaviors exhibited by a thermoacoustic system
[25, 75].



Synchronization Transition in a Thermoacoustic System … 129

1.3 Transition to Thermoacoustic Instability

A traditional approach was to treat the onset of thermoacoustic instability as a Hopf
bifurcation, wherein the system dynamics directly change its behavior from steady
(stable operation) to periodic (unstable operation) oscillations at the bifurcation point
[39]. Such a description of the transition to thermoacoustic instability is valid mostly
for laminar combustion systems [27, 73]. However, in the case of complex turbulent
combustors, such a simple description of the onset may not be very useful. A recent
study in turbulent combustors [18] has reported that the transition to thermoacoustic
instability from stochastic fluctuations happens through a state of lower-dimensional
chaotic oscillations. Subsequently, a study by Nair, Thampi, and Sujith [53] suggests
that the transition to thermoacoustic instability happens gradually through the pres-
ence of an intermediate state known as intermittency. Intermittency, here, refers to
an alternate switching of the combustor dynamics from low-amplitude aperiodic to
relatively higher-amplitude bursts of periodic oscillations. The phenomenon of inter-
mittency, however, was first reported in the context of thermoacoustics byKabiraj and
Sujith [28] in a laminar combustor. They observed intermittency as the occurrence of
high-amplitude bursts of aperiodic oscillations among the regions of periodic oscil-
lations prior to blowout of the flame. Henceforth, various studies have reported the
presence of such intermittent oscillations prior to the onset of thermoacoustic insta-
bility [12, 19, 55, 78, 79]. The existence of intermittency has led various studies to
develop control strategies that can forewarn the onset of thermoacoustic instability
in turbulent combustors [51–53].

Although some success has been achieved in characterizing the transition to ther-
moacoustic instability in the past, most of these studies were primarily based on
analyzing the properties of a single variable, i.e., the acoustic pressure fluctuations.
Since the onset of thermoacoustic instability is a coupled response of both the acoustic
pressure and the heat release rate fluctuations, none of the previous studies charac-
terized the coupled temporal behavior of these variables for the intermittency route
to thermoacoustic instability. Furthermore, we know that spatiotemporal dynamics
of the coupled turbulent reactive flow with the duct acoustic field play a major role in
exhibiting different dynamical states of the combustor. Studies, hitherto, were based
on characterizing the instantaneous or the average dynamics of the combustor flow
field during stable and unstable operations. These studies conclude that the formation
of large-scale vortices plays a dominant role in the onset of thermoacoustic instabil-
ity in turbulent combustion systems [30, 59, 70]. However, the coupled dynamics of
the reactive flow field and the acoustic pressure in the combustor is not yet explored
during the intermittency route to thermoacoustic instability. We observe the perfect
locking between the acoustic pressure and the heat release rate fluctuations during the
state of thermoacoustic instability and their unlocking during the state of combustion
noise. This observation further motivates us to adopt a framework of synchronization
in studying such a transition of coupled dynamics to thermoacoustic instability [46,
48, 49, 56, 57]. A brief introduction of synchronization theory is provided in the
next section.
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2 Synchronization

Synchronization is an emergent phenomenon that occurs in a broad range of dynam-
ical systems, including neural signals, beating of the heart, and flashing of fireflies.
Its history dates back to seventeenth century when Christiaan Huygens first observed
synchronization of two pendulum clocks suspended from a common wooden beam
[58]. He described the phenomena as “sympathy of two clocks.” Later, in nineteenth
century, Lord Rayleigh described the phenomenon of synchronization between two
similar but distinct organ-pipes which began to sound in unison while kept side by
side. Further, synchronization in a large population of oscillating systems was also
observed, e.g., synchronous clapping in a large audience. It is important to note
that synchronization is essentially a nonlinear phenomenon and occurs only in the
self-sustained oscillators.

2.1 Definition and Overview

In classical terms, synchronization is defined as “an adjustment of rhythms of two
or more oscillating objects due to their weak interaction” [58]. Oscillating objects,
here, refer to the self-sustained oscillators which are essentially nonlinear and their
rhythms indicate the period or frequency of their oscillations. When two oscillat-
ing objects interact, they may adjust their frequency and oscillate with a common
frequency. This phenomenon of their eventual synchronization is also known as
frequency entrainment. Whether the oscillators synchronize or not depends on the
strength of the coupling and the value of the frequency detuning (Δf = f1 − f2)
between them.

The ability of self-sustained oscillators to be synchronized is based on the instan-
taneous phase (φ) of the oscillators. It grows uniformly with time as dφ/dt = ω0

(constant for periodic oscillators), whereω0 is the natural angular frequency of oscil-
lations. The special feature of the variable, phase (φ), is that it is neutrally stable. In
other words, any perturbation in the phase neither grows nor decays. Therefore, it
can be easily adjusted by any external perturbation (periodic forcing or coupling to
another system). As a consequence, the oscillators synchronize [63].

Modern research on synchronization covers both periodic and chaotic oscilla-
tors. Synchronization of periodic oscillators can be anticipated, but the fact that
chaotic oscillators can also show synchronization behavior has fascinated vari-
ous researchers. Synchronization of coupled chaotic oscillators has been mainly
categorized into phase synchronization [64], lag synchronization [65], complete
synchronization [16], and generalized synchronization [66]. During phase synchro-
nization, instantaneous phases of both the oscillators are perfectly locked; how-
ever, their amplitudes remain uncorrelated. In the case of complete synchronization,
both amplitudes and phases of the coupled oscillators’ signals are perfectly locked,
whereas for lag synchronization, these signals are locked with a constant phase shift.
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During generalized synchronization, both the signals from coupled oscillators have a
functional relationship. Sometimes, a state of intermittent synchronization, wherein
signals are alternately phase-locked and unlocked, is observed prior or after the state
of perfect synchronization [2].

2.2 Calculation of Instantaneous Properties of the Signal

2.2.1 Instantaneous Phase and Frequency

Synchronization behavior of coupled oscillators can be understood by calculating the
instantaneous properties of the individual signals. Phase is one of suchmeasure that is
often used in synchronization theory to quantify synchronous characteristics of such
oscillators. Various methods have been devised to quantify the instantaneous phase
characteristics of any signal [58]. One such method is based on the Hilbert transform
[64]. Calculation of phase from the Hilbert transform requires the construction of
analytic signal, a complex signal in which the real part is the original signal, s(t) and
the imaginary part is Hilbert transform of it. The Hilbert transform of any signal can
be calculated as

(
sH (t) = 1

π
P.V .

∫ ∞
−∞

s(τ )

(t−τ)
dτ

)
, where P.V . is the Cauchy principle

value of the integral. Thus, the analytic signal based on the Hilbert transform can be
obtained as,

ζ(t) = s(t) + isH (t) = A(t)eiφ(t) (2)

where φ(t) signifies the instantaneous phase, dφ/dt = ω(t) is the instantaneous
frequency, and A(t) is the instantaneous amplitude of the signal. Now, the synchro-
nization behavior of coupled oscillators can further be understood by analyzing
the temporal variation of the instantaneous phase difference between the signals
as Δφi,j(t) = φj(t) − φi(t). The condition for phase locking (or synchronization) is
|Δφi,j(t)| = constant (where constant <2π ). This suggests that when the phase dif-
ference between the signals is bounded or exhibits fluctuations around a constant
phase shift, a synchronization is seen to be achieved in the system. For an ideal
condition, the relative phase between the signals should be constant; in contrast, for
practical situations, the relative phase fluctuates around this constant value of the
phase shift.

Although the analytic signal approach is more common to calculate the instanta-
neous properties of the signals, it carries a few limitations. First, the application of
this approach is limited to narrowband signals, and second, the calculated phase is
physically meaningful only if the analytic plane (plot between real and imaginary
parts of the analytic signal) of such signals owns a unique center of rotation [80].
While different methods have been developed to encounter this issue of phase calcu-
lation from the Hilbert transform [22, 54], we, in this study, use a measure based on
recurrence plots [62] to characterize the synchronization properties of acoustic pres-
sure and heat release rate signals. The recurrence-based method will be discussed
next.
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2.2.2 Probability of Recurrence P(τ)

Recurrence is a property of deterministic dynamical systems [14]. It quantifies the
recurrence behavior of a trajectory at a given state point after some divergence in the
phase space. Such recurrence properties of a dynamical system can be effectively
represented in a two-dimensional binary matrix, known as the recurrence plot (RP)
[42]. Further, the construction of RP depends on the reconstruction of the phase
space using Takens’ delay embedding theorem [76]. Therefore, the parameters that
are required to construct RP are maximum embedding dimension (E), optimum time
delay (T ), and cutoff threshold (ε). The RP is then constructed using the following
equation [42],

Ri,j = Θ(ε − ||xi − xj||); i, j = 1, 2, . . . ,N1 (3)

where Θ is the Heaviside step function, N1 = N − (E − 1)T is the total number of
points in the delayed vector, N is the total number of points in the time series, and
|| · || is the Euclidean norm. Whenever the recurrence of phase space trajectory falls
inside the threshold, it is marked as 1; otherwise, it is marked as 0 in the recurrence
matrix.

A synchronization measure developed on the recurrence property of the phase
space trajectory is known as the probability of recurrence, P(τ ). It calculates the
probability of recurrence of the phase space trajectory to its neighborhood position
after a time lag τ [62]. The value of P(τ ) can be calculated as,

P(τ ) = 1

(N1 − τ)

N1−τ∑
i=1

Θ(ε − ||xi − xi+τ ||) (4)

The value of P(τ ) peaks to 1 for a perfect recurrence of the phase space trajectory;
otherwise, its value will be less than 1. The synchronization features of two signals
can be analyzed from the plots of P(τ ) against τ . The matching of the positions and
heights of such peaks in variation of P(τ ) with τ aids in detecting the type of syn-
chronization. In the case of desynchronization of oscillators, the P(τ ) plots of these
signals display a complete mismatch. When the oscillators are phase-synchronized,
since their phases are perfectly locked but not amplitudes, such behavior manifests
in the locking of positions of the peaks alone and not their heights in P(τ ) plot. Con-
versely, if the oscillators are in a state of generalized synchronization, their recurrence
plots become nearly identical, and hence, their plots of P(τ ) show a perfect locking
in positions and also in the heights of the peaks [33, 62].
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Fig. 1 Schematic of a backward facing step, bluff-body-stabilized, turbulent flame combustor
[49, 56]. Reproduced with permission from Pawar et al. [55]

3 Experiments with a Laboratory-Scale Turbulent
Combustor

A laboratory-based combustion system consisting of a partially premixed turbulent
flame is used for the experiments (see Fig. 1). The main parts of the experimental
setup are: (i) a settling chamber, (ii) a burner, and (iii) a combustor. Dimensions
of the combustor duct are: 1400mm (length) × 90mm (width) × 90mm (height).
A backward facing step (or dump plane) is present at the inlet of the combustor. A
circular bluff body (diameter 47mm and thickness 10mm) is located at a distance
of 4.5 cm from the dump plane. The bluff body serves the purpose of anchoring the
flame in a high-speed turbulent flow field of the combustor. Fuel (LPG, containing
40% propane and 60% butane, by volume) is partially mixed in the burner section
with the airflow entering to the settling chamber. During experiments, the mean
flow velocity is varied, by changing airflow rate and maintaining the fuel flow rate
constant, in such a way that equivalence ratio (ϕ) of air–fuel mixture decreases from
a near-stoichiometry value (ϕ = 0.98) to a value corresponding to fuel lean condition
(ϕ = 0.49). Such mixture is initially ignited using a spark plug located at the dump
plane of the combustor. The controlled air and fuel flow rates are supplied separately
through the mass flow controllers (Alicat Scientific, MCR 2000SLPM—for air, and
MCR 100SLPM—for fuel; uncertainty is ±0.8% of measured reading +0.2% of
full-scale reading). The fuel flow rate is fixed at 25 SLPM, while the airflow rate is
varied from 400 slpm to 940 slpm. This results in a change in equivalence ratio from
0.98 ± 0.02 to 0.46 ± 0.01.

Three types of measurements are performed during the experiments. A piezoelec-
tric transducer (PCB piezotronics, PCB103B02), located at the dump plane, is used
to measure acoustic pressure fluctuations (p′) present in the combustor. The global
unsteady heat release rate fluctuations (q̇′) are captured by using a photomultiplier
tube, PMT, (Hamamatsu H10722-01). The local heat release rate fluctuations from
the reactive field of the flame are also acquired using a Phantom v12.1 high-speed
camera (not shown in the schematic). A CH ∗ chemiluminescence imaging of the
flame is performed using a CH ∗ band-pass filter (λ = 435 and 10nm FWHM) placed
in front of the PMT and the camera lens. The chemiluminescence intensity repre-
sents the heat release rate from the flame [20, 23]. The data of acoustic pressure
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fluctuations (using transducer) and global heat release rate oscillations (using PMT)
were acquired for 3 s at a sampling frequencyof 10kHz.Data acquisition is performed
using a 16-bit analog-to-digital (NI-6143) card. On the other hand, high-speed imag-
ing of the flame is performed for 3 s at a sampling frequency of 2 kHz. For further
details on the description of the experimental setup and the data acquisition, refer to
[49, 56].

3.1 Temporal Analysis

In this section, we discuss the temporal synchronization behavior of the acoustic
pressure (p′) and the global heat release rate (q̇′) fluctuations obtained from the
combustor, while the system dynamics transition from the state of combustion noise
to limit cycle oscillations. Since the effects of underlyinghydrodynamicflowfield and
the combustion processes are difficult to separate out in the combustor, we consider
both these processes as one oscillator, named “turbulent reactive flow oscillator.”
Furthermore, as the flow field in the combustor is turbulent, acoustic oscillations are
always present in such systems. When mean flow velocity, ū = 9.4 m/s, we notice
low-amplitude aperiodic oscillations in the signals of both p′ and q̇′ (Fig. 2a). Such
oscillations have traditionally been referred to as combustion noise [72]. By using
various tools from dynamical systems theory, Nair et al. [52] and Tony et al. [77]
have recently shown that combustor dynamics observed during combustion noise
state has properties of high-dimensional chaos contaminated with white and colored
noise. As the flow velocity is increased further (ū = 11.9m/s), we observe an alternate
occurrence of bursts of high-amplitude periodic oscillations among regions of low-
amplitude aperiodic oscillations in both p′ and q̇′ signals (Fig. 2b). Such a state of
combustion dynamics is recently discovered and called as intermittency [53]. The
inset of Fig. 2b reveals that these signals are seemingly locked during the epochs of
periodic oscillations and unlocked during the epochs of aperiodic oscillations.

When the velocity of the flow is increased further (ū = 13.2m/s), we observe
weakly periodic oscillations throughout the length of the signal (Fig. 2c). Here, we
notice a wide variation in cycle-to-cycle amplitudes of the both p′ and q̇′ oscillations.
As the value of ū is further increased (ū = 17.2m/s), the dynamics transitions to a
state of high-amplitude strongly periodic oscillations in both the signals (Fig. 2d).
During this state, we observed minimal variation in the cycle-to-cycle amplitudes of
both p′ and q̇′ signals. In Fig. 2e, we plot the variation of rms value of the acoustic
pressure (p′

rms) for various values of ū. The plot reasserts a continuous increase in
the amplitude of acoustic pressure fluctuations; however, the slope of the plot does
not remain same in different regions of the combustor dynamics.

The coupled interaction of p′ and q̇′ signals can further be understood through a
frequency domain analysis. In Fig. 3a, a plot of waterfall diagram for demonstrating
the variation of power spectral density (PSD) calculated for the acoustic pressure
and the heat release rate oscillations with the change in mean velocity of the flow
is shown. The variation of dominant frequencies of p′ and q̇′ as a function of ū is



Synchronization Transition in a Thermoacoustic System … 135

(a) (b)

(c)

(e)

(d)

Fig. 2 a–d Acoustic pressure (p′—black color) and the heat release rate (q̇′—red color) signals
acquired for flow velocities of ū = 9.4m/s, 11.9m/s, 13.2m/s, and 17.2m/s, respectively. Insets in
each plot demonstrate the dynamics corresponding to different states of the combustor operation
such as a a low-amplitude aperiodic oscillations, b an intermittency, c a weakly periodic limit
cycle oscillations, and d a strongly periodic limit cycle oscillations. e A plot showing the variation
of root-mean-square (rms) value of the acoustic pressure signal (p′

rms) with different values of ū
ranging from 9.4 to 18.1m/s. Reproduced with permission from Pawar et al. [55]

plotted in Fig. 3c. We notice the presence of distinct shallow peaks of dominant
frequency around 130.7Hz and 25.3Hz in p′ and q̇′ signals, respectively, during the
state of combustion noise. Whereas, during the transition of system dynamics from
combustion noise to intermittency, we observed an emergence of a secondary band
of frequencies in between the previously observed individual frequency bands of p′
and q̇′ (Fig. 3b). However, the dominance of frequencies still remains at the acoustic
and heat release rate frequency bands. When the periodicity in the intermittency
signals is sufficiently strong, the dominance of these coupled signals shifts to a
secondary band of frequency. This is in contrast to the study by Chakravarty et al.
[5] which suggests that the locking of dominant frequencies happens during the
onset of thermoacoustic instability. Conversely, our study shows that the dominant
frequencies of p′ and q̇′ signals get locked for the first time during the state of
intermittency and not during the onset of thermoacoustic instability for the turbulent
combustors. With further increase in ū, we notice a continuous increase in the value
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Fig. 3 a Variation of the power spectral density (PSD) of both the acoustic pressure (p′—black
color) and the heat release rate (q̇′—red color) fluctuations obtained for different values of flow
velocities (ū). b A zoomed in plot of PSD for a range of ū = 9.4m/s to ū = 11.1m/s. c Variation
of dominant frequencies (fDominant) of both p′ and q̇′ with ū. Green color arrows in b indicate the
distinct unlocked frequencies of p′ and q̇′ oscillations observed at ū = 9.4m/s, and a blue color
arrow represents the frequency band observed at first time locking of dominant frequencies of both
p′ and q̇′ oscillations. Reproduced with permission from Pawar et al. [55]

of locked dominant frequencies of these signals (see the non-highlighted portion of
Fig. 3c). As this value of dominant frequency approaches the fundamental mode of
acoustic field in the system, oscillations in both p′ and q̇′ signals grows to a state of
high-amplitude periodic oscillations. Thus, the presence of separate frequency peaks
in both acoustic pressure and heat release rate signals during the combustion noise
state, and locking of these frequencies at the emergent secondary band of response
frequency, observed in between these frequencies, during the intermittency state
suggests the existence of mutual synchronization [58] between these signals in the
thermoacoustic system.

The synchronization behavior of coupled p′ and q̇′ signals can be determined
by simultaneously plotting the variation in the probability of recurrence, P(τ )

(Sect. 2.2.2), for different values of delay time (τ ) [56]. Figure4 shows the plots
of P(τ ) against τ for the state of combustion noise, weakly correlated and strongly
correlated limit cycles. Figure5, further, shows a plot for the intermittency state of
the combustion dynamics. In such plots, the locking of positions as well as heights
of peaks of P(τ ) depicts the different types of synchronization present in the system
of coupled oscillators [62].When the system dynamics is in a state of aperiodic oscil-
lations (see Fig. 2a), we observe no correspondence between the locking of positions
or heights of peaks of P(τ ) of both p′ and q̇′ signals, suggesting their desynchroniza-
tion behavior. Instead, when the system dynamics transition to the states of weakly
and strongly correlated limit cycle oscillations (see Fig. 2c, d), we notice a perfect
locking of the positions of the peaks of P(τ ) for both p′ and q̇′ signals (see Fig. 4b,
c). Such a locking of the positions of peaks further reasserts synchronization of the
signals; however, the absence of perfect locking in the heights of P(τ ) of acoustic
pressure and heat release rate oscillations (Fig. 4b) indicates phase synchronization
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Fig. 4 Plots of probability of recurrence (P(τ )) against different values of delay time (τ ) for acoustic
pressure (p′—green color) and heat release rate (q̇′—red color) fluctuations. a–c Different states of
synchronization such as desynchronization (aperiodic oscillations), phase synchronization (periodic
oscillations), and generalized synchronization (periodic oscillations) obtained at ū = 9.4m/s, ū =
13.2m/s, and ū = 17.2m/s, respectively. The parameters that are being fixed: E = 12, T = 2 ms,
ε = 25% of the maximum size of the attractor, and N = 3000. Reproduced with permission from
Pawar et al. [55]

(PS) of these oscillators in the system [62]. Locking of the heights of peaks in the
plot of P(τ ) for both p′ and q̇′ signals suggests the presence of generalized synchro-
nization (GS) between the oscillators (Fig. 4c).

During the state of intermittency, we detect the occurrence of bursts of periodic
oscillations amidst the regions of aperiodic oscillations in both the signals. The syn-
chronization characteristics of such signals can further be understood using a plot
of P(τ ) as a function of τ obtained during the periodic and aperiodic epochs of the
signals (see Fig. 5). The plot of P(τ ) for a periodic region of the signal (refer Fig. 5b)
demonstrates the perfect locking of positions of peaks of P(τ ) but unlocking of their
heights confirms phase synchronization during the bursts of the periodic oscillations,
whereas, during aperiodic epochs of the oscillations, P(τ ) plots for both the signals
show unlocking in locations and heights confirming the desynchronization of these
oscillations. Thus, system dynamics during intermittency suggests the intermittent
phase synchronization (IPS) of both p′ and q̇′ signals during intermittency. There-
fore, in turbulent combustion system examined in the present study, we observe
the transition of coupled acoustic pressure and heat release rate fluctuations from a
state of complete desynchronization (aperiodic oscillations) to that of generalized
synchronization (periodic oscillations) through the occurrence of intermittent phase
synchronization (intermittency) and phase synchronization (periodic oscillations).

Further, we characterize the distinct features of two limit cycle oscillations
observed in the system. We differentiate them into two types of synchronization
as phase synchronization (PS—weakly correlated in amplitude) and generalized
synchronization (GS—strongly correlated in amplitude). In Fig. 6a, b, we plot the
temporal variation of the instantaneous phase difference between p′ and q̇′ signals
(Δφp′,q̇′ ) observed during PS and GS, respectively. The Hilbert transform (explained
in Sect. 2.2.1) is used to calculate the instantaneous phases of these signals. The pres-
ence of synchronization in between the signals can be inferred from the fluctuations
of their relative phases around a constant phase difference. We observe difference
in the properties the relative phase signals observed during the different states of
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Fig. 5 a Time series plots of acoustic pressure (p′—green color) and heat release rate fluctuations
(q̇′—red color) acquired during the state of intermittency for ū = 11.6m/s. b, c The plots of P(τ )

versus τ obtained for periodic and aperiodic epochs of the p′ and q̇′ signals, respectively. The
parameter values those are constant are: E = 12, T = 2ms, ε = 25% of the maximum size of the
attractor, and N = 3000. Reproduced with permission from Pawar et al. [55]

Fig. 6 a,bThe plots of instantaneous phase difference (Δφp′,q̇′ ) between p′ and q̇′ signals calculated
using Hilbert transform. a The state of phase synchronization (ū = 13.2m/s) and b the state of
generalized synchronization (ū = 17.2m/s). c A plot showing the variation of mean relative phase
(Δφp′,q̇′ ) between p′ and q̇′ signals for different values of flow velocities observed during transition
from PS to GS state. Reproduced with permission from Pawar et al. [55]
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synchronization. For the PS state, signal of relative phase shows noisy behavior
(Fig. 6a), whereas that of the GS state shows the existence of seemingly periodic
oscillations (Fig. 6b). Furthermore, we plot the variation in the mean value of the
relative phase (Δφp′,q̇′ ), wrapped in the interval −180◦ to 180◦, obtained between p′
and q̇′ during the transition from PS to GS state. We observe that such a value of the
mean relative phase is close to 50◦ for the PS state and it gradually decreases to a
value close to 0◦ for the GS state. Thus, we note that themean phase shift between the
signals of acoustic pressure and heat release rate fluctuations reduces as the system
dynamics transition from PS to GS state. A reduced order model exhibiting such
a synchronization transition in acoustic pressure and circulation of the underlying
hydrodynamic field can be found in [56]. Having discussed the instantaneous interac-
tion between p′ and q̇′ in the temporal domain, let us turn our attention to investigate
their spatiotemporal interactions.

3.2 Spatiotemporal Analysis

The spatiotemporal dynamics during the transition to thermoacoustic instability is
studied by analyzing the chemiluminescence (CH ∗) images of reaction zone of the
combustor, captured with a high-speed camera. Although the reactive flow field is
three-dimensional, we analyzed a two-dimensional flow field by imaging the central
plane in the combustor. The plane of imaging had a depth of focus of 9mm out
of 90mm width of the combustor. Such images are then analyzed to extract the
information of local heat release rate oscillations at their individual pixel locations.
The coupled analysis of the local heat release rate oscillations with the unsteady
pressure data is performed to explore the transitions in spatiotemporal dynamics of
the reaction zone due to change in the control parameter.

The unsteady acoustic pressure, p′(t), is measured at a single location near the
dump plane of the combustor. The single point measurement suffices as the acoustic
pressure along the reaction zone is nearly uniform. As the length of the combustion
zone being analyzed is much less than the acoustic wavelength, the pressure variation
observed across the flame zone is very small [37]. Further, the local heat release rate
field, q̇′(x, y, t), is obtained from the chemiluminescence images. The instantaneous
phase difference between the local heat release rate oscillations, q̇′(x, y, t), and the
pressure oscillations, p′(t), is calculated using a Hilbert transform. The phase field
thus obtained is analyzed to study the change in the spatial pattern at the onset of
thermoacoustic instability. Comparison of phase fields from other approaches can be
found in Appendix-A of Ref. [49].

Figure7 shows typical instantaneous phase fields obtained for different states
of combustor dynamics such as combustion noise, intermittency, and thermoacous-
tic instability. The spatial distribution of instantaneous phases observed during the
stable operation is shown in Fig. 7a. The asynchrony in the local heat release rate
field is apparent from the grainy nature of the instantaneous phase field. This asyn-
chronous behavior of the local heat release rate causes the amplitude of the pressure
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Fig. 7 Typical instantaneous phase fields are shown at different dynamical states: a during com-
bustion noise (ϕ = 0.98), b during low-amplitude aperiodic pressure oscillation in intermittency
(ϕ = 0.72), c during large-amplitude periodic burst in intermittency (ϕ = 0.72), and d during ther-
moacoustic instability (ϕ = 0.58). The asynchrony in the local heat release rate oscillations can be
inferred from the grainy nature in (a), whereas thermoacoustic instability corresponds to a coherence
in the field of local heat release rate (d). During intermittency (b and c), we observe the regions of
synchrony and asynchrony to coexist. Further, synchronous regions during large amplitude periodic
oscillations c aremostly “in-phase” (between−π /2 andπ /2, indicated by light colors). Reproduced
with permission from Mondal et al. [49]

oscillations not to grow, which, in turn, results in low-amplitude aperiodic (broad-
band) oscillations in the temporal dynamics of both p′ and q̇′ signals observed during
the state of combustion noise (Fig. 2a). The underlying turbulence in the flow field
may result in such incoherent pattern observed in the local heat release rate fluctua-
tions. Chaté and Manneville [6] have shown that the turbulence can lead to loss of
spatial correlation in the flow field.

Intermittency, a state observed prior to thermoacoustic instability, is referred to as
an alternate (apparently random) occurrence of sequence of low-amplitude aperiodic
oscillations and high-amplitude bursts of periodic oscillations (Fig. 2b). To examine
the phase field during intermittency, instantaneous phase fields at two time instants
during periodicity and aperiodicity are shown in Fig. 7b, c, respectively. In both the
figures, there is a spatial coexistence of phase synchrony and phase asynchrony of
oscillating heat release rate (Fig. 7b, c). However, the difference lies in the phase
values of the synchronous regions. During high-amplitude burst, the phase values
lie between −π /2 and π /2 in synchronous regions (Fig. 7c), whereas, during low-
amplitude aperiodic oscillations, they do not. During thermoacoustic instability, the
spatial distribution of phases shows a few coherent patches in the phase field (Fig. 7d),
indicating phase synchrony.
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The Rayleigh criterion says that when the heat release rate and the acoustic pres-
sure oscillate in phase or their phase difference lies between −π /2 and π /2 radians,
the net acoustic driving becomes positive. Therefore, acoustic driving originates from
the “in-phase” regions (shown by light colors in Fig. 7) and acoustic damping comes
from the “out-of-phase” regions (shown by dark colors in Fig. 7) of the instantaneous
phase field. During the stable operation (combustion noise), the phases are randomly
distributed over the reactive flow field (Fig. 7a). The spatial asynchrony of phases
causes very low acoustic driving, which means that the total energy transfer into
the acoustic field is low, and hence, the large-amplitude acoustic oscillations are not
exhibited during the state of combustion noise. Combustion noise, therefore, hap-
pens to be aperiodic and with low-amplitude oscillations (Fig. 2a). On the other hand,
we observed the large amplitude periodic oscillations during the state of thermoa-
coustic instability (Fig. 2d), wherein the coherent regions exhibit nearly “in-phase”
oscillations (Fig. 7d).

During intermittency, the regions of phase synchrony and phase asynchrony exist
simultaneously in the reaction zone. The reaction zone is mostly dominated by phase
asynchronous patches during low-amplitude aperiodic pressure oscillations (Fig. 7b).
On the contrary, during the bursts of periodic oscillations, the reaction zone is dom-
inated by regions of coherent oscillations which are nearly “in-phase” (Fig. 7c). The
positive driving due to “in-phase” coherent regions in the combustor causes inter-
mittent periodic bursts. At other instances, when incoherent regions prevail in the
reaction zone, the system exhibits low-amplitude aperiodic oscillations.

Figure8 showsa transition fromasynchrony to synchronyas the systemapproaches
thermoacoustic instability. The instantaneous phases between p′ and q̇′ are depicted
with arrows in the phasor plots. Spatial asynchrony can be inferred from randomly
distributed phasors during the stable operation (Fig. 8a). Such spatial asynchrony,
also known as phase turbulence [69], can be attributed to the inhomogeneity due
to the underlying hydrodynamic turbulence in the system. Spatial phase synchrony

Fig. 8 Typical phasor fields are shown for different dynamical states at the onset of thermoacoustic
instability. An order is observed to be emerged from phase turbulence. The randomly oriented pha-
sors at ϕ = 0.98 a indicates the phase asynchrony, whereas at ϕ = 0.58 (c), the phasors are mostly
aligned to their neighbors, showing phase synchrony. An interesting pattern is observed during
intermittency (b, ϕ = 0.72). Groups of ordered and disordered phasors coexist simultaneously in
the reaction zone. Reproduced with permission from Mondal et al. [49]
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Fig. 9 Instantaneous phasor fields at different instants of time are shown during intermittency.
Time instances are a t = 0.05s, b t = 0.1s, c t = 0.15s, d t = 0.2 s. The regions of ordered and
disordered phasors change their location in the flow domain with time. This indicates the transition
from aperiodic to periodic state as they synchronize intermittently. Reproduced with permission
from Mondal et al. [49]

emerges during the occurrence of thermoacoustic instability (Fig. 8c) due to the
enhanced acoustic driving in the system.

At intermediate equivalence ratios, the regions of phase asynchrony and the
regions of phase synchrony, coexist, resembling a chimera state (Fig. 8b) which was
observed in an ensemble of coupled nonidentical oscillators. Such a chimera-like
state is found to be a characteristic of intermittency. The chimera state with varying
global synchrony in time is known as breathing chimera [1].

The snapshots of the instantaneous phasor fields obtained at different instants
of time during the chimera-like state are shown in Fig. 9. We notice that, in the
flow domain, the regions of disordered and ordered phasors change their locations
with time. Therefore, desynchronized aperiodic oscillations undergo a transition to
periodic oscillations as they synchronize intermittently.

Space–time plots and instantaneous phase distribution for 1D field are further pre-
sented in Fig. 10. The 1D spatially extended fields (x′ − x′ and y′ − y′) chosen for fur-
ther analysis are marked in Fig. 7c. Phase asynchrony is observed in the reaction zone
(Fig. 10a-I) and the instantaneous phase distribution becomes scattered (Fig. 10a-II)
during the occurrence of combustion noise. On the contrary, phase synchrony is
observed (Fig. 10c-I) as a dense phase distribution over the field (Fig. 10c-II).

The coexistence of regions of phase synchrony and asynchrony in the space and
time (Fig. 10b-I) observed during intermittency was interesting. Such concurrence
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Fig. 10 (I) Space–time plots and (II) spatial distribution of instantaneous phase for 1D spatially
extended field along a (x′ − x′) line shown in Fig. 7c. The grainy structure in the space–time plot (a-
I) and the scattered instantaneous phases in (a-II) indicate the existence of phase turbulence during
the occurrence of combustion noise. The phase synchrony is apparent in (c-I) and also from the
congregated phases around a line in (c-II) during thermoacoustic instability. During intermittency,
the simultaneous existence of phase synchrony andphase asynchrony in the reaction zone is observed
(b-I, b-II). Reproduced with permission from Mondal et al. [49]

of synchrony and asynchrony in the reaction zone resembles a chimera state. The
distribution of the instantaneous phases shown inFig. 10b-II clearly reveals the simul-
taneous existence of phase synchrony and phase asynchrony in 1D spatially extended
field. The regions of phase synchrony give rise to the intermittent bursts of periodic
oscillations, whereas the low-amplitude aperiodic pressure oscillations is a conse-
quence of phase asynchrony in the reactive flow field.

During the state of intermittency, the system exhibits a novel spatiotemporal
dynamics. This refers to concurrence of regions of phase synchronous periodic oscil-
lations and phase asynchronous aperiodic oscillations of local heat release rate. Fur-
ther, an increase in acoustic driving is caused by “in-phase” synchronous patches
that emerge out of the completely asynchronous local heat release rate oscillations
having “out-of-phase” phase relation. Consequently, this intermittent occurrence of
energy transfer from the reacting flow field to the acoustic field results in the bursts of
large-amplitude periodic oscillations in the temporal dynamics of acoustic pressure
(Fig. 2b). Similar space–time plot with the section y′ − y′ can be found in [49].
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Further, we characterize the transition in the global synchrony of the system as
it approaches thermoacoustic instability. Such synchronization transition in ther-
moacoustics is similar to the phase transition reported in thermodynamics and is
quantified through a measure called order parameter developed by Kuramoto [32].
An order parameter is defined as the degree of order in a system undergoing a phase
transition in thermodynamics. The values of the order parameter range from zero to
one.We compute the Kuramoto order parameter (R) to quantify the global synchrony
of the phase field as,

R(t) = N−1

∣∣∣∣
N∑
j=1

eiθj(t)
∣∣∣∣ (5)

where R(t) is the time-dependent order parameter, θj(t) is the instantaneous phase
of jth spatially extended oscillator at time t, and N is the total number of oscillators
in the network. A transition in the global synchrony [15] can be quantified through
the Kuramoto order parameter.

Each eiθj(t) term in Eq.5 can be associated to a vector lying on the unit circle in
the complex plane. The order parameter (R) is a measure of the magnitude of the
resultant of these vectors, normalized with the total number of vectors. R is close to
zero for randomly oriented vectors that correspond to a perfectly disordered state,
whereas, when they are all aligned in one direction, R approaches 1, indicating a
perfectly ordered state.

For all the dynamical states we considered, the fluctuations in R are evident in the
time series of the order parameter. These fluctuationsmight be due to the unsteadiness
caused by the underlying turbulence. However, the gradual increase in themean value
of the order parameter, R̄, indicates a transition from a disordered to ordered state
(Fig. 11) which is more evident in Fig. 12a, wherein the variation of R̄ is plotted
against the equivalence ratio. The growth in global synchrony shown in Fig. 12a is
apparent at the onset of thermoacoustic instability.

During thermoacoustic instability, the value of R̄ attains 0.64 which is not close
to 1. This happens due to a couple of reasons: (1) the turbulent fluctuations exist
even in the ordered state, (2) all phasors in the flow field of the ordered state do
not align in the same direction, but, they exhibit local synchrony (see Fig. 8c). In
contrast, the fluctuations in R become lower when the system is either in the ordered
or disordered state (Fig. 12b). Prior to the ordered state, large fluctuations in the value
of R are observed, which indicate a state mimicking a breathing chimera [1]. Such
breathing nature of the chimera-like state is further confirmed by plotting the time
series of cos(θj) for a few arbitrarily chosen spatial locations (bottom of Fig. 11b).
The phase synchrony in this plot is shown through overlapping of the time series,
and the asynchrony is indicated through the non-overlapping of the time series. This
features of cos(θj) reaffirms the breathing nature of the chimera-like state.
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Fig. 11 Variation of Kuramoto order parameter (R) in time indicates the change in the global phase
synchrony observed during the states of a combustion noise, b intermittency, and c thermoacoustic
instability. Time-averaged value (R̄) and variance (σ 2) ofR are shown.The breathing nature chimera-
like state is further confirmed through the temporal variation of cos(θj) obtained for randomly chosen
spatial locations in the combustion zone. Different spatial locations are indicated through different
colors. Reproduced with permission from Mondal et al. [49]

Fig. 12 Variation of a mean (R̄) and b variance (σ 2) of the Kuramoto order parameter (R)
are plotted with the range of equivalence ratios. Higher value of σ 2 obtained during
intermittency indicates a state which mimics breathing chimera. Reproduced with permission
from Mondal et al. [49]
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4 Summary

In this chapter, we discussed the characterization of temporal and spatiotemporal
transition of a thermoacoustic system of a turbulent combustor using the concepts
of synchronization theory. The temporal analysis reveals that the large-amplitude
periodic pressure oscillation during thermoacoustic instability is an outcome of the
synchronization between the acoustic field and the turbulent reactive flow inside
the combustor. There exists a bidirectional coupling between such oscillators. Thus,
synchronization theory applied to a turbulent thermoacoustic system provides a new
description to the intermittency route to thermoacoustic instability. Here, the sys-
tem dynamics finally reach to a state of generalized synchronization, having passed
through the state of intermittent phase synchronization (IPS) and phase synchroniza-
tion. During IPS, the oscillators are synchronized in the periodic epochs, while, in the
aperiodic epochs, the oscillations are desynchronized. Furthermore, we observe that
the states of PS and GS correspond to two different types of limit cycle oscillations:
one is weakly correlated, while the other is strongly correlated.

The spatiotemporal dynamics is studied by obtaining a field of the instantaneous
phase difference between the acoustic field and the local heat release rate fluctuations.
The instantaneous phase field shows that the state of combustion noise corresponds
to phase asynchronous aperiodic oscillations, while thermoacoustic instability cor-
responds to phase synchronous periodic oscillations in the reaction zone. The emer-
gence of phase synchrony in the spatial field results in an increase in the acoustic
driving, leading to the onset of thermoacoustic instability in the system. Such tran-
sition is preceded by an intermediate state, wherein regions of phase asynchronous
aperiodic oscillations and regions of phase synchronous periodic oscillations coexist
simultaneously, resembling a chimera-like state similar to that was reported for a
network of coupled identical oscillators. Further, we observed that, during the occur-
rence of the chimera-like state, the spatial regions of synchronous and asynchronous
phasors change their locations in the reaction zone with time, being qualitatively
similar to characteristics of “breathing chimera.”

To summarize, our approach to viewing the onset of thermoacoustic instability
as a synchronization phenomenon is the first step toward understanding the com-
plex nonlinear interactions. Such interactions in combustors with turbulent flow can
be observed temporally as well as spatiotemporally between the coupled subsys-
tems of such combustors. Furthermore, the use of synchronization framework can
be extended to other practical fluid mechanical systems involving turbulent non-
reacting flows passed over a bluff body or flows involving density stratified reacting
wakes. In such systems, the coupled response of interacting oscillators leads to the
unstable phenomenon of self-sustained oscillations, where the quantitative analysis
of synchronization is still not a much explored field of research.
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Interaction of Water Spray with Flame

Sourav Sarkar, Joydeep Munshi, Santanu Pramanik,
Achintya Mukhopadhyay and Swarnendu Sen

Abstract Increasing concerns about the role of halons on the depletion of ozone
in the stratosphere have led to a search for alternate agents for suppression. Water,
sprayed in the form of tiny droplets, has emerged as a potential fire suppressant. The
present chapter presents a brief review of the recent studies on flame water spray
interaction. The effects of water spray on both premixed and non-premixed flames
are discussed. The significance of droplet size in flame suppression is explained in
details. This understanding will lead to efficient atomizer design for fire suppression
systems.

1 Introduction

Fire hazard is one of the major catastrophes that can cause a great damage to property
and loss of life. It can occur in all three spaces—above land in a skyscraper, on the
ground in the forest; below the ground in mines. Fire protection and safety research
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becomes amajor concern due to rapid urban growth in present time. Fire research and
development groups have been founded to address industry challenges in multiple
areas, including detection and signaling, hazardous materials, electrical safety, fire
suppression, storage of commodities, and fire-fighter protective clothing and equip-
ment, among other issues. After Second World War, research in fire safety science
increased greatly. However, fire suppression using water spray does not receivemuch
attention due to extensive application of Halon gases. Increasing concerns about the
role of halons on depletion of ozone in the stratosphere have led to a search for
alternate agents for suppression. A dramatic change happened in the research trend
when Halon 1301, Halon 1211 and Halon 2402 were announced illegal in developed
countries under the Montreal Protocol (1987).

Waster mist system is widely used as fire extinguishment agent in building and
compartment fire.Water sprinkler systems are commonly in engine room, machinery
space, electronic equipment rooms and computer rooms. In recent time water mist
technology has become one of the major interest of the research community in ships
and aircrafts application due to availability, low cost and less storage space. In recent
times fire suppression using water spray has been adopted as a technique to mitigate
fires related to hydrogen in nuclear power plants. Fine sprays can be used along with
the igniters in order to quench the flame when hydrogen concentration is below a
threshold limit.

Water spray has emerged as a potential fire suppressant due to its enhanced thermal
and physical properties. Water possesses several advantages like non-toxicity and
environment friendliness. The physical properties like high specific and latent heats
ensure that a small quantity of water can be used for extinguishing the fire. It has
high heat capacity and latent heat of vaporization. 418 kJ of heat is required to raise
the temperature of 1 L of water from 0° to 100 °C and further 2257 kJ is required to
convert it from water to vapor. Water spray helps in suppressing fire in two ways:

1. Water droplets are efficient fire suppressing agent because of its rate of evapora-
tion and high latent heat of evaporation, hence while interacting with the flame,
it can absorb heat from the flame reducing the flame temperature. If the flame
temperature is below the activation temperature, the flame cannot sustain itself.

2. When droplets vaporize water vapor gets added to the continuous phase dis-
placing oxygen inside the reaction zone of the flame; hence it reduces the local
equivalence ratio of the reactant mixture. Eventually, if the equivalence ratio
becomes less than the lower flammability limit, flame extinction can occur.

2 Quantitative Characterization of Water Spray

The size of the water droplet is an important parameter that determines the effective-
ness of the spray by directly affecting the heat transfer and evaporation. The dynamics
of the droplets, that are influenced by the kinetic energy (~d3) and the aerodynamic
drag (~d), are also dependant on the diameter. The size of the droplets vary with the
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Fig. 1 Classification of droplets based on the diameter. The text below the x-axis shows the range
defined as ‘fine sprays’, together with the approximate locations of ‘aerosols’, ‘nozzles’ and ‘sprin-
klers’ in the droplet spectrum [1]

mode of generation suited for a particular application and can be divided into several
classes as shown in Fig. 1. While distinct boundaries exist for different classes of
droplets, the boundary between ‘sprays’ and ‘mists’ is somewhat arbitrary. A droplet
distribution with a mean diameter of 80–200 µm and a DV99 less than or equal to
500 µm has been reported as mist in the literature [1]. The size categories where the
‘average’ droplet diameter ranges from 100 to 1000 µm is the zone of interest for
fire extinction.

Monodisperse droplets are very rare in practical applications as it requires an
expensive droplet generator.Hence, practical sprays aremostly polydisperse in nature
containing a wide distribution of droplet diameters. Several measures of droplet
diameter have been introduced in the literature that represents some physical attribute
of the spray as a whole. A standard notation for defining droplet diameters has been
suggested by Mugele and Evans [2].

Dmn �
(∑

Dm∑
Dn

) 1
m−n

The most commonly used measures of droplet diameters are the mean diameter
(D10) and the Sauter mean diameter (D32). For the normal mean diameter, m�1 and
n�0; for the Sauter Mean Diameter, m�3 and n�2. Hence, the magnitude of the
Sauter Mean Diameter is expected to be higher than the Normal Mean Diameter. The
Sauter Mean Diameter (SMD) is the ratio between the sum of the droplet volumes
and the sum of the droplet surface areas in a spray. It signifies a particular droplet
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Fig. 2 Droplet distributions different mean diameter and spread parameter for same droplet range

which has themean volume and surface area for the whole spray. The volumemedian
diameter is another commonly used representative diameter. The number of droplets
having diameter lesser than the Volume median diameter is half of the total number
of droplets.

Along with the mean diameter, droplet diameter distribution is also an impor-
tant characteristic of any spray. The empirically obtained diameter distribution in a
spray can fit with different mathematical functions. The most popular one is Rosin-
Rammler distribution and is given by:

Yd � e−( d
d )

n

Here, Yd is the mass fraction of droplets of diameter greater than d, d is the mean
diameter and n is an exponent known as the spread parameter. Figure 2 illustrates
the effect of the mean diameter and the spread parameter on the droplet distribution.

3 Premixed and Non-premixed Flames

Flames can be broadly classified into two types depending on the mixing between
the fuel and the oxidizer: premixed flames and non-premixed (or diffusion) flames.
Sometimes another type of flame known as partially premixed flame can also be
observed which is intermediate to the above two types mentioned. Non-premixed
flames occur where fuel and oxidizer enter through different inlets into the combus-
tion chamber and combustion takes place at the stoichiometric mixing plane. Once
ignited, a non-premixed flame will situate itself somewhere between the fuel and
oxidizer streams in order to satisfy the stoichiometry requirement. Hence, the flame
in case of non-premixed combustion is always stoichiometric in nature. This type of
flame is also named as diffusion flame as the reaction rate is generally determined
by the mixing caused by diffusion [3]. Several examples of diffusion flames can
be observed such as the burning of match sticks, candles, lighters, diesel internal
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combustion engines etc. Premixed flames, on the other hand, are more like a wave-
phenomenon. In this case, the oxidizer and the fuel are homogeneously mixed prior
to ignition. Once ignited, the flame starts propagating with a finite speed towards
the unburnt reactant mixture. This speed of propagation is known as the flame speed
which is a function of the transport properties and the reaction kinetics. In its way of
propagation, the flame consumes the unburnt reactant to sustain itself.

3.1 Non-premixed Flame

Several canonical configurations for non-premixed flames exist in the literature that
greatly simplifies experimentation and validation of numerical models. One such
configuration that has been studied extensively to investigate the physics of flame
and water spray interaction is the counterflow diffusion flame. In this configuration
a pure diffusion flame is established near the stagnation region of the two opposing
jets: the fuel and the oxidizer. The counterflow diffusion flames can be divided
into two groups: (1) the counterflow diffusion flame between two opposed gaseous
jets of fuel and oxidizer, and (2) the counterflow diffusion flame established in the
forward stagnation region of a porous burner [4]. The configurations pertaining to the
different counterflow burners are presented in Fig. 3. Counterflow diffusion flames
are essentially two-dimensional planar flames that can be reduced to one-dimension
by a similarity transform [4]. This greatly reduces the computational costs associated
with the validation of complex kinetic mechanisms with the experimental results. As
a result, these flames have been studied extensively for understanding the extinction
mechanism and complex chemical kinetics and transport processes. An extensive
pool of literature consisting of both theoretical and experimental works exists on
the structure and extinction of flat laminar counterflow diffusion flames. Smooke
and coworkers [5–12] have computationally and experimentally investigated the
chemical kinetics and transport processes in counterflow diffusion flames.

Studies on laminar counterflow flames are also used to model complex turbulent
diffusion flames. A turbulent diffusion flame can be imagined as an ensemble of
several stretched and curved laminar flamelets [13, 14]. The extinction studies on
laminar flames are used to generate a flamelet library as a function of the scalar
dissipation which is useful for turbulent combustion simulation.

3.2 Premixed Flame

Now if we consider the flame-stationary reference frame for the premixed flame
propagation, then upstreammixture approaches the flamewith a speed,which is same
as the laminar flame speed (Su) and temperature Tu, whereas the product mixture
leaves the surface with a speed Ub and temperature Tb. From continuity equation,
we can realize that, as, across the flame, the temperature is going to increase, the
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Fig. 3 Different types of counter flow burner [4]

density of the burnt product mixture will be much less than compared to reactant
mixture; hence flow acceleration across the flame surface will be observed (ρb � ρu ;
hence Uu � Su � Ub). Premixed flame structures can be considered at different
levels of analysis. At the hydrodynamic level, premixed flames can be considered as
an interface (wave front) across which discontinuities in temperature, species mass
fraction, and density can be observed (Fig. 4a). However, these two different fluid
dynamic states across the interface are related by the conservation of mass, momen-
tum, species concentration and overall energy. At the flame interface the temperature
changes from the reactant temperature (Tu) to adiabatic flame temperature (Tb) and
species concentration changes from initial species fraction to zero in the product
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Fig. 4 Premixed flame structure

mixture. In the next level of transport-dominated analysis, the flame interface can
be enlarged to get a zone called preheat zone of characteristic thickness ld (Fig. 4b).
The physics here is governed by a balance of heat and mass diffusion. Inside the
preheat zone, the temperature gradually increases from reactant temperature Tu to Tb
and similarly species concentration decreases from the reactant concentration to zero
as shown in Fig. 4b. However, all of the reaction is still taking place in a very thin
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sheet like region named as reaction sheet. So, essentially in the preheat zone, we can
observe a balance between convective heat and mass transfer and diffusion process.
In the third level of analysis, we get amost detailed flame description by enlarging the
reaction sheet itself (Fig. 4c). In this region, there is a balance between reaction and
diffusion process. So the heat released due to the chemical reaction gets conducted
upstream to the preheat zone where reactant heats up and finally reach the ignition
point (activation temperature) and chemical reactions take place inside the reaction
zone (length scale, lr � ld ). It is to be noted that the reaction zone is very small as
compared to the preheat zone and even the preheat zone is very small as compared to
the whole domain (for example combustion chamber). Usually, preheat zone itself
has a few millimeters of length scale. Hence, finally, to conclude, the flame structure
can, therefore, be considered to have two distinct zones- preheat and reaction zone. In
the preheat zone diffusion process balances with convection of the overall flow field
and in the reaction zone diffusion process balances with chemical reaction because
of the very high gradient of temperature and species concentration across this region.
Overall, across the flame (combining both regions), mass, momentum, species, and
energy must be conserved; due to high temperature jump, the density of the mixture
reduces and the overall flow field gets accelerated quite a few orders of magnitude
(6–7 times for 1800–2100 K if Tu �300 K, less than 1 order of magnitude).

4 Non-premixed Flame and Water Spray Interaction

Flame extinction is considered as one of classical phenomena in combustion studies.
Inert gas are often used as diluents for flame suppression.Carbondioxide andnitrogen
are commonly used as inert gas for extinction studies [15, 16]. Lock et al. [17, 18]
is studied the effects of CO2 dilution in fuel and air stream on extinction. Lock
et al. [19] investigated the effects of nitrogen dilution and various levels of partial
premixing in axisymmetric coflowing jets. Still the use of diluents for fire suppression
application are limited to the specific applications due to high storage space and high
cost. Water spray is widely applied for fire suppression for its efficient thermal and
physical properties. Droplet size of water spray is also important parameter that
affects performance of water spray.

4.1 Physical, Thermal, and Chemical Effects of Fine-Water
Droplets

Water spray helps in fire suppression through its thermal and chemical effects on
the flame. Though the understanding the exact contribution of different effects is not
straight forward in large scale fire experiments andmodelling. Often laboratory scale
flameswith a simple configuration such as the counter flowdiffusion flame are chosen
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for theoretical and experimental study. In those cases, the conventional counterflow
flame ismodified by the provision for introducing gaseous or condensed-phase agents
with the oxidizer stream (Fig. 5). Theoretical or numerical studies often preferred
over experimental studies because it allows us to decouple different effects and to
perform parametric studies. Lentati and Chelliah [20] numerically have investigated
the effects of water spray on methane-air counterflow non-premixed flame based
on a hybrid Eulerian–Lagrangian formulation for gas and droplet phase. They have
considered mono disperse water droplet of 5–50 µm diameter which is introduced
into the air stream of a steady laminar counterflow flame. To observe the physical
effect of water vapor air stream with saturated vapor (3.51% by moles or 2.24%
by mass) is supplied. 25% of reduction in extinction strain rate is observed due to
dilution or displacement of oxygen from air stream due to water vapor addition.
Further, same proportion of nitrogen is added instead of water vapor. The effect of
this dilution on maximum flame temperature is presented in Fig. 6.

The difference in maximum flame temperature between water vapor and nitrogen
dilution is due to different specific heat effects. Addition of water vapor can affect the
flame temperature by oxygen displacement and take part in the chemical reactions.
It is expected that water vapor can participate in chemical reaction as it has a high
three-body collisional efficiency. At sufficient water vapor concentration also it can
affect the water gas shift reaction. To isolate the chemical effect water vapor, H2O
is identified as a different compound which did not take part chemical reaction and
simulation is performed. It is found from Fig. 6 that the chemical effect of water
vapor is negligible.

The contribution of chemical effect is studied for evaporating droplets. It is found
from Fig. 7 that the third body recombination effects have a minor contribution in
flame suppression. In numerical model, discrete droplet phase interacts with contin-
uous gas phase through source term of mass, momentum, and energy conservation
equation. Source term energy conservation equation represents the latent heat of
vaporization and increase in the sensible enthalpy of water droplets. To isolate the
thermal and chemical effects, four different cases are simulated. In the Fig. 8 symbol
(�) denotes when thermal and chemical effects are included. Symbol (�) is used
to indicate dilution effect when both thermal (inclusion of energy source term) and
chemical effects are excluded. In the same figure, symbol (+) and symbol (*) denotes
the chemical effects (including dilution and excluding thermal effect) and thermal
effects (including dilution and excluding chemical effect) respectively. It was found
that extinction strain rate reduces 255–176 s−1 due to combined thermal, dilution
and chemical effect. If the chemical effect is excluded it drops down to 190 s−1.
It is clearly seen that chemical effect has a very small contribution. A reduction of
thermal effects is observed for higher droplet size because of incomplete evaporation
of larger droplets due to higher evaporation time scale.
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Fig. 5 Experimental setup [21]

4.2 Dynamics of Water Droplets in a Counterflow Field

Droplet size plays a crucial role in flame extinction. Fine water spray is preferred
over larger droplets as it can suspend longer period in air than larger droplets. The
smaller droplets also have higher surface area to volume ratio than larger droplets
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Fig. 6 Comparison of Tmax versus a, for dry cases (o), diluted cases with saturated water vapor
(�), water vapor excluded from chemistry (*), and nitrogen (×) [20]

which enhances the evaporation process. However, it is found that effectiveness
of water spray is not solely governed by the surface area. Droplet dynamics near
flame region also plays an important role during fire suppression. Larger droplets
may not completely evaporate beyond the flame zone reducing the effectiveness of
fire suppression. On the other hand, low droplet/gas velocities and/or very small
sized droplets may lead to evaporation far ahead of the flame. In such cases, the
full quenching potential of the spray is not utilized. Depending on the competition
between the residence and evaporation times of the droplets, various flame regimes
like oscillatory flames may arise.

Lentati and Chelliah [22] numerically studied the dynamics of water droplets in
a counterflow field and their effect on flame extinction. They used a hybrid Eulerian
Lagrangian formulation to model gas and droplet phase. Several monodisperse sizes
of water droplets ranging 5–50 µm is chosen for simulation. The strain rate is kept
130 s−1 in the simulation. Velocity at different axial location presented in the follow-
ing Fig. 9. It is observed 5 mm droplet completely follow the gas phase velocity due
to low inertia where as large droplets significantly deviate from the gas phase veloc-
ity. It is also observed that 5 µm droplets completely evaporate before reaching the
flame front whereas 50 µm penetrate inside the flame and enter in the fuel side then
further reverse its direction. A non-dimensional number referred as Stokes number
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Fig. 7 Comparison of Tmax versus a, for dry cases (o) and 2% by mass of 20-µm water droplets,
with chemical effects modified (*, �) and thermal effects modified (+, �) [2]

in the literature is often used to characterize the droplet motion is spatiotemporally
varying gas flow field. Stokes number is defined as the ratio of characteristic droplet
response time to the characteristic flow time. It is expressed as,

St � ρoD2
0a

18μg

where is the ρ0 droplet density and μg is the gas dynamic viscosity. Droplet inertia
can be a measure of characteristic droplet response time. Higher the inertia lesser it
will deviate from initial trajectory; hence higher will be the droplet response time.
Characteristics droplet response time increases with the increase of droplet diameter.
So for a constant strain rate, Stokes number increases with the increase of droplet
diameter.When Stokes number approaches the value 0.1 the deviation of the droplets
are almost negligible. Figure 10 shows the droplet temperature, Td , of different
droplet sizes. It is observed that 5 µm droplet is almost in thermal equilibrium with
the gas phase. A small thermal lag is observed for larger droplets. The source term
in the gas phase continuous phase continuity equation due evaporation of different
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Fig. 8 Variation of extinction strain rate as a function of droplet size, with chemical and thermal
effects modified [21]

droplet size is presented in Fig. 11. It is clearly observed that 5µmdroplet completely
evaporated before reaching stagnation plane (Figs. 12 and 13).

Zegers et al. [21] have experimentally studied droplet velocity and evolution of
droplet number density in the vicinity of the flame zone of a non-premixed counter-
flow propane/air flames. Piezoelectrically generated a monodispersed water mists of
initial droplet size ranging from 14 and 42 µm is seeded into the air stream to inves-
tigate the flame suppression effectiveness. The number density and average velocity
of droplet size 30 and 18 µm are plotted versus axial position. It is observed that
number density increases initially then starts to drop in front of the flame both 30
and 18 µm droplets. The variation of number density is explained using drag force
and evaporation. Gas velocity starts to drop in the axial direction as it approaches the
stagnation plane. In this region, droplets start to decelerate which causes a spatial
accumulation of droplets and number density increases. The droplets start to move in
the radial direction due to diverging flow field at the exit of the lower air duct. Evapo-
ration process also starts to dominate as it approaches flame front. These two reasons
cause a rapid drop in number density. It is found that 18 µm droplets completely
evaporated after reaching the flame front. Whereas 30 µm droplets have penetrated
the flame front and traveled in the radial direction.



164 S. Sarkar et al.

Fig. 9 Comparison of the gas velocity and droplet velocity of different sizes, with droplet source
terms turned “off” in gas-phase calculations. Also shown is the gas temperature (thick line) [22]

4.3 Optimum Droplet Diameter

It is clearly understood that droplet size plays an important role in flame suppression.
It is observed from the studies that there exists an optimum diameter for a monodis-
perse spray for which the effectiveness of spray is maximum. In observation can
be explained on the basis of comparative effects between vaporization Damköhler
number and Stokes number. Vaporization Damköhler number is defined as the ratio
of characteristic flow time to vaporization time. It is expressed as

Da � K/D2
0a

where K is the vaporization rate, D0 is the droplet diameter and a is the strain rate
Characteristic flow time can be estimated by the inverse of strain rate. For a constant
evaporation rate, vaporization time increaseswith the increase of droplet diameter. So
for a constant strain rate, Damköhler number decreases with the increase of droplet
diameter. Stokes number is defined as the ratio of characteristic droplet response
time to the characteristic flow time. It is expressed as
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Fig. 10 Comparison of droplet temperature, Td, of different droplet sizes, with droplet source
terms turned “off” in gas-phase calculations. Also shown is the gas temperature (thick line) [22]

St � ρ0D2
0a

μg

where is the ρ0 droplet density and μg is the gas dynamic viscosity. Droplet inertia
can be a measure of characteristic droplet response time. Higher the inertia lesser it
will deviate from initial trajectory; hence higher will be the droplet response time.
Characteristics droplet response time increases with the increase of droplet diameter.
So for a constant strain rate, Stokes number increases with the increase of droplet
diameter. So higher stokes number will be more preferred due to penetration into
the flame and higher Damköhler number will be preferred due to better evapora-
tion. The simultaneous requirement of these to lead to an existence of an optimum
droplet diameter. Chelliah [23] investigated the variation of optimal droplet diameter
for different water mass loading for counter flow methane air non-premixed flame.
15–20-mm droplets are found to be the most effective. Zegers et al. [21] investigated
the effect of 3 different size droplets on a propane air non-premixed flame. They also
found an optimum droplet size for more effective flame suppression.
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Fig. 11 Typical Sm profiles of different droplet sizes, with Y0 �0.02 and droplet source terms
turned “off” in gas-phase calculations. Also shown is the gas temperature (thick line) [22]

4.4 Effect of Size Distribution of Polydisperse Water Spray

Practical atomizers produce a large spectrum of droplets. The common practice of
representing the polydisperse spray by some suitable mean diameter (e.g., Sauter
mean diameter) may not be effective in the present situation where the dynamics
of the individual droplets are determined by their respective sizes. Dvorjetski and
Greenberg [24] investigated the effect droplet size distribution on a counterflow
diffusion flame. They considered six initial droplet size distributions for analysis.
Three of them have the same Sauter mean diameter and rest of three have the same
D20.Threedifferent distributions: (1) a quasi-monodisperse spray, (2) a bimodal spray
and (3) a “normal”-spray are considered for both cases. In addition to these, 2 mono-
sectional descriptions of the spray are considered for mathematical reference. The
firstmono-sectional spray has droplet size ranging from20 to 84.7 andSMD44.8µm.
The secondmono-sectional has a droplet size of 20–80.1mm andD20= 34.4µm. The
effect size distribution with same SMD on flame temperature is presented in Fig. 14.
Themaximum flame temperature obtained without water spray is 1570 K.Maximum
flame temperature obtained with bimodal water spray and full polydisperse water
spray are 1480 K and 1470 K respectively. The quasi-monodisperse spray reduces
the flame temperature a few more degree further than full polydisperse water spray.
Mono-sectional model of the spray gives the lowest flame temperature.
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Fig. 12 a Profiles of number density (triangles) and velocity (circles) for 30 µm droplets versus
location in a 170 s−1 strain rate propane/air 30 µm mist counterflow flame. b Profiles of number
density (triangles) and velocity (circles) of 18 µm droplets versus location in a propane/ air 18 µm
mist counterflow flame [21]
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Fig. 13 Variation of the flame strength of a nonpremixed flame versus droplet diameter, for selected
water mass fractions Y0 [23]

Figures 15 and 16 represent the variation of the water mass fraction versus critical
strain rate curves for the distributions with same SMD and same D20 respectively.
It is clear that quasi mono-disperse spray is the most effective among three realistic
distribution with same SMD. However full polydisperse water spray is found most
effective among three realistic distribution with the same D20. So it can be concluded
that representing a polydisperse by a single representative diameter (number mean,
Sauter mean, D20) is inaccurate (Figs. 17 and 18).

Pramanik and Mukhopadhyay [25] numerically investigated the effects of poly-
disperse and monodisperse spray on counterflow diffusion flame. They found that
polydisperse spray is more effective than monodisperse spray after a certain droplet
diameter. Sasongko et al. [26] experimentally investigated the extinction condition
of a counterflow diffusion flame in presence of polydisperse water spray. Extinction
condition is obtained by slowly reducing the oxygen concentration in the oxidizer
stream. The effect of mean diameter of the polydisperse spray on the oxygen concen-
tration at the extinction is studied experimentally. In the experiment a double cylinder
concentric counterflow burner was used. The inner diameter of the burner was 23mm
which was surrounded by a 40 mm diameter outer cylinder. Methane and oxygen
diluted by N2 were supplied from top and bottom inner cylinder respectively. N2 was
supplied from the outer cylinder to prevent the interaction of atmospheric air with
the flame. Strain rate was varied by changing the separation distance between the
burners. In the present case strain rate of 160 s−1 was chosen for study. Water spray
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Fig. 14 Comparison of temperature profiles in opposed flow diffusion flames with and without
various water sprays present: all sprays have same SMD [24]

produced by a twin fluid atomizer was introduced from the bottom. The atomizing
gas flow rate was varied to obtain different droplet size distributions.

The burning behavior of counterflow diffusion flame with water spray for strain
rate a = 160 s−1 is captured and presented in the figure. Oxygen concentration is
varied from 0 and 0.30 to before extinction. Initially, the flame consists of two
regions, a yellow luminous region on the fuel side and a blue region on the oxidizer
side. The yellow luminous region starts to decrease with the decrement of oxygen
concentration as flame temperature reduces. Flame completely turns into blue before
extinction. Figure 19 presents the comparison of oxygen concentration at extinction
for two different strain rate a�160 s−1 and a�320 s−1. It is observed that optimum
droplet diameter shift in the smaller droplet size with the increase of strain rate. The
optimum droplet diameter exists around SMD 65–75 µm at 160 s−1 strain rate. For
320 s−1 strain rate, optimum droplet SMD lies between 40 and 50 µm (Fig. 20).

Sarkar et al. [27] numerically investigated extinction condition of flat and curved
counterflow laminar diffusion flame with polydisperse water sprays. Two dimen-
sional Navier-Stokes equation and energy equations were solved for the gas phase.
A reduced reaction mechanism with 16 species and 46 reactions was used to model
chemistry of the combustion phenomena. Rosin Rammler distribution was fitted
with the experimentally obtained droplet distribution and 1.86 was found as the
spread parameter. Discrete phase model with the obtained Rosin Rammler distri-
bution parameters was used for present simulation. The O2 mass fraction of the
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Fig. 15 Comparison of temperature profiles in opposed flow diffusion flames with and without
various water sprays present: all sprays have same SMD [24]

oxidizer stream was gradually reduced to obtain the extinction condition. Numerical
simulation results were in good agreement with the experimental result reported in
Sasongko et al. [26] Approximately 3% deviation was observed from the experi-
mental results of Sasongko et al. [26] in the extinction concentration. The maximum
flame temperature and temperature contour of the flame with and without spray at
different O2 concentration are presented in Figs. 21 and 22 respectively.

Yoshida et al. [28] experimentally studied extinction of a counterflowmethane/air
diffusion flame using polydisperse fine water droplets. A piezoelectric atomizer is
used to generate finewater spray. Droplet size distribution and velocities are obtained
using Phase Doppler particle analyzer (PDPA). Figure 23 presents the variation of
flame thickness with strain rate for different water spray mass loading. In Fig. 23
filled symbol indicate yellow luminous flame and hollow symbol indicate blue color
flame. It is observed that flame thickness and flame color significantly change with
the application of water spray. Figure 24 presents the velocity of the droplets at
different locations for strain rate 80 s−1. It is seen that smaller droplets start to
decelerate according to the gas flow at far upstream of the flame front at y�14.4mm.
Closer to the flame front at y�8.5 mm, all the droplets almost move with the same
velocity of the gas phase. However, at higher strain rate (230 s−1), droplets velocities
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Fig. 16 Comparison of temperature profiles in opposed flow diffusion flames with and without
various water sprays present: all sprays have same SMD [24]

are significantly different from gas velocity as high inertia force does not allow to
establish equilibrium with the gas phase velocity (Fig. 25).

Lazzarini et al. [29] investigated the role of adding hydroxides of alkali met-
als to water to enhance the extinction rate. An upper limit of the concentration of
alkali metal hydroxide allows one to combine the thermal fire suppression ability of
water droplets with chemical suppression ability of alkali metals. Arias et al. [30]
numerically investigated the extinction of counterflow non-premixed laminar and
turbulent flames with water droplets. Through the analysis of turbulent flames, they
demonstrated the role of parameters like flame curvature and local extinction.

Most of the studies referred above are performed with the opposing-jet burners.
However there exist few more simple configurations other than counterflow burner
for flame water spray interaction study like coflow burner, cup burner etc. Takahashi
et al. [31] studied extinguishment of methane and polymethylmethacrylate (PMMA)
flame using water spray in cylindrical burner configuration where cylindrical burner
is inserted vertically downward into an upward coaxial air stream. The effect of
gaseous agents (N2 and CO2) and water mist on flame structure and extinction is
reported. Ndubizu et al. [32] studied water mist fire suppression mechanisms of a
methane air diffusion flame using a modified Wolfhard-Parker burner setup. Liao
et al. [33] studied interaction of fine water spray with liquid pool fires.
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Fig. 17 Photographs of counterflow diffusion flame with water spray for different oxygen concen-
trations of the oxidizer Y O2 (SMD�97.6 lm, Y w �0:022; a�160 s−1). [26]

5 Premixed Flame and Water Spray Interaction

5.1 Dynamics of Droplets

Chelliah [23] numerically investigated the effects of droplet size on flame inhibition
for laminar methane-air premixed flames. Monodispersed droplet size of 10, 20 and
30 µm are chosen for numerical study. Figure 26 shows the variation of normalized
droplet diameter for those initial droplet sizes in the flow field. It is observed that
smallest droplets completely evaporate in the preheat zone of the flame. Whereas
30 µm droplets completely penetrate inside the flame and continue to evaporate
in the post flame region. Gas velocity rapidly increases in front the flame due to
thermal expansion. Droplets also start to accelerate due to drag. The response of
droplets is presented in Fig. 26. A velocity lag is observed for larger droplets due to
higher inertia. The thermal response is presented in Fig. 28. The difference between
the droplet and gas phase temperature is minimum for 10 µm droplets. Mass source
term due to evaporation for different droplet size is presented in Fig. 29. It is observed
that 10 µm droplets completely in preheat zone and flame front. Whereas 30 µm
droplets majorly evaporated in the post flame region (Figs. 27 and 30).
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Fig. 18 Dependence of oxygen concentration at extinction on the Sauter mean droplet diameter
for different water droplet mass fraction Yw (a�160 s−1) [26]

5.2 Effect on Flame Speed

Significant flame speed drop was observed due to with the application of water spray.
Flame speed decreases with spray mass loading. The maximum decrement of flame
speed was obtained for 10 µm droplets. Numerical results also very good agreement
with the experimental results.

Yoshida et al. [34] have experimentally investigated the suppressing effect of fine
water droplets in propane/air premixed flames in stagnation flowfield. They have also
found the dependence of laminar flame speed on the stretch rate which is in good
agreement with the previously reported data. Laminar flame speed was observed
to increase with increasing stretch in absence of any water droplets similar to the
study of Law et al. [35] On the other hand laminar flame speed started reducing with
increasing stretch rate in presence of fine water spray due to change in the mixture
Lewis number andMarkstein length (Fig. 31). However, it was not in agreement with
the numerical study conducted by Yoshida et al. [34].

It was concluded that flame speed reduction due to mist accumulation at the
stagnation plate is larger than the flame speed increment due to the flame stretch,
hence providing a net decrease in the flame speed due to water mist addition. It was
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Fig. 19 Dependence of oxygen concentration at extinction on the Sauter mean droplet diameter
for two different strain rates (Y w �0:022) [26]

also observed that for water vapor mole fraction of 0.2 or more, no flame can be
established further.

There is a handful of literature present which have investigated the effect of
water droplets as a fire suppressing agent using stagnation flow configuration. These
experimental and numerical studies have revealed important characteristics such as
the effect of water droplet size distribution, in case of poly dispersed water spray, on
the laminar flame speed. Yang and Kee [36] have presented a computational model
to describe two phase interactions between freely propagating premixed methane-
air flame and mono-dispersed water droplets using commercial PREMIX code. The
gas phase, which includes detailed chemistry, was modeled using adaptive Eulerian
mesh whereas the discrete droplets were represented by the Lagrangian frame. It
was observed that water droplets below the critical size (10 µm) is ineffective to
further affect the extinction process of methane-air flame. The model also predicted
turning-point extinction behavior for larger droplets.

Modak et al. [37] have studied numerically, using PREMIX code, the influence of
fine water mist on the suppression of laminar freely propagating strain-free premixed
methane-, propane-, hydrogen-air flames in atmospheric pressure. It was observed
that smaller size droplets are more effective than larger droplets which are already
concluded previously by many others experimentally and numerically. The critical
small diameter limit was observed to be 10 µm (for methane-air and propane-air)
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Fig. 20 Rosin Rammler curve fits to experimental droplet distributions

Fig. 21 Comparison of maximum flame temperature
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Fig. 22 Comparison of temperature contour
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Fig. 23 Variation of flame thickness with strain rate [28]

and 2 µm (for hydrogen-air) below which there is no further influence on the droplet
size which is in agreement with the analysis of Yang and Kee. 30 µm was denoted
as turning-point extinction where burning velocity for methane-air and propane-air
was observed to be half of the burning velocity without any water droplets.

Reduction of flammability region of hydrogen-air mixture by using cold fog noz-
zles and ultrasonic foggers was experimented by Jones et al. [38]. It was concluded
that effect of water mist is strongly dependent on the droplet size distribution and the
effect is more pronounced for very fine water mist diameters less than 10 µm. The
experiment was conducted mainly for nuclear waste storage plant after decommis-
sioning where significant hydrogen generation could occur.

Ingram et al. [39] have studied laminar flame speed for a premixed hydrogen-
oxygen-nitrogen mixture using nozzle burner setup and have used water mist with
NaOH additive. It was observed that above a critical concentration of water with
NaOH additive (SMD ~4 µm), sudden significant reduction in burning velocity
occurred. It is concluded that addition of NaOH helps to chemically inhibit the
combustion in addition to the evaporative cooling effect due to the addition of water
mist.

Joseph et al. [40] have presented a simple lumped parameter approach to study
thermodynamic aspects of the interaction between water droplets and hydrogen-
air flames in a closed container. The final pressure and temperature variation due
to the addition of water can not only suppress the fire; sometimes the addition of
water mist could over pressurize the vessel and could create turbulence effect which
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Fig. 24 Droplet velocity, Stokes number and thermophoretic velocity for a�80 s−1 and Qw
�7.33 ml/min [28]

Fig. 25 Droplet velocity, Stokes number and thermophoretic velocity for a�230 s−1 and Qw
�7.33 ml/min [28]
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Fig. 26 Variation of normalized droplet diameter across the premixed flame structure, for different
initial droplet sizes. Also shown is the gas-phase temperature versus distance [23]

Fig. 27 Comparison of the gas and droplet velocity across the premixed flame structure, for dif-
ferent initial droplet sizes. Also shown is the gas-phase temperature versus distance [23]
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Fig. 28 Comparison of gas and droplet equilibrium temperature (Tequil) across the premixed flame
structure, for different initial drop sizes [23]

Fig. 29 The mass source term (Sm) across the premixed flame structure, for different initial droplet
sizes and Y0 �0.02. Also shown is the gas-phase temperature profile [23]
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Fig. 30 Variation of the flame strength of a premixed flame versus droplet mass fraction, for
different initial drop sizes [34]

would eventually enhance the flame propagation. The lumped parameter approach
can only predict the final pressure and temperature in case of addition of water mist
to the hydrogen-air flame. It was concluded that although liquid water acts as a
heat sink, steam generated due to vaporization of liquid water in the reaction zone
becomes important when hydrogen concentration attains certain critical value. The
final pressure, in that case, becomes higher than the final pressure that would have
attained without liquid water addition.

Cheikhravat et al. [41] have observed that in standard atmospheric pressure and
temperature, the addition of water mist to the dry hydrogen/air mixture did not shift
the lower flammability limit until a critical droplet density number was reached. The
experiment was done in a spherical constant volume vessel and it was observed that
for larger droplet sizewith Sautermean diameter (SMD) in the range of 200–250µm,
effect of water spray on the flame speed is negligible. With water droplet diameter
less than 10µm, violence of explosionwasmitigated due to reduction of flame speed;
however opposite effect was observed for very lean hydrogen/air mixture (10%mole
fraction of H2) as the turbulence effect was enhanced by addition of droplets in this
case and it helped to complete the combustion.
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Fig. 31 Markstein length with and without water droplets [34]

5.3 Flame Acceleration

Munshi et al. [42] numerically studied effects of polydispersewater spray in hydrogen
air premixed flame. A stagnation jet plate configuration was chosen for flame speed
determination. Stabilized flames in different stretch conditions are now introduced
with polydisperse water spray of different number mean diameters. Figure 32 depicts
flame speed normalized with respect to the flame speed in absence of spray and
flame temperature normalized with respect to flame temperature in absence of spray
respectivelywith an initial flame stretch of 270.7 s−1. For the stretchmentioned, it can
be clearly observed to increase the flame speed and temperature for a certain range
of spray mass loading. The only difference, in the two different stretch scenarios, is
that the inlet velocity in case of lower stretch is 4 m/s whereas for the highest stretch
it is 7 m/s. Due to increase in the velocity, flow Reynolds number is increased in case
of higher inlet velocity condition giving rise to the turbulence in the flow field in
presence of water spray. At this situation momentum and mass transfer take place in
case of droplets interacting with the continuous phase, which eventually could lead
to a turbulization of the flow field when two-way turbulence coupling is considered.
This is the predominant physics which is significant in interpreting the phenomenon
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Fig. 32 Effect of spray on flame speed (a) and temperature (b) for stretch�270.7 s−1

Fig. 33 Effect of spray on flame speed (a) and temperature (b) for stretch�125.2 s−1

depicted in Figs. 32 and 33. Figure 33 shows that at low stretch of 125.2 s−1 this
flame acceleration is absent due to low gas phase velocity. This is due to the fact
that, once the stretch is higher than a transition point, turbulization effect of spray
surpasses the evaporative effect and instead of flame extinction due to heat loss by
evaporation, flame accelerates due to turbulence.

6 Summary and Recommendations for Future Research

In this chapter, an overview of the interaction of flame andwater spraywas presented.
Different simple laboratory scale flames were used to investigate the effects of water
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spray. Significant experimental and numerical works are summarized for both pre-
mixed and non-premixed flame. Counter flow burner was found to be majorly used
configuration to study the effects of water spray in non-premixed flame. It is clearly
understood that droplet size significantly affects the flame water spray interaction.
Droplet inertia and evaporation are the two phenomena which govern the flame sup-
pression. An optimum droplet diameter is found for which effectiveness of the water
spray is maximum. Flame speed is influenced by the presence of water spray for the
premixed flame. A decrement of flame speed observed due to evaporation heat loss
of the droplets. It is also found that flame speed increases for hydrogen air premixed
flame in presence of fine water droplets at high stretch rate. Turbulization effect
which is caused by droplet-gas phase interaction is identified as a cause for flame
acceleration.
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Quantification of External Enthalpy
Controlled Combustion at Unity
Damköhler Number

Fabian Hampp and Rune Peter Lindstedt

Abstract The use of external enthalpy support (e.g. via heat recirculation) can
enable combustion beyond normal flammability limits and lead to significantly
reduced emissions and fuel consumption. The present work quantifies the impact
of such support on the combustion of lean (Φ = 0.6) turbulent premixed DME/air
flames with a Damköhler number around unity. The flames were aerodynamically
stabilised against thermally equilibrated hot combustion products (HCP) in a back-
to-burnt opposed jet configuration featuring fractal grid generated multi-scale turbu-
lence (Re � 18,400 and Ret > 370). The bulk strain (ab = 750 s−1) was of the order
of the extinction strain rate (aq = 600 s−1) of the corresponding laminar opposed
twin flame with the mean turbulent strain (aI = 3200 s−1) significantly higher. The
HCP temperature (1600 ≤ THCP (K) ≤ 1800) was varied from close to the extinc-
tion point (Tq � 1570 K) of the corresponding laminar twin flame to beyond the
unstrained adiabatic flame temperature (Tad � 1750 K). The flames were charac-
terised using simultaneous Mie scattering, OH-PLIF and PIV measurements and
subjected to a multi-fluid analysis (i.e. reactants and combustion products, as well
as mixing, weakly reacting and strongly reacting fluids). The study quantifies the (i)
evolution of fluid state probabilities and (ii) interface statistics, (iii) unconditional
and (iv) conditional velocity statistics, (v) conditional strain along fluid interfaces
and (vi) scalar fluxes as a function of the external enthalpy support.
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Nomenclature

Roman Letters

a Rate of strain [s−1].
c Reaction progress variable [–].
c Progress variable; Instantaneous conditioning variable [–].

cu Scalar Flux [m s−1].
D Burner nozzle diameter [m].

Da Conventional Damköhler number [–].
Daign Turbulent auto–ignition Damköhler number [–].
dp,x Al2O3 particle diameter x% [m].

e Planar rate of strain tensor [s−1].
H Burner nozzle separation [m].
I OH signal intensity [–].
I ‡ Reference signal intensity [–].
Ka Conventional Karlovitz number [–].

Kaign Auto-ignition Karlovitz number [–].
[k] Theoretical concentration of species k [mol m−3].
Lη Kolmogorov length scale [m].
L I Integral length scale of turbulence [m].
N Total number of images [–].
n̂ Unit vector of the iso-contour normal [–].
Q̇ Heat release rate [W m−3].

Ret Turbulent Reynolds number [–].
SL Laminar burning velocity [m s−1].
ŝ Unit vector of the streamline tangent [–].
T Temperature [K].

Tad Adiabatic flame temperature [K].
Tign Auto-ignition temperature [K].

THCP Lower nozzle hot combustion product temperature [K].
U Flow velocity [m s−1].
U Mean unconditional axial velocity [m s−1].

U... Mean conditional axial velocity [m s−1].
u Velocity component [m s−1].√

u′2 Unconditional axial velocity fluctuation [m s−1].√
u′2··· Conditional axial velocity fluctuation [m s−1].

urms Root mean square velocity fluctuation [m s−1].
Us Slip velocity [m s−1].
V Mean unconditional radial velocity [m s−1].
V̇ Lower nozzle volumetric flow rate [m3 s−1].√
v′2 Unconditional radial velocity fluctuation [m s−1].√
v′2··· Conditional radial velocity fluctuation [m s−1].
X Mole fraction [–].
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x Axial coordinate [m].
xs Distance from origin of first thermal alteration [m].
y Radial coordinate [m].

Greek Letters

β Fluid state material surface [–].
δ f Laminar fuel consumption layer thickness [m].
εr Rate of dissipation within the reactants [m2 s−3].
Λ Threshold value [–].
λB Batchelor scale [m].
λD Mean scalar dissipation layer thickness [m].

λMF Multi-fluid spatial resolution [m].
λP IV PIV spatial resolution [m].

νr Reactants kinematic viscosity [m2 s−1].
ω Planar vorticity tensor [s−1].
Φ Equivalence ratio [–].
τc Chemical timescale [s].
τη Kolmogorov timescale [s].

τign Auto-ignition delay time [s].
τI Integral timescale of turbulence [s].
ξ Blending fraction [%vol].

Sub-/Superscripts

0 Alignment at the origin; initial value.
‡ Reference value.

BT B Back-to-burnt configuration.
b Bulk flow motion.
d Total.

FS Fluid state.
HCP Hot combustion products.

I Integral scale; turbulent.
i, j Pixel index.
k Velocity component.
M Mixing fluid iso-contour.
m Mixing fluid.
n Instantaneous image; normal.

NE Nozzle exit.
p Product fluid.
q Extinction conditions.
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R Reactant fluid iso-contour.
r Reactant fluid.

SR Strongly reacting fluid iso-contour.
s Strongly reacting (flamelet) fluid.
T Dependency on HCP temperature.
t Tangential.

WR Weakly reacting fluid iso-contour.
w Weakly reacting fluid.

1 Introduction

Low Damköhler number combustion has the potential to reduce NOx emissions
through stable fuel lean operation [1]. However, thermal support is typically required
to sustain chemical reactions [2] with common enthalpy sources including exhaust
gas recirculation (EGR) [3] and reactant preheating via heat exchangers [4]. Rais-
ing the initial temperature (T0) via preheating reduces the chemical timescale [5].
The strongly fuel-dependent auto-ignition delay time may become sufficiently short
at high T0 to influence the combustion behaviour [6]. Several combustion concepts
utilise the exhaust gas enthalpy to stabilise fuel lean combustion. Examples include
flameless oxidation in gas turbine engines [7] and low NOx burners [8]. Blending
of high temperature (internal) EGR yields a complex competition of advanced chain
branching, possibly supported by the presence of residual intermediates, and quench-
ing due to the diluents (e.g. CO2 and H2O) [9]. The DNS data ofMinamoto et al. [10]
have shown that the broadening and distribution of chemically active zones is not
solely dependent on turbulence, but is strongly affected by the dilution level and
mixture reactivity. At low equivalence ratios, comparatively low levels of turbulence
have been found sufficient to disturb and broaden the reaction zone [11]. In a related
study, Zhou et al. [12] have shown a significant broadening of the CH layer that expe-
riences a deeper penetration of CH2O and OH [11, 13] with increasing turbulence
intensity. Accordingly, flamelet-based bimodal descriptions that assume a negligible
probability of encountering chemically active states become problematic [10].

Canonical configurations, e.g. the Sandia–Sydney piloted jet flames [14, 15] and
the opposed jet configuration [16, 17], are frequently used to advance the funda-
mental understanding of combustion processes. Mastorakos et al. [2] investigated
the removal of conventional flame extinction limits for lean premixed CH4 flames
using a back-to-burnt (BTB) opposed jet geometry. No extinction was observed for a
burnt gas temperature >1550 K. An unstable region was detected in the range from
1450 to 1550 K with conventional extinction criteria valid for reduced temperatures.
Goh [18] andCoriton et al. [19] extended the study bymeans of awide range ofΦ and
increased turbulence levels. Related combustion regime transitions in lean premixed
JP-10 (exotetrahydrodicyclopentadiene) flames were studied by Goh et al. [20] and
compared to conventional twin flames approaching extinction [21]. Hampp et al. [22,
23] investigated burning mode transitions from close to the corrugated flamelet into
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the distributed reaction zone regime by varying the stoichiometry of lean premixed
dimethyl ether (DME) flames at a constant turbulent Reynolds number (Ret � 380).
A constant burnt gas state was used. Coriton et al. [24] have shown that lean counter-
flowing combustion products promote stable operation compared to stoichiometric
flames or hot inert gas due to a delayed radical pool depletion. The promotion of
chain branching by intermediates has also been observed under moderate or intense
low oxygen dilution (MILD) conditions by Abtahizadeh et al. [25].

The current study investigates the impact of the counter-flowing hot combustion
products (HCP) on turbulent DME/air flames at a constant Ret � 395 and a close
to unity Damköhler number (Da � 1.1). DME was selected as it is regarded as an
attractive alternative fuel [26, 27] with a comparatively well-established combus-
tion chemistry [28]. The conditions mark the approximate transition from thin to
distributed reaction zones in a conventional regime diagram [22]. The investigated
HCP temperature range of 1600 ≤ THCP (K) ≤ 1800 covers conditions from close
to the extinction point (Tq � 1570 K) of the corresponding laminar twin flame to
beyond the unstrained adiabatic flame temperature (Tad � 1750 K). The flames were
studied using simultaneous Mie scattering, OH-PLIF and PIV. The study quantifies
the impact of the thermal support on burning modes via the (i) evolution of the
probability of encountering multiple fluid states (i.e. reactants, combustion products,
mixing, weakly reacting and strongly reacting fluids) and (ii) interface statistics, (iii)
unconditional and (iv) conditional velocity statistics, (v) conditional strain on fluid
state interfaces and (vi) scalar fluxes.

2 Experimental Set-up

The twin flame variant of the current opposed jet burner was developed by Geyer
et al. [16]. The current revised back-to-burnt (BTB) configuration, schematically
depicted in Fig. 1, is identical to that used by Hampp et al. [22, 23, 30, 31]
with multi-scale turbulence [17, 32, 33] generated via a cross fractal grid (CFG)
[18, 32]. Operation in the BTB mode [2, 19, 20, 22, 23] enables the stabilisation
under fuel lean conditions. The premixed DME/air mixture was injected through the
upper nozzle (UN) and stabilised against hot combustion products emerging from the
lower nozzle (LN) as described below. The nozzle separation was set to one nozzle
diameter (D = 30 mm).

2.1 Upper Nozzle Flow Conditions

Premixed DME/air (Φ = 0.60, T0 = 320 K) was injected through the UN at a
constant bulk velocity (Ub = 11 m s−1). The CFG, offering a blockage ratio of 65%
with a maximum to minimum bar width ratio of 4, was installed 50mm upstream of
theUNexit and providedwell-developedmulti-scale turbulencewith Ret � 395. The
turbulent (τI ) and chemical (τc) timescales of the UN reactant flow were maintained
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Fig. 1 Schematic of the experimental configuration. Unreacted premixed DME/air (Φ = 0.6) is
injected in the upper nozzle and stabilised by hot combustion products (HCP) from a stoichiometric
H2/CO2/air flame emerging the lower nozzle. CFG—cross fractal grid, DSI—density segregation
iso-contour, SP—stagnation plane, FBA—flashback arrestor, FSM—flame stabilisation mesh

constant and the investigated conditions occupy a nominally identical point in a con-
ventional regime diagram with Da � 1.1. The Ret and τI were determined based on
the integral length scale of turbulence (L I = 4.1 mm) and the velocity fluctuations
at the nozzle exit (urms = 1.64 m s−1) measured using hot wire anemometry and
particle image velocimetry (PIV), respectively. The calculated kinematic viscosity
in the reactants was νr = 17.0 × 10−6 m2 s−1. The Da number and τc, see Eq.1,
were estimated using a laminar burning velocity (SL = 0.21 m s−1) and a laminar
flame thickness (δ f = 0.22mm) [22] obtained from strained laminar opposed jet cal-
culations (a = 75 s−1) using the detailed chemistry of Park [28]. The flame thickness
was based on the 5–95% fuel consumption thickness (i.e. inner thickness [34]).

τI = L I

urms
, τc = δ f

SL
, Ret = L I · urms

νr
, Da = τI

τc
(1)

The extinction strain of the corresponding laminar flame (aq = 600 s−1), the
bulk (ab = 2 ·Ub/H = 750 s−1) and mean turbulent strain (aI = 3200 s−1) were
determined by Hampp and Lindstedt [22].

2.2 Lower Nozzle Flow Conditions

The stabilising hot combustion products (HCP) were produced from highly diluted
stoichiometric premixed H2 flames anchored on a flame stabilisation mesh (FSM)
located 100mm upstream of the LN exit. The FSM was optimised to preclude any
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Table 1 Lower nozzle conditions with X being the mole fractions (the missing percentile accounts
for air), [OH]‡T the equilibrium OH concentration at the nozzle exit, [OH]q the peak OH concentra-
tion at the twin flame extinction point, V̇ the lower nozzle cold gas volumetric flow rate andUHCP
the HCP nozzle exit velocity.

Property Unit THCP [K]

1600 1650 1700 1750 1800

X (H2) – 0.218 0.230 0.238 0.244 0.249

X (CO2) – 0.263 0.225 0.197 0.175 0.159

[OH]‡T × 10−3 mol m−3 7.38 8.40 8.89 9.72 10.8

[OH]q × 10−3 mol m−3 30.9

V̇ × 10−3 m3 s−1 3.11 3.11 3.10 3.08 3.06

UHCP m s−1 22.7 23.4 24.1 24.6 25.1

flame instability and featured a blockage ratio of 62% with an aperture of 0.40 mm.
A second finer mesh served as flashback arrestor (FBA). The HCP temperature at
the nozzle exit was controlled from 1600 to 1800 K (peak-to-peak variation of 1%)
by adjusting the CO2 dilution rate from 15–25%vol (prior combustion). The nozzle
exit temperature was measured with a 50µm R-type thermocouple. The lower limit
corresponds approximately to the temperature at the twin flame extinction point
(Tq � 1570 K at aq = 600 s−1), and the upper limit exceeds the adiabatic flame
temperature (Tad � 1750 K). The stagnation plane was positioned in the proximity
of the burner centre by jet momentum matching with differences in HCP density
compensated bymodest adjustments of the cold gas bulk velocity as shown inTable1.

2.3 Diagnostic Set-up

Simultaneous Mie scattering, PIV and hydroxyl planar laser-induced fluorescence
(OH-PLIF) measurements were performed utilising the barium nitrate crystal tech-
nique of Kerl et al. [35] as detailed by Hampp et al. [22, 30]. The two overlaid light
sheets (281.7 nm and 532 nm) exhibited a height of 1D and thicknesses <0.50 mm
and <0.25 mm, respectively. The fluorescence signal was spectrally separated from
the Mie scattering by a dichroic filter. Two interline-transfer CCD cameras (LaV-
ision Imager Intense) were used with one connected to an intensified relay optics
(LaVision IRO) unit to record the OH signal. The OH fluorescence was collected
by a 105mm ultraviolet lens (f/2.8) from LaVision and the Mie scattering with a
Tokina AF 100 mm lens (f/2.8). Both lenses were equipped with bandpass filters
featuring a transmissivity >85 % for the respective spectral range and an optical
density >5 in order to block the laser lines. The PIV laser pulses were separated by
25µs tominimise spurious vectors, and the OH-PLIF images were obtained from the
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first laser pulse. Each nozzle was seeded separately using aluminium oxide powder
(dp,90 = 1.7 µm). Cross-correlation PIV (LaVision Davis 8.1) was performed with
decreasing interrogation regions size (128 × 128 to 48 × 48 with a 75% overlap).
The final pass was conducted using a high accuracy mode and shape adaptation of
the weighted windows to incorporate the local flow field acceleration [36]. The deter-
mined velocity field consisted of 115 × 88 vectors providing a spacing of 0.30mm
and spatial resolution of 0.60 mm. A comprehensive uncertainty analysis and the
error associated with 3D effects were presented by Hampp et al. [22, 23].

For each condition, 3000 statistically independent realisations (minimum tem-
poral separation of τI ) were recorded. Image pre-processing (i.e. alignment, data
reduction, noise reduction, shot-to-shot intensity fluctuations and white image cor-
rection) was performed as described by Hampp et al. [22, 30]. The well-defined
conditions close to the upper and lower nozzle exits were used to obtain calibration
signals in predefined interrogation windows [22].

3 Burnt Gas State and the Impact on Flame Parameters

The stabilisation of low Da flows against hot combustion products removes con-
ventional extinction criteria with chemical reactions sustained by the thermal sup-
port [2]. By contrast, high Da self-sustained flames detach from the stagnation plane
and decouple from the external enthalpy source influence [23]. The integrated heat
release (

∫
Q̇) of self-sustained flames correlates well with the thermochemical state

(e.g. peak radical concentrations and peak temperature) and has been shown to be
close to configuration (twin or BTB) independent [22]. The peak OH concentration
at the twin flame extinction point ([OH]q = 30.9 × 10−3 mol m−3; see Table1) can
thus be used to approximately delineate self-sustained burning in the BTB configu-
ration. The determined twin flame extinction point is independent of the HCP and is
consequently constant in the current investigation. By contrast, the chemical activity
of thermally supported burning with

∫
Q̇BT B <

∫
Q̇q is influenced or governed by

the HCP and dependent on the mixture composition and temperature of the external
enthalpy source [9, 24, 25].

3.1 Burnt Gas State

The temperature of the HCP was controlled by means of CO2 dilution prior com-
bustion of the stoichiometric H2 flames; see Sect. 2.2. The extended lower nozzle
(100 mm) realised HCP in (close to) thermochemical equilibrium at the nozzle exit,
which provided awell-defined experimental reference state [22]. In order to provide a
reference point for comparisons with theoretical considerations, the latter can also be
estimated using laminar flame calculations replicating the experimental conditions
(i.e. mixture composition and residence time). The computations featured 660 locally
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refined cells providing a resolution of 7 µm in the reaction zone. The measured and
computed temperatures were matched using an overall heat loss of 7.2–8.9% via a
radiation correction [37]. The estimated OH concentrations ([OH]‡T ) at the nozzle
exit range from 7.38 to 10.8 × 10−3 mol m−3; see Table1.

3.2 HCP Impact on Combustion Properties

The failure to establish self-sustained flames in the BTB opposed jet configuration
results in turbulent mixing of the HCPwith unreacted DME/air [23]. The blending of
hot products with fresh reactants increases the initial temperature, reduces the auto-
ignition delay times, alters burning properties (e.g. increased SL and reduced δ f ) [9,
30] and thus eases ignition [38]. Under such conditions flamelet-like structures can
coexist with pockets undergoing auto-ignition [39, 40]. Conventional definitions of
the integral (τI ), Kolmogorov (τη) and chemical (τc) timescales, associated with self-
sustained burning, define the Da number (see Eq.1) and the corresponding Karlovitz
(Ka) number as shown in Eq.2.

Lη =
(

ν3
r

εr

)1/4

, τη =
√

νr

εr
, Ka = τc

τη

(2)

The rate of dissipation (εr ) in the reactants was obtained using the method of George
and Hussein [41] for locally axisymmetric turbulence as described by Hampp and
Lindstedt [22].

The potential influence of auto-ignition was estimated in terms of the associated
delay times (τign) as a function of the blending fraction (ξ ) of reactants with HCP
using shock tube calculations, see Fig. 2, where ξ is defined as nil in the reactants
and unity in the HCP. With increasing THCP and ξ , the auto-ignition delay time
decreases. The corresponding Damköhler and Karlovitz numbers based on the auto-
ignition delay time (τign) are defined below.

Daign = τI

τign
, Kaign = τign

τη

(3)

At a given initial temperature, Daign and Kaign provide a measure of the likelihood
of the mixture being subject to auto-ignition in fluid pockets with mixing timescales
corresponding to the large- and small-scale turbulent motion. The blending fraction
required to cause an auto-ignition delay time similar to the integral timescale of
turbulence (τign = τI → Daign ∼ 1) is reduced from ξ = 0.70 to 0.55 as THCP is
increased from 1600 and 1800 K. The data are summarised in Table2.



198 F. Hampp and R. P. Lindstedt

Fig. 2 Shock tube
calculations to evaluate the
auto-ignition delay time
(τign) as function of blending
fraction ξ and THCP . The
horizontal dashed lines show
the integral (τI ) and
Kolmogorov timescales (τη)
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Table 2 Summary of turbulent and chemical parameters used to derive the turbulent Reynolds,
Damköhler and Karlovitz numbers for DME/air at Φ = 0.6 at a low strain rate (a = 75 s−1). The
turbulence conditions were evaluated within the reactants. The auto-ignition delay times (τign),
Daign and Kaign were evaluated at the respective THCP

THCP K 1800 1750 1700 1650 1600

Φ – 0.60

SL m s−1 0.21

δ f mm 0.46

τc ms 2.19

τign µs 5.07 6.66 8.96 12.4 17.6

urms m s−1 1.63 1.67 1.65 1.60 1.64

L I mm 4.1 4.1 4.1 4.1 4.1

τI ms 2.51 2.46 2.48 2.56 2.50

Lη µm 75 72 73 72 73

τη ms 0.33 0.31 0.31 0.30 0.31

aq s−1 600

εr m2 s−3 158 178 172 183 176

νr × 106 m2 s−1 17.0

Ret – 393 403 397 385 395

Da – 1.15 1.12 1.13 1.17 1.14

Daign – 495 369 277 206 142

Ka – 6.67 7.09 6.96 7.19 7.05

Kaign – 0.015 0.021 0.029 0.041 0.057
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4 Multi-fluid Post-processing

Hampp and Lindstedt [22, 23] presented an extension to bimodal (i.e. reactants
and products) statistical descriptions by incorporating chemically active fluid states
such as mixing, weakly and strongly reacting. The methodology, briefly summarised
below, was found particularly beneficial for low Da flows and was consequently
adopted in the present study in order to delineate the impact of the external enthalpy
source on the combustion process. The identified fluids states are defined as:

Reactants: Fresh reactants emerging from the UN that have not
undergone any thermal alteration (i.e. no oxidation or
mixing processes). The reactants were detected via
a PIV tracer particle-based density segregation tech-
nique, e.g. [33, 42, 43], that is capable of detecting
multiple and fragmented splines.

Mixing fluid: A fluid state that has been exposed to a thermal
change prior the onset of OH producing chemical
reactions (i.e. viamixingwithHCP). Themixing fluid
is detected by superposition of the Mie scattering and
OH-PLIF images and identified as regions with low
seeding density and no OH signal.

Strongly reacting fluid: Regions with a high OH signal intensity caused by
self-sustained (e.g. flamelet) burning (see Sect. 4.1).
Conventional aerothermochemistry conditions and
extinction criteria apply [19, 44].

Weakly reacting fluid: A fluid state with modest levels of OH, e.g. ultra
lean flames sustained by thermal support from an
external enthalpy source and/or combustion products
approaching equilibrium (see Sect. 4.1).

Hot combustion products: The HCP emerge the LN in close to chemical equilib-
rium and provide a well-defined reference state with
constant OH concentration and signal intensity for a
given temperature; see Table1.

4.1 OH Containing Fluid States

Chemically active fluid states were delineated based on the OH signal intensity using
two thresholds. The first is based on experimental data, and the second is linked to
well-established combustion theories [22] as outlined below. The methodology uses
a linear relation [22, 46] between the OH concentration and fluorescence intensity
thatwas found sufficient for the conditions of interest (uncertainty< 10%) to identify
characteristic intensity bands [22, 30, 45]. The OH fluorescence signal intensity at
the lower nozzle exit provides the well-defined reference state (I ‡T ) that is used for
calibration. The segregation of the HCP from chemically active fluid material that
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originates the DME combustion was based on the maximum measured OH signal
for an isothermal case (upper nozzle Φ = 0.0) [22, 30]. The limiting threshold was
determined to Λp = �I/I ‡T 	 = 2.0 for all THCP . The excess OH was attributed to
the oxidation of residual reactants in the HCP by the fresh UN air. The resulting
iso-contour can be related to the gas mixing layer interface of Coriton et al. [19].

Self-sustained (strongly reacting) flames detach from the stagnation plane and
decouple from the HCP [23]. However, high rates of strain may suppress conven-
tional burning and result in thermally supported (weakly reacting) burning that is
dominated by the HCP. The thermochemical state at the twin flame extinction point
(e.g. [OH]q ; see Table1) arguably provides a natural segregation of self-sustained
from supported burning [22]. The strongly reacting fluid (i.e. self-sustained burn-
ing) is therefore assumed to be present in regions where the OH signal inten-
sity exceeds the corresponding non-dimensional extinction threshold defined by
Eq.4, i.e. I > Λq(T ) · I ‡T with Λq(1600 K ) = 4.2, Λq(1650 K ) = 3.7, Λq(1700 K ) = 3.5,
Λq(1750 K ) = 3.2 and Λq(1800 K ) = 2.9. The corresponding [OH]‡T and [OH]q are
listed in Table1.

Λq(T ) = [OH]q
[OH]‡T

= Iq

I ‡T
∀ T (4)

The weakly reacting fluid follows asΛp < I/I ‡T < Λq(T ) and can stem from (i) igni-
tion events, (ii) decayingOHconcentration in combustion products or (iii) chemically
active material that is diluted by the HCP.

4.2 Multi-fluid Fields and Spatial Resolution

The identification of the individual fluid states from the instantaneous Mie scatter-
ing and OH-PLIF images and subsequent superposition leads to quinary multi-fluid
fields. An example is shown in Fig. 3 for a flame with Φ = 0.6 and THCP = 1700 K.
The spatial resolution and uncertainty analysis of the planar PIV and multi-fluid
images as well as the laminar flame thickness for DME/air at Φ = 0.6 were deter-
mined by Hampp et al. [22, 23] and are summarised in Table3. The integral length
scale of turbulence is resolved with L I /λP IV � 7 and L I /λMF � 16.

5 Results and Discussion

The multi-fluid probability, interface and conditional velocity statistics were aligned
at the first thermal alteration iso-contour (i.e. xs = 0 and detected via the density
segregation technique; see Fig. 3) to eliminate modest variations of the stagnation
plane location. The multi-fluid probabilities (Sects. 5.1 and 5.2) and unconditional
and conditional velocity statistics in Sects. 5.3 and 5.4 (besides the nozzle exit veloc-
ity profiles) were conditioned on the theoretical stagnation point streamline (SPS),
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Fig. 3 Instantaneous quinary multi-fluid field for THCP = 1700 K with the vertical white/black
arrows showing the theoretical stagnation point streamline (SPS). Interfaces are defined by the
intersection of the SPS and material surfaces (white iso-contours). Reactants (light blue); Mixing
(blue); Weakly reacting (orange); Strongly reacting (red); Products (green). The magenta arrow
shows the xs origin

Table 3 Physical and resolved length scales in µm, where λP IV and λMF are the PIV and multi-
fluid resolutions, respectively. δ f is the laminar flame thickness for a DME/air flame at Φ = 0.6,
λD is the mean scalar dissipation layer thickness [47] and λB the Batchelor scale [48]

Scales Reactants HCP

λP IV 598

λMF 250

δ f 440 N.A.

λD 621 ± 18 N.A.

λB 86 ± 15 ∼370

i.e. y = 0 in Fig. 3. The strain analysis in Sect. 5.5 was condition on y = 0 ± 1/2
L I to include the radial movement of the stagnation point [32].

5.1 Multi-fluid Statistics

The reactant fluid, aligned at xs = 0, inherently drops from unity to nil (see Fig. 4 top
left) yet recurs independent of THCP at xs > 0 with a peak probability ∼5% due to
turbulent transport [22]. The influence of the HCP enthalpy becomes apparent in the
mixing fluid probability as shown in the top right of Fig. 4. The probability is reduced
away from the origin due to the earlier onset ofOHproducing chemical reactionswith
increasing enthalpy support. For THCP > Tad , a reduction in the mixing fluid peak
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Fig. 4 Multi-fluid probability (P) for DME cases at Φ = 0.6 with THCP = 1600–1800 K: Top left:
Reactant fluid; Right: Mixing fluid; Bottom left: Weakly reacting fluid; Right: Strongly reacting
(flamelet-like) fluid probability. The markers are drawn for identification purposes and do not
represent the actual resolution

probability from 75 to 53% is observed at xs = 0 as OH producing chemical reactions
are induced within a length scale below the multi-fluid resolution of � 250 µm. The
threefold increase of Daign (= τI /τign) = 140–500 for THCP = 1600–1800 K results
in a pronounced augmentation of the weakly reacting fluid peak probability from 13
to 35% as depicted in bottom left of Fig. 4. The strongly reacting fluid probability
increases from 2% for THCP = 1600 K to approximately 30% for THCP = 1800 K.
The combustion products make the balance for the missing percentiles. The spatial
extent of all fluid probabilities is limited to approximately one integral length scale
of turbulence (L I ) for all investigated conditions.

5.2 Multi-fluid Flow Structure

The interfaces encountered by traversing along the SPS through the quinary multi-
fluid fields (see Fig. 5) are evaluated for three conditions: (i) the streamline tangent
(ŝ) is approximately aligned with the iso-contour normal (n̂) so that ŝ · n̂ > 0.05,
(ii) flow into the opposite direction with ŝ · n̂ < −0.05 and (iii) tangential flow with
||ŝ · n̂|| < 0.05 (i.e. 72–108◦), where ŝ and n̂ are defined positive in flow direction
and from reactants to products, respectively. A schematic illustrating the three flow
scenarios is shown in Fig. 5a with an example depicted in Fig. 5b. The diagrams in
Fig. 6 show major flow paths (i.e. >5%) for the THCP = 1600, 1700 and 1800K
cases. Reduced values of THCP result in a flow structure that highlights the need for
extensive HCP blending to cause reaction onset and to sustain the chemical activity,
i.e. primary fluxes through the mixing and weakly reacting fluid. The latter fluid
state is predominately formed via fluxes from the HCP fluid due to smooth OH
gradients [22] and longer auto-ignition delay times (see Fig. 2). By contrast, a high
temperature burnt gas state promotes an earlier onset of OH producing chemical
reactions and realises fluxes from the reactant fluid directly into strongly reacting
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Fig. 5 a Schematic illustrating the three defined flow scenarios where blue lines represent stream-
lines and green lines iso-contours. The streamline tangent ŝ and the iso-contour normal n̂ are defined
positive in flowdirection and from reactants to products: (1) ŝ · n̂ > 0.05, (2) ||ŝ · n̂|| < 0.05 (i.e. 72–
108◦) and (3) ŝ · n̂ < −0.05. b Multi-fluid image at THCP = 1800 K with streamlines (yellow)
and PIV vectors overlaid: reactants (blue), mixing, (light blue), weakly (green), strongly reacting
(orange), products (red). The vertical dashed line shows the theoretical SPS and the arrows the unit
vectors of the iso-contour normal (n̂) and streamline tangent (ŝ)

regions (e.g. a flamelet structure). However, the complex interaction of flame prop-
agation, short auto-ignition delay times and high rates of strain cause fluxes from
the reactants into all fluid states. The fluxes into the strongly reacting fluid via the
weakly reacting and product fluid can be attributed to contact burning or small blend-
ing fractions. The weakly reacting fluid is still primarily formed via adjacent HCP
layers indicating the strong need for thermal support for this fluid state.

5.3 Unconditional Velocity Statistics

The present work seeks to isolate the impact of the HCP temperature. The CO2

concentration in theHCP streamwas therefore the only parameter varied. This results
in flow deviations/instabilities at the end points of THCP = 1600 and 1800 K, i.e.
mean radial HCP velocities>1 m/s at the theoretical stagnation point streamline and
increased axial velocity fluctuations. Consequently, the following analysis focuses
on the intermediate cases with THCP = 1650, 1700 and 1750 K. The HCP conditions
can be optimised for a wider temperature range at the expense of additional changes
in experimental parameters. The nozzle exit flow directions of the reactants and HCP
are defined as negative and positive, respectively; see Fig. 1.
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Fig. 6 Multi-fluid interface diagram for DME/air at Φ = 0.6 and a supporting HCP temperature
of: a THCP = 1600, b 1700 and c 1800 K. The weighted connections and values illustrate the
number of interfaces in % and the arrows indicate the flow direction (� with ↔ indicating near
tangential flow). The total numbers of interfaces are 6700, 7900 and 7500 for THCP = 1600, 1700
and 1800 K

Unconditional velocity statistics were obtained 1mm away from the upper nozzle
exit, see Fig. 7a, and along the theoretical stagnation point streamline; see Fig. 7b.
The former show nearly identical inlet velocity statistics for all THCP conditions. By
contrast, with increasing THCP a modest reduction of the mean axial velocity along
the stagnation point streamline is observed with a pronounced reduction in axial
(
√
u′u′/Ub) and radial (

√
v′v′/Ub) velocity fluctuations. This can be attributed to the

earlier onset of exothermic reactions and additional dilatation at higher temperature
HCP blending and a resulting stronger impact on the flow field. Similar trends have
been observed with increasing UN reactivity (i.e. Φ) by Goh et al. [20, 33] and
Hampp and Lindstedt [22].

5.4 Conditional Velocity Statistics

Multi-fluid conditional velocity statistics [22] are used to clarify the influence of the
HCP enthalpy as defined in Eq.5.

Uk,FS,i, j = 1

N

N∑

n=1
cFS,n,i, j ·Uk,n,i, j ∀ i, j

(u′u′)k,FS,i, j = 1

N

N∑

n=1
cFS,n,i, j · (

Uk,n,i, j −Uk,FS,i, j
)2 ∀ i, j

CFS,i, j = 1

N

N∑

n=1
cFS,n,i, j ∀ i, j

(5)
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Fig. 7 Unconditional velocity statisticsmeasured; a 1mmof theUNexit:Mean axial velocity (top),
mean radial velocity (2nd), axial velocity fluctuations (3rd) and radial velocity fluctuations (bottom)
for varying HCP enthalpy; b along the stagnation point streamline for varying HCP enthalpy: Mean
axial velocity (top row), axial velocity fluctuations (middle row) and radial velocity fluctuations
(bottom row). Only every second data point is drawn to enhance the readability

In Eq.5, cFS,n is the instantaneous (n) conditioning variable (i.e. unity within the
individual fluid state (FS) and nil elsewhere), k the velocity component, N the total
number of images (3000) and i and j the index variables. The sum of all fluid state
progress variables (CFS) is unity. The conditional velocity statistics were evaluated
along the theoretical SPS and aligned at the instantaneous xs = 0; see Fig. 3. A
minimum of 75 vectors was used for the determination of conditional velocities.
The conditional mean axial fluid state (FS) velocities (U0,FS) and axial (

√
u′u′

0,FS)

and radial (
√
v′v′

0,FS) fluctuations were normalised by the respective reactant values

measured 1mm away from the upper nozzle exit; see Fig. 7a.
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Fig. 8 Conditional mean axial a reactant and b mixing fluid velocity and fluctuations for varying
HCP enthalpy along the stagnation point streamline aligned at the Mie scattering iso-contour (xs =
0): Top—U0,FS/Ur,NE ; Middle—

√
(u′u′)0,FS/

√
(u′u′)r,NE ; Bottom—

√
(v′v′)0,FS/

√
(v′v′)r,NE .

At xs /L I < 0 only every third data point is plotted to enhance the readability. At xs /L I > 0, all data
points are shown

5.4.1 Conditional Reactant Fluid Velocity

The conditional reactant fluid velocity is depicted in Fig. 8a. The reaction onset is
anchored at a fixed mean reactant fluid velocity with U0,r = −0.58 ± 0.05 m s−1 at
xs = 0. The axial velocity fluctuations are only just affected by the HCP enthalpy
with the slight increase around xs/L I � −1.5 consistent with modest differences
in the mean velocity. The radial fluctuations show a tendency to increase close to

the origin with decreasing THCP and a consistent increase in
√
v′v′

0,R/
√
v′v′

r,NE is

observed at xs > 0. This can be attributed to a reaction onset that is increasingly
governed by strong HCP blending.



Quantification of External Enthalpy Controlled Combustion … 207

5.4.2 Conditional Mixing Fluid Velocity

The impact of the HCP enthalpy on the thermally altered fluids is evident for the con-
ditional mixing fluid velocity (U0,m/Ur,NE ). The fluid pockets become increasingly
driven by the HCP momentum for reduced THCP as shown in Fig. 8b. The value of
U0,m/Ur,NE < 0 in the direct proximity of the origin (i.e. in line with the reactant
flow) for THCP = 1750 K, while U0,m/Ur,NE ≥ 0 for THCP ≤ 1700 K. Moreover,
with decreasing THCP the axial and radial velocity fluctuations increase. This is con-
sistent with the theoretical discussion on increased auto-ignition delay times with
decreasing THCP , see Fig. 2, and the need for additional HCP blending with reac-
tants prior the onset of OHproducing reactions. Similar trends for decreasingmixture
reactivity have been observed by Hampp and Lindstedt [22].

5.4.3 Conditional Weakly Reacting Fluid Velocity

The weakly reacting fluid velocity U0,w/Ur,NE is independent of the HCP enthalpy
in the proximity of the origin as shown in Fig. 9a. The impact becomes increas-
ingly evident for xs /L I > 0.5 leading to a separation of U0,w/Ur,NE . The reduced
gradients with higher THCP are caused by the more distinct dilatation due to the
reduced HCP blending fraction required to initiate combustion (e.g. OH produc-
ing reactions). The values of

√
(u′u′)0,w/

√
(u′u′)r,NE and

√
(v′v′)0,w/

√
(v′v′)r,NE

show a modest reduction with increasing THCP that is consistent with the changes in
the mixture reactivity [22]. The weakly reacting axial velocity fluctuations show a
modest decrease (∼10%) compared to the mixing fluid, while the radial component
exhibits elevated (∼10%) fluctuations. This can be attributed to the heat release asso-
ciated with the OH producing chemical reactions and the corresponding modestly
enhanced dilatation of the fluid state.

5.4.4 Conditional Strongly Reacting Fluid Velocity

The conditional mean axial strongly reacting fluid velocity is insensitive to the ther-
mal support as depicted in Fig. 9b. This is characteristic for self-sustained burning at
constant Da and Ret in the absence (or with vanishing levels) of HCP dilution. In the
direct proximity of the origin, theU0,s/Ur,NE is consistently alignedwith the reactant
flow direction. Away from the origin, the strongly reacting fluid flow is increasingly
governed by the momentum of the HCP stream, yet at significantly attenuated levels
compared to the weakly reacting fluid. The axial (

√
(u′u′)0,s /

√
(u′u′)r,NE ) and radial

(
√

(v′v′)0,s /
√

(v′v′)r,NE ) fluctuations show a distinct reduction with increasing HCP
enthalpy that is more pronounced than the weakly reacting velocity fluctuations due
to the impact of increased dilatation.



208 F. Hampp and R. P. Lindstedt

0

0.1

0.2

0.3

0.4

0.5
U
0,

w
/

U
r,

N
E
[-
]

THCP = 1750 K
THCP = 1700 K
THCP = 1650 K

0.4

0.6

0.8

1

(u
u
) 0

,w
/

(u
u
) r

,N
E

[-
]

0 0.5 1 1.5
1

1.2

1.4

1.6

1.8

xs/LI [-]

(v
v
) 0

,w
/

(v
v
) r

,N
E

[-
]

0

0.1

0.2

0.3

U
0,

s
/

U
r,

N
E
[-
]

THCP = 1750 K
THCP = 1700 K
THCP = 1650 K

0.4

0.6

0.8

1

1.2

( u
u
) 0

,s
/

(u
u
) r

,N
E

[-
]

0 0.5 1 1.5
1

1.2

1.4

1.6

1.8

xs/LI [-]

( v
v
) 0

,s
/

(v
v
) r

,N
E

[-
]

(a) (b)

Fig. 9 Conditional mean axial a weakly and b strongly reacting fluid velocity and fluctua-
tions for varying HCP enthalpy along the stagnation point streamline aligned at the Mie scat-
tering iso-contour (xs = 0): Top—U0,FS/Ur,NE ; Middle—
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5.5 Conditional Strain on Material Surfaces

The in-plane velocity gradients were conditioned upon the fluid state material
surfaces (β) [23]. The strain rate (ei j = 0.5(∂ui/∂x j + ∂u j/∂xi )) and vorticity
(ωi j = ∂ui/∂x j − ∂u j/∂xi ) were determined from the instantaneous planar PIV
data and subsequently conditioned upon β. The normal (an), tangential (at ) and
total (ad = eβ,11 + eβ,22) strain as well as vorticity were determined for the cases
THCP = 1650, 1700 and 1750K within ± L I /2 radially away from the theoretical
SPS to include the movement of the stagnation point [32].



Quantification of External Enthalpy Controlled Combustion … 209

Table 4 Mean and spread of the PDFs of the normal (an), tangential (at ) and total (ad ) strain and
vorticity (ω) conditioned upon the fluid state iso-contours (β) for THCP = 1650, 1700 and 1750 K.
R—reactants; M—mixing; WR—weakly reacting; SR—strongly reacting; P—product fluid

THCP β Mean Spread (rms)

an at ad ω an at ad ω

1750 K R −1251 802 −504 2312 886 760 737 1351

1700 K R −1414 890 −643 2578 924 801 727 1391

1650 K R −1569 996 −733 2813 964 829 808 1442

1750 K M −1350 699 −401 2383 1060 763 826 1533

1700 K M −1611 767 −614 2758 1102 822 811 1581

1650 K M −1827 912 −735 3099 1177 897 925 1669

1750 K WR −1248 709 −521 2378 872 734 762 1331

1700 K WR −1450 737 −797 2690 928 858 786 1413

1650 K WR −1534 915 −717 2948 987 888 876 1512

1750 K SR −920 660 −276 1953 806 729 743 1278

1700 K SR −1138 668 −544 2296 861 810 767 1353

1650 K SR −1248 778 −479 2575 956 929 901 1522

1750 K P −1477 821 −518 2682 991 791 801 1452

1700 K P −1801 882 −889 3127 1029 870 815 1501

1650 K P −1915 1052 −849 3429 1125 923 901 1625

5.5.1 Strain Distribution on the Reactant Fluid Surface

The normal (an) and tangential (at ) strain conditioned upon the reactant fluid
iso-contour (R) are depicted in Fig. 10 along with the corresponding total rate
of strain (ad ) and vorticity (ω). To recapitulate, the HCP from the LN exerted
a vanishing effect on the conditional reactant fluid velocities. The an|R, how-
ever, shows a modest shift of the PDF towards reduced mean compressive val-
ues (−1570 < an (s−1) < −1250 for 1650 < THCP (K) < 1750). The reduc-
tion can be attributed to increased flow acceleration of adjacent reactive fluid
states and slight detachment of the reactant fluid iso-contour from the stagnation
plane [23]. The latter further yields a reduced mean tangential (1000 < at (s−1)
< 800) and total contracting (−730 < ad (s−1) < −500) strain with reduced mean
vorticity levels (2810< ω (s−1)< 2310).Moreover, the spread of all PDFs is reduced
by∼10%with increasing THCP . This suggests a first thermal alteration that is increas-
ingly caused by adjacent exothermic reactions with a distinct dilatation direction that
is consistent with the observed interface statistics in Sect. 5.2 and the study presented
by Hampp and Lindstedt [23].

The velocity gradients conditioned upon the mixing (an|M , at |M , ω|M) and
weakly reacting fluid surfaces (an|WR, at |WR, ω|WR) exhibit similar trends to the
reactant fluid and are thus not discussed separately. Values are listed in Table4.
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Fig. 10 PDF of the rate of
strain and vorticity evaluated
along the reactant fluid
iso-contour: Top left:
Normal strain; Right:
Tangential strain; Bottom
left: Total strain; Right:
Vorticity. The legend entries
refer to THCP [K]
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5.5.2 Strain Distribution on the Strongly Reacting Fluid Surface

The rate of strain and vorticity conditioned upon the strongly reacting (SR) fluid
material surface (an|SR, at |SR, ad |SR, ω|SR) are depicted in Fig. 11. For THCP =
1750 K, the reaction onset is anchored in comparatively low compressive strain
regions with a mean of an = −920 s−1 in contrast with −1250 s−1 for THCP =
1650 K. The normal strain along the strongly reacting fluid material surface is∼30%
lower than the rate of strain on the reactant and weakly reacting fluid iso-contour.
The PDF(an|SR) at THCP = 1750 K further shows an elevated skewness towards
decreased compressive strain compared to lower HCP temperature as well as to fluid
states with reduced reactivity. The merging of the strongly reacting material surface
with the stagnation plane with decreasing THCP results in higher tangential strain
(660 < at (s−1) < 780) as well as ad . The corresponding Euclidean norm, defined in
Eq.6, increases from 1132 < |aSR| (s−1) < 1471 with decreasing THCP .

|aSR| =
√(

a2n|SR + a2t |SR
)

(6)

The extinction strain of the corresponding laminar flame was determined to
aq = 600 s−1 [22]. The increasing ratio from 0.41 < aq/|aSR| < 0.53 with THCP

further highlights the enhanced likelihood of establishing a self-sustained flame. The
elevated skewness and reduced spread of the PDF(an) and PDF(at ) with increasing
reactivity was also observed by Hampp and Lindstedt [23] and Hartung et al. [49].
The lack of a preferential alignment of the flame normal with the extensive rate of
strain at modest dilatationwas also discussed byChakraborty and Swaminathan [50].
A change of THCP from 1650 to 1750K causes a 25% vorticity reduction, and the
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Fig. 11 PDF of the rate of
strain and vorticity evaluated
along the strongly reacting
fluid iso-contour: Top left:
Normal strain; Right:
Tangential strain; Bottom
left: Total strain; Right:
Vorticity. The legend entries
refer to THCP [K]
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values are up to 15% lower than for the reactant or weakly reacting fluid material
surface (see Table4).

5.6 Bimodal Flow Analysis

Bimodal statistics [29] were obtained by combining the thermally altered fluid states
(i.e. mixing, weakly reacting, strongly reacting and product fluid) as products, defin-
ing the reaction progress variable (c) [23, 29]. This illustrates the impact of the
HCP enthalpy on the turbulent flame brush and scalar transport. The reactant fluid
velocity (Ur /Ub) is only marginally affected by the HCP temperature (see Fig. 12).
The observation is consistent with the multi-fluid analysis, which showed that reac-
tant fluid statistics are independent of the HCP enthalpy (see Figs. 4 and 8a–9b).
By contrast, the velocity of the combined product fluid (Up/Ub) shows a distinct
impact of the HCP support on the flame brush for c > 0.25 as increasing amounts
of HCP are required to sustain chemical activity with decreasing THCP . This results
in Up/Ub being increasingly governed by the HCP stream momentum. By contrast,
higher THCP values necessitate reduced HCP blending fractions, result in a more
pronounced dilatation and, in turn, reduced slip velocities (Us /Ub). The increased
dilatation further yields a noticeable reduction in the gradient scalar flux (cu) as also
shown in Fig. 12. However, a transition to counter-gradient transport is not observed.
A similar impact on scalar transport was also observed by Goh et al. [18, 20] and
Hampp and Lindstedt [23].
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Fig. 12 Mean conditional
reactant (Ur , top left) and
product (U p , top right)
velocities in progress
variable (c) space along with
the slip velocity (Us , bottom
left) and scalar flux (cu,
bottom right) for varying
HCP enthalpy. The legend
entries refer to THCP [K]
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6 Conclusions

The impact of the burnt gas state on the combustion of lean premixedDME/air flames
in fractal grid generated multi-scale turbulence with constant Φ = 0.6, Ret � 395,
Da � 1.1 and Ka � 7.0 was investigated. The temperature of the hot combustion
products, emerging the lower nozzle of a back-to-burnt opposed jet configuration,was
varied (1600 < THCP (K)< 1800) by means of the CO2 dilution level. The variation
ranges from close to the extinction temperature (Tq � 1570 K) of the corresponding
twinflame configuration to beyond the unstrained adiabatic flame temperature (Tad �
1750 K). The burning mode transition was quantified by means of a multi-fluid
analysis. With increasing THCP , combustion shifts progressively away from strong
HCP dilution influence towards self-sustained burning that may be initialised by
small HCP blending fractions or contact burning. By contrast, the strongly reacting
fluid (representing self-sustained burning) nearly vanished for THCP of the order of
the extinction temperature. The impact of turbulence–chemistry interaction on the
flow field was evaluated in the range 1650< THCP (K)< 1750.With increasing HCP
enthalpy a gradually stronger and more directed dilatation was observed that caused
a reduction in the gradient scalar flux. Characteristic for self-sustained burning and
the velocity statistics of the strongly reacting fluid were not affected by the HCP
enthalpy. However, the strain distribution along the material surfaces indicated a
gradual detachment of the reaction onset from the stagnation plane and adjacent
flow accelerationwith increasing THCP . By contrast, at reduced THCP the chemically
active fluidswere governed by the thermal support and characterised by high vorticity
and rates of strain. The current data set is expected to challenge numerical models
that aim to delineate combustion mode transitions.
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A Dynamic LES Model for Turbulent
Reactive Flow with Parallel Adaptive
Finite Elements

Jiajia Waters, David B. Carrington, Xiuling Wang and Darrell W. Pepper

Abstract An adaptive finite elementmethod (FEM) is used for the solution of turbu-
lent reactive flows in 3-D utilizing parallelmethods for fluid dynamic and combustion
modeling associated with engines. A dynamic LES method permits transition from
laminar to turbulent flow without the assumptions usually required for turbulent
sublayers near wall area. This capability is ideal for engine configurations where
there is no equilibrium in the turbulent wall layers and the flow is not always tur-
bulent and often in transition. The developed adaptive FEM flow solver uses “h”
adaptation to provide for grid refinement. The FEM solver has been optimized for
parallel processing employing the message passing interface (MPI) for clusters and
high-performance computers.

Keywords Dynamic LES · Turbulent reactive flow · Mesh adaptation · Parallel
implicit solver · Finite element · FEM · CFD · Computational fluid dynamics

Nomenclature

~ Designates a Favre-averaged variable
– Designates a grid-filtered variable
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Cp Specific heat capacity at constant P (J/kg.K)
Cvm Vreman fixed SGS eddy viscosity coefficient
CDVMG Vreman dynamic SGS eddy viscosity coefficient
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Dj Diffusion coefficient of the jth species
(
m2/s

)

Dk Turbulent diffusion coefficient
(
m2/s

)

E Total internal energy (J/kg)
fk, j Body forces

(
N/m3

)

fdrop Body forces related to particulate or droplets in flow
(
N/m3

)

Hj Enthalpy of species j (J)
Hoj Enthalpy of formation (J)
P Pressure (Pa)
Pr Molecular Prandtl number
Prsgs SGS eddy Prandtl number
PrDVMG Vreman dynamic SGS eddy Prandtl number
Q j Subtest-scale heat flux vector
qi Heat flux vector
Re Reynolds number
S̃ij Strain rate tensor

(
N
m2 , kg/m s2

)

Sc Schmidt number
Sct Subgrid-scale turbulent Schmidt number
T Temperature (K)
Ti j Subgrid test-scale stress tensor
ti j Grid-scale (resolved scale) shear stress

(
N
m2 , kg/m s2

)

ui Velocity component (m/s)
ϒ j f j Body force term for the j th component
ẇ

j
chem Chemical reaction

ẇ
j
spray Spray evaporation

Greek Symbols

∂t Discrete time step size (s)
κ Coefficient of thermal conductivity (W/m K)

ρ Density (kg/m3)

ϒ j Mass fraction (jth species)
(

ρ j

ρ

)

τi j Subgrid-scale stress tensor
μ Fluid viscosity (Pa s)
μsgs Turbulent eddy viscosity

1 Introduction

A number of challenges found in combustion modeling are related to developing
methods that handle the numerical requirements of coupled physical and chemical
processes. These requirements related to engines are pronounced, with the highly
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transient three-dimensional (3-D) dynamics ranging over flow regimes with evapo-
rating fuel sprays, the ignition of gases, and the subsequent chemical reactions. In
addition, heat transfer and species transport modeling are critical to the success of
the models accuracy. When dealing with multiple phases in the liquid sprays, the
process will get even more complicated to track the dynamically evolving interfaces.
Our efforts in developing accurate methods and models to calculate such flows in
engine cylinders, including the effects of turbulence, improve the current LosAlamos
National Laboratory’s KIVA [1] suite of codes with the creation of an hp-adaptive
FEM all flow regime solve (KIVA-hpFE), where h is associated with mesh adapta-
tion and p is the order of the basis function for FEM. Among the adaptation families,
the hp-adaptive FEM is one of the best mesh-based algorithms. The computational
mesh is automatically refined and unrefined based on the change of flow features;
the shape function order is dynamically controlled by the computational error. In this
study, we only focus on h-adaptation (mesh refinement).

The most widely used approach for modeling turbulent flow, Reynolds-averaged
Navier–Stokes (RANS), is implemented using the two-equation k-ω modeled by
Wilcox [2]. Time averaging methods produce a mean value for turbulent variables,
kinetic energy, dissipation rate, and turbulent viscosity and do not capture flow struc-
tures in unsteady turbulence. The two-equation models generally use a law-of-the-
wall relation for emulating the turbulent boundary layer, but this law is not appropriate
at varying times during the cycle of an engine. For example, the flow is nearly always
perpendicular to the surface near the piston.

A large eddy simulation (LES) model provides a method for solution of unsteady
turbulence intensity, varying turbulent viscosity, and dynamic flow structures. In
many modern combustion devices, the LES method is more widely adopted to study
combustion [3–7]. A LES model solves the spatially averaged Navier–Stokes equa-
tions using a grid-based filtering process. In LES, the larger eddies are directly
resolved at the grid resolution and eddies smaller than the grid are modeled. Using a
dynamic Vreman approach [8] as implemented in the finite element method (FEM),
guarantees vanishing subgrid-scale (SGS) dissipation for various laminar shear flows
and thus there is no need to use any wall-damping functions in simulating boundary
layer flows. These features of this type of LES system are well suited for wall-
bounded shear flows [9]. Hence, the dynamic Vreman LES is capable of modeling
various flow regimes, laminar, transitional, and turbulent flows simultaneously.More
details of the LES implementation can be found in Waters et al. [10].

In this study, Vreman LES modeling, with the use of adaptive FEM and parallel
implicit solution methods, is examined in more detail. LES models, in comparison
to the RANS models, require finer density meshes because the modeled flow size
depends on the filter size decided by the mesh size. Unstructured CFD algorithms
used to model engine combustion typically require large computing resources, typ-
ically provided through parallel computer systems. By linking together hundreds
and thousands of individual processors (or nodes), parallel computer systems deliver
significant enhancements in computational memory, storage, and overall computing
speed. In this study, a message passing interface (MPI) is employed to model 3-D
turbulent flow in engines. Jimack [11] describes a similar procedure using MPI for
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FEM. The parallel system in the KIVA-hpFE code also tracks the motion of spray
particle parcels (droplets) from one position to another and from one processor to
another [12]. Krylov solvers are used withmatrix-vector multiplication and dot prod-
uct operations for shared element updating and convergence of shared nodes [13].

2 Governing Equations

2.1 Turbulent Flow Modeling with Multi-species

The grid-filtered and Favre-filtered continuity, momentum, energy, and species equa-
tions governing the process of large-scale eddies are expressed as

∂ρ̄

∂t
+

∂(ρ̄ũi )

∂xi
(1)

∂(ρ̄ũi )

∂t
+

∂
(
ρ̄ũi ũ j

)

∂x j
� ∂ t̃ j i

∂x j
− ∂ p̄

∂xi
+

∂τ j i

∂x j
+ f̄drop + ρ̄
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k�1

Υ̃k fk, j (2)

where t̃i j is the stress tensor evaluated using the Stoke’s hypothesis as

t̃i j � μ
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∂ ũi
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+
∂ ũj
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∂Ẽ

∂t
� − ∂

∂xi

(
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spray (5)

The SGS stress tensor τi j and SGS heat flux vector qi in Eqs. (2) and (4) are
defined, respectively, as

τi j − 1

3
τkkδi j � −2μsgs

(
S̃i j − 1

3
S̃kkδi j

)
(6)
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q j � − μsgs

Prsgs

∂ T̃

∂x j
(7)

where μsgs is the SGS viscosity, Prsgs is the SGS Prandtl number, and S̃ij �
1
2

(
∂ ũi
∂xj

+ ∂ ũj
∂xi

)
is the strain rate tensor. Here ~ is a Favre-filtered variable obtained

from filtering its grid-filtered component. In this work, the box or top hat filter is
applied for the grid-filtered component.

2.2 Mass Conserving Projection Method
for Compressible Flow

In order to create a fractional split method, an initial guess for specific momentum
is advanced in time, utilizing the expression


U ∗
i � −
t × M−1

u [AuUi + KτuUi − Fu]
n (8)

where Ui � ρui , Mu is the mass matrix, Au is the advection matrix, Kτu is the
diffusion matrix, and Fu is the source term. The projection method is presented
here with solving momentum explicitly, but the same algorithm is used when our
governing equations are solved implicitly.


U ∗
i � U ∗

i −Un
i (9)

The corrected momentum is determined from the estimated momentum and the
pressure gradient, given by

Un+1 −U ∗ � −
t
∂P ′

∂xi
(10)

Changes of density or pressure are determined from solving an implicit pres-
sure/density Poisson equation created as a result of conservation of mass. This leads
to the value for P ′ as shown in the following continuity solution process:

Mass conservation:

∂ρ

∂t
� −∂(ρui )

∂xi
� −∂Ui

∂xi
(11)

Time advancement in discrete terms for continuity is

ρn+1 − ρn


t
� −∂U ′

i

∂xi
(12)

where
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U ′ � θ1U
n+1 + (1 − θ1)U

n (13)

with U � ρu.

We define P ′ � θ2Pn+1 + (1 − θ2) ∗ Pn and 
P � Pn+1 − Pn . The final specific
momentum as obtained with the explicit corrector defined previously by


Ui � Un+1 −Un � 
U ∗ − 
t
∂P ′

∂xi
� 
U ∗ − 
t

(
θ2

∂
P

∂xi
+

∂Pn

∂xi

)
(14)

The finite element form in matrix form is given by

{
Ui } � {

U∗} − 
t

[
M−1

u

](
θ2[G]{
pi }[G]

{
pni

})
(15)

The final specific momentum is obtained using the corrector,

{
Un+1

i

} � {
Ui } +
{
Un

i

}
(16)

The mass velocity or momentum is solved and velocity is extracted

un+1 � Un+1/ρn+1 (17)

Density is recovered from the equation of state. The speed of sound, c, is calculated
by

c � √
γ RT . (18)

where R is the specific gas constant, for air 287 J/kg K, or it can be determined by a
mass-averaging process.

When it is incompressible flow, we use artificial compressibility β for c.

β � max
(∈, uconv, udi f f

)
(19)

where ∈ is a small constant to ensure β in Eq. (19) is not approaching zero. uconv �
|U | � √

uiui and udi f f � ν
h , where h is the element size and ν is the kinematic

viscosity. The time step for the artificial compressibility methodmay become limited
as β → ∞. Therefore, pseudo time-stepping is needed in the incompressible region.

2.3 Dynamic Vreman SGS LES Model

Vreman [9] developed a fixed model coefficient SGSmodel where the SGS viscosity
is determined as

μsgs � ρ̄Cvm�g (20)
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in which

�g �
√

Bg
β

αi jαi j
(21)

αi j � ∂ ũ j

∂xi
(22)

βi j �
3∑

m�1


2
mαmiαmj (23)

Bg
β � β11β22 − β2

12 + β11β33 − β2
13 + β22β33 − β2

23 (24)

where Cvm � 0.07 and the SGS Prandtl number Prsgs � 0.4.
If αi jαi j or B

g
β is approaching zero, then �g � 0. This is equivalent to running

laminar flow.
It is not realistic to assume the coefficient to be constant throughout the simula-

tion. The development of the dynamic subgrid-scale model (DSGS) model captures
significant progress in the subgrid-scale modeling of non-equilibrium flows. The
DSGS model coefficient is calculated from the energy of the smallest resolved scale
(grid size), instead of setting a priori parameters. The DSGS is obtained by two-filter
processes: in the first filter, we used the grid size 
, where the filtered expressions
are given by (1)–(4). In this portion, the SGS Reynolds stress is included. By adding
a test filter 
̂ � 2
 to the filtering Eqs. (1)–(4) leads to the subtest-scale stress tensor
Tij and subtest-scale heat flux vector Qj:

Ti j − 1

3
Tkkδi j � −2μsgs

(
ˆ̃Si j − 1

3
ˆ̃Skkδi j

)
(25)

and

Q j � − μsgs

Prsgs

∂
ˆ̃T

∂x j
, (26)

We define μsgs � ρ̄CDVMG�t and Prsgs � PrDVMG . Under the aid of the
Germano identity [14] and a least-squares error minimization technique of Lilly
[15], the coefficients CDVMG and PrDVMG are calculated as

CDVMG �
〈
Li j Mi j

〉
V〈

Mi j Mi j
〉
V

(27)

and

PrDVMG �
〈
Mθ

j M
θ
j

〉

V〈
Lθ

j M
θ
j

〉

V

, (28)
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More details regarding the filtering system of this dynamic LES method is pro-
vided in Water et al. [10].

3 Adaption Methodology

The computational mesh is automatically refined and unrefined based on the change
of flow features. The smooth flow region usually associates with small computational
error, and the fast-changing flow region usually associated with large computational
error, as discussed in Waters et al. [10]. Mesh adaptation starts with an initial coarse
mesh. A local element refinement indicator is defined to determine if a local refine-
ment for an element is needed, i.e.,

ξi � ‖e‖i
ēavg

(29)

when ξi > 1 the element is refined; when ξi < 1 the element is unrefined.
The local relative percentage error of any single element is ‖e‖i while the average

element error is defined as ēavg . The gradient of the momentum in each element
is used to calculate the error estimate, e.g., e � ∇U . There are different levels of
refinement. When an element is refined once, this is labeled a level one refinement,
refining again produces a level two for refinement, and so on. The adaptation process
is illustrated in Fig. 1. All physical nodes are vertexes of the quadrilaterals. Virtual
nodes are only added physically for visualization. More details can be found in
Wang and Pepper [16].

4 Implicit Solution Method

Developing an implicit solution scheme allows for a larger time step size and main-
taining the accuracy of the overall system of model equations. In this system, the
diffusive terms such as turbulence and other stresses, are moved to the left-hand
side of the equation and integrated into a matrix equation. The advection and source
terms are for the load vector. The method is developed by starting with the momen-
tum Eq. (2) without the pressure gradient term to get the intermediate velocity u∗

i .
For simplicity, we drop all of the superscripts and source terms.

ρnu∗
i − 
t×

(
∂t∗i j
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i j
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)
� ρnuni − 
t×∂(ρnuni u
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(30)
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where the strain rate tensor is given by S∗
i j � 1

2
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j

∂xi

)
.
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Fig. 1 Adaptation process

Using the mass conserving projection method described previously results in un+1i
by multiplying u∗

i by ρn to form U ∗
i , hence 
U ∗

i � U ∗
i − Un

i , as usual in the semi-
implicit projection.

After determining the pressure as stated earlier, the specific internal energy is
solved again in implicit form:

En+1 − 
t× ∂

∂xi

(
κ

Cv

∂En+1

∂xi

)
− 
t× ∂

∂xi

(
Cpμsgs

Prsgs Cv

∂En+1

∂xi
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� En − 
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∂xi

(
Enun+1i + Pn+1un+1i

)
+ 
t× ∂

∂xi

(
tn+1i j + τ n+1

i j

)
(31)

Here En+1 � ρnen+1 and en+1 is the internal energy, and we can get temperature
T n+1 with T n+1 � en+1

Cv
.
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The solution to the species transport equations follows in similar manner:

ρnϒn+1
j − 
t× ∂

∂xi
ρn

[(
Dj,N +

μsgs

Sct

)
∂ϒn+1

j

∂xi

]

� ρnϒn
j − 
t× ∂

∂xi
(ρnun+1i ϒn

j )

(32)

For compressible flow, the sound speed is given by c � √
γ RT , where γ and R are

aggregated properties determined from the different speciesmass concentrations. The
aggregation process is described in Carrington [17]. The implicit system is not fully
implicit because we want to keep the matrix as symmetric as possible for large-scale
parallel calculation to reduce computational time, especially for preconditioning.

5 Parallel Solver System

Choice of either a semi-explicit or an implicit solver system can be selected, both of
which use themessage passing interface (MPI) paradigm for parallel communication;
truly a requirement for 3-D simulations and LES. The linear equation system uses
the preconditioned conjugate gradient (PCG) solver package having various Krylov
solvers. The user supplies matrix-vector multiplication and dot product operations.
Our in situ preconditioning methods use SSOR or SOR, since no off-block infor-
mation is required during the distributed solution of the matrix equations that might
require a block Jacobi scheme. The global system is solved by a Beam-Warming
method, checking for global convergence, and evoking the additive Schwartz pre-
conditioning system. Communication for preconditioning requires the matrix-vector
multiple and vector dot product; both requiring collocations, that is, a gathering and
reduction processes facilitated byMPI. An array utilizing an array of globally shared
nodes stored onmother processor. The Beam-Warming iteration process provides for
the global convergence of the equation system as developed and described by Car-
rington [18]. For the semi-explicit process, the PCG linear equation solver is used
for the pressure; for the implicit method, the linear equation solver is used for all the
equations. Subcylcing of the species transport equations is recommended since there
are many replications for each species and can be easily threaded onto processing
units by nesting in OpenMP calls, usually this only requires one explicit step, how-
ever. Details regarding this MPI implementation for FEM and its efficiency are given
in Waters and Carrington [19], showing nearly 30 times speed-up (strong scaling
test) over the serial implementation of the overall CFD solver, KIVA-hpFE and is
shown to be super-linear.

Essentially, the super-linear behavior of the system results from the local integra-
tion of each element and the additive property of integrands. A section of the mesh
used for the FEM discretization is shown in Fig. 3. Only those elements dissected are
considered overlapped. Some information about thematerial properties and primitive
variables required for integration on an overlapping element must be gathered. This
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Fig. 2 Speed up
improvement

is a simple message passing gather, as performed by a Message Passing Interface
(MPI). Jimack and Touheed [20] give a brief introduction about using MPI for FEM.
Only the material and primitive variables changing in time need to be part of the
communication. Values at each node are determined by integration over elements,
on which this node resides. The integration over an overlapped element, shown in
Fig. 2, requires gathering values whenever a node is off processor. Therefore, mostly
all information that is required for each processor is as follows:

1. Which elements are overlapped, and placed into a 1-D array of shared element s
having dimension of number of shared elements.

2. How many nodes should be received from each processors—this is a 1-D array
with the dimension of number of processors.

3. How many nodes should be sent to the other processors—this is 1-D array with
the dimension of number of processors.

4. Which nodes should be sent to which processor—this is an 2-D array of shared
nodes between domains in the global domain, called global_sharednode.

5. What ordering of nodes and elements is present for the global numbering,
a mapping from local to global numbering and is called NEWORDER and
NEWORDER_E.

In the explicit case, the solution is merely updated at new time value at n+1 and
no matrix equation needs to be solved except for the pressure Poisson equation (as
described in the next paragraph on implicit procedures). Elements that are needed
to be integrated are elements residing on this processor and the shared elements
found in the shared element array. We only update nodes on each processor when
the value of the array NEWORDER is not zero and is less than the number of nodes
on that processor. After all nodes on that processor are integrated or updated that
information is passed into the shared nodes array and distributed to their correspond-
ing processors (e.g. in Fig. 3, nodes 2, 5, and 8 will be passed to processor (PE) 1
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Fig. 3 Overlapped nodes

and 3, 6 and 10 need to be passed to PE 0). This information is found in the array
global_sharednode and the process occurs via MPI using an all gather command
for vector arrays (MPI_Allgatherv). The procedure is applicable to the momentum
predictor and corrector steps, along with all transport equations, provided both the
viscous and convection terms are stated explicitly.

For the implicit solution processes for pressure or any of the implicit matrices
produced, the PCG linear equation solver package of Krylov solvers with user-
supplied matrix-vector multiplication and dot product operations is incorporated. In
addition, the PCGpackage provides for user-developed equation preconditioning and
overall equation convergence. In this case, a Beam-Warming method is used for the
solution to the equations using an additive Schwartz preconditioning system.Only the
communication for preconditioning requires thematrix-vectormultiplication and dot
product routines inKIVA-hpFE. These systems require the collocation, i.e., gathering
(GATHERV) and reducing (ALLREDUCE) processes from MPI and employing
the 1-D array of shared nodes in the global domain called global_sharednode. The
Beam-Warming iteration process provides for the global convergence of the equation
system.

The MPI code is implemented in Fortran and has been tested for 3-D flow over
a cylinder with 50,720 elements and 57,508 nodes. Figure 2 shows the super-linear
speed improvement with MPI incorporated into the semi-implicit algorithm.
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6 Numerical Results

6.1 Implicit Solver for 3-D Flow Over a Cylinder

Turbulent flow over a circular cylinder for Reynolds numbers 1.2e+05 (determined
by the cylinder diameter and inlet velocity) is investigated here using the dynamic
Vreman LES with implicit solver. For simplicity, we assume all species consist of
air. The dimension of the domain is

x ∈ [−2.75m, 2.75m], y ∈ [−1.375m, 1.375m], z ∈ [−0.275m, 0.275m].

Inlet velocity U�9.0 m/s, V�0.0 m/s, and W�0.0 m/s, and the cylinder diame-
ter is 0.2 m. Here we want to show the efficiency of our implicit solver; therefore, we
used a mesh with 114 K nodes and 104 K elements. The flow domain is decomposed
into eight subdomains which are assigned to eight processing elements. The domain
decomposition is done by ParMETIS, which is an MPI-based parallel library that
implements a variety of algorithms for partitioning unstructured graphs, meshes, and
for computing fill-reducing orderings of sparse matrices [21]. The domain decom-
position is shown in Fig. 4a and the simulation mesh set up is as Fig. 4b. Since no
reactions are occurring for the problems described here, the source terms in the gov-
erning equations are zero. We use free outflow and no slip as boundary conditions on
all walls, and expect 3-D effects from the side walls (along Z direction). The wake
starts in a symmetric fashion, as seen in Fig. 5a, then the symmetry breaks down:
one eddy becomes larger, as shown in Fig. 5b. Secondary eddies form downstream
where the boundary layer separates from the cylinder surface. This is the onset of the
eddy separation process, as shown in Fig. 3c. Asymmetry continues to develop in
higher Re flows, and eddies are shed from the cylinder, producing the familiar flow
pattern of periodic vortex shedding. At later times, the vortices in the wake generate
large recirculation zones on the leeward side of the cylinder and develop into the
oscillatory von Karman vortex street, as shown in Fig. 5d, e. These results agree
with Mustto and Bodstein [22]. Figure 5 shows the instantaneous velocity contour
plot at meridional slice of Z�0 for different time where the vortex shedding is well
captured. The Reynolds number is close to the critical Reynolds number and under
the influence of 3-D side well effect, we experience some turbulence in the down-
stream after the cylinder and vortex shedding starts at a further distance compared
to small Reynolds number, e.g., Re�1000. Figure 6 shows the turbulent viscosity
and local Mach number. In order to compare the pressure coefficient with the exper-
imental data from Merrick and Bitsuamlak [23], we have the same set up as the
experiments shown in [23]. The comparison is shown in Fig. 7. The detachment of
the boundary layer flow from the cylinder occurs at θ�85°, which is approximately
5◦ different from that described in the literature where θ�80° [24]. This difference
may be a result of the 3-D side-wall effects (Taylor–Gortler vortex) in the narrow
domain with no-slip walls. Overall, results match the experimental values for the
coefficient of pressure, shown in Fig. 7. The implicit solver allows for a time step
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(a)                                              (b)

Fig. 4 a Simulation domain decomposition onto eight processors (PE is the number of the proces-
sor) and b mesh set up

t=0.25 t=0.5    t=1.0

 t=1.3  t=1.6

(a)                                              (b)

(d) (e)

(c)

Fig. 5 Instantaneous velocity streamlines at different time (seconds) of the simulation, Re � 1.2 ×
105 and SD is the velocity magnitude

size of 
t�1.64×10−5 while 
t�1.21×10−7 is needed for the explicit solver,
running this lower than stability limits require. The implicit solver requires more
computational effort, taking 2.62 s for each time step compared to only 0.25 s for the
explicit solver. However, the implicit solution scheme produces a shorter wall-clock
time per calculation by a factor of 10.
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(a)                                              (b)

Fig. 6 a Turbulent viscosity and b local Mach number

Fig. 7 Pressure coefficient
comparison with experiment
for Re � 1.2 × 105

6.2 3-D Flow Over a Backward-Facing Step Using Adaptive
FEM and LES

For this test case, 3-D flow over a backward-facing step is examined using the h-
adaptive system and LES. The Reynolds number for this test case is 28,000 (deter-
mined by the step height) using air as the fluid at 296 K° with Prandtl number (Pr)
of 0.71. The step height (H) is 0.025 m. The outflow boundary is modeled with a
zero-gradient applied for momentum, which is located 30 step height downstream
from the expansion. No-slip boundary conditions are applied on the walls except for
the Z direction, which receives a periodic boundary condition to remove 3-D effects
from the side walls. The 2-D version of the model is discussed in Waters et al. [10].
Here, we present the comparison of LES and RANS model with the help of the h-
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(a)

(b)

Fig. 8 2-D instantaneous flow magnitude with adaptation by LES (a) and RANS, (b) at 24 s

adaptation in Fig. 8 where LES in Fig. 8a is better at capturing the instantaneous flow
than RANS in Fig. 8b where only the average results are shown. Figure 9 is showing
the h-adaptation and the heat flux is well simulated here. In this work, we adapted
the mesh twice (level 2 adaptation). 3-D simulation is demonstrated in this study.
The initial mesh starts with a coarse mesh having 6,955 nodes and 4,976 elements
as shown in Fig. 10a. LES requires a resolved grid in order to evaluate the boundary
layer properly so with the use of mesh refinement algorithm, h-adaptation, the grid
density is altered automatically in the region of interest. The refinement is limited
to this region since the solution is performed on 1 processor, restricting the amount
of memory available for more cells and greater refinement. In order to capture the
recirculation after the step in the downstream, the initial grid is adapted twice and
the final grid has 18,930 nodes and 16,316 elements shown in Fig. 10b. Figure 10c
shows the adaptation at a meridional slice at Z�0, where the recirculation region
has been h-adapted to two levels. Taking the time-averaged velocity allows for the
measurement of the mean recirculation length behind the step. Figure 11a shows the
reattachment region ranges from −0.25 to −0.07 m, with a secondary eddy being
well captured in the corner. The reattachment length is therefore 7.6H, agreeing with
the experimental value~7.2H and previous work by Waters and Carrington [19].
Figure 11b shows the instantaneous flow at t�0.6 s, where fully turbulent flow is
shown behind the step.

7 Conclusions

A parallel implicit solver with a dynamic 3-D LES model has been embedded in
KIVA-hpFE. Flow over a cylinder with Re�1.2 × 105 is tested and the numerical
results compared with experimental data. The vortex shedding is shown to be accu-
rately captured in the 3-D simulation. Comparing with the use of an explicit solver,
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Fig. 9 Shown the adaptation up to level 2 adaptation with temperature contour

(a)                                              (b)

(c)

Fig. 10 Initial mesh (a), final mesh after adaptation (b), and (c) slice mesh adaptation at z�0
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Average velocity Instantaneous flow at t=0.6s

(a)                                              (b)

Fig. 11 Average velocity streamline and velocity magnitude are the average velocity magnitude,
instantaneous flow at t�0.6 s (a) average velocity (b) instantaneous flow at t�0.6 s

a 10x improvement in wall-clock time is achieved for achieving the same results.
It should be noted that the parallel MPI implementation provides for~30x speed-up
over serial solution. Overall, the implicit method, when combined with paralleliza-
tion, essentially yields a 300x speed-up over the explicit serial system. The adaptive,
dynamic LES model was also applied to 3-D flow over a backward-facing step and
achieved very good results compared with studies reported in the literature with just
two levels of grid refinement. Efforts are underway to expand the system to include
a parallel hp-adaptive scheme. The hp-adaptive FEM strategy follows a three-step
strategy using posterior error estimators based on the L2 norm and is expected to
achieve exponential convergence rates.
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Fundamentals of Rate-Controlled
Constrained-Equilibrium Method

Fatemeh Hadi, Guangying Yu and Hameed Metghalchi

Abstract The Rate-Controlled Constrained-Equilibrium (RCCE) dimension reduc-
tionmethodologymodels complex reacting systems within acceptable accuracy with
a number of constraints Nc, much smaller than the number of species Ns , in the
corresponding Detailed Kinetics Model (DKM). It describes the time evolution of
chemical kinetics systems using a sequence of constrained-equilibrium states spec-
ified by the chosen constraints. The comprehensive chemical composition at each
constrained-equilibrium state is determined by maximizing entropy (or minimizing
Gibbs free energies) given the instantaneous values of the constraints. RCCE guaran-
tees final equilibrium concentrations since Lagrange multipliers of all non-elemental
constraints will be zero at final state. In this chapter, RCCE fundamentals, constraint
and constraint potential representations, methods of initializing constraint potentials
(non-dimensional Lagrange multipliers) as well as a brief discussion of RCCE con-
straint selection are presented. To show its accuracy against DKM, RCCE method is
applied to H2/O2 and CH4/O2 zero-dimensional, constant energy/volume combus-
tion over a wide range of initial conditions. The results show that bothmixture results
are in excellent agreement with the DKM predictions.

1 Introduction

Describing chemical reactions in complex multidimensional flows requires imple-
mentation of an efficient computational method in the computational fluid dynamics
(CFD) code. In such flows, directly integrating Detailed Kinetics Model (DKM)
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involving a large number of species and elementary chemical reactions with a vast
diversity of chemical time scales is computationally very expensive and most prob-
ably not practical at all because a transport equation with a chemical source term
for each species in the underlying DKM must now be included. To avoid solving a
relatively large set of stiff ordinary differential equations (ODEs) in conjunction with
the complex fluid flow, dimension reduction techniques are currently widely used.

Dimension reduction methods are based on the notion that compositions in reac-
tive systems evolve by many time scales. This, in turn, causes the species com-
positions to exist on, or in the close vicinity of a low-dimensional slow invariant
manifold (SIM) in the composition space [50]. As an approximation to the actual
SIM, in dimension reduction techniques [2–4, 9, 10, 12, 13, 19, 25–28, 31, 32,
34–36, 39, 40, 52–54, 60, 62, 63], a low-dimensional manifold which is explicitly
or implicitly identified represents the reactive system. In the reduced presentation,
a reactive system is modeled by transporting and solving only a smaller number of
reduced variables such asmajor species. Some of the dimension reduction techniques
are quasi-steady-state approximation (QSSA) [5, 60], partial equilibrium approxi-
mation [53], intrinsic low-dimensional manifold (ILDM) [40], trajectory-generated
low-dimensional manifolds (TGLDMs) [45], computational singular perturbation
(CSP) [34], G-scheme [64], the relaxation redistribution method (RRM) [9], the
equation-free approach [8], and invariant constrained-equilibrium-edge pre-image
curve (ICE-PIC) [55, 56].

Among dimension reduction techniques, the Rate-Controlled Constrained-
Equilibrium (RCCE) is specially attractive due to its foundation in the second law
of thermodynamics. The RCCE is originally initiated by Keck [31, 32] and further
developed by Metghalchi and coworkers [2–4, 19, 25–27, 35, 42–44, 63]. RCCE
method [2–4, 19, 25–27, 35, 63] is based on the fact that relatively slow reactions can
be separated from relatively fast equilibrating kinetic mechanisms in the underlying
DKM. Slow reactions control the evolution of the system toward the final equilibrium
while fast mechanisms equilibrate the system locally. For a chosen level of accuracy
in a particular problem with a set of initial conditions, a threshold time scale exists
that divides the chemical mechanism into fast and slow reactions. The slow reactions
control the non-equilibrium dynamics in that they effectively identify a sequence of
constrained-equilibrium states on a low-dimensional constrained-equilibrium mani-
fold (CEM) in the composition space. It is conjectured that for the acceptable degree
of approximation, the kinetics take place in the CEM which is an estimation of the
actual SIM controlled by kinetics in a reactive system. The rate-controlling reactions,
in general, are slow because they have to go through one or more “bottlenecks” as
called in Ref. [1]. As an example to these “bottlenecks,” the three-body reactions are
considered slow reactions because three-body collision rates are small. Consequently,
the corresponding slowly varying time-dependent constraint is the total number of
moles, which cannot change without three-body reactions [1, 27]. Due to the impor-
tance of this constraint, it is considered a “universal” constraint inRef. [27]. InRCCE,
the whole chemical composition is reconstructed by maximizing (or minimizing)
the appropriate thermodynamic properties, e.g., entropy (or Gibbs free energies),
with respect to instantaneous values of the constraints. In RCCE description, these
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constraints which are the reduced composition variables are transported and solved.
For hydrocarbon fuels, the number of reduced variables and thus the number of
equations to solve can be substantially smaller than the number of species in the
underlying DKM. Apart from methods based on chemical model reduction, there
also exists chemistry tabulation methods, e.g., in situ adaptive tabulation (ISAT) [38,
46].

Following the developments, as referenced above, the RCCE method has been
used in many studies. These include development of ISAT-RCCE [61], in which the
RCCE reduced variables are tabulated by ISAT. The ISAT-RCCE is applied to a
constant pressure adiabatic pairwise mixing stirred reactor (PMSR) in which mixing
and reaction are solved for in separate fractional steps. In a following study [62],
the ISAT-RCCE methodology is further advanced by considering an alternative pro-
jection based on the close parallel inertial manifold and simulations are performed
of an adiabatic, isobaric plug-flow reactor (PFR) using rate equations for constraint
potentials. Subsequently, three different representations of RCCE for computing
the reaction mapping in the ISAT-RCCE approach are presented in Ref. [22]. In
Refs. [28–30], the RCCE method is used in differential algebraic equations (DAEs)
and constraint potential form. These formulations are employed to model homo-
geneous and pairwise mixed stirred reactors as well as laminar premixed and non-
premixed flames. The RCCE formulation is coupled with the transport equations,
including those for RCCE constraints. An operator-splitting approach is employed
in which transport of kinetic constraints is considered in a separate step; subse-
quently, the reaction step is carried out. In this step, using a system of algebraic
equations the constraints are first transformed into constraint potentials, which are
then advanced in time. The RCCE formulation, used in Refs. [28–30], is coupled
with artificial neural network (ANN) and probability density function (PDF) schemes
in Reynolds-Averaged Navier–Stokes (RANS) to simulate turbulent non-premixed
flames [7]. RCCE has also been applied to large eddy simulation (LES) to model
turbulent flames via two approaches: the representation used in Refs. [28–30] cou-
pled with conditional moment closure [37, 41] and the ISAT-RCCE along with PDF
methods [20, 21]. Recently, combined dimension reduction and tabulation is used
to simulate a turbulent lean-premixed propane using LES-PDF method [33]. Refer-
ence [15] demonstrates the efficiency and accuracy of the RCCEmethod aswell as its
capacity to accurately predict reacting systems with different mixing intensities. The
importance of this issue is because mixing can influence the constrained-equilibrium
state and thus effectiveness of constraints representing chemical kinetics. It is thus
essential to study the capacity of RCCE to predict the coupling between chemical
reaction and fluid motion at different levels of mixing. Reference [51] investigates
different possible constraints to be used with the RCCE method for reacting com-
pressible flows and the predicted performance of the constraints before running a
full RCCE simulation. A very important issue in RCCE is selection of constraints.
This challenging issue has been addressed in limited investigations. In previous
contributions [25, 27], the C1 hydrocarbon fuel oxidation process is studied and a
very successful set of structurally valid constraints are developed based on studying
oxidation pathways. Algorithms for automated selection of constraints include that
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developed byYousefian in Ref. [65] as well as othermethods based on level of impor-
tance to identify single species constraints by determining the species governed by
fast/slow mechanisms [59]; greedy algorithm [23, 24] to select single species con-
straints by cyclic direct integration of chemical kinetics; degree of disequilibrium
(DoD) of chemical reactions introduced in Refs. [1, 26] and time scale analysis [17,
18, 57].

This chapter is organized as follows. RCCE fundamentals, its constraint poten-
tial and constraint representations are presented in Sects. 2, 2.1 and 2.2, respectively.
Methods of initializing constraint potentials based on constraints to constraint poten-
tials conversion and calculating chemical potentials of major species are discussed
in Sect. 2.3. A brief discussion on RCCE constraint selection based on studying oxi-
dation paths and DoD of chemical reactions is presented in Sect. 3. The results of
RCCE application to constant energy/volume combustion of hydrogen and methane
for different sets of initial conditions are provided in Sect. 4 along with a summary
in Sect. 5.

2 Rate-Controlled Constrained-Equilibrium Principles

The evolution of a reacting system that ismacroscopically homogeneous and involves
Ns chemical species is governed by

dφβ

dt
= Mβ(t) + Sβ(t) (β = 1, 2, . . . , Ns + 1) (1)

where compositional variables [φ1, φ2, . . . , φNs+1] constitute the full representation
of the reacting system. These variables are φβ ≡ Yβ , for β = 1, . . . , Ns and φNs+1 ≡
h, where Yβ and h denote mass fraction of chemical species and specific enthalpy of
the mixture, respectively. The right-hand side (RHS) includes the effects of micro-
mixing Mβ and chemical reaction Sβ . A detailed description of the effects of the
mixing on the RCCE predictions is presented in [15]. For the micro-mixing term,
we employ the linear mean square estimation (LMSE) model [11], also known as
interchange by exchange with the mean (IEM) closure [6],

Mβ(t) = − 1

τmix

(
φβ − φβ

)
(2)

where τmix denotes the mixing time scale and φβ is the mean value of composition
variables. The reaction source term can be calculated by the following equation

Sβ(t) = ω̇βMβ

ρ
(β = 1, . . . , Ns) (3)

where ω̇β and Mβ are the net production rate and molar mass of species β, respec-
tively, and ρ is the density of the gas mixture. In lowMach number flows, we assume
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SNs+1 ≈ 0 for the specific enthalpy. ω̇β can be determined by considering the chem-
ical reaction mechanism which is represented by

Ns∑

β=1

ν ′
βγ Zβ −−⇀↽−−

Ns∑

β=1

ν ′′
βγ Zβ (γ = 1, . . . , Nr ) (4)

where Z is the species vector, ν ′ and ν ′′ are Ns × Nr matrices of stoichiometric
coefficients of reactants and products, respectively, and Nr is the number of reactions.
The following equation gives the corresponding rate equations for the species

ω̇β =
Nr∑

γ=1

νβγ �γ =
Nr∑

γ=1

(ν ′′
βγ − ν ′

βγ )�γ (5)

where νβγ and �γ are the net stoichiometric coefficient of species β in reaction γ

and the net production rate of reaction γ which is defined as

�γ = k f
γ

Ns∏

β=1

[Zβ]ν ′
βγ − kbγ

Ns∏

β=1

[Zβ]ν ′′
βγ (6)

The first and second terms on the RHS constitute forward and backward rate of
progress of reaction γ , respectively. k f

γ and kbγ are the forward and backward reaction
rate constant for reaction γ , respectively. [Zβ ] denotesmolar concentration of species
Zβ . TheRCCEmethodprovides a reduced representation of the reacting systemusing
Nc slowly varying scalars which impose constraints on the evolution of the system.
The constraints are assumed to be linear combinations of the concentrations of the
gas mixture species [32]

C ′
α =

Ns∑

β=1

A′
αβ

Yβ

Mβ

(α = 1, 2, . . . , Nc) (7)

where Nc and C ′
α denote the number and the value of constraints. A′

αβ , a predefined
transformation matrix here, identifies in each constraint, the contribution of different
chemical species. Following previous work [27], the constant coefficient matrix is
transformed to a new form to diagonalize the square sub-matrix relating the con-
straints and the major species. This modification has shown to improve robustness of
calculations [27]. The transformed constraint vector and the species mass fractions
are related similar to Eq. (7),

Cα =
Ns∑

β=1

Aαβ

Yβ

Mβ

(8)
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where Cα and Aαβ are transformed constraint vector and coefficient matrix,
respectively. These are, henceforth, called constraint vector and coefficient matrix
for simplicity. The reduced representation [C1,C2, . . . ,CNc , h] is governed by rate
equations for constraints and specific enthalpy. The former is obtained by transform-
ing Eq. (1) according to Eq. (8),

dCα

dt
=

Ns∑

β=1

Aαβ

Mβ

(
Mβ(t) + Sβ(t)

)
(9)

In RCCE, Eq. (1) is replaced by Eq. (9) which is advantageous since Eq. (9) includes
fewer ordinary differential equations (ODEs) with reduced numerical stiffness. The
rapidly varying (unconstrained) species are assumed to be instantaneously in a
constrained-equilibrium state, at which the composition of chemical species are
determined. The constrained-equilibrium state is specified using themethod of unde-
termined Lagrange multipliers together with maximizing the entropy or minimizing
an appropriate free energy with respect to the instantaneous values of constraints
[27]. We consider the summation of entropy and constraints

L = s +
Nc∑

α=1

λα

(

Cα −
Ns∑

θ=1

Aαθ

Yθ

Mθ

)

(10)

where s ≡ s(p, h,Y1, . . . ,YNs ) is the specific entropy of the mixture, p is pressure,
and λα denotes the Lagrange multiplier corresponding to constraint α. To optimize
this relation with respect to mass fraction, we set

∂L

∂Yβ

= 0 (β = 1, . . . , Ns) (11)

We, thus, have

∂s

∂Yβ

−
Nc∑

α=1

λα

Ns∑

θ=1

Aαθ

1

Mθ

∂Yθ

∂Yβ

= 0 (12)

For a multicomponent system at constant specific enthalpy and pressure, the deriva-
tive of specific entropy with respect to mass fraction of species β can be written
as

∂s

∂Yβ

= − μ̊β

MβT
(13)

Substituting Eq. (13) into Eq. (12) yields

− μ̊β

MβT
− 1

Mβ

Nc∑

α=1

Aαβλα = 0 (14)
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where μ̊β is the chemical potential per unit mole of species β. We divide both sides
of this equation by universal gas constant Ru . The normalized Lagrange multiplier
conjugate to each constraint, called the “constraint potential,” is defined as

�α = λα

Ru
(15)

Equation (14) can thus be written as

μ̊β

RuT
= −

Nc∑

α=1

Aαβ�α (16)

where the left-hand side (LHS) canbe expanded according to the relationship between
the chemical potential and the Gibbs free energy of the pure substance per unit mole
of species β g̊β

μ̊β = g̊β + RuT ln Xβ (17)

The Gibbs free energy g̊β ≡ g̊β(T, p) is related to that at the standard pressure p0 as

g̊β = g̊0β + RuT ln
p

p0
(18)

where g̊0β ≡ g̊β(T, p0). Substituting Eqs. (17, 18) into Eq. (16) gives

1

RuT

[
g̊0β + RuT ln

pXβ

p0

]
= −

Nc∑

α=1

Aαβ�α (19)

Solving this equation for Xβ gives

X RCCE
β = p0

p
exp

(

− g̊0β
RuT

)

exp

(

−
Nc∑

α=1

Aαβ�α

)

(20)

where X RCCE
α is themole fraction evaluated at theRCCEstate of the system.Equation

(20) can also be written in terms of mass fractions as

Y RCCE
β = Mβ

ρ

p0
RuT

exp

(

− g̊0β
RuT

)

exp

(

−
Nc∑

α=1

Aαβ�α

)

(21)

where Y RCCE
β is the mass fractions at the constrained-equilibrium state.
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2.1 Rate Equations for the Constraint Potentials

The constraint potential representation of RCCE is obtained following a procedure
similar to Refs. [25–27]. This representation of RCCE involves transforming Eq. (9)
into differential equations for constraint potentials. In previous studies [25–27], simi-
lar equations are obtained for temperature and constraint potentials for known energy
and volume. Here, constraint potential formulation with constraint potentials along
with temperature and density as independent variables for given enthalpy and pres-
sure, following Refs. [15, 16], is presented. By differentiating Eq. (8) with respect
to time, we obtain

dCα

dt
=

Ns∑

β=1

Aαβ

1

Mβ

dYβ

dt
=

Ns∑

β=1

Aαβ

Yβ

Mβ

d ln Yβ

dt
(22)

The RHS is expressed by taking derivative of Eq. (21) with respect to time as

d ln Yβ

dt
= − 1

ρ

dρ

dt
+ 1

RuT 2

dT

dt

[

g̊0β − T
dg̊0β
dT

− RuT

]

−
Nc∑

α=1

Aαβ

d�α

dt
(23)

The second term on the RHS can be simplified to e̊β

RuT 2
dT
dt where e̊β denotes the

internal energy per unit mole of species β. For a pure chemical species, governed by
ideal gas equation of state, we have

g̊0β = h̊β − T s̊0β = e̊β + RuT − T s̊0β (24)

In this equation, h̊β and s̊0β designate the enthalpy per unit mole of species β and the
entropy of the pure substance at pressure p0 per unit mole of species β, respectively.
According to Gibbs fundamental equation, for a constant pressure and chemical
composition process we have

s̊β = −
(

∂ g̊β

∂T

)

p,n1,n2,...,nNs

(25)

where nθ and s̊β denote the number of moles of species θ and the entropy of the pure
substance per unit mole of species β, respectively. For a pure substance at pressure
p0, this relation along with Eq. (24) gives

e̊β = g̊0β − T
dg̊0β
dT

− RuT (26)
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which relates the entropy to the Gibbs free energy and the temperature of the system.
Therefore, the time derivative of constraints is obtained by substituting Eq. (23) into
Eq. (22) as

dCα

dt
= −

⎛

⎝
Ns∑

β=1

Aαβ

Yβ

Mβ

⎞

⎠ 1

ρ

dρ

dt
+

⎛

⎝
Ns∑

β=1

Aαβ

Yβ

Mβ

e̊β

RuT

⎞

⎠ 1

T

dT

dt

−
Nc∑

θ=1

Ns∑

β=1

Aαβ Aθβ

Yβ

Mβ

d�θ

dt

(27)

To include the energy balance, we take time derivative of the specific enthalpy h =∑Ns
β=1 hβYβ to obtain

dh

dt
= cp

dT

dt
+

Ns∑

β=1

hβYβ

d ln Yβ

dt
(28)

where cp is the specific heat capacity of the mixture at constant pressure and hβ

denotes specific enthalpy of species β. Employing Eq. (23) results in

dh

dt
= −h

1

ρ

dρ

dt
+

⎡

⎣cpT +
Ns∑

β=1

hβYβ

e̊β

RuT

⎤

⎦ 1

T

dT

dt
−

Nc∑

θ=1

Ns∑

β=1

AθβhβYβ

d�θ

dt
(29)

The set of equations corresponding to species concentrations and energy are com-
pleted by the ideal gas equation of state

p = ρRuT
Ns∑

β=1

Yβ

Mβ

(30)

Taking derivative of Eq. (30) with respect to time gives

1

p

dp

dt
= 1

ρ

dρ

dt
+ 1

T

dT

dt
+ M

Ns∑

β=1

Yβ

Mβ

d ln Yβ

dt
(31)

where M =
(∑Ns

β=1
Yβ

Mβ

)−1
is the average molar mass of the mixture. Using Eq. (23),

we have

1

p

dp

dt
=

⎛

⎝M
Ns∑

β=1

Yβ

Mβ

e̊β

RuT
+ 1

⎞

⎠ 1

T

dT

dt
− M

Nc∑

θ=1

Ns∑

β=1

Aθβ

Yβ

Mβ

d�θ

dt
(32)
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Equations (27, 29, 32) constitute the set of Nc + 2 equations describing the time
variation of Nc constraint potentials, temperature, and density. The final form of
these equations are written as [15, 16]

− Cα
1

ρ

dρ

dt
+ Qcα

1

T

dT

dt
+

Nc∑

θ=1

Rcαθ

d�θ

dt
=

Ns∑

β=1

Aαβ

Mβ

(
Mβ (t) + Sβ (t)

) (33a)

−h
1

ρ

dρ

dt
+ Qh

1

T

dT

dt
+

Nc∑

θ=1

Rhθ

d�θ

dt
= dh

dt
(33b)

Qp
1

T

dT

dt
+

Nc∑

θ=1

Rpθ
d�θ

dt
= 1

p

dp

dt
(33c)

where the coefficients are

Qcα
=

Ns∑

β=1

Aαβ

Yβ

Mβ

e̊β

RuT
; Rcαθ

= −
Ns∑

β=1

Aαβ Aθβ

Yβ

Mβ

Qh = cpT +
Ns∑

β=1

hβYβ

e̊β

RuT
; Rhθ

= −
Ns∑

β=1

AθβhβYβ

Qp = M
Ns∑

β=1

Yβ

Mβ

e̊β

RuT
+ 1 ; Rpθ

= −MCθ

(34)

For adiabatic, isobaric system, we can assume dh
dt ≈ 0 and 1

p
dp
dt ≈ 0 on the RHS of

Eq. (33b) and Eq. (33c), respectively. For cases where variation of internal energy is
known, Eq. (33b) can be replaced with

− e
1

ρ

dρ

dt
+ Qe

1

T

dT

dt
+

Nc∑

θ=1

Reθ

d�θ

dt
= de

dt
(35)

where

Qe = cvT +
Ns∑

β=1

e̊2β
RuT

Yβ

Mβ

; Reθ
= −

Ns∑

β=1

Aθβ e̊β

Yβ

Mβ

(36)

In these equations, e and cv are internal energy per unit mass of the mixture and
specific heat capacity of the mixture at constant volume, respectively. It is also
noticed that since chemical reaction conserves the atomic elements, for the elemental
constraints, chemical reaction source term is zero; i.e., it does not appear on the RHS
of Eq. (33a). Given an initial thermodynamic state (ρ, T,�1, . . . , �Nc ), Eq. (56) is
integrated to obtain T (t), ρ(t) and �θ(t) (θ = 1, . . . , Nc). These variables provide
the mass fraction of all the species present in the chemical mechanism according
to Eq. (21). An advantage of RCCE equations as presented in Eq. (56) is that the
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effects of mixing and chemical reaction can be accounted for simultaneously during
numerical integration.

2.2 Rate Equations for the Constraints

Rate equations of constraints Eq. (9), in the constraint representation of RCCE, are
solved rather than the rate equations for constraint potentials. To obtain constraint
potentials, mass fractions, temperature, and density at the constrained-equilibrium
state, the following system of equations must be solved simultaneously

Cα =
Ns∑

β=1

Aαβ

Yβ

Mβ

(37a)

Yβ = Mβ

ρ

p0
RuT

exp

(

− g̊0β
RuT

)

exp

(

−
Nc∑

α=1

Aαβ�α

)

(37b)

h =
Ns∑

β=1

hβ(T )Yβ (37c)

1 =
Ns∑

β=1

Yβ (37d)

Normally Newton’s method is considered to find constrained-equilibrium compo-
sition, as performed in STANJAN [58] equilibrium code. In Newton’s procedure,
first, an initial guess is made for �α . Afterward, �α is advanced iteratively until it
satisfies Eq. (37) while g̊0β remains constant. However, this method is liable to suf-
fer from singularity difficulties and sometimes the step size in �α cannot be stably
calculated. The substitute code proposed here, CEQ [47] based on Gibbs function
continuation method, is principally created to overcome this problem based on the
observation that for arbitrary dg̊0β , a corresponding value for d�α can always be
stably determined [49]. As a result of this observation, an analogous set of ODEs
in pseudo-time, ξ , is established to represent the constraint potential equations, Eq.
(37). The solution to these equations is obtained by integrating this set of equations
in pseudo-time. The numerical procedure involves making infinitesimal changes in
d�α and dg̊0β and evaluating the corresponding variations in dYβ and dCα . First,

the pseudo-Gibbs free energy g̊β(ξ) and constraint potentials �α(ξ) as functions of
ξ are defined. Subsequently, the pseudo-Gibbs free energy is varied linearly from a
specified initial condition at ξ = 0 to the accurate value at ξ = 1. �α(ξ) is deter-
mined by integrating the set of ODEs from a defined initial condition �α(0). The
constraint potential values at ξ = 1, �α(1), are solutions to the constraint potential
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equations (37). We refer to Refs. [48, 49] for detailed description of the method.
The numerical procedure in the constraint representation of RCCE involves inte-

grating the transport equations of constraints, Eq. (9) in time, using ODE solvers.
Constraints are integrated from time t to t + �t in each reaction time step. The ODE
solver breaks each time step into several sub-time steps. In each smaller sub-time step,
constrains, enthalpy, and pressure are given as input to the constrained-equilibrium
code to determine mass fractions, temperature, and density at the constrained-
equilibrium state. Subsequently, these variables are then utilized to calculate the
source term on the RHS of Eq. (9), which is then used to advance the constraint
values. These calculations are repeated until time t + �t is reached. Unlike the con-
straint potential approach, this formulation of RCCE does not need matrix inversion.

In Ref. [16], the RCCE method is applied in the simulation of methane/oxygen
combustion in an adiabatic, isobaric well-stirred reactor to compare the accuracy
and efficiency of the two RCCE formulations: constraint potential and constraint.
The two representations of RCCE show different numerical performance because
the two approaches involve quite different mathematical operations; former requires
matrix inversion, while the latter involves constrained-equilibrium calculations. This
dissimilarity in numerical solution methodology produces different number of math-
ematical operations as well as dissimilar reduction in stiffness of the kinetics. Refer-
ence [16] demonstrates that both constraint potential and constraint methods provide
very accurate representation of the kinetics. Also, it shows that while the constraint
implementation exhibits less numerical stiffness, the constraint potential represen-
tation results in more saving in computation time [16].

2.3 Initializing the Constraint Potentials

The constraint potentials have finite initial values when reacting systems are in a
constrained-equilibrium state. Nonetheless, for reacting systems that are in non-
equilibrium states with one or more species having zero concentrations, Eqs. (16)
and (21) show that one ormore constraint potentialsmust be infinite. This condition is
often encountered in ignition delay time calculations because initially mass fractions
of all species except the fuel and oxidizer are often assumed zero and the system is far
from equilibrium. This difficulty can be overcome by assigning infinitesimal partial
pressures to species that have zero concentrations to obtain constraint potentials with
finite values [27].

Once small partial pressures are assigned to zero concentration species, given
the initial values of specific enthalpy h, pressure p, and constraint vector Cα for
α = 1, 2, . . . , Nc, the following algebraic equations can be solved simultaneously to
determine species mass fractions, temperature, density, and constraint potentials:
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Cα =
Ns∑

β=1

Aαβ

Yβ

Mβ

(38a)

μ̊β

RuT
= −

Nc∑

α=1

Aαβ�α (38b)

h =
Ns∑

β=1

hβ(T )Yβ (38c)

p = ρRT (38d)

where R = Ru
M is the gas constant. For cases where variation of specific internal

energy e is known, Eq. (38c) should be replacedwith e = ∑Ns
β=1 eβ(T )Yβ in which eβ

is the internal energy per unit mass of species β. It is noted that Eq. (38) is essentially
performing the same function as Eq. (37). Also, the original transformation matrix
can also be used in Eq. (38) which results in untransformed constraint potentials.
Constrained-equilibrium state calculations for gas-phase mixtures can be carried out
using readily available programs such as NASA CEA [14], STANJAN [58], and
CEQ [47] equilibrium codes. Although the first two codes were originally created to
determine the final chemical equilibrium state of a system subject to conservation of
the elemental constraints, they can also be employed for evaluating the constrained-
equilibrium states of reacting systems subject to general constraints which are linear
combination of the chemical species concentrations. This can be achieved by modi-
fying their inputs to enable them to accept general constraints. Previous publications
have shown that that these codes might result in excessive computation times [3, 4,
63] or be unreliable due to stability problems [49]. Thus, the CEQ code which is a
Fortran library to compute equilibrium compositions using Gibbs function continua-
tion method [47, 48] serves better for chemical constrained-equilibrium calculations
as discussed in Sect. 2.2. This method is shown to be able to specify the chemical
equilibrium state for all well-posed constrained and unconstrained problems [49].

There are special applications where a simpler approach leads to basically the
same initial RCCE conditions and constraint potentials. For example, due to the
choices of fast and slow species, all ignition delay simulation cases described in Ref.
[27] fall in this category. In the constraint potential initialization approach discussed
in Ref. [27], the species mass fraction vector Yβ , β = 1, . . . , Ns is reorganized in
such a way that the first Nc species are the major species. A good initial selection for
a major species corresponding to a constraint, in the group of species included in the
constraint, is the species with the minimum standard Gibbs free energy. Therefore,
the constraint vector can be decomposed as follows

Cα =
Nc∑

β=1

A1αβ

Y1β

Mβ

+
Ns∑

β=Nc+1

A2αβ

Y2β

Mβ

(39)
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where A1αβ gives the contribution of the major species, Y1β , to the constraint, Cα ,
and A2αβ gives the contribution of Y2β to Cα . The corresponding decomposition of
Eq. (16) using the entropic chemical potentials

ˆ̊μβ = − μ̊β

RuT
(β = 1, 2, . . . , Ns) (40)

is as follows

ˆ̊μ =
[ ˆ̊μ1ˆ̊μ2

]

= AT� =
[
AT
1

AT
2

]
� (41)

where ˆ̊μ1 and ˆ̊μ2 are the entropic chemical potential vectors corresponding to major
and minor species, respectively. Constraint potentials initial values can now be deter-
mined by assuming ˆ̊μ1(0) � ˆ̊μ2(0). This gives

�(0) = (AT
1 )−1 ˆ̊μ1(0) (42)

It can be seen from Eq. (42) that since A1 is a square, diagonalized matrix, in the
decomposed representation, the initial values for the constraint potentials are simply
the initial entropic chemical potentials of the major species chosen as surrogates. To
ensure the initial values determined for the constraint potentials, by this approach,
are correct, the assumption of small initial partial pressures for the minor species
must be checked. If the assumption is not satisfied, an alternative selection for the
major species may solve the problem.

3 Selection of RCCE Constraints

The accurate selection of RCCE constraints is crucial in the successful application
of the RCCE method to represent reacting systems. RCCE constraints, in general,
must satisfy the following requirements: (1) Theymust be linearly independent com-
binations of the chemical species concentrations; (2) they must be able to keep the
reacting system in the specified initial state; (3) they must restrain the system from
producing products from reactants or intermediates by global reactions; and (4) they
must determine other properties such as entropy and energy for the acceptable degree
of approximation.

3.1 Constraint Selection Based on Studying Oxidation Paths

In this section, a summary of the constraint selection procedure based on evaluating
oxidation pathways detailed in Ref. [27] is presented. The reactions considered here



Fundamentals of Rate-Controlled Constrained-Equilibrium Method 251

are only chemical reactions because the rates of ionization and nuclear reactions are
negligible in the pressure and temperature range of interest. The fixed constraints
are the number of moles of elemental hydrogen, oxygen, carbon, nitrogen, etc.,
designated by EH, EO, EC, EN, etc.

The slowestmechanisms controlling the evolution of the reacting systemare three-
body recombination/dissociation reactions, under these conditions. These reactions
are slow in the exothermic direction because three-body collisions are much less
frequent than two-body collisions, and in the endothermic direction because they
require high activation energies. Thus, they force rate-controlling constraints on the
number of moles, M, of the mixture. Other slow reactions are reactions that form
and break valence bonds. These reactions are considered slow in the endothermic
and exothermic directions because of required high activation energies and the small
radical concentrations, respectively. They impose slowly varying constraints on the
number of free valence bonds, FV, of the gas.

The third group of slow reactions are the reactions that break OO bonds. These
reactions impose slowly varying time-dependent constraints on the number of moles
of free oxygen, FO, defined as any oxygen atom not directly connected to another
oxygen atom. The formation of the major products of hydrocarbon combustion such
as H2O,CO2, and CO requires an increase in FO.

Two additional rate-controlling constraints considered in Ref. [27] are OHO ≡
OH + O and DCO ≡ HCO + CO. These constraints slightly improve RCCE pre-
dictions under some circumstances. The OHO constraint is enforced as a result
of the combined action of the fast reaction RH + O = OH + R and the rela-
tively slow reaction RH + OH −−⇀↽−− H2O + R. The DCO constraint is a result of
the slow spin-forbidden reaction CO + HO2 −−⇀↽−− CO2 + OH and the fast reaction
HCO + O2 −−⇀↽−− CO + HO2.

For reacting systems made of the three elements H, O, and C, the eight con-
straints consisting of elemental constraints, total number of moles, free valence and
free oxygen, OHO, and DCO are considered “universal” constraints because they are
independent of the initial hydrocarbon fuel. These constraints coupled with the fol-
lowing equilibrium reactions are capable of determining the constrained-equilibrium
composition of the eleven major hydrocarbon oxidation products H, O, OH, HO2,
H2, O2, H2O,H2O2, HCO, CO, and CO2.

H2 + O = OH + H
H2 + HOO = H2O2 + H
HCO + O2 = CO + HO2

In combustion of hydrocarbon fuels with one carbon element, to improve the
agreement between DKM and RCCE, four additional constraints which depend
on the specific fuel are required. These constraints are on the fuel, fuel radicals,
alkylperoxides, and alcohol plus formaldehyde designated by FU, FR, APO, and
ALCD, respectively. The first which is essential to hold the reacting system in
its initial state is enforced by slow hydrogen abstraction reactions FU + O2 ≡
FR + HO2 aswell as recombination/dissociation reactionsAB + M ≡ A + B + M.
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The second constraint is required to restrain the equilibration of forbidden exother-
mic global reactions such as CH3 + 2O2 + 2H2O = CO2 + 2H2O2 + H2 + H. The
third APO ≡ CH3OOH + CH3OO + CH2OOH is imposed by combined effect
of rate-limiting reactions which convert APO to hydroperoxides and fast reac-
tions which equilibrate the chemical species of APO. The last constraint ALCD ≡
CH3OH + CH3O + CH2OH + CH2O is imposed by slow reactions which form or
remove ALCD as well as fast reactions which equilibrate the species of ALCD.

3.2 Constraint Derivation Based on Degree
of Disequilibrium of Chemical Reactions

In this section, a summary of the constraint selection procedure which is focused on
the behavior of the degrees of disequilibrium of the individual chemical reactions
introduced in Refs. [1, 26] is presented. This methodology consists of a straightfor-
ward algebraic analysis of simulation results of the underlying DKM. A variation
of this methodology computes an approximate singular value decomposition of the
actual degrees of disequilibrium (ASVDADD) [1] to find a low-dimensional sub-
space in the DoD space approximating the actual DoD traces with a given accuracy.
In the following, a brief summary of the ASVDADD algorithm is given.

1—In the matrix of stoichiometric coefficients νβγ (β = 1, . . . , Ns, γ = 1, . . . ,
Nr ), identify a set of r linearly independent νγ k (k = 1, . . . , r) columns. The rank of
the matrix of stoichiometric coefficients equals the difference between the number
of species and the number of chemical elements because the DKMmust contain the
maximum number of linearly independent reactions. This implies that the maximum
number of derived constraints is also equal to this rank. This ensures that when
thermodynamic equilibrium is reached, mole densities of chemical elements are the
only constraints remained.

2—Using these reactions as the basis vectors of the ν (Ns × Nr )matrix, we derive
ˆ̊μp, the projection of non-dimensionalized vector of chemical potentials μ̊ into the
column space of ν. The DoD of reaction γ is related to chemical potentials and the
matrix of stoichiometric coefficients as follows

φγ = − 1

RuT

Ns∑

β=1

νβγ
ˆ̊μβ (γ = 1, 2, . . . , Nr ) (43)

Equation (43) indicates that the DoD of any chemical reaction γ is a linear
combination of the stoichiometric coefficients spanned by the γ th column of the
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stoichiometric matrix ν, with − μ̊β

RuT
as the coefficients of the linear combination.

This means that DoDs of reactions are dependent if the corresponding reactions are
linearly dependent themselves. Using the definition of entropic chemical potential,
Eq. (43) can be rewritten as

φγ =
Ns∑

β=1

νβγ
ˆ̊μβ = 〈 ˆ̊μ | νγ 〉 (44)

Wedesignate the r -dimensional column space ofmatrix ν and the Nel -dimensional
left null space of ν which is extended by the elemental constraints by span(νγ ) and
coker(ν), respectively. Nel denotes the number of chemical elements. These two
spaces are orthogonal components of the Ns-dimensional real vector space and are
often referred to as the “reactive subspace” and the “inhert subspace,” respectively.
We can decompose the vector ˆ̊μ by using these subspaces

ˆ̊μ = ˆ̊μp + ˆ̊μ⊥ (45)

where for shorthand, we introduced

ˆ̊μp = ˆ̊μspan(νγ )
ˆ̊μ⊥ = ˆ̊μcoker(ν) (46)

We call ˆ̊μp the overall degree of disequilibrium (ODoD) vector. We rewrite

Eq. (44) as following because the ˆ̊μ⊥ component of ˆ̊μ is normal to the set of r
linearly independent columns of the stoichiometric matrix νγ ,

φγ = 〈 ˆ̊μp | νγ 〉 (47)

Assuming ˆ̊μp is a linear combination of the γ th columns, we can write

ˆ̊μp =
r∑

k=1

νγ kαk (48)

Using Eq. (47) αks can be obtained using

αk =
r∑

k ′=1

φk ′Wk ′k (49)

where W = M−1 and in return M is a r × r matrix whose components are cal-
culated using Mkk ′ = 〈νγ k | νγ k ′ 〉. Matrix M is not singular because of the linear
independence of the basis vectors νγ k . We rewrite Eq. (48) using Eq. (49)
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ˆ̊μp =
r∑

k=1

φk

r∑

k ′=1

Wkk ′νγ k ′ (50)

where φk is the DoD of the kth linearly independent stoichiometric vector νγ k . This
gives us the ODoD vector.

3—Use DKM-derived values of ˆ̊μp at m discrete points and store the data in the

Ns × m matrix ˆ̊μp(zm), where z stands for either x , t or (x, t), depending on the
problem.

4—Determine the Singular Value Decomposition (SVD) of ˆ̊μp(zm):

ˆ̊μp(zm) = U�V T (51)

U is a Ns × Ns rank r orthonormal matrix, V is am × m rank r orthonormal matrix,

and � is a Ns × m diagonal matrix having square roots of the r ˆ̊μp
ˆ̊μT

p and ˆ̊μT

p
ˆ̊μp

positive eigenvalues σr placed on its first r diagonal elements. Note that only the first
r columns of U matrix are in the column space of ˆ̊μp(zm), and only the first r rows

of V T matrix (or the first r columns of V matrix) are in the row space of ˆ̊μp(zm).
This means Eq. (51) can be replaced by:

ˆ̊μp(zm) = Ur�rV T
r (52)

The subscript “r” means reduced dimension. Ur , V T
r , and �r are Ns × r , r × m,

and diagonal r × r matrices, respectively. Now let AT
p = Ur and �p = �rV T

r , then
Eq. (52) becomes

ˆ̊μpβ
(zm) =

r∑

k=1

Apkβ�pk(zm) (53)

Comparing this with Eq. (16) indicates that Ap, which is a r × Ns matrix, defines
the coefficientmatrix for computing constraint vectorCpk (k = 1, . . . , r). Indecreas-
ing order of importance, the rows of C p gives the entire spectrum of RCCE con-
straints.

Cpk =
Ns∑

β=1

Apkβ

Yβ

Mβ

(54)

5—Add elemental constraints to the derived set of constraints Eq. (54) to get:

A =
[
Ap

Ael

]
Cα =

Ns∑

β=1

Aαβ

Yβ

Mβ

(α = 1, . . . , Nc) (55)
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Ael is the Nel × Ns constraint coefficient matrix of chemical elements. Note that
at this point, the Ns species have been replaced by Nc = r + Nel = Ns constraints
that are the linear combination of these species, which means simulating the system
using these Ns constraints will result in the exact DKM solution. The number of
constraints can be decreased by abandoning the constraint Cpk for k ≥ n if σn−1 �
σn , according to this model. The effectiveness of the procedure is exhibited in Ref.
[1] for several simulations of increasing difficulty including: (1) a one-dimensional
expansion of the products of the hydrogen/oxygen combustion in a supersonic nozzle
(8 species, 24 reactions); (2) methane/oxygen combustion in the same supersonic
nozzle (29 species, 133 reactions) and (3) ignition delay simulation of homogeneous
methane and oxygen mixture.

4 Results

The RCCE method has been applied to model H2/O2 and CH4/O2 combustion at
constant energy and volume by solving Eqs. (56a) and (56b) together with equation
of state. These equations are obtained from Eqs. (33a) and (35) by making no mixing
and constant energy and volume assumptions:

Qcα

1

T

dT

dt
+

Nc∑

θ=1

Rcαθ

d�θ

dt
=

Ns∑

β=1

Aαβ

Mβ

Sβ(t) (α = 1, . . . , Nc) (56a)

Qe
1

T

dT

dt
+

Nc∑

θ=1

Reθ

d�θ

dt
= 0 (56b)

where the coefficients are repeated for convenience

Qcα
=

Ns∑

β=1

Aαβ

Yβ

Mβ

e̊β

RuT
; Rcαθ

= −
Ns∑

β=1

Aαβ Aθβ

Yβ

Mβ

Qe = cvT +
Ns∑

β=1

e̊2β
RuT

Yβ

Mβ

; Reθ
= −

Ns∑

β=1

Aθβ e̊β

Yβ

Mβ

(57)

4.1 H2/O2 Combustion System

In this section, we have applied RCCE using the constraints identified by Janbozorgi
andMetghalchi [26] to simulate hydrogen/oxygen combustion consisting of 8 species
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Fig. 1 Constraint potential profiles of stoichiometric H2 and O2 combustion at 1500K and 1 atm

and 24 reactions. The constraints are listed in Table 1. Figure1 shows the change of
(original) constraint potentials versus time at initial temperature of 1500 K, pressure
of 1 atm and equivalence ratio equal to 1. As shown in the figure, the constraint
potentials of elements remain nonzero at equilibrium while the constraint potentials
of the rest of the constraints vanish. This shows RCCE leads to the right equilibrium
state. Figure2 shows the temperature profile of H/O reaction system with different
initial temperatures. All simulations are carried out at initial pressure of 1 atm and
equivalence ratio equal to 1. It is shown that RCCE results are in a good agreement
with those of DKM with a wide range of initial temperatures. Figure3 shows the
temperature profile of H/O reaction system with different initial pressures. All simu-
lations are carried out at initial temperature of 1500K and equivalence ratio equal to
1. As it is shown in Fig. 3, RCCE slightly underpredicts the ignition delay time; how-
ever, RCCE predictions of ignition delay times for these mixtures are within 1–5%
of those obtained from DKM. Figures4 and 5 show concentration predictions in the
stoichiometric hydrogen and oxygen combustion at initial temperature of 1500K and
pressure of 1 atm. It is shown that RCCE predictions of major species concentrations
are in good agreement with those of DKM.
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Fig. 2 RCCE and DKM temperature predictions of stoichiometric H2 and O2 combustion at initial
pressure of 1 atm, and equivalence ratio equal to 1. Solid and dashed lines represent DKM and
RCCE results, respectively

Fig. 3 RCCE and DKM temperature predictions of stoichiometric H2 and O2 combustion at initial
temperature of 1500K and equivalence ratio equal to 1. Solid and dashed lines represent DKM and
RCCE results, respectively
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Fig. 4 RCCE and DKM concentration predictions of stoichiometric H2 and O2 combustion at
1500K and 1 atm. Solid and dashed lines represent DKM and RCCE results, respectively

Fig. 5 RCCE and DKM concentration predictions of stoichiometric H2 and O2 combustion at
1500K and 1 atm. Solid and dashed lines represent DKM and RCCE results, respectively
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Table 1 Definition of constraints for hydrogen combustion in oxygen

Constraints Definition

H Elemental hydrogen

O Elemental oxygen

M Total number of moles

FV Moles of free valance (any unpaired valence electron)

FO Moles of free oxygen (any oxygen not directly attached to another oxygen)

Table 2 Definition of constraints for methane combustion in oxygen

Constraints Definition

H Elemental hydrogen

O Elemental oxygen

C Elemental carbon

M Total number of moles

FV Moles of free valance (any unpaired valence electron)

FO Moles of free oxygen (any oxygen not directly attached to another oxygen)

OHO Moles of water radicals OH + O

DCO Moles of HCO + CO

FU Moles of fuel molecule (CH4 in the case of methane)

FR Moles of fuel radical(s) (CH3 in the case of methane)

APO Moles of AlkyPerOxydes CH3OOH + CH3OO + CH2OOH

ALCD Moles of Alcohols+Aldehydes (CH3OH + CH3O + CH2OH + CH2O)

4.2 CH4/O2 Combustion System

In this section, the RCCE method is applied to predict the combustion of CH4/O2

reacting system using the constraints identified by Janbozorgi et al. [27]. A mech-
anism which contains 29 species and 133 reactions [27] is employed for the simu-
lations. The CH4/O2 reacting system is represented by the 12 constraints listed in
Table2. Figure6 shows the (original) constraint potential variation versus time at
initial temperature of 900 K, pressure of 100 atm and equivalence ratio of 1. Con-
sistent with the previous case, all constraint potentials vanish at equilibrium except
for those of elements (EH, EO, and EC), which indicates that RCCE predicts equi-
librium accurately. It can be seen that for different initial temperatures and initial
pressures (Figs. 7 and 8), RCCE shows a very good agreement with DKM. For lean
and rich CH4/O2 mixtures, the RCCE predictions are within 1–5% of those obtained
from DKM (Fig. 9). Figures10 and 11 illustrate the change of concentrations for
major species for stoichiometric CH4 combustion at initial temperature and pressure
of 900K and 10 atm, respectively. It is clearly shown that RCCE method shows a
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Fig. 6 RCCE constraint potentials predictions of CH4 and O2 stoichiometric combustion at initial
temperature of 900K and pressure of 100 atm

Fig. 7 Comparison of temperature predictions in RCCE and DKM simulations of CH4 and O2
stoichiometric combustion with initial temperatures ranging from 900 to 2000 K. All cases have
initial pressure of 1 atm and equivalence ratio of 1
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Fig. 8 Comparison of temperature predictions in RCCE and DKM simulations of CH4 and O2
stoichiometric combustion with a wide range of initial pressures. Initial temperature is 900K and
equivalence ratio is equal to 1 for all cases

Fig. 9 Comparison of temperature predictions in RCCE and DKM simulations of CH4 and O2
stoichiometric combustion with different equivalence ratios. For all simulations, initial temperature
is 900K and initial pressure is 100 atm
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Fig. 10 Comparison of major species concentration in RCCE and DKM predictions of CH4 and
O2 stoichiometric combustion at 900 K and 1 atm. Lines andmarks denote RCCE and DKM results,
respectively

Fig. 11 Comparison of major species concentration in RCCE and DKM predictions of CH4 and
O2 stoichiometric combustion at 900 K and 1 atm. Lines andmarks denote RCCE and DKM results,
respectively
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perfect agreement with DKM method. As shown in these figures, RCCE method
provides accurate results with much smaller number of differential equations.

5 Summary

In this chapter, a summary of Rate-Controlled Constrained-Equilibrium (RCCE)
principles is first presented. Then, rate equations in constraint and constraint potential
representations of RCCE are obtained. These two formulations are mathematically
equivalent but they follow different numerical procedures. Next, two approaches
based on calculating chemical potentials of major species and constraint to con-
straint potential conversion for initializing constraint potentials in the constraint
potential formulation are presented. Finally, constraint selection based on kinetics
knowledge and degree of disequilibrium (DoD) analysis of chemical reactions in an
underlying DKM calculation is briefly discussed. RCCE calculations of hydrogen
and methane combustion in oxygen over a wide range of initial temperatures, pres-
sures, and equivalence ratios have been made in a constant energy/volume reactor.
RCCE calculations have been performed using 5 and 12 constraints, and excellent
agreement with Detailed Kinetics Model (DKM) calculations using 8 and 29 species
has been obtained in hydrogen and methane cases, respectively.
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Direct Numerical Simulation Study
of Lean Hydrogen/Air Premixed
Combustion

Rohit Saini, Ashoke De and S. Gokulakrishnan

Abstract Turbulence-chemistry interaction is known to play a vital role in changing
the characteristics of a flame surface. It changes evolution, propagation, annihilation,
local extinction characteristics of the flame front. This study seeks to understand how
turbulence interaction affects flame surface geometry and propagation of turbulent
premixed H2/Air flames in a three-dimensional configuration. 3D Direct Numeri-
cal Simulation (DNS) study of premixed turbulent H2/Air flames has been carried
out using an inflow–outflow configuration at moderate Reynolds number (Re) with
a fairly detailed chemistry. The simulations are conducted at different parametric
conditions in conjunction with differential diffusion (non-uniform Lewis number)
effects. The topology of the flame surface is interpreted in terms of its propagation
and statistics. Statistics related to the flame surface area and the correlations between
the curvature and the gradient of temperature are obtained from the computed fields.
It is found that the displacement speed increases with the negative mean curvature,
while it correlates well for high turbulent cases and scattered for low turbulent cases.
It is also observed that the diffusion effects become more dominant for deciding the
flame structure when the mean flow is lower (low Re case). Further, the unsteady
effects of tangential strain rate, curvature on flame propagation, and heat release rate
are also investigated. Later, effects of prominent species and radicals are described to
correlate the production of the maximum heat release rate in the lower temperature
regions.
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1 Background

Turbulent flame characteristics such as flame surface evolution, propagation, annihi-
lation, local extinction/re-ignition are affected by the interaction of flame front with
various parameters such as turbulence, molecular transport, and energy transport and
strongly coupled with chemistry. Experimental studies of turbulent-chemistry inter-
action are extremely rare due to practical difficulties associated with conducting such
an intricate study. However, a number of studies have been made on the interaction
of low-intensity turbulence with flame fronts. The development of faster processors
and larger storage devices has rekindled interest in DNS of turbulent reactive flows.
Studies of turbulent combustion with detailed chemistry and multi-component dif-
fusion in the three-dimensional domain using DNS have been of great interests of
many researchers [1].

Typically, turbulent premixed flames are locally stretched and wrinkled due to
the mutual interaction between turbulence and chemical reactions and the flame
front propagation is often represented by the scalar iso-surface [2]. The change
in flame surface (a measure of a flame stretch) is primarily due to the underlying
turbulence of the flow, which in turn impact the reaction rate [3]. On the other
hand, stretching plays a key role in flame stabilization, flame speed determination,
flammability limits, flame-front instability, concentration, and temperature. Another
important parameter in premixed flames is Lewis number (Le), which influence
the flame structure (stretch, strain etc.) and stability of the flame front [4]. The
interaction of flame front with turbulence, in turn, the flame-vortex interaction, has
been numerically studied by many researchers in the past. The studies include the
studies by Poinsot et al. [5], Kadowaki and Hasegaw [6], Sankaran and Menon [7,
8], Najm andWyckoff [9], Lipatnikov and Chomiak [10, 11], Markstein [12], Clavin
and Joulin [13] and Matalon and Matkowsky [14]. Further, the effects of strain rate
and curvature on the local displacement speed were also investigated while varying
the degree of Lewis [15] and Damkohler numbers [16].

While looking at the flame characteristics under the turbulent condition, i.e.
stretch, strain, curvature, displacement speed etc., numerous studies have been car-
ried out on hydrogen-air premixed flames in two and three-dimensional domains. For
example, Baum et al. [17] studied premixed H2/O2/N2 flames in two-dimensional
turbulence with detailed chemistry and checked the validity of the flamelet assump-
tion for premixed turbulent flames. Wang et al. [18] studied swirling hydrogen-air
premixed flames at different equivalence ratios and investigated the effect of equiva-
lence ratio on preferential diffusion effects and studied the role of small-scale eddies
in interactions between turbulence and the flame front. Hamlington et al. [19] studied
interactions between turbulence and flames in premixed reacting flows in a three-
dimensional unconfined domain and examined the effect of turbulence intensity on
flame orientation and thickness of preheat and reaction zones. Chen and Im [20]
investigated the stretch effects on burning velocity of turbulent H2/Air premixed
flames. They found that the burning velocity was strongly correlated with the cur-
vature for moderate turbulent intensities, while the displacement speed (Sd), in gen-
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eral, was found to be negatively correlated with curvature. Also, they mentioned that
the reduction in displacement speed is sometimes as high as 80% for large strain
and positive curvatures. The effect of preferential diffusion in hydrogen enriched
flames have been explored by several researchers, e.g. Jiang et al. [21], Dinesh et al.
[22, 23], and Han et al. [24] by analyzing the flame compositional structures and
predominant intermediate radicals such as H, OH, HO2, etc., which was primar-
ily due to highly diffusive H2 molecules and H radicals. More recently, Urankara
et al. [25] used a flame-particle tracking approach to investigate the hydrogen-air
premixed flames with unity Lewis number. They have also analyzed the flame char-
acteristics in the context of strain, curvature and displacement speed for different
parametric conditions. Along the similar line, the present study attempts to capture
the effect of turbulence on the flame surface by observing the changes in mean cur-
vature, displacement speed and species profiles using 3D DNS simulations for the
turbulent premixed Hydrogen-air flames which fall in the thin-reaction zone in the
regime diagram. The simulations are conducted at different parametric conditions
with a detailed Hydrogen-Air reaction mechanism in conjunction with differential
diffusion (non-uniform Lewis number) effects. An analytical expression derived for
temperature iso-surface is considered for the calculation of displacement speed. The
contribution by conduction, mass diffusion, heat release rate and temperature gra-
dient to the displacement speed are estimated. Moreover, the contribution of flow
unsteadiness on the flame stretch is captured by analyzing the tangential strain rate,
and finally, the correlations are established between species mass fractions and tem-
perature for different turbulent conditions.

2 Numerical Details

Direct Numerical Simulation of initially planar premixed flame that gets wrinkled
by oncoming isotropic turbulence is carried out. The present computations involve
an inflow–outflow type configuration characterized by Navier-Stokes Characteristic
Boundary Conditions (NSCBC) along the direction of the mean flow and periodic
boundary conditions otherwise. The simulations are carried out at three different
levels of turbulence intensities, which resulted in different Reτ , Da, and Ka condi-
tions. The simulation parameters that varied between cases: Kolmogorov length η,
τη, mean flow velocity < U > and rms of fluctuating flow velocity urms at the inlet
face, could be found in Table 1, while the parameters, which are kept same for all
the simulations, are provided in Table 2.

Before performing the actual turbulent premixed flame simulations, a one-
dimensional H2-air planar premixed flame is computed which serves as an initial
condition to the 3D DNS simulations. Standalone computations for non-reacting,
isothermal, homogenous isotropic turbulence (NRIHIT) with all the relevant species
are performed until the statistical stationary state is reached. For a given case, the
resulting velocity field of one of these computations is fed through the inlet boundary
with an imposed mean velocity< U > , while the inlet temperature has been set at
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Table 1 List of simulation parameters

Case A Case B Case C Case D Case E

< U >(cm/s) 700 700 700 500 1000

< urms > (cm/s) 503 557 832.5 557 557

urms/SL 2.71 3.01 4.5 3.01 3.01

Reτ 162 178 266 178 178

Da 0.682 0.616 0.412 0.616 0.616

Ka 18.66 21.66 39.59 21.66 21.66

η (μm) 14.75 13.75 10.17 13.75 13.75

Table 2 Common parameters for all simulations

Laminar flame speed (SL) (cm/s) 185

Flame thickness (μm) 361

Pressure (atm) 1

Inlet temperature (K) 310

Equivalence ration φ 0.81

Domain size (cm3) 1.2×0.4×0.4

Grid size 400×120×120�5.76 million

310 K (preheating) with an inlet equivalence ratio φ�0.81. The H2-Air chemical
reaction is represented using a reduced mechanism by Li et al. [26] involving 9
species and 19 reactions. The computational domain is a rectangular box and it is
shown in Fig. 1a. Various parameters, such as divergence of heat flux, heat release
rate, reaction rate, curvature, and strain rate, are calculated for a given scalar iso-
surface. A progress variable is defined based on the temperature and it is used to find
the flame surface. Iso-surface of C�0.5 is identified as flame surface [27].

c � Tlocal − Tunburnt
Tburnt − Tunburnt

(1)

Figure 1b shows the parametric conditions for the five cases on a Borghi regime
diagram, indicating that all cases lie in the thin reaction zones regime.

The simulations are carried out using the open source Pencil code [28, 29], which
solves the continuity, momentum, energy, and species transport equations in fully
compressible formulation on a structured 3D Cartesian grid. The spatial discretiza-
tion is obtained by a sixth-order explicit finite difference scheme, while a third-order
Runge–Kutta scheme is invoked for time integration. The transport properties are
calculated using the commonly used mixture averaged formulation. The detailed
description of evaluations of these properties and other relevant parameters are pro-
vided in [28, 29].
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Fig. 1 a Schematic of the computational domain showing the contour of the Y vorticity and the
distorted flame colored with heat release rate (mean flow is in the positivex-direction whereas flame
propagates in the negative direction), b Broghi diagram showing the regimes of the simulated cases
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2.1 Flame Stretch

In the present study, the flame stretch is defined by the fractional rate of change of a
flame surface element A [27] as:

κ � 1

A

dA

dt
(2)

Stretch (κ) is a measure of fractional change in area due to flow non-uniformities,
strain and curvature effects of the flame surface, and expressed as [27, 30]:

κ � −�n�n : ∇�u + ∇ · �u + sd(∇ · �n) (3)

where, −→n is the unit vector normal to the flame surface pointing towards the fresh
gasses and−→u is the flowvelocity, Sd is the displacement speed. The operator (�n�n : ∇)
represents the gradient operator normal to the flame surface and the first two terms
contribute to the strain effects. Further, the stretch can be expressed in terms of
tangential strain as:

κ � ∇t · �u + sd(∇t · �n) (4)

2.2 Displacement Speed (Sd)

It is an important quantity affecting the flame stretch and varies depending on the
choice of iso-values. Using the temperature iso-surface the equation for Sd is repre-
sented by:

Sd � 1

ρCp|∇T |

[
∇ · (λ∇T ) + ρ∇T ·

∑
α

(DαCp,α∇Yα) −
∑

α

hαω̇α

]
(5)

where the first term within the brackets corresponds to the heat conduction, the
second term is the contribution due to diffusion, and the third term corresponds to
heat release rate contributing to the displacement speed.

The numerical approach used for solving the turbulence-chemistry interactions,
radiation modeling and soot models are described in the following section.

3 Results and Discussion

In this section, we present the results of all the simulated cases taken at 5FL, where
the flame time (FL) is defined as the ratio of the flame thickness to the flame speed.
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We primarily concentrate on the annihilation and propagation part as it changes
the texture of a flame surface due to turbulence-chemistry interaction. The differ-
ent Lewis numbers of the species and intermediate radicals in H2/air flames makes
the difference in the local equivalence ratio and in places where the flame surface
is convex to the reactants. It substantially alters the flame surface behavior. Hence
propagation and annihilation process can be better explained using the mean curva-
ture. The reported plots represent the iso-surface of progress variable at valueC=0.5
colored by mean curvature taken for all the cases at 5FL. The sign convention of the
mean curvature is followed as negative if the flame surface is concave towards the
reactants and assigned positive if the flame surface is convex towards the reactants.
It is observed from the iso-surfaces that case A and case E are weakly wrinkled and
case B, C, and D are moderately wrinkled. From this, we can say that the flame
wrinkling strongly depends on the turbulent intensity, while the value of the mean
curvature increases with the rms of the fluctuating velocity. Regions highlighted in
the blue color are prone to the local annihilation process.

3.1 Mean Curvature

Figure 2 depicts the plots of mean curvature for all the simulated cases at 5FL.
The mean curvature of case A, as shown in Fig. 2a, is the maximum at convex
surfaces, i.e. with positive curvature whereas theminimum is observed at the concave
surfaces (negative curvature). It is found that the case A has fewer curvature extremes
compared to the case B and case C, which can be primarily attributed to the less
turbulent intensity and lower Ka number. For the case C, the flame surface is being
pushed into the burnt side and creates larger concave surface; whereas in case D,
the flame has moved towards the inlet due to the effect of preferential diffusion. The
positive values dominating over the iso-surface confirms this phenomenon. Whereas
for case E, the iso-surface is weakly wrinkled and displaced towards burnt side
because of the high mean velocity.

3.2 Displacement Speed

Displacement Speed distribution on the flame surface is exhibited in Fig. 3. Previous
studies noted that the displacement speed sharply increases nearing the annihilation
process. In the present work also, the value of the displacement speed is found to be
high in places where the flame surface is concave to the reactants for all the cases.
This is consistent with the available literature. The region highlighted in red color,
i.e. with negative curvatures, moves faster than the other portion of the flame surface
and on the verge of separating from the flame surface. Under different turbulence
conditions, the curvature of the flame surface changes and it affects the displacement
speed through modified transport. From the plots, it can be noticed that for higher
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Fig. 2 Mean curvature at iso-surfaces conditioned at C�0.5 for all the cases

turbulent intensity case, i.e. case D, most of the concave surfaces of the flame reaches
highest displacement speed and is in the annihilation regime.

To identify the interdependency and the contribution by mean curvature to the
displacement speed for different turbulent conditions, scatters plots are presented
in Fig. 4a–e. Despite some scatter, the strong negative correlation between the dis-
placement speed and mean curvature can be confirmed for all the cases. From case
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Fig. 3 Displacement flame speed at iso-surfaces conditioned at C�0.5 for all the cases

A to case C, the correlation is scattered for the lower turbulence level and strongly
correlated with higher turbulence level. While comparing the same with the cases
A, B and D, it is evident that the displacement speed takes various values around
zero mean curvature; in turn, it implies that the flame surface at some places is not
wrinkled and still remains planar acting as a planar wrinkled flame. Particularly in
the case of C, the dominance of negative curvature towards higher the displacement
speed is observed (Fig. 4c), thereby making it more vulnerable to local annihilation
in the post flame zone. Due to high turbulence intensity in case D, more dissipation
of the scatter plot can be noted in the Fig. 4d.

To further elaborate the impact of the magnitude of temperature gradient on Sd,
scatter plots are depicted in Fig. 4f–j. The magnitude of the temperature gradient is
mainly affected by the mean curvature. When the mean curvature increases, it brings
two temperature iso-surfaces close to each other, therefore, reducing the gradient of
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Fig. 4 Scatter plot of the
displacement flame speed
versus mean curvature (left
column) and the gradient of
the temperature (right
column)

the temperature.As observed from the scatter plots of all the cases, there exist a unique
correlation between Sd and |∇T|. It is negatively correlated, as the local flame surface
having minimum |∇T| experiencing higher Sd . For increasing Ka number cases, i.e.
A, B and C are shown in Fig. 4, the regions belonging to lower |∇T| are getting
broadened, contributing more towards the higher flame displacement speed. This
clearly depicts that the iso-surfaces in the vicinity of each other are propagating faster,
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making themselves more prone to the protrusion inside the post flame region. For
higher intensity case, i.e. D, lower |∇T| is getting enormously broadened acquiring
higher flame displacement speedswhereas for lower intensity case, case E, the band is
not marginally scattered, apparently due to the lower turbulence in the system; hence
Sd has not altered much. Furthermore, to quantify the correlation of displacement
speed for different cases studied herein, we have carried out the term by term (Eq. 5)
analysis in the following subsections.

3.2.1 Term 1

This term (first term of Eq. 4) tells about the heat conduction term behavior over
the flame surface. From the plots of Fig. 5a–e, it is clear that this has higher values
in the negative curvature region. And, this can be imputed from the reactants in the
negative curvature region, surrounded by the temperature iso-surface which reduces
the gradient of the temperature and leads to a reduction in the heat flux, thereby
increasing the divergence of heat flux. From the iso-surface plots shown in Fig. 5,
it is found that this term follows the curvature behavior similar to the displacement
flame speed, thereby contributing more to the displacement speed in the concave
regions. Further alike displacement speed, higher turbulence intensity case D shown
in Fig. 5d, depicts prominent effect with maximum value on the negative curvatures,
i.e. concave regions to the reactants. Whereas, a marginal effect of the increasing Ka
number is observed on the maximum values between Fig. 5b, c.

3.2.2 Term 2

This term defining the mass diffusion contribution to the thermal transport, does
have similar values in all the simulated cases and iso-surfaces as shown in Fig. 5f–j.
Even though the magnitude of the gradient of the temperature is varying with respect
to the turbulence as will be seen later, the contribution of this term is found to be
negligible. This is primarily because the reduction in the magnitude of the gradient
of temperature that is compensated by the gradient of mass fraction. Moreover, the
contribution of the term 2 is nearly two orders of magnitude smaller than the term
1 and term 3 in terms of absolute magnitude and this behavior is consistent with
the results of Altantzis et al. [31], pointing out a contribution by this term to Sd is
virtually negligible.

3.2.3 Term 3

The change in gradient of local species concentration and the temperature is decided
by the curvature. Because of the non-unity Lewis number, the system has different
heat and mass diffusion rates. These combined effects of curvature and non-unity
Lewis number affect the total enthalpy. The effect of term 3 of displacement speed
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Fig. 5 Flame sheet coloredwith term 1 (left column) and term 2 (right column) of Eq. 4 i.e. measure
of heat conduction and the mass diffusion, respectively, at iso-surfaces conditioned at C�0.5 for
all the cases
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expression that is, heat release rate is identified by analyzing the Fig. 6. Themaximum
heat release rate is present in the negative curvatures and is consistent with all the five
cases, whereas minimum value is present on the sharp convex tip on the reactant side.
This, in particular, due to the concentrated thermal energy in the concave regions
which further enhances the combustion process in the region resulting in intensified
heat release rate. Focusing of the heat ahead of itself in the flame surface lead to
the faster propagation of the flame locally, therefore inflation in the corresponding
displacement speed justifies the positive correlation. IncreasingKa number enhances
the wrinkling of the flame and is stated in the earlier sections but the effect on heat
release rate is minimal in currently chosen Ka number regime, which can be seen
in Fig. 6a–c. Interestingly, the minimum and maximum values of the heat release
rate are intensified locally with the increased turbulence intensity and can be seen in
Fig. 6d.Whereas, the mild effect is observed in the case of lower turbulence intensity
case, i.e. case E as shown in Fig. 6e.

3.3 Vorticity and Tangential Strain Rate Distribution

To study the contribution of the flowon the flame stretch, vorticity has been calculated
in the flow field. Studying wrinkling effect on flame using vorticity has been carried
out previously. The Q-criterion analysis has been performed in the computational
domain (not shown here) and it is inferred that the all vortical structures created by
turbulence are accurately identified by the Q-criterion and similar structures are also
present in z-vorticity as well. Hence, z-vorticity and tangential strain contours are
used for enlightening the flame stretch and propagation and annihilation associated
with it, as depicted in Fig. 7.

The previous study conducted on flame-vortex interaction by sending a pair of
counter-rotating vortices to interact with a laminar flame concludes that the flame
is being stretched in the direction along the line that passes through the midpoint
of the two vortex cores. The similar effect can be noticed in the successive times
by following the counter rotating pair near the flame which is highlighted in the
black box. The red line designates the flame surface location in the corresponding
slice of the domain. The counter-rotating vortices exert positive stretch on the flame
surface leading to the formation of negative curvatures; whereas, the negative stretch
due to similar vortices pair causes positive curvature. However, the surface area
increases in both the cases, particularly due to free wrinkling in the latter case and
this negative correlation is confirmed by the DNS predictions of Chakraborty and
Cant [32]. The concavebulge aheadof the reactants side protruding inside the reaction
zone is certainly due to the positive stretch created by counter-rotating vertical pairs
inducing the negative curvatures. However, the vortex which is highlighted in the
dark red box visually has no pair. But still, it wrinkles the flame surface primarily
due to the local momentum imbalance of the flow. At FL �5.02, it can be seen that
the vortex structure, previously marked/highlighted in rectangular bounded region
(@FL �5.00 in Fig. 7) before, starts to wrinkle the flame at the same time the
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Fig. 6 Term 3 of Eq. 4, i.e. measure of the heat release rate at iso-surfaces conditioned at C�0.5
for all the cases

flame separates from the main iso-surface due to local annihilation. Nonetheless, the
influence of the vortex structure in the dark red box is not that prominent as compared
to one leading in the extreme negative curvatures.

To further understand the change in the surface area due to vortical pairs, the effect
of the tangential strain is also described and shown in Fig. 7. It is observed from the
vorticity contours that the regions between the vortices are responsible for the change
in the flame surface area. Hence, the strain rate field that is present in the flow should
be also responsible for the change in the flame surface area. The strain rate field also
serves as a description for the flame turbulence interaction. Since tangential strain
has to be found for 3D, because it is equally contributed by Z direction gradients, it is
calculated from the 3D domain and plotted on the same slice for which vorticity study
has been previously conducted. It can be clearly seen that maximum contribution to
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Fig. 7 Contour of Z vorticity (left column) and tangential strain (right column) at mid plane for
the case A at different flame times

the tangential strain rate is gained through the positively valued vortices, i.e., these
are primarily responsible for the alterations in the flame surface area in the concave
regions. While traveling in the downstream regions with FL, from 5.04 to 5.08,
the tangential strain rate increases to the maximum at the negative curvatures and
separates the vortical pair on the flame surface into the post flame zone, causing
the segregation of the tangential strain in this zone. It is particularly due to the high
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shear between these two entrapped vortical pairs, primarily responsible for producing
bulge of the flame into the post flame zone.

3.4 Correlation Between the Species and Temperature

In order to identify the interaction of turbulence with preheating and reaction zones
of flame, scatter plots of mass fractions of species H2, OH and HO2 are plotted for
all the cases. A unique correlation can be seen between species mass fraction and
temperature. These intermediate radicals and unstable species play amajor role in the
heat release rate in the negative as well as positive curvature, primarily developed
due to the turbulence propagation or mitigation with provided several parametric
conditions. Initially, species profiles with the temperature dependence of the first
three cases (A, B and C), i.e. with increasing Ka number are discussed and later the
effect of increased fluctuations are described for case D and E.

3.4.1 H2 Versus T

Scatter plot of the mass fraction of the molecular hydrogen (fuel in this case) versus
temperature can be seen in the Fig. 8a–e. The average mean and standard deviation
of the scatter plot is shown using the solid and dashed red line, respectively. The
contour in the rectangular box represents the mass fraction of the molecular hydro-
gen in the xy-mid plane of the computational domain. In case A shown in Fig. 8a, at
lower Ka number, the negative curvatures of the flame are quite dominant due to the
presence of thick flame extinction zones (as highlighted in the blue box) and sub-
stantial wrinkling with cellular burning structures, particularly due to low turbulence
intensity. This is evidently due to the lower displacement flame speed resulting in
the positive curvatures (can be seen in Fig. 4). The negative correlation is observed
with molecular hydrogen concentration and heat release, i.e. a minimum mass frac-
tion of the molecular hydrogen is observed in the region of maximum heat release
rate corresponds to the highly positive curvatures of the flame. These findings are
concurrent with the simulations performed by Aspden et al. [33]. In the case of B,
flame curvatures are perturbed due to higher turbulence intensity and can be noticed
in Fig. 8b. The negative curvatures can be obtained by protruding into the post flame
zone as long and narrow tubular structures, which can be particularly due to the fast
convection of the radicals in the reaction zone resulting into large gradients. At fur-
ther higher Ka number, i.e. case C, higher turbulent intensity mitigates the tendency
for the thermo-diffusive instability to extinguish the flame or flame extinction in the
regions of the negative curvatures. Though, the thickening of the reaction zone due to
small scale stirring induced by higher turbulent intensity is observed. Interestingly,
distribution of the scatter plot is nearly symmetrical around the mean line and is
getting broadened while transitioning from case A to C.
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Fig. 8 Scatter plot of the mass fraction of H2 molecule and OH radicals versus temperature, for
all the cases. Solid and dashed red line denotes the average mean and the standard deviation of the
scatter distribution corresponding to the subsequent temperature
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As stated earlier for case D and E, the mean velocities remain constant whereas
turbulence intensity is varied in the descending order by reducing the fluctuating
component of the global velocity component. This lightens up the impact of turbu-
lence intensity on the flame-turbulence interactions along with constant Ka number.
In the case of D, highly broadened distribution can be observed around the mean
line and thickened reaction as well as post flame zone seems to be plausible. Due
to higher turbulent intensity, unburnt fuel mass fraction pockets are protruded inside
the reaction zone leading to the number of local flame extinction zones causing anni-
hilation. Whereas in Case E, with lower turbulence intensity as shown in Fig. 8e,
thinning of the distribution and the positive curvatures can be found which can be
the result of a lesser effect of turbulent stirring and lower displacement speed.

3.4.2 OH Versus T

Formation and dissociation of the OH radicals correspond to the reaction rate propa-
gation after the initiation of the flame-turbulence interactions and correlates robustly
with H2 consumption rate. This is particularly used in laboratory flames as a marker
to signify the flame position. At lower Ka number, as shown in Fig. 8f, large scale
wrinkling in the form of highly negative curvatures is observed with anticipation of
the local extinction in the reaction and these higher curvatures bulge towards the post
flame zone. This can be dedicated to the dominance of thermo-diffusive instabilities
causing extinction of the fame in the regions of the preheat zone, primarily due to
the low turbulence intensity. Most of the heat release rate (HRR*) is observed in the
preheat zone; whichmay be referred to as T< 900K and is shown in Fig. 9. Carlesson
et al. [34] defined the increased radical’s concentration as a source of the heat release
source in the low-temperature zone. This exothermic behavior is dominated by the
reaction R9 defined in Li et al. [26] chemical mechanism and is written below:

H + O2 + M → HO2 + M (6)

whereM denotes the third body species. This reaction compensates the consumption
of H radicals in the reaction zone corresponding to the high-temperature zone, with
the formation of HO2 in the low temperature, i.e. preheat zone. The reaction rates of
HO2 and H radicals are shown in Fig. 10. For increasing Ka number cases, i.e. cases
A–C, the trough of the reaction rate of H radicals denoting the consumption rate in
preheat zone, is thickened in case Awhereas standard deviation in the case C reduces
marginally. This happens owing to the reduction in effective diffusion time due to
high turbulent convective transport in higher Ka number case. Whereas, in cases D
and E, a substantial difference in the crest and trough of the H and HO2 radicals can
be noticed in Fig. 10c, d. This clearly depicts the sensitivity of the turbulent intensity
in the case D, acting as a stirrer during flame-turbulence interactions.

The above-mentioned observation explicates the major contribution of H radicals
towards heat release rate as compared to the hydroperoxyl (HO2) intermediates.With
increased Ka number in case B, the thinning of the OH radical’s mass fraction as
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Fig. 9 Scatter plot distribution of the heat release rate (J/s) versus temperature. * designates nor-
malization by 10e+10, for better understanding

well as the heat release rate concentration is observed. IncreasingKa number leads to
the inflation of the small-scale turbulent structures which excites the local extinction
zones in the reaction zone as well as in the post flame regime. This local extinction
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Fig. 10 Scatter plot distribution of the reaction rate of HO2 and H radicals versus temperature. Red
colored distribution corresponds to reaction rate of HO2 and blue colored distribution corresponds
to the H radicals

process shows the dominance behavior with higher Ka number in case C, with a
higher concentration of heat release rate in the preheat zone.

Contrarily, in the case of D, more protrusive local extinction zones are observed
certainly due to the higher level of the turbulence intensity, i.e. ~1.5 times higher
compared to case B. On comparing Case B and D, one should note that the flame
sensitivity towards turbulent intensity ismore pronounced as compared to the increas-
ing Ka number. This can be evidently seen from the augmentation and thickening
of the heat release rates at a lower temperature (T< 900 K: may be referred to as
preheat zone) shown in Fig. 9. This sensitivity analysis can be affirmed from case E,
where thinning of the heat release rates under reduced turbulence intensity of nearly
halved compared to case D.
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Fig. 11 Scatter plot
distribution of H mass
fraction versus temperature
for case A

3.4.3 HO2 Versus T

The HO2 radicals are active centers of the hydrogen combustion reaction due to its
primary role as a precursor of auto-ignition and the secondary role as an active center
of propagating the chain reaction.Due to the exothermicbehavior of the reaction (R9),
maximum heat release rate corresponds to the peak HO2 mass fractions in the low-
temperature zone. Aspden et al. [33] and Carlesson et al. [34] observed identically
pronounced effects correspond to the reaction (R9). Moreover, a maximum mean
mass fraction of H radicals higher by an order as compared to the maximum mean
mass fraction of HO2 as exhibited in Fig. 11, depicting consumption of H radical
among the primary role in the heat release rate. As the Ka number increases, i.e. in
case of B and C, the contraction of the band of the heat release rate can be observed.
Whereas, with higher turbulent intensity in case D, the peak heat release rate changes
by~1.1 times as compared to the caseB. Interestingly, enhancing turbulence intensity
results into the broadening of the distribution of the scatter points. This is associated
to the enhanced volumetric burning rate in the lower temperature zones, i.e. preheat
zone and more broadened HO2 mass fraction, as depicted in Fig. 12. However,
mean distribution remains insensitive towards these parametric changes. Enhanced
turbulent intensity results into more prominent negative structures in the reaction
zone. Whereas in the case of E, reduction in the turbulent intensity leads to the
thinning of the distribution of the HO2 mass fraction as well as a corresponding
reduction in the heat release rates by a factor of~1.20. This clearly depicts that the
increasing turbulent intensity is more sensitive towards increment in the heat release
rates as compared to increasing Ka number. The study clearly differentiates the mild
sensitivity of the first three flames (Case A–C) towards Karlovitz number (Ka) and
strong sensitivity of the turbulence intensity on comparing the case D and E.
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Fig. 12 Scatter plot distribution of the HO2 mass fraction versus temperature for all the cases

4 Conclusion

Turbulence-flame interaction of moderately lean H2/Air premixed flame is studied
using Direct Numerical Simulation approach. Fairly detailed chemistry in conjunc-
tion with differential diffusion is invoked in the present study. The flame surface



Direct Numerical Simulation Study of Lean Hydrogen/Air … 289

is interpreted in terms of its propagation and annihilation in the positive and the
negative curvatures. Results are oriented towards determining the contribution of
the heat conduction, mass diffusion and heat release rate, in the calculation of the
displacement flame speed. The simulations clearly define the pronounced effect of
the turbulent intensity over the Karlovitz number.

The results clearly elucidate the mean curvature and displacement flame speed
exhibit negative correlation, i.e.maximummean curvature regions hold theminimum
displacement flame speed, particularly due to the annihilation of the flame particles
in the preheat zone. Further, displacement flame speed is seen in negative correlation
with a gradient of temperature as well. In the computation of displacement flame
speed, a significant contribution of the heat conduction and heat release rates is
observed in the negative curvatures corresponding to the maximum displacement
flame speed. Whereas, mass diffusion term doesn’t alter the combined equation due
to a lesser order of magnitude as compared to the other two. Further, sharp intensive
structures are found after increasing the turbulent intensity whereas cellular burning
with curved tips is observedwhile augmenting theKarlovitz number. The pronounced
effect of the vorticity and tangential strain caused by vortical pairs in the negative
curvatures is found to be the major source of the propagation of the displacement
flame speed.

A noticeable effect of species and radical’s concentration and associated reaction
rates have been studied comprehensively. The thickening of the scatter distribution
and substantial condensation of the scatter particles of the H2, HO2 and OH species
are observed in the case of higher Karlovtiz number and higher turbulent intensity
as well. The heat release rate is found to be controlled by the production of the
lower temperature controlled HO2 species corresponding to the consumption of H
radicals. Whereas, the production of H radicals appear to be dominating in the high-
temperature zones only, thereby contributing least to the production of the heat release
rates. Nonetheless, consumption of H radicals is found to be one order of magnitude
higher than the consumption of HO2 radicals, causing the heat release rate to be
maximum in the lower temperature controlled region. Present simulation clearly
ascertains the strong sensitivity of the turbulent intensity over the mild intensity of
the Karlovitz number in the flame-turbulence interactions.
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Investigation of the Role of Chemical
Kinetics in Controlling Stabilization
Mechanism of the Turbulent Lifted Jet
Flame Using Multi-flamelet Generated
Manifold Approach

Rohit Saini, Ashoke De, Venu Aggarwal and Rakesh Yadav

Abstract The study reports on the numerical investigation of lifted turbulent jet
flames with H2/N2 fuel issuing into a vitiated coflow. The hot vitiated co-flow con-
taining oxygen as well as combustion products stabilize the lifted turbulent flame by
providing an autoignition source. A 2D axisymmetric formulation has been used for
the predictions of the flow field, while multidimensional Flamelet Generated Mani-
fold (multi-FGM) approach has been used for turbulence-chemistry interactions in
conjunction with RANS approach. The chemical kinetics in H2-O2 combustion is
followed by (Mueller et al, Int J Chem Kinet 31: 113–125, 1999 [1]) and (Li et al, Int
J Chem Kinet 36(10): 566–575, 2004 [2]) mechanisms and the difference in chem-
ical kinetics is analyzed (in terms of auto-ignition distance) using one-dimensional
calculations. The major difference between the two mechanisms is the value of
rate constants contributing towards the source of the autoignition and the corre-
sponding enthalpy of formation of OH radicals. The lift-off height is determined
from the axial distance (from the burner exit) at which the auto-ignition occurs,
and is located through local concentration of OH radical equivalent to 2 × 10−4. In
order to understand the impact of chemical kinetics on the autoignition, speeding up
(SetA) anddelaying (SetB) auto-ignition controlled reaction rates are augmented and
corresponding changes in lift-off height are observed. Hereafter, the comprehensive
chemical kinetics sensitivity analysis is carried out in understanding the underlying
behavior of HO2 radicals as autoignition precursor and OH radicals as reaction rate
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determinant. It is found that some specific reaction is most sensitive to auto-ignition
and plays a vital role in lift-off height predictions. The results obtained in the current
study elucidates that the flame is largely controlled by chemical kinetics.

Keywords Role of chemical kinetics · Lifted flame · Multi-FGM approach

1 Background

The fundamental mechanisms controlling the flame stabilization and extinction of
lifted flames has been a subject of great deal of study since past many decades [3–17].
The primary characteristics of the lifted flames such as lift-off height, blow-out veloc-
ity etc., can only be predicted reliably through numerical tools once the mechanism
governing flame stabilization is understood completely. Although the stabilization
mechanism for the laminar lifted flames iswell understood [3, 4], the relevant stabiliz-
ing mechanism behind turbulent lifted flame has not yet been understood completely
[5]. The theories that have been proposed regarding the stabilization of turbulent
lifted flame in the coflow can be categorized into four types: (1) premixed flame
propagation theory [6] (2) triple flames stabilized [7–9] (3) non-premixed laminar
flamelet [10–12] (4) large-scale turbulent structures [13–17]. Lyons [6] proposed
flame stabilization through premixed flame propagation theory, which assumes that
the fuel and oxidizer streams get completely premixed at the base of the flame and
flames get stabilized through a balance of local mean velocity and turbulent flame
speed at a location where mixture becomes stoichiometric. Muniz and Mungal [7]
also came upwith a similar conclusion that flame stabilizes at a regionwhere the local
incoming velocity of the reactants is near the burning velocity of laminar premixed
flame. They also reported that leading-edge flame exhibits triple flame like behavior
which was further supported by the works of Vervisch et al. [8] and Veynante et al.
[9]. This led to the propagation of triple flame at the flame base as possible flame
stabilization phenomenon. Peter and Williams [10] questioned the basic concept of
premixed flame propagation theory, arguing that fuel and air are not sufficiently pre-
mixed at the stabilization base. The turbulent flame was instead seen as an ensemble
of fluctuating laminar diffusion flamelets and that the flame was said to be stabi-
lized through local quenching of these flamelets where the mean scalar dissipation
rate was above the critical level. The lift-off height was thus seen as being controlled
through quenching of laminar diffusion flamelets. Pitts [13] and Broadwell et al. [14]
proposed that the processes responsible for flame stabilization are contained inside
large scale turbulent structures (LSTS) formed as a result of the turbulent motion
of incoming fuel jet stream. These structures were seen dominating the mixing of
fuel and ambient air in mixing regions where stabilization of flame occurs. Schefer
et al. [15] through their experimental findings suggested a model that includes both
the large scale turbulent structures and premixed turbulent flame propagation. They
also refuted Peter and Williams’s [10] theory of flame stabilization through local
quenching of diffusion flamelets, by reporting that the scalar dissipation rate at the
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flame base was far less than the quenching value at the flame stabilization points.
Instead, the interaction between large scale turbulent structures and local stoichiom-
etry was seen as the primary factor controlling the flame stability. Kelman and Masri
[16] confirmed the findings of Schefer et al. [15] and further proposed that it is
the entrainment of ambient co-flowing air into the base of flame zone by the large
turbulent vortices in the fuel jet, which premixes the fresh mixture just below the
flame zone. The flame is thus stabilized through premixed flame propagation. How-
ever, Tacke et al. [17] through their PLIF images showed that the stabilization point
was located in the lean mixture and was insensitive to the change in stoichiometric
mixture fraction of the fuel investigated. The experimental results were therefore
inconsistent with the predictions of both the premixed flame propagation theory and
laminar diffusion flamelet theory. Instead, the predictions by the concept of large
scale turbulent structures were in correspondence with experimental results, thereby
making it the only possible flame stabilization mechanism for turbulent jet flames in
the ambient coflow air.

However, for lifted jet flames in the vitiated co-flow [18], the subject of present
work, an autoignition has been proposed as a possible flame stabilization mecha-
nism [19]. This flame introduced by Cabra and Myhrvold [18] is a lifted turbulent
H2/N2 jet flame issuing into a co-flow of lean combustion products of premixed
H2/air flame. Previously, the chemical kinetics of H2/air combustion has been exten-
sively represented through reaction mechanisms given by Li et al. [2], Mueller et al.
[1], O’Conaire et al. [20] and GRI-H2 mechanism [21]. Many numerical simulations
have been performed on this burner to develop and validate new turbulent combustion
models and to understand the mechanism behind flame stabilization. Turbulent mod-
eling has usually been done using either LES [22] or RANS [23] approach. Among
the combustion models, CMC (Conditional Moment Closure) [23–27], EDC (Eddy
Dissipation Concept) [28] and PDF (Probability Density Functions) [18, 29–31]
have been used to model the turbulence-chemistry interactions. Cabra andMyhrvold
[18] through their experimental measurements and PDF calculations concluded that
the flame was stabilized by turbulent premixed flame propagation enhanced by small
scale recirculation andmixing of hot products into reactants and the subsequent rapid
ignition of the mixture. In another attempt to investigate whether flame stabilization
was actually controlled by auto-ignition dominated by chemical kinetics or premixed
flame propagation controlled by mixing processes, Marsi et al. [29] employed com-
position PDF combustion model along with RANS k-ε turbulent method. Mueller
et al. [1] and GRI2.1-H2 [21] mechanisms were used to incorporate detailed chemi-
cal kinetics. It was observed that the lift-off height and hence the stabilization point
was more sensitive to reaction rates in the chemical kinetic mechanism of H2/O2

combustion than to the mixing constants from the combustion model. The flame
was thus found to be largely controlled by chemical kinetics rather than mixing
processes. Cao et al. [30] used joint velocity turbulence frequency composition PDF
method to study the Cabra andMyhrvold [18] flame. Two different chemical kinetics
models (Li et al. [2] and Mueller et al. [1]) and three different mixing models were
used to visualize its effect on the flame stabilization. Differences in lift-off height
due to different mixing models were smaller than the differences due to different
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chemistry mechanisms, thus indicating chemistry controlled auto-ignition was the
relevant mechanism behind flame stabilization. Gordon et al. [31], using numerical
indicators, suggested auto-ignition as the possible flame stabilization mechanism for
lifted flames at different co-flowing temperature. One of the indicators was based
on the budget of convection, diffusion and production of key radical species such as
OH and the other indicator treated HO2 radical as auto-ignition precursor. Stankovic
et al. [32] used unsteady laminar flamelet approach on Cabra H2 flame [18], to study
the sensitivity of different chemical reactions on auto-ignition delay. They concluded
that for Li et al. [2] and O’Conaire et al. [20] reaction mechanisms, ignition delay
times were greatly sensitive to some chemical reactions. Direct Numerical Simu-
lations (DNS) [33–35] have also been used to simulate turbulent lifted flames and
study the flame stabilization phenomenon. It was concluded from these DNS studies
that the flame is stabilized by a competition of auto-ignition and large scale turbulent
structures.

In view of the above-mentioned research findings, it is clear that an auto-ignition
has been accepted as the most important stabilizing mechanism for lifted turbu-
lent flames in vitiated co-flow. Also, OH has been recognized as the key radical
in controlling the reaction rates and hence auto-ignition and HO2 as the precursor
to auto-ignition phenomenon. However, the role of individual reactions in reaction
mechanism in the production of OH and HO2 has not yet been explored within
the framework of Multi-regime Flamelet Generated Manifold combustion modeling
approach [36–40]. Multi-FGM is a generalized version of Flamelet type turbulent
combustion models [41–44], which is able to incorporate detailed finite-rate chem-
istry only for a particular type of combustion regime, i.e. either premixed [42] or
non-premixed combustion [44]. However, for flows where combustion occurs in
multiple or mixed regimes, like partially premixed combustion, the pure flamelet
based models (such as only diffusion or premixed) fail to model the combustion
accurately. Multi-FGM uses a flame index to distinguish between premixed and
non- premixed combustion regimes. While many modifications of the flame index
have been formulated [39, 43, 45], the one used in the present work, is taken from
literature [41, 46] which is constructed by examining whether gradients of fuel and
oxidizer align. For premixed flames, the reactants approach from the same direction
and their scalar product is positive while in the case of diffusion flames, the fuel and
oxidizer approach the flame zone from different directions and have a negative scalar
product. A detailed review can be found in the recent article [45], which elaborates
on FGM and its applications from pure diffusion flame to stretched premixed flames.

In the present work, a comprehensive chemical kinetics analysis of stabilization of
Cabra H2 flame [18] is performed usingMulti-FGM combustionmodeling approach,
coupled with standard k-ε RANS turbulent model. Two different chemical kinetics
reaction mechanisms of H2/O2 combustion given by, Mueller et al. [1] and Li et al.
[2] are used and investigated for their sensitivity towards auto-ignition. The aim of
this work is to understand the sensitivity of different chemical reactions occurring
inside the mixing zone towards auto-ignition, and identifying the reactions which
are most sensitive to auto-ignition and hence in determining the lift-off height of the
flame.
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2 Multi-regime Flamelet Manifold Formulation

The Cabra H2 flame [18] flame investigated in the current work is a partially pre-
mixed flame exhibiting the characteristics of both premixed and diffusion flames. To
account for both the regimes, manifolds are generated using both laminar diffusion
and premixed flamelets. The computed flamelets are obtained with the assumption of
unity Lewis number (ratio of thermal diffusion to mass diffusion) for all the species.
FGM model describes the thermo-chemical state as a function of mixture fraction
and reaction progress variable. The reaction progress variable is defined as a linear
combination of species mass fraction with constant weight as given by Eq. (1),

Yc �
∑

k

ak
(
Yk − Y u

k

)
(1)

where Yc is the reaction progress variable, k is the species index, Yk is the mass
fraction of species k, superscript u denotes the unburned reactant and ak is the weight
of the kth species. The weights should be prescribed so that the reaction progress
variable increases monotonically through the flame. They are typically taken as zero
for reactants and unity for product species. For the present case of H2 combustion,
aH2O �1 and rest all ak are taken to be zero. A normalized reaction progress variable
c defined by Eq. (2) is used, which varies from 0 at the unburned mixture to 1 in the
burned zone. It is used for optimizing the performance of the PDF tables.

c �
∑

k ak
(
Yk − Y u

k

)
∑

k ak
(
Y eq
k − Y u

k

) � Yc
Y eq
c

(2)

The Multi-regime FGM based modeling of the turbulent flame is based on the
following four steps:

(i) Generation of Premixed flamelet database using FGM chemistry reduction
technique.

(ii) Generation of Diffusion flamelet database using FGM chemistry reduction
technique.

(iii) Calculation of PDF tables using both the flamelets and invoking them to the
solver.

(iv) Using Flame Index to account for the contribution of both premixed and dif-
fusion regimes to the final solution.

2.1 Diffusion Flamelet Generation

Diffusion flamelet manifold is constructed using 1-D adiabatic laminar counter flow
diffusion flames. The laminar diffusion flames are transferred from physical space to
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mixture fraction space by solving N species mass fraction Eq. (3) and a temperature
flamelet equation Eq. (4). Differential diffusion is neglected in these equations.

ρ
∂Yk
∂t

� 1

2
ρχ

∂2Yk
∂Z2

+ ω̇k (3)

ρ
∂T

∂t
� 1

2
ρχZ

∂2T

∂Z2
− 1

Cp

∑

k

hkω̇k +
ρχZ

2Cp

(
∂Cp

∂Z
+

∑

k

Cp,k
∂Yk
∂Z

)
∂T

∂Z
(4)

The notation is as follow: Yk , T , ρ, and Z are the kth species mass fraction,
temperature, density andmixture fraction respectively.Cp,k andCp are the kth species
specific heat and mixture-averaged specific heat, respectively. ω̇k and hk are the kth
species reaction rate, and specific enthalpy respectively. χZ is the mixture fraction
scalar dissipation rate which is modelled across the flamelet as:

χZ (Z) � χ sto
max exp

(
−2

(
er f c−1(2Z)

)2)
(5)

where χ sto
max is themaximum scalar dissipation rate which is at stoichiometric mixture

fraction and er f c−1 is the inverse complimentary error function. Steady diffusion
flamelets are generated over a range of scalar dissipation rates by starting from a very
small value of χ sto

max and increasing this in increments until the flamelet extinguishes.
As the strain rate increases, theflamelet chemistry departs further fromchemical equi-
librium and progress variable (c) decreases fromunity towards the extinction reaction
cextinction . The FGM between cextinction , and the unburnt state c�0, is determined
from the thermochemical states of the final, extinguishing diffusion flamelet.

2.2 Premixed Flamelet Generation

The premixed flamelets are generated using 1D unstrained laminar premixed flame
configuration. The flamelets are first solved in physical space and are then trans-
formed to reaction-progress variable space, using the flamelet equations for species
mass fractions and temperature.

ρ
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∂t

+
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Similarly, the progress variable scalar dissipation rate χc is modelled as:

χc(c) � χ sto
max exp

(
−2

(
er f c−1(2c)

)2)
(8)
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where χ sto
max is the maximum scalar dissipation rate which is at stoichiometric mix-

ture fraction. For partially premixed combustion, premixed laminar flamelets are
generated over a range of mixture fractions and the solution beyond the flammabil-
ity zone is interpolated between the last burned flamelet and the unburned mixture.
Hence, away from the stoichiometric condition, the scalar dissipation rate of reaction
progress variable at any mixture fraction (Z) is modelled as:

χc(Z , c) � χ sto
max exp

(
−2

(
er f c−1

(
Z

Zsto

))2
)
exp

(
−2

(
er f c−1(2c)

)2)
(9)

where the parameters remain same as defined earlier.

2.3 FGM Closure Using Presumed PDF Approach

The flamelet library created, has all the thermochemical quantities which are required
to simulate a flame (like density, temperature, chemical source term) parameterized in
terms ofmixture fraction (Z) and reaction progress variable (c). After storing FGM in
a database, it is linked to a standard CFD code which not only solves the continuity
and momentum equations but also the transport equations for an un-normalized
progress variable (PV) as it does not have any additional term which otherwise will
be required for partially premixed combustion [46, 47]. Further, it is to be noted that
the normalized progress variable is not well defined at the oxidizer boundaries. In the
present study, Eq. (10) is solved for the Reynolds averaged un-normalized progress
variable, Ỹc:

D

Dt

(
ρ̄Ỹc

)
� ∂

∂xi

(
ρ̄Def f

∂Ỹc
∂xi

)
+ ω̇Yc (10)

The mean source term ω̇Yc is modeled from the laminar finite rate of progress
variable obtained from the flamelets. The turbulence-chemistry is then accounted for
by integrating the thermochemical quantities in the 2-D table with a presumed joint
PDF for mixture fraction and reaction progress variable, and calculate the average
property as:

φ̃ �
¨

φ(c, Z )P(c, Z )dcdZ (11)

where, φ � ρ, T,Cp,Yk or ω̇Yc and φ̃ � T̃ , Ỹ are Favre-filtered quantities in
physical space.
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2.4 Flame Index to Account for Multi-regime of Combustion

The Cabra H2 flame [18], which is considered in the present work is a lifted partially
premixed flame, therefore combustion at any location could be either premixed or
non-premixed. This is identified by amarker called Takeno flame index, a normalized
value of which is given by Eq. (12):

α � 0.5

(
1 +

∇YF · ∇YO

|∇YF · ∇YO |
)

(12)

Here the subscript F and O refers to Fuel and Oxidizer respectively. A value of 0 for
flame index means a pure diffusion flame while a value of 1 means a premixed flame.
The reaction progress source term and mixture properties at any location inside the
combustor are linearly interpolated between the two states, based on the flame index
as follows:

ϕmixture � αϕPremixed + (1 − α)ϕDi f f usion (13)

The flame index can take any value between 0 and 1, based on the combustion
regime. Now for regions such as shear layers and recirculation zones, the value of
flame index may vary drastically in adjacent computational cells in the domain. This
sudden variation in the flame index may lead to issues of numerical stability due to
fluctuations in mixture properties which are computed based on this flame index.
For maintaining numerical stability, a volume-weighted smoothing is performed
after obtaining the raw values of the flame index, ensuring, a smoothened transition
from a diffusion to premixed flame and vice versa. The flame index is defined only
in the flame zone where both fuel and oxidizer are present, whereas combustion
characteristics in the post flame zone are treated same as that of the premixed regime.

2.5 Computational Details

The results presented in this paper are obtained through numerical computations
performed using ANSYS Fluent [45], where we have invoked our user-defined func-
tion (UDF) to incorporate the multi-FGM feature. A schematic of the experimental
setup of turbulent H2/N2 lifted flame, studied in the present study is shown in Fig. 1.
The inlet boundary conditions for the lifted hydrogen flame as given by Cabra and
Myhrvold [18] are mentioned in Table 1. The governing equations are solved in the
rectangular domain which extends from 127D in the axial direction to 54D in the
radial direction, where D is the diameter of the central jet equal to 4.57 mm. SIMPLE
Algorithm is used for pressure-velocity coupling and 2nd order scheme is employed
to discretize the diffusive and convective terms. Grid-independence study is demon-
strated using two non-uniform grids: (I) a finer grid having 330 × 160 cells (II) a
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Fig. 1 Two-dimensional schematic of Cabra H2 flame [18]

relatively coarse grid consisting of 220 × 106 cells in the radial and axial directions,
respectively. The grid is non-uniform with higher cell density towards the fuel inlet.
Figure 2 shows overlapping axial profiles of mean temperature and mixture fraction
using all the grids. Therefore, the grid of 220 × 106 cells is accepted and used for all
the further numerical computations. The laminar flamelet solution is obtained using
64× 64 grid points inmeanmixture fraction and progress variable space coordinates,
where the variance of mixture fraction and progress variable are both resolved using
64 grid points. The turbulent nature of the flame is modeled through standard two
equation RANS k-ε model. The chemical kinetics of H2/air combustion is depicted
by reaction mechanisms given by Li et al. [2] and Mueller et al. [1]. Mueller mech-
anism consists of 9 species, participating in 21 reversible reaction steps, whereas
Li mechanism consists of 11 species participating in 26 reactions. The OH contours
shown in the results section are clipped with a minimum value—of OHmass fraction
equal to 2 × 10−4, which is considered as a marker for the onset of auto-ignition,
i.e. lift-off height [31].
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Table 1 Inlet conditions for
Cabra H2 jet flame [18]

Jet Co-flow

Velocity (m/s) 107 3.5

Temperature (K) 305 1045

Turbulent kinetic energy (m2/s2) 1.0 0.0726

Dissipation rate (m3/s3) 1.0 19.56

YH2 0.02325 0

YO2 0 0.1709

YH2O 0 0.0645

YN2 0.97675 0.7646

3 Results and Discussion

The results of the chemical kinetics analysis of the turbulent lifted flame are presented
in the following sequence:

I. Effect of Li et al. [2] and Mueller et al. [1] chemical mechanisms using one-
dimensional calculation using CHEMKIN [48].

II. Turbulencemodeling correction usingdifferent combinations of turbulence con-
stants.

III. The sensitivity of the Lift-off height on the reaction rates by distinguishing the
most dominant set of reactions, responsible for controlling the autoignition.

3.1 Effect of Chemical Mechanism

As chemical reactions play an important role in the calculation of the random spots
leading to the lifted flame stabilization in the numerical computation, in this section
we solely focus on the effect of the two different chemical mechanisms (Li et al.
[2] and Mueller et al. [1]) using an idealized model problem. CHEMKIN [48] is
used to simulate the one-dimensional channel, preferentially a plug-flow reactor,
operating under a lean but reactive mixture issuing from one end at a velocity of
100 ms−1. The composition of the fluid flow entering the channel is as follows:
mixture fraction (Z)�0.05, temperature (T )�1003.03 K, and mass fractions of
species are YH2 �0.00117129, YO2 �0.162326, YH2O �0.0613191 and rest of the
mass fraction corresponds to the nitrogen (obtained from measurements of [18]).
The mixture lies along the mixture line formed by the jet and pilot fluid considered
in the present paper.

Figure 3 shows the variations of the autoignition distance in the channel using
two different chemical mechanisms. Autoignition distance is determined using the
quantification of the maximum differential temperature (dT /dx) along the channel
setup. Using Mueller et al. [1] mechanism, the mixture auto-ignites at an axial dis-
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Fig. 2 Grid independence study for centerline axial plot of temperature and meanmixture fraction:
: 330×160 mesh, : 220×106 mesh

tance x�190 mm, for inlet condition of T�1003.03 K. For this case, the maximum
peak temperature obtained is 1116.58 K.

These results are consistent and in agreement with the turbulent flame studies
considered by Masri et al. [29]. Further, an increment of the temperature equivalent
to 5 K is followed up till the coflow temperature, considered in the present study, i.e.
1045 K. The increase in the temperature clearly shows the decrement in the ignition
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Fig. 3 Variation of ignition distance (mm) with 1000/T (K) in a one-dimensional channel behaving
as plug flow reactor

distance using Mueller mechanism [1], whereas stagnation condition is observed in
the ignition distance with increment in the case of Li mechanism [2]. These cal-
culations clearly signify the importance of the chemical kinetics in controlling the
autoignition region and results using Mueller mechanism [1] correctly the captures
the shift in the autoignition distance which concerns chemistry at relatively low tem-
perature, particularly in the order of 1000 K or less. Hence, the Mueller mechanism
[1] is considered for further study in the current computations.

3.2 Turbulence Modeling Correction

The Standard RANS k-ε model used to model the turbulent nature of the lifted flame,
is modified to account for the representation of the experimentally determined Cabra
H2 flame [18]. Numerical simulations are carried outwith two differentmodifications
of Standard k-εmodel. In the first modification, C 12 �1.8 (CaseA) is used, and in the
other C 11 �1.6 (CaseB) is applied.Usually, the standard k-εmodel iswell not known
for not being able to predict the round-jet accurately, that’s why some modifications
are made to account for the round-jet corrections. The results for these modified
constants along with Standard k-ε model and Reynold’s Stress Model (RSM) with
default constants are compared with the experimental data. Figure 4 depicts both the
centerline and radial distribution of temperature, mean mixture fraction, H2O, and
OHmass fractions. It can be seen fromFig. 4 that the centerline axial profile for all the
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reactive scalars, is best captured by Case A modification to the standard k-ε model,
as compared to Case B and RSMmodel as well. The axial distribution of temperature
and H2Omass fraction is under-predicted whereas the mean mixture fraction is over-
predicted byCaseBmodification is due to the underprediction of the production term,
indicating that the spread of jet is more in Case B. Jet spreading, shown by the radial
profiles at x/D �14, is also well represented by case A. However, the peak mass
fraction of OH radicals is not well captured in the reaction zone. Case A predicts a
reaction zone close to the jet exit as opposed to the experimentally determinedmixing
zone. Consequently, at this location, the radial profile for temperature, OH, and the
H2O mass fraction is over predicted. While looking at the OHmass fraction profiles,
all the considered turbulence models appear to underpredict the lift-off height. The
greater jet spread for Case B as seen in Fig. 4, causes the mixing zone to be pushed
further downstream resulting in increased lift-off for Case B. Hence, Case B shows
its inability to accurately capture the axial and radial profile makes its unsuitable for
the further analysis. On the other hand, Case A is able to predict the flame behavior
more accurately and is therefore chosen for further analysis in this study.

3.3 Distinguishing the Dominance of Reaction Sets
in Controlling Auto-Ignition

Mueller mechanism, combined with modified k-ε turbulence model (C 12 �1.8) as
per discussed in the previous sub section, is used to study the impact of different
chemical reactions on stabilization of the Cabra H2 flame [18]. Table 2 lists down
the two most dominant set of reactions in Mueller mechanism towards auto-ignition,
as reported by Masri et al. [29]. On increasing the reaction rate constants, Set A
reactions are shown to speed up the auto-ignition, whereas Set B reactions cause
a delay in auto-ignition. The reactions in Set A are concerned with controlling the
generation of the OH radical pool which is identified as the reaction rate determinant
[31] and thus playing a prominent role in the onset of auto-ignition. Set B reactions
describe the formation and consumption of HO2, which plays the role of an auto-
ignition precursor [31]. The reaction rate constants of both the set of reactions (Set A
and Set B) are now altered to study the sensitivity of the two sets of reactions towards
auto-ignition. The modified cases considered for Mueller reaction mechanism with
respect to Set A and Set B reaction rates (A–F) and the corresponding lift-off height
observed are tabulated in Table 3. The comparison of their OH contours, axial and
radial profiles are shown in Figs. 5, 6 and 7, respectively. The following points are
worth noting with regard to the comparison of OH contours in Fig. 5.

• The increase in the lift-off height on doubling the reaction rate of Set B reactions as
shown in Fig. 5(i) is consistent with the notion of Set B delaying the auto-ignition.
The increase in the reaction rate of Set B reactions, increase the consumption of
HO2 radicals, thereby pushing the mixing zone further downstream and delaying
the auto-ignition.
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Fig. 4 Effect of different turbulence model parameters on the centerline and radial distribution of
T, Z, YOH and YH2O
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Table 2 Reactions contained in the Set-A and Set-B

Set-A (Increasing the reaction rate speeds up
auto-ignition)

A1: O2 + H ↔ O + OH
A2: O + H2 ↔ H + OH
A3: H2 + OH ↔ H2O + H

Set-B (Increasing the reaction rate delays
auto-ignition)

B1: HO2 + OH ↔ H2O + O2
B2: HO2 + O ↔ OH + O2
B3: HO2 + H ↔ H2 + O2

Table 3 Description of the reaction rates for Set-A and Set-Bwith their correspondingly calculated
lift-off heights

Case Set A Set B Lift-off height (h/D)

A Unchanged Unchanged 4.29

B Doubled Unchanged 4.20

C Unchanged Doubled 7.81

D Halved Unchanged 8.58

E Halved Doubled 9.02

F One third Doubled 25.008

Fig. 5 OH contour comparisons for cases (A–F)

• The lift-off height in Fig. 5(ii) is not much affected on doubling the reaction rates
of Set A. However, in Fig. 5(iii), on reducing the Set A reaction rates by a factor of
half, the lift-off height is increased by a factor of two. Masri et al. [29] doubled the
reaction rate of A1 in Set A and observed a decrease in lift-off height by a factor
of two. Thus the role of Set A reactions in speeding up auto-ignition is verified.

• The increase in lift-off height on halving Set A reaction rate is larger than the
increase observed on doubling the Set B reactions rates. This signifies the differ-
ence in sensitivity of Set A and Set B reaction rates towards flame stabilization.
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Fig. 6 Centerline axial plots for temperature, mean mixture fraction (Z), mass fraction of H2, H2O
and OH for cases B–F

• The slight increase in lift-off height from 8.58D (in Case of D) to 9D (in Case of
E) as shown in Fig. 5(iv), hints towards the lesser dominance of Set B reactions.

• The lift-off height, in Fig. 5(v), increases by a factor of 2.7 on further reducing the
Set A reaction rates from half (case D) to one-third (case E). This marked increase
in lift-off height clearly shows that the Set A reactions are more sensitive than Set
B reactions towards auto-ignition and thus in determining the lift-off height.

Figure 6 shows the centerline axial profile of temperature, mean mixture fraction,
the mass fraction of H2, H2O and OH for all the modified mechanisms (B–F), com-
pared with the experimental data. The results simulated by all the cases except case
F are in good agreement with the experimental data. However, the peak value of OH
mass fraction in Fig. 6(v) is under predicted by all the mechanisms except case F,
which over predicts the peak value.
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Fig. 7 Radial plots for temperature, mean mixture fraction (Z), mass fraction of OH and H2O for
cases C–F at X/D=8 and X/D=14

Figure 7, shows the radial profile of temperature, mean mixture fraction, the mass
fraction of H2O and OH at axial locations of x/D=8 and x/D=14. The radial profile
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Fig. 8 Distribution of the HO2 contours in two-dimensional domain for cases C–F

for all the quantities, predicted by case D and case E is in close agreement with
the experimental values. The peak OH value at x/D=14 (which is the experimen-
tally determined reaction zone), captured by mechanism D and E, is very close to
experimental value.

These results show that chemical kinetics is important in simulating the experi-
mental flame structure. Some of themodifiedmechanisms (C&D) are able to predict
the reactive scalars and the lift-off height better than the unmodified Mueller Mech-
anism. An optimum chemical mechanism to model auto-ignition of H2 is therefore
very important in simulating such reaction rate dependent controlled auto-ignition
phenomenon in vitiated flame. The role of HO2 as auto-ignition precursor is observed
in Fig. 8. The contours for the cases (B–F) show a build-up of HO2 radical just prior
to flame stabilization zone, where the concentration of OH is minimum. Thus, it is
inferred that the peak value of HO2 mass fraction plays a prominent role in deter-
mining the extent of mixing zone and thereby controlling the auto-ignition location.
The peak mass fraction of OH and HO2 radicals for the considered cases (C–F)
are depicted in Fig. 9. It can be seen from the bar graph that while the peak mass
fraction of HO2 does not vary much on altering the Set B reaction rates, the peak
mass fraction of OH does change considerably on modifying Set A reaction rates.
Thus asserting that Set A reactions are more sensitive in the control and production
of OH radicals than Set B reactions are towards HO2 radical. This further yields to
the earlier conclusion that auto-ignition is more sensitive towards chemical kinetics
rates of Set A reactions than Set B reactions. The lift-off height is thus seen to be
more controlled by OH radicals which are dependent on Set A reactions rather than
HO2 radicals which are Set B dependent.
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Fig. 9 Bar graph showing
the peak mass fractions of
OH and HO2 for cases C–F
(i–iv)

4 Conclusion

In the present work, Multi-FGM combustion modeling approach is used to analyze
the sensitivity of chemical kinetic aspects of lifted turbulent Cabra H2 flame [18].
Reaction mechanisms for H2/O2 combustion given by Li et al. [2] and Mueller
et al. [1] are analyzed using one-dimensional computations representing channel
flow as a plug-flow reactor. A modified k-ε RANS turbulence model is used to
closely predict the experimental data. In light of the results presented in the previous
section, following conclusions are made:

1. The Cabra H2 flame [18] is found to be greatly dependent on the choice of the
reaction mechanism, with Li and Mueller over-predicting and under-predicting
the lift-off height, respectively. The lift-off height by Mueller mechanism is,
however, found to be closer to the experimental value and was therefore used for
further analysis.

2. Spreading of the turbulent fuel jet is corrected by modifying the turbulence con-
stants, where C 11 �1.44 and C 12 �1.8 show better axial predictions along the
centerline of the burner. However, peak location of the mass fraction of OH
radicals is not well captured in the reaction zone.

3. A sensitivity study on Set A and Set B reactions illustrated, lift-off height to be
more sensitive towards Set A reactions than Set B reactions.

4. The build-up of HO2 radical prior to auto-ignition shows the vital role it plays
as an auto-ignition precursor. It is thus inferred that the peak value of HO2 plays
an important role in determining the lift-off height, by signifying the amount of
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mixing taking place in the pre-ignition zone leading to the auto-ignition phe-
nomenon.

5. The dominance of Set A reactions (controlling OH radicals) over Set B reactions
(controllingHO2 radicals), is further depicted by the enhanced peakmass fraction
of OH, which is roughly three times higher than a peak HO2 mass fraction.

6. The peak value ofHO2 radical is almost consistent on alteringSetB reaction rates,
whereas OH radical peak value is found to vary on tuning the Set A reaction rates,
suggesting the flame lift-off to be auto-ignition controlled rather than mixing
control.

The highly sensitive variation in the lift-off height using ranges of the coflow
temperatures and velocities are observed and increment in the coflow velocity leads
to the increase in the lift-off height at lower coflow temperature.
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Mixing Dynamics in Interacting Vortices

Saptarshi Basu, Swetaprovo Chaudhuri, Baki M. Cetegen and Abhishek Saha

Abstract Mixing dynamics arising from the interaction of two convecting line vor-
tices of different strengths and time delays have been investigated in this chapter.
Experimentally obtained planar laser induced fluorescence images of acetone vor-
tices mixing in air are thoroughly substantiated with computational modeling and
analysis. Same and opposite direction of rotation, generating vortex pairs and cou-
ples were found to augment and dissipate species mixing respectively as indicated by
global scalar statistics like mean and variance. Local mixing characteristics are ana-
lyzed using joint probability density function of vorticity and species concentration.
This quantitatively showed how mixing is dissipated or augmented for individual
vortices and at different vorticity magnitudes, even by the decaying and apparently
indiscernible presence of a favorable or unfavorable direction of rotation of the pre-
ceding vortex.

1 Introduction

Flow induced mixing of different fluids (gas or liquid) is a fundamental process in
many natural and engineered applications [1–10]. As an example, turbulent mixing
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is ubiquitous in nature and is employed in many thermal systems such as fuel pre-
mixers, gas turbine combustion chambers, etc. Interacting vortices/eddies constitute
units of turbulence and hence are abundantly seen in physical sciences like in atmo-
spheric studies, thermal plumes [10], volcanoes, engineering applications like bluff
body separated flows, microfluidics and biological processes like cardiac flows or
propulsion mechanism of sea mammals. These vortices can be of different strengths
and sizes. Organized, coherent vortices and their interactions assist in scalar trans-
port and mixing augmentation in both reacting and non-reacting flows encountered
in different applications [10].

One methodology commonly adopted in order to achieve an in-depth under-
standing of the complicated mixing dynamics in turbulent flows, has been to study
the mixing characteristics in a flow field perturbed by vortical structures such as
isolated vortices and interacting vortices such as vortex pairs, vortex couples, etc.
Controlled interaction of vortices of a given strength and timing serves an important
problem in understanding the fundamental steps to understand mixing processes in
turbulent scalar transport.

Passive scalar mixing by vortices in non-reacting convective diffusive flows have
been a subject of continued interest in the fluid dynamics community. Excellent
reviews on the analysis of vortical flows can be found in the works of Renard et al.
[10]. The complexity of mixing phenomenon introduced in the domain of a vortical
flow makes this an active research area as of date as evidenced by many recent
works on this subject. Villermaux and Duplat [11] showed mixing by aggregation
in an experimental study of a stirred scalar reactor. Meunier and Villemaux [12]
described the mixing phenomenon in a vortex by considering advective-diffusive
behavior of a scalar blob in the deformation field of an axisymmetric vortex. Bajer
et al. [13] analytically studied the mixing in a vortex with focus on the enhancement
of scalar destruction at the vortex core. In microfluidic devices operating at a regime
of very low Reynolds number, vortex interaction is a widely used method for passive
mixing. Recently, Long et al. [14] discussed the usage of vortical flows in a 3D
micro mixer. Sritharan et al. [15] also used vortex induced flows to enhance mixing
in microchannels. They used acoustic pulses to generate streaming within the flow,
which resulted in interacting vortices enhancing mixing.

Motivated by these computational, analytical and experimental studies, we previ-
ously reported a computational study [16] of vortical mixing in a gaseous flowfield in
the same experimental configuration of Cetegen [17]. However, the previous exper-
imental and computation efforts involved scalar mixing analysis in a single isolated
vortex. A more useful and fundamental problem is the fluid mechanics and mixing
characteristics of interaction of two interacting vortices created in a laminar diffusion
layer in the same experimental configuration of Cetegen [17]. This chapter concerns
qualitative experimental results substantiated with the computational modeling and
quantitative analysis. The modeling effort used the same experimental configuration
for the ease of qualitative comparison. In the following sections, we first describe the
experimental methods followed by a brief description of the computational model.
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2 Problem Description: Experimental and Computational

An experimental and computational study of scalar mixing in the field of two succes-
sively generated counter rotating laminar vortices at the interface of two gas streams
(one seeded with acetone and another unseeded) flowing parallel to each other in
a rectangular flow channel is presented (Fig. 1). The isolated vortex evolutions and
mixing in the field of a single vortex has been studied in detail by Cetegen [17].
In this study, a line vortex was initiated by rapidly increasing one of the stream
velocities in relation to the other in otherwise equal velocity, co-flowing streams
separated upstream by a splitter plate (Fig. 1a). Using planar laser induced fluores-
cence of acetone, the mixing field was characterized in terms of probability density
distributions of the passive scalar and its moments. In the present study, a second
vortex rotating in the opposite direction is created in a similar fashion in the other or
the same gas stream with variable time lag with respect to the first vortex (Fig. 1a).
Interacting vortices introduced in opposite streams are referred to as vortex couple
(studied both experimentally and computationally) while the vortex generated in the
same gas stream is called vortex pair (only studied computationally). The dynamics
of the interacting vortices depends on several key variables, namely a.) the relative
strengths (A1/A2 in Fig. 1a), the time delay between the introduction of the two
vortices and c.) the side from which the second vortex is introduced (vortex pair or
couple).

Planar laser induced fluorescence of acetone is utilized to visualize the scalar
concentration distribution in this flow field. Similar flow field and scalar distribution
was analyzed using a computational model to quantify the mixing dynamics in dual
vortex configuration. A parametric study was conducted to determine the effects
of time lag and convection time on scalar mixing characteristics in the interaction
zone of the two vortices. Figure 1a top (bottom) row shows the configuration in
which the second vortex is introduced on the opposite (same) side as the first vortex
with a controlled phase lag. Commercial code fluent 6.3.16 was used for all the
computational simulations. Using experiments and computations, we have attempted
to visualize and analyze the mixing dynamics in a flow field of interacting vortices,
respectively.

2.1 Experimental Setup

The experimental setup and methodology has been described by Cetegen [17] in
details and is restated here for completeness. The same experimental setup [17] was
modified to account for the generation of two vortices. The experimental setup [17]
comprises of a two dimensional convergent nozzle divided into two equal zones by
a splitter plate as schematically shown in Fig. 1b. The dimension of each nozzle seg-
ment is 2.0×6.0 cm at the exit plane. The optical test section which extends beyond
the nozzle exit is enclosed by four quartz windows (10 cm long). Flow conditioning
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Fig. 1 a Pulse profiles (same side [vortex pair] and opposite sides [vortex couple]) for generating
the interacting vortices, b Experimental setup for laser induced fluorescence of acetone (Adapted
from 17)

is accomplished in the nozzle section using multiple layers of honeycombs and wire
meshes. At the bottom of both of the chambers were 5 cm diameter cylindrical vol-
umes into which two Teflon pistons (one for each chamber) were fitted. The Teflon
pistons were actuated by electro pneumatic solenoids with a maximum stroke length
of 26 mm. Different magnitudes of air pressure actuating the solenoid valves were
utilized to initiate vortices with different magnitudes of circulation. Both the nozzle
sections (for seeded and unseeded flow) were fed separately by metered compressed
dry bottled air (Airgas industrial grade) using electronicmass flow controllers (Porter
Instruments, Model 202). One of the air streams was partially bypassed and bubbled
through an acetone filled container that was maintained at a constant temperature
of 60 °C by immersing into a temperature controlled water bath (Fischer Scientific,
Isotemp 105). This resulted in effective seeding of one of the air stream. Dynamic
adjustment and control of the water bath temperature and flow bypass was carried
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out to ensure LIF signal with good signal to noise ratio. The vortex generation was
initiated from both the acetone-seeded air stream and the unseeded air stream at
different levels of phase lags.

2.1.1 Planar Laser-Induced Fluorescence of Acetone

Laser induced fluorescence from acetone vapor was used as the preferred experimen-
tal technique in this study [17]. Normally seeding the flowwith particles (like smoke)
and using Mie scattering for concentration measurement is not a suitable technique
for the current study. Smoke does not exhibit molecular diffusion and hence is not
an inappropriate marker of mixing dynamics. Acetone fluorescence was selected
because it acts as a molecular tag with diffusivity similar to the self-diffusion coeffi-
cient of air. Laser induced acetone fluorescence has been widely used for concentra-
tion and temperature measurements in both reacting and non-reacting gas flows. In
this implementation as described by Cetegen [17], the fourth harmonic beam (λ�
266 nm) of a pulsed Nd-YAG laser (ContinuumYG-681-10) was expanded to form a
100μm thick, 30 mm high laser light sheet. The laser sheet illuminated the mid-span
of the flow in the optically accessible section of the experimental setup (Fig. 1b). The
laser pulse duration was about 10 ns while the pulse energy was about 17–20 mJ.
The fluorescence was collected using f�2.8 optics onto a 1024×1024 pixel CCD
camera (PI-MAX) coupled to an external intensifier (GEN2, P43). The vortex gen-
eration and image acquisition tasks were synchronized using two electronic delay
generators (Stanford Instruments Model DG 535). Piston motion and velocity were
measured by a monochromatic high speed camera, Motion Scope (Redlake Imaging,
Model 8000), to determine the linear motion of the marked piston shafts for different
phase lags between the two pistons profiles to undertake a parametric study of the
vortical interaction as a function of time lag between their generation. Sample PLIF
images are shown in Fig. 2 with their computational counterparts (described later).

The timing of the vortex imaging has been shown in Fig. 3. The laser fire signal
at 10 Hz was used as the master signal to coordinate the experiment’s timing. The
camera and the intensifier were phase locked to the laser pulse using one delay
generator (DG1) capturing every fourth pulse due the readout time delay. Vortex
generation in both the chambers were initiated by externally triggering the electro
pneumatic piston solenoid controller slaved to the laser fire signal by using a second
delay generator (DG2) pulsed by the first delay generator (DG1) controlling the
camera. The time delay between the initiations of the two vortex pulses, i.e. delay
between the respectivemotion starting times between two pistons, were also adjusted
using the second delay generator (DG2) and this delay will be called phase lag on
delay generator �τp1−p2 henceforth. Another time delay was introduced for the
camera and intensifier gate to coincide with one of the laser pulses illuminating
the vortex in the test section. The time delays between DG1 and DG2 were slowly
varied to capture vortices at different convection distances in the test section. Detailed
timing diagram for a particular case �τp1−p2 �0.015 s is shown in Fig. 3. The study
is primarily restricted to the visualization of the acetone PLIF contours and more
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Fig. 2 i Species concentration (mass fraction) contour for single vortex (computational) [16], ii
Species concentration (mass fraction) contour for single vortex (experimental) [17], iii Species con-
centration (mass fraction) contour for interacting vortices (computational), iv Species concentration
(mass fraction) contour for interacting vortices (experimental)

Fig. 3 Timing diagram for a sample vortex couple, τP1−P2 �0.015 s

detailed mixing analysis based on behavior of concentration pdfs or joint pdfs is left
for a future study. Figure 4 shows the P1 and P2 velocity at different �τp1−p2. It
can be seen that the piston pulse profiles show reasonably good similarity with the
theoretical pulse profiles (used in the computational study) shown in Fig. 1a. The
peak values, growth and decay rates of the experimental pulse profile (Fig. 4) are
also similar to that of the theoretical counterpart (Fig. 1a).
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Fig. 4 Piston velocity time series

2.2 Computational Model

The computational model presented here and in our earlier work [16] simulates the
laminar diffusion layer/wake formed by two gaseous flow streams (air in this case)
having similar velocities being brought together at the trailing edge of a splitter
plate as described in the previous section. The computational pulse profiles (Fig. 1a)
mimics the volumetric displacement of a piston in the flow chamber used to create
the line vortex in the experiments.

The extent of interaction of the vortices is a function of the time lag of the vortex
generating pulses and their strengths. The mixing induced by the vortices is also
dependent on the vortex configurations of vortex couple (opposite sign) or vortex
pair (same sign) as indicated in Fig. 1a.

The governing equations for unsteady two-dimensional flow field in normalized
form have been reported by Basu et al. [16] and are briefly restated here for clarity.

Continuity:
∂ρ̃

∂t∗ + ∇ · [ρ̃Ṽ ] � 0 (1)

Momentum : ρ̃
∂ Ṽ

∂t∗ + (ρ̃Ṽ · ∇)Ṽ � −Eu∇ P̃ +
1

Re
∇[μ̃∇ Ṽ ] (2)

Species :
∂Ỹ

∂t∗ + Ṽ · ∇Ỹ � 1

ReSc
∇ · (D̃∇Ỹ ) (3)
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Energy :
∂ T̃

∂t∗ + Ṽ · ∇ T̃ � 1

Re Pr
∇ · (k̃∇ T̃ ) (4)

where Ṽ � [u/Uc, v/Uc] is the normalized velocity vector with u and v being the
velocity components in the stream wise and cross stream directions. The convec-
tive velocity of the gas streams on either side of the splitter plate was denoted as
Uc, which is the nominal velocity of the flow before the application of the pulse.
t∗ � tUc/w, ρ̃ � ρ/ρa(To), P̃ � P/Po, Ỹ � Y/Ys,i , and T̃ � T/To are the normal-
ized time, density, pressure, mass fraction of the seed, and temperature, respectively,
with P0=1 atm and T0=300 K [16]. Subscripts “a” and “s” refer to the unseeded
air stream and acetone seeded air stream as in the experiments [16, 17]. “i” denotes
the inlet values [16]. Transport coefficients μ̃ � μ/μa(To), D̃ � Ds,a/[Ds,a(To)]
and k̃ � k/ka(To) are all normalized with their values at the reference temperature
T0=300 K. The non-dimensional quantities appearing in the governing equations are
Euler number, Eu � Po/(ρaU 2

c ), Reynolds number, Re � (ρaUcw)/μa , Schmidt
number, Sc � va/Ds,a , and Prandtl number, Pr � va/αa all evaluated at T0. Con-
vection velocity, Uc and channel width, w were utilized in the normalization [16].
Velocity, Uc at the two inlets (seeded or unseeded in Fig. 1a) was constant across
the channel width before the initiation of the vortex generating velocity pulses. The
transient velocity pulse profiles shown in Fig. 1a is provided as input boundary con-
ditions to the above model. Further details of the numerical schemes used, boundary
conditions, mesh size selection and convergence could be found in the work on single
vortex mixing by Basu et al. [16]. The one gas stream is assumed to be seeded with
acetone at a mass fraction of 0.25 at the exit plane.

Themixing enhancement as seen visually in Fig. 2 (evidenced in both experiments
and computations) has been analyzed using two methods as will be described later.
τp is defined as physical time delay normalized by convective time scale (w/Uc).

It is to be noted that the experimental and computational data showgoodagreement
for the single vortex as shown in Fig. 2, parts i–ii. For the interacting vortices,
the experimental and computational data show reasonably good agreement as well
(Fig. 2, parts iii–iv).

3 Experimental Observations

In this section, a parametric experimental study of the double vortex interaction based
on varying τP1−P2 is presented. The time difference between the occurrence of peak
velocities of P1 and P2 will be referred to as tp,exp henceforth. It is to be recognized
that tp,exp (time difference between peak piston velocities) is not equal to the τP1−P2

(time difference between input TTL signals, hence the different notations) in general
due to slightly different inertia of the piston actuation systems. For most cases we
found τP1−P2 � tp,exp +0.025 s.

Figure 5 shows the mixing layer formed between the acetone and air stream in
the absence of vortex generating pulses. The rounding off at the top and bottom is
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Fig. 5 Mixing layer between acetone and air streams

attributed to the clipping due to the circular intensifier field of view. Figure 6 shows
the evolution of a single vortex rotating clockwise created by pulsing the acetone
side. First proceeding along the top row, left to right: any image is obtained 2 ms
after its immediate left neighbor showing the evolution and convection of the vortex
along the other stream. The pulse strength is intentionally made stronger than that for
a well formed vortex such that during its interaction with the counter-rotating vortex
as studied subsequently, its vorticity is not dissipated to negligible values. Figure 7
shows the counterclockwise rotating vortex pulsed from the air side. These are very
similar to those reported by Cetegen [17]. These two figures (Figs. 6 and 7) show the
isolated vortex evolution, all the parameters of these are individually identical to their
interacting counterparts described hence-forth. Figure 8 shows the evolution of two
interacting vortices for τP1−P2 �0.075 s. First the acetone side is pulsed and 0.075 s
afterwards the air side is pulsed creating two counter-rotating vortices. It is observed
that the time delay of τP1−P2 �0.075 s, and tp,exp �0.05 s is too long to create a
strong interactionbetween the twovortices, given the observation that coherent vortex
structures of the individual vortices are preserved. However, it could be observed that
the circulation strength which could be considered proportional to the growth rate
of their diameters is reduced in comparison to their isolated counterparts as shown
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Fig. 6 PLIF profiles for acetone side pulsed vortex

in Figs. 4 and 5. Figure 9 shows remarkable repeatability of the interaction images
obtained from different experimental realizations for a particular case of τP1−P2 �
0.075. However, for the very strongly interacting case shown later for e.g. τP1−P2 �
0.025 s, turbulence generation diminishes the repeatability to a large extent.

Figure 10 shows an interesting case of τP1−P2 �0.05 s, and tp,exp �0.03 s. Here
the time delay between the two vortices is smaller and a counterclockwise vortex is
forced into an already existing clockwise circulation field. In the first few images
of Fig. 10, apparently there is a Kelvin Helmholtz type of instability manifested
by formation of multiple vortices with growing sizes. This phenomenon could be
understood from the piston velocity time history for this case shown in Fig. 11.
From, Fig. 12 it is clear that the velocity difference between the two fluid streams
(air side and acetone seeded side) is growing which results in the formation of a
KelvinHelmholtz type instabilitywith increasing amplitude. This increasing velocity
difference causes a small timescale velocity perturbation which is superposed on the
existing nominal velocity deficit across the mixing layer. This perturbation also leads
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Fig. 7 PLIF profiles for air side pulsed vortex

to formation of small timescale eddy due to KH type instability. Finally when steady
flow on the air side is reached, all the small vortices rotate as a part of a larger
counterclockwise circulating field as shown in later images of Fig. 10. Figure 12
shows the simultaneous generation of two vortices τP1−P2 �0.025 s, or tp,exp �
0.00 s, which results in disorganized turbulent structures without any net circulation
as might be expected from Biot Savart’s law. Figure 13 shows the case where the
air side pulse precedes the acetone side pulse with τP1−P2 �0.00 s, and tp,exp �−
0.025 s. The experimental results provide a good insight into the general mixing and
flow structures of the interacting vortices. It is imperative to use the computational
model for a few selected cases to show quantitatively the main features of mixing in
this type of vortical flow field.

4 Computational Results

The computational data are reported primarily for the following cases, (a) vortex
pair with A1/A2 (pulse strength ratios of the two vortices)�1 and 0.66 with a phase
lag of τ�1.4 and (b) vortex couple with A1/A2 (pulse strength ratios of the two
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Fig. 8 �τP1−P2 �0.075 s

Fig. 9 Repeatability study of a particular mode of interaction for �τP1−P2 �0.075 s

vortices)�1 and 0.66 with a phase lag of τ�1.75. The numerical conditions were
chosen similar to the experimental conditions as possible in terms to phase delay.
This represents a small subset of the experimental conditions. As described before the
computational data shows reasonably good visual agreement with the experimental
PLIF contours (Fig. 2). This gave us confidence to propose a mixing enhancement
analysis based on probability density functions using the computational data to gain
insight into the characteristics of species mixing in interacting vortices.
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Fig. 10 �τP1−P2 �0.050 s

Figure 14a shows the temporal evolution of the species mass fraction profiles for
vortices generated from opposite sides at a phase lag of τp �1.4. It can be seen
that for the till t* �8.4 following the generation of the first pulse, the vortices show
minimum interaction and predominantly show a single vortex. This is because even
though the first vortex is strong at this point the second vortex is very weak due
to the phase lag of τp �1.4. However after t* �9, both the vortices start showing
strong interactions as exhibited in Fig. 14b. The first vortex is deformed by the
rotation induced by the second vortex particularly in the vortical arms away from
the vortex core. Significant thinning of the diffusion layer is also observed due to
stretching induced by the counter rotating vortices. It is also observed that the walls
obstruct the growth of the vortices leading to further thinning of the diffusion layer
connecting the two vortices. Figure 14b shows the visual evidence of the growth
of the vortices at different time instants. It is noticed that till t* �9, the vortex
concentration profile matches closely the single vortex profile reported by Basu et al.
[16]. However at later time instants, the second vortex closely interacts with the first
and merges with one another. From t* �16 onwards, the cores of the two vortices
become indistinguishable and represents a predominantly diffused core without any
intricate windings of the vortical arms.
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Fig. 11 Relative motions of P1 and P2 showing the increasing velocity difference between two
pistons �τP1−P2 �0.050 s

Fig. 12 �τP1−P2 �0.025 s
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Fig. 13 �τP1−P2 �0.000 s

5 Mixing Enhancement Analysis

5.1 Probability Density Function Representation

The scalar mixing in the field of a vortex can be determined by evaluating the spa-
tial probability density function (pdf) of the scalar concentration P(c) from spatial
concentration distributions [17]. The pdfs were calculated over a spatial region (both
lateral and streamwise extent) that is substantially larger than the total vortex span
of the two interacting vortices [17]. These obtained pdfs are renormalized such that∫ c�1
c�0 P(c) � 1 where c�0 and c�1 corresponding to the scalar concentrations in
unseeded and seeded streams respectively. In Fig. 15 mean and variance of ‘c’ are
compared for two different cases. These two parameters are defined as

c̄ �
∫ c�1
c�0 P(c) · c · dc
∫ c�1
c�0 P(c) · dc

cvar �
∫ c�1
c�0 P(c) · (c − c̄)2 · dc

∫ c�1
c�0 P(c) · dc

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

(5)

Further details of themethodology for calculating these two parameters have been
discussed by Cetegen [8, 17] for isolated vortices. For both conditions c̄ shows a self-
similar trend. It maintains a constant value before the first pulse induces a vortical
mixing which enhances c̄. However, after the second pulse, the trend for c̄ becomes
different for vortex couples and pairs. For vortex pair (Fig. 14a), second pulse induces
mixing in same direction which further increases the value of c̄. On the other hand the
vortex couple (Fig. 14b) induces a second vortex rotating in the opposite direction
of the first vortex. This generates a secondary peak of high probability at lower
concentration resulting in reduction of c̄. cvar is a parameter which measures the non-
uniformity of the seed concentration within the flow field. cvar plots shown in Fig. 15
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Fig. 14 Computational results: a A chronological visual representation of the interaction of two
vortices (vortex couple) formed when seeded (acetone) and unseeded (air) sides were subsequently
pulsed, b A chronological visual representation of the interaction of two vortices formed (vortex
pair) when acetone (seeded side) was pulsed twice as the flow of air remained constant
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Fig. 15 Mean and variance of the scalar mass fraction c for different pulse strengths and time lags
in the interacting vortices

suggest that cvar maintains almost a constant value for vortex couple, indicating that
the mixing is very localized near the vortex cores. However, for vortex pair, a sharp
decrease in the value of cvar is observed as the second vortex is generated. Although
analysis with probability density function identifies global mixing patterns, it fails
to correlate the effect of vorticity and corresponding mixing dynamics. This requires
a different approach with conditional probability density function.

5.2 Conditional Probability Density Function

Statistical measures need to be introduced to quantify mixing in both molecular as
well as advective sense for the interacting vortices while preserving their individual
identities. This could be achieved, i.e. a high degree of mixing of a passive scalar in
a vortical flow could be considered, if the following criteria are satisfied.

• The spatial gradients of the passive scalar have disappeared within the vortex i.e. a
high degree of mixing can be considered to have occurred if species concentration
gradients are low, indicating substantial diffusion has already taken place, a sig-
nature of molecular mixing. This can be observed in the scalar pdf when a single
sharp peak is obtained at the intermediate levels of scalar concentration, suggest-
ing homogeneity of the species concentration field. This is the conventional choice
of reporting mixing behavior.

• Topologically, the species concentration and vorticity distribution functional forms
are nearly similar for Schmidt numbers greater than unity. In other words, species
concentration iso-lineswhich are spirals approach the shapeof the circular vorticity
iso-lines, indicating that sufficient advective transport of species have taken place.
Motivated by the geometric similarity of the vorticity and species concentration
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contour shapes a joint pdf of vorticity and species can be introduced to be a suitable
marker of vortical mixing. This joint pdf can be suitably normalized by the pdf
of vorticity to remove any ambiguity originating from considering the joint pdf
which is dependent on many case specific parameters like area of interrogation,
high vorticity regions not of interest in the current study such as boundary layers
etc.

Thus for proper mixing both of the above mentioned criteria are satisfied if the
probability density function f (Yi |ω) → 1 in non-extremum species concentrations.
For homogenous species and vorticity condition (say at very later stages of exponen-
tial decay of a Oseen vortex when ω → 0, and species field is nearly homogenous)
the conditional probability function (cpdf) structures degenerates to a point in the
typical contour plots as in Figs. 16 and 17 and attains a maximum attainable value
of 1 indicating maximum degree of mixing. So, the cpdf is essentially a measure of
mixing.

This is presented extensively in Figs. 16a, b and 18a, b for the different modes
of interaction already mentioned to elucidate the evolution and nature of mixing
in such interactions. Figure 16 presents as a matrix of individual images, where
the first column shows species concentration iso-lines (black lines) superimposed
with vorticity contours (jet color scale) in a rectangular region of interest selected
within the computational domain at a particular instant of time. The time instants
are reported on the left of the first columns for each row. The second column shows
the corresponding cpdf of species concentration of acetone conditioned on vorticity
at that time instant. Figure 16a shows the case of oppositely pulsed vortices of equal
strength. At t* �6.3, the first row shows an unmixed state as evident from the low-
magnitudes and non-coherent distribution of the cpdf. The subsequent time instants
in Fig. 16a at t* �10.5, 14.7 and 18.9, progressively higher degree of mixing for the
first vortex is observed in form of high levels of probability density in the negative
vorticity regions of the cpdf. But in the last two images a second vortex with positive
vorticity has entered the interrogation window. Even though visually its structure is
similar to the first one at initial times, its vorticity is lower and is characterized by
very weak mixing as observed from the time instants at t*=14.7 and 18.9. This is
due the fact that the first vortex leaves a weakly rotational flow field, in which the
second vortex is convected while rotating in opposite direction, i.e. vortex couple
configuration. This substantially lowers its circulation strength and dissipates mixing
even though the residual vorticity is weak and almost indiscernible in the contour
images or the cpdf plots. This makes these mixing phenomena highly non-trivial and
shows that it is strongly affected by prior history of vortex interaction. This mixing
behavior is also unique as the cpdf has nearly same probability density over the entire
range of species concentrations within the vortex: a feature which is not observed for
the first vortex even at its initial stages. To substantiate this finding and to establish
that this is due to effect of the first vortex and not a numerical artifact, a vortex with
the exactly same parameters and pulsed at the same time instant and inlet velocity
time histories but in the absence of a first vortex was simulated and its characteristics
were compared with those of the second vortex. This is shown in Fig. 17 where we
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Fig. 16 Vortex couple: a Species concentration (mass fraction) isolines (black lines) superimposed
with vorticity contours (jet color scale) in a rectangular region of interest selected within the com-
putational domain at different time instants, b cpdf of concentration of seeding conditioned on
vorticity at different time instants

observe a much higher degree of mixing for the individual vortex when it is not
preceded by an oppositely rotating vortex. Figure 16b shows the contours and cpdfs
of species concentration and vorticity for the oppositely pulsed but different pulse
strength vortices. As observed from later stages of interaction at t*=14.7 and 18.9
mixing is slightly enhanced for the second vortex in comparison to the one for equal
strength case (Fig. 16a t*=14.7 and 18.9) since the pulse strength for the preceding
oppositely rotating vortex is reduced. If the counter-rotation was simultaneous it
could be expected that vorticity would be damped by Biot Savart’s law. However
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Fig. 17 Comparison of the degree of mixing for single isolated vortex and interacting vortices

all the cases reported have a time lag such that the first vortex has convected and
second vortex evolves in its decaying influence. Thus it can be concluded that even
the exponentially decaying field of a “convecting” vortex is sufficiently strong to
dissipate mixing in a subsequent vortex if it is rotating in an opposite direction, i.e.
vortex couple configuration.

Enhancement of mixing occurs when a second vortex spins in the same direction
as that of its predecessor, i.e. vortex pair configuration. This is shown in Fig. 18a
and Fig. 18b with equal and unequal strengths respectively. Figure 18a at t* �10.5,
14.7 and 18.9 show that two cpdf structures evolve corresponding to two vortices
produced, with the structure on the right corresponding to the first vortex and the one
on the left corresponding to the second. Counterintuitive to the general understanding
of the development and decay of a vortex, the second vortex shows higher degree
of mixing though the first one had a longer development time and intuitively would
have better mixing characteristics. However, once again the second vortex evolves
in an already strained flow and scalar field as left behind by the roll up of the first
vortex. Due to velocity induction the two vortices rotate about each other resulting in
additional species advection. Moreover, due the close proximity of the two vortices,
the first vortex essentially compresses the second vortex, resulting in higher straining
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Fig. 18 Vortex pair: a Species concentration (mass fraction) isolines (black lines) superimposed
with vorticity contours (jet color scale) in a rectangular region of interest selected within the com-
putational domain at different time instants, b cpdf of concentration of seeding conditioned on
vorticity at different time instants

of the second. This produces better mixing of the species in the second and hence
higher probability densities in the cpdf. That the second vortex is better mixed than
its isolated counterpart is evident by com-paring the two interaction time instants
at t* �14.7 and 6.3. At around the same point of their evolution time, the strained
second vortex at t*=14.7 is smaller in sizewith amore homogenous species field than
the isolated one at t*=6.3. This characteristic was not evident without the mixing
parameter which quantifies the degree of mixing for each of the structures. At a
later time step as shown at t*=18.9 the cpdf structures approach each other closely
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with similar mixing characteristics. Still, the second vortex shows a better mixed
state as evident from the concentrated high value of the mixing parameter which
suggests forced mixing within the second vortex by the first one. For the different
pulse strength case shown in Fig. 18b, it is observed that the first vortex is distorted
by the velocity induction effect of the second vortex hence the overall mixing is
determined by that of the second as observed from the cpdfs at t*=14.7 and 18.9.

5.3 Strain Rate Analysis

Strain analysis in another approach used by different authors in the context of vortical
mixing. In a vortical field molecular diffusion takes place in the interface of two
streams of flow. This mixing is primarily caused by stretching and transportation of
the interface of two fluids. The phenomena of stretching can be quantified in terms of
strain rate, which is defined as, ε � 1

l
�l
�t , where l is the length, �l change in length

in �t time and ε is the strain rate.
Figures 5, 6, 7, 8, 9, 10, 11, 12 and 14 show that seeded and un-seeded sides do

not have a clear line interface due to molecular diffusion. It can be observed in the
figures that concentration of acetone varies from 0 (air-side) to 0.25 (acetone-seeded
side) at the interface of two streams. Therefore strain analysis has been performed on
an iso-concentration line of 0.125, which is the average of maximum and minimum
acetone concentrations within the flow field.

To calculate instantaneous strains, a numerical technique has been employed using
MATLAB. Data files containing instantaneous concentration distribution within the
flow field has been extracted from Fluent results. Subsequently, a numerical code
has been used to find out the successive grid points having acetone concentration of
0.125. Linear distances between these grid points eventually results in the total length
of iso-concentration line. A typical iso-contour line for an arbitrary time instance (tj)
has been shown in Fig. 19. The line has been constructed by joining all the grid points
containing acetone concentration of 0.125. Following this, the code calculated the
distances between successive nodes. For example, in Fig. 19, on the iso concentration
line, two nodes have been shown as node k and node k + 1. In the inset, the nodes
are zoomed into show the process of length calculation. The horizontal and vertical
projection of the distance between two nodes, �xk and �yk has been found out by
subtracting coordinates of two nodes.

�xk � xk+1 − xk
�yk � yk+1 − yk

}

(6)

where xk and yk are co-ordinates of ‘k’th node. The linear distance (�lk) between
two nodes has been found out employing Pythagoras rule.

�lk �
√
(�xk)2 + (�yk)2 (7)
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Fig. 19 Process of calculating the iso-concentration lines

This process has been repeated for all nodes present on the iso concentration line
and finally the total length of the line has been calculated by summing the values.

lenxx �
∑

k

|�xk |

lenyy �
∑

k

|�yk |

len �
∑

k

|�lk |

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

(8)

where lenxx �horizontal (x-direction) projection of iso-concentration line, lenyy
�vertical (y-direction) projection of iso-concentration line, len � length of iso-
concentration line.

This method has been repeated for all time instances to calculate a progressive
elongation of iso-concentration line. Figure 19 shows these iso-concentration lines
at different time instances for condition of opposite side pulsed with same strength
with time lag between pulses of τp �1.4.

After determination of instantaneous lengths, the strain has been calculated. It was
necessary to calculate directional strain as well as total strain. They are calculated
by the following formulae:
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ε j+1
xx � 1

len j
xx

(len j+1
xx − len j

xx )

(t j+1 − t j )

ε j+1
yy � 1

len j
yy

(len j+1
yy − len j

yy)

(t j+1 − t j )

ε j+1 � 1

len j

(len j+1 − len j )

(t j+1 − t j )

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

(9)

where

len j length of iso-concentration line at ‘j’th time instant
len j

xx horizontal (x-direction) projection of iso-concentration line at jth time instant
len j

xx vertical (y-direction) projection of iso-concetration line at jth time instant
t j absolute time at jth time instant
ε j instantaneous total strain rate at jth time instant
ε
j
xx instantaneous horizontal (x-direction) strain rate at jth time instant

ε
j
yy instantaneous vertical (y-direction) strain rate at jth time instant.

5.3.1 Opposite Sides Pulsed, Same Pulse Strength, τ p �1.4

Figure 20a depicts evolution of iso-concentration line for this condition. This figure
clearly shows stretching of iso-concentration line in both horizontal (x) and vertical
(y) direction. However, it can be observed that the stretching in horizontal direction
is severe compared to other direction. Figure 20b shows temporal growth of iso-
concentration line (len) and its two projections (lenxx, and lenyy). All the lines are
observed to stretch with time. However, it can be noted that between t* �5 and 10
there is a rapid growth, which is artifact of initiation and development of the first
vortex. Similarly, there is another phase of rapid growth at the later stage which
corresponds to the second vortex. The two vortices are separated by a considerable
amount of time, resulting in two distinct phase of higher growth rate. This has also
been reflected in Fig. 19c, where the strain rates are compared. Both total strain
(ε) and vertical strain (εyy) have two wide spread humps showing the effect of two
vortices. Initially (at time�0) the iso-concentration line was vertical resulting in
zero horizontal projection (lenxx). This has been reflected in Fig. 19c with very high
initial horizontal strain rate (εxx). However, with time this strain rate decays. This is
because flow structure gets trapped between two side walls limiting the potential to
expand in horizontal direction.

5.3.2 Opposite Sides Pulsed, Weak First Pulse, τ p �1.4

Evolution of iso-concentration line in Fig. 21a shows less vertical stretching com-
pared to the case with same pulse strength. Figure 21b shows pattern of iso-
concentration line and its projection at different time instances. It is evident that
length of iso-concentration line (len) and vertical projection (lenyy) shows a smaller
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Fig. 20 a Instantaneous iso-concentration (c�0.125) line at different time instances, b change in
iso-concentration length over time period with instantaneous vortex structure, c change in strain
rates for Op, A1/A2�100%, τp �1.4

increase in growth during generation of first vortex, while later on they exhibit a
faster growth during second vortex. This is because of the fact that first vortex is
weaker compared to the second one. This phenomenon has been observed in strain
rate plots as shown in Fig. 21c. Both ε and εyy showed two separate zones of higher
strain rates. Each of them corresponds to two separate vortices. However, it can be
noted that the increase in strain rate due to stretching of iso-concentration line is
weaker in case of first vortex compared to the second one. Other component of strain
rate, εxx shows a similar trend like previous cases. This strain rate gets limited due
to the wall effect.
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Fig. 21 a Instantaneous iso-concentration (c�0.125) line at different time instances, b change in
iso-concentration length over time period with instantaneous vortex structure, c change in strain
rates for Op, A1/A2�66%, τp�1.4

6 Summary

In this chapter we have investigated an interesting mixing phenomenon that arises
from the interaction of two convecting line vortices generated at successive time
instants. Same and opposite direction of rotation generating vortex pairs and couples
augments and dissipates species mixing respectively as suggested by global scalar
statistics like mean and variance. Local mixing due to vortical flow is investigated by
introduction of a statistical parameter defined as cpdf of the scalar for a given vorticity.
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This quantitatively shows how mixing is dissipated or augmented for individual
vortices and at different vorticity magnitudes, even by the decaying and apparently
indiscernible presence of a favorable or unfavorable direction of rotation of the
preceding vortex. Since mixing is primarily caused by stretching and transportation
of the interface of two fluids, detailed strain rate analysis of the iso-concentration
lines shows phases of rapid growth corresponding to the initiation and development
of the two vortices.
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Transport and Dynamics
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B. K. Sapra, Y. S. Mayya and Madhukar M. Rao

Abstract Flow and aerosol transport and dynamics in a reaction chamber, part of an
aerosol generation system, is analyzed by coupling Computational Fluid Dynamics
(CFD) andAerosol Dynamic Equation. A predictable parametric aerosol output from
reaction chamber is desirable for different contexts. The effect of residence time of
the aerosol particles and mixing characteristics of the flow on the aerosol size dis-
tribution is analyzed using the ANSWER finite volume CFD code. The ANSWER
uses the steady state turbulent flow field to solve the General Dynamics Equations
(GDE) for the aerosol particles. The GDE includes mechanisms such as coagulation,
gravitational settling and thermophoretic drift etc. A volume (and mass) preserving
nodal method is implemented to model particle distribution changes due to coagu-
lation. The modules modeling coagulation and gravitational settling were validated
with respect to analytical solutions taken from the literature. The size distribution in
reaction chamber design is seen to be robust for various flow scenarios at inlet num-
ber concentration of 1 × 1012/m3. This is explained by flow time scale being much
smaller than coagulation time scale. At higher inlet concentration of 1 × 1015/m3

the average size distribution and outlet size distribution are significantly shifted from
the inlet distribution, due to the much lower coagulation time scale. A noticeable
difference between no or low swirl and high swirl flow is seen. A secondary ring
inlet within the reaction chamber was seen to lead to identical aerosol distribution
for different flow scenarios even at higher inlet concentration.
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1 Introduction

Aerosols are two phase metastable systems consisting of solid or liquid particles
suspended in a gaseous medium. The particles can be formed primarily (by direct
emission or disintegration etc.) or by secondary processes such as gas to particle
conversions. Their applicability and importance spans to several domains covering
medical, industrial, cosmetic and atmospheric engineering and sciences. On account
of their vital role in energy balance of earth (via interactions with solar radiation),
potential to affect inhalation hazard and their growing importance in efficient drug
delivery; understanding of their parameters/characteristics has become crucial in
recent times. Atmospheric aerosol research has mostly focused on observations and
interpretations of aerosol processeswhich are complex due to the involvement ofmul-
tiple sources and dynamic interactions. On the other hand, industrial aerosol research
aims at study of specific aspects collimating towards control of generation, transport
and evolution characteristics. Apart from normal or desired processes, aerosol parti-
cles are also released in industrial accident scenarios such as in reactor containment
vessels [30]. For the context of atmosphere as well as industrial releases, evolu-
tion of aerosol concentration is required to be quantified. Control of formation and
evolution characteristics is also crucial for design of devices such as those used for
medical applications. Parameters of the output of such devices (e.g. concentration,
size distribution) can be controlled by optimizing the flow rate and geometry of the
device. At the same time, accuracy of the measured/predicted characteristics of the
aerosol particles could be important for decision making. For example, prediction
of concentration, transport parameters and deposition of soot formed (and evolv-
ing) during fire helps in control measures. The soot concentration in the gas phase
affects visibility and also impacts design decision related to safety [20]. For such
cases where extrinsic contributors also play role in evolution of properties, extensive
understanding and incorporation of dynamic effects in prediction models is crucial.
Due to high temperature gradients and the turbulent nature of fire, thermophoretic
deposition and turbulent diffusion effects are needed to be considered for accurate
simulation of soot transport and deposition.

Evolution of aerosol size distribution takes place due to various processes which
changes the properties of the distribution function. These processes include coagu-
lation (agglomeration), nucleation, condensation/evaporation and deposition. Coag-
ulation is characterized by a coagulation kernel, which is a function that gives the
collision frequency of two particles of given sizes. Coagulation kernels are available
for different colliding processes including Brownian diffusion and gravitational set-
tling. These kernels can further be different for different aerosol sizes (relative to
mean free path of the gas) such as continuum regime, free molecular regime and
transition regime [27]. Analytic solutions for coagulation equation of aerosol parti-
cles (integro-differential equation) only exists for few restrictive cases [3]. Several
numerical schemes have been adopted for solving this equation for describing coagu-
lation effects for realistic aerosol scenarios. The method of moments and its variants
[5, 19] track the time evolution of moments of an assumed distribution. The parame-
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ters characterizing the distribution (mean, standard deviation etc.) are then extracted
from the moments. The accuracy of these methods depends on howwell the assumed
distribution resembles a real situation [30]. In the sectional method [11], the parti-
cle size range is divided into a finite number of bins. The number of particles that
fall within consecutive bins is then tracked. The related nodal method [17, 24] uses
zero width discrete nodes. A splitting factor distributes newly agglomerated particles
between existing nodes in a volume (andmass) conserving fashion. Aerosol drift and
deposition due to external forces such as gravity, temperature gradient etc. can be
incorporated as drift fluxes in the aerosol dynamic equation [13, 20].

Computational fluid dynamics (CFD) has played an instrumental role in under-
standing flow effects and processes in a multitude of studies. The conclusions drawn
from such studies have been used in designing several controlling parameters and
preventing/mitigating failure conditions. In recent times, CFD usage has also been
extended to research and application fields focused on simulant dispersion, transport
and deposition. CFD has been used for improving designs of aerosol instruments
such as impactors and cyclones [12, 14, 18, 29]. In another domain, CFD has been
successfully implemented for predicting radon concentration distribution and related
effects in chamber as well as room environment [2, 4]. Although several studies have
used CFD for aerosol related research, only few are focused on coupling aerosol
coagulation framework with flow equations.

This study discusses the development of coupling of aerosol dynamics equation
(incorporated coagulation, gravitational settling, thermophoresis and diffusion) with
a computational fluid dynamics code. Numerical scheme implemented for aerosol
transport and dynamics combined particle transport with a nodal approach for aerosol
dynamics and a drift fluxmodel for gravitational settling. The coagulation and settling
terms were treated explicitly in time. Validation of standalone numerical approaches
for coagulation and settling has also been presented. The aerosol dynamics coupled
CFD code was then applied for a predictive study for aerosol evolution and transport
in a typical reaction chamber under flow conditions. The results obtained from these
cases have been presented and interpreted by comparing time scales of the convection
and coagulation processes.

2 Aerosol Transport and Dynamics Model

Evolution of number distribution function characterizing dynamics and transport
of aerosol particles can be described mathematically in terms of General dynamic
equation [9, 30] as
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∂n(dp, r, t)

∂t
+ ∇ · [Un(dp, r, t)] � ∇ · {D(r, t)∇n(dp, r, t)}

+
1

2

dp∫

0

K (d
′
p, dp − d

′
p)n(d

′
p, r, t)n(dp − d

′
p, r, t)d(d

′
p)

− n(dp, r, t)

∞∫

0

K (dp, d
′
p)n(d

′
p, r, t)d(d

′
p)

+ S(dp, r, t) − λn(dp, r, t)

− ∇ · [Udri f t n(dp, r, t)] (1)

where dp and d′
p are particle diameters; n (dp, r, t) is the spatially (r) and temporally

(t) varying number concentration distribution function for particle diameter dp; U
is the gas phase velocity; D is the particle diffusivity; K is the collision frequency
between particles of different sizes; S is the source term arising from nucleation
and direct emission; λ is the decay rate of the species; Udrift is the total drift veloc-
ity of the aerosol particles due to various mechanisms like gravitational settling,
thermophoresis, turbophoresis etc.

In the above equation, terms on the left-hand side include the temporal change
in number distribution function and convective transport. The first term on the right
side of the equation accounts for the diffusive transport of aerosol particles under the
flow conditions. Coagulation terms appear as integrals in the GDE. The first integral
in the GDE represents the rate of formation of new particles of a particular size due
to collision of 2 particles of smaller sizes. The second integral represents the rate of
depletion due to particles of a particular size combining with another particle.

The particle diffusivity used in the above equation is also a function of particle
size and is given by

D � kbTCc

3πμgdp
(2)

where kb is the Boltzmann constant, T is the temperature, μg is the gas viscosity, and
Cc is the Cunningham slip factor [6, 8]

Cc � 1 + Kn ∗ (2.514 + 0.8 ∗ exp(−0.55/Kn)) (3)

where Kn, Knudsen number, is the ratio of the mean free path of the gas particles
(λ) to the particle diameter (dp) and is given as

Kn � 2λ

dp
(4)
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2.1 Coagulation

Coagulation is the process of aerosol particles colliding with each other and forming
a bigger particle. The frequency with which such collisions occur depends on the
forces acting on the particles and on the size of the colliding particles. The function
expressing this collision frequency is called the Coagulation Kernel. Examples of
coagulation kernels are the Brownian Kernel and the Gravitational Kernel etc.

Various forms of the Brownian kernel exist for the continuum regime (Kn� 1),
free molecular regime (Kn� 1) and the transition regime (Kn≈1). In all studies
reported in this work, the Fuchs kernel [10, 15] was employed. The Fuchs kernel Kij
for collision frequency between 2 particles i and j is given by

Ki j � 2π (Di + Dj )(dpi + dpj )
dpi+dpj

dpi+dpj+2
√

δ21+δ2j
+

8(Di+Dj)

(dpi+dpj)
√

v̄2pi+v̄
2
pj

(5)

v̄pi �
√
8kbT

miπ
(6)

δi � 1

3dpiλi

[
(dpi + λi )

2 − (d2
pi + λ2

i )
3
2

]
− dpi (7)

λi � 8Di

πvpi
(8)

where dpi and dpj are particle diameters, Di and Dj are particle diffusivities, vpi and
vpj are thermal velocity of air molecules of same size as the aerosol particles, and δi
and δj are distance from particle surface to continuum/freemolecular regime dividing
surface, λpi and λpj are particle mean free path, mi is the mass of particle i.

The nodal approach [24] was used to parameterize integration terms of coagu-
lation, with the range of aerosol particle sizes divided into a finite number of zero
width nodes. The ANSWER [1] CFD code allows for aerosol particle size range to
be divided into arbitrary number of equally or unequally spaced divisions. In this
study, the particle size range was taken to be logarithmically equally spaced. Since
the nodes are of zero-width, the size of new particles formed by collision may fall
between existing nodes. This was resolved by using a splitting factor [24] that assigns
the particles in a mass conserving fashion to the nodes adjacent to the new particle
size.

2.2 Gravitational Settling

Aerosol particles experience the downward force of gravity under simultaneous
counter drag. This force is proportional to the particle mass, so the bigger parti-



350 P. S. Rajagopal et al.

cles experience a larger force. The gravitational settling velocity vg is given by [13,
20]

vg � gτ (9)

where, τ is relaxation time,

τ � Ccρgd2
p

18μg
(10)

and ρg is gas density.
Only gravitational settling was used as a part of drift flux term in this study. Addi-

tionally, source term for the cases considered here are imposed lognormal distribution
with defined properties.

3 Code Validation

The validation of the coagulation and gravitational settling models used in the
ANSWER CFD code was carried out by comparison with published numerical and
analytical solutions.

3.1 Coagulation

To validate the coagulation module, we consider two cases of particle coagulation
in a well mixed chamber. It is assumed that due to well mixed nature of the flow, the
aerosol concentration is homogeneous. Except coagulation, all other transport and
aerosol mechanism were turned off. In the GDE (Eq. 1), all terms drop out except
the time derivative of the number concentration, the coagulation integral terms, and
the source term. The collision frequency determining the particle coagulation was
taken as Fuchs kernel (Eq. 5).

In case A, the chamber is assumed to contain an initially homogeneously mixed
lognormal distribution [16, 21] of particles (Eq. 11) undergoing coagulation.Without
any injection or removal of particles (by deposition or ventilation), coagulation will
increase the concentration of larger sized particles and decrease the size of smaller
sized particles.

n(v, t) � N0

3ln(σ )
√
2π

exp

{−ln2(v/vm)

18ln2(σ )

}
1

v
(11)

In above equation, n(v, t) is the number concentration of a particle of volume v
(per m3), N0 is the total number concentration of particles at the inlet (per m3), vm is
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Fig. 1 a ANSWER versus NGDE comparison for initial log-normal distribution b ANSWER
versus NGDE comparison for continuous injection of aerosol

themean particle volume of the distribution and σ is the geometric standard deviation
(GSD) of the distribution.

For case a, the initial number concentration of particles was taken to be 1012/m3,
with mean diameter of the lognormal distribution as 10 nm and GSD of 1.3. For case
b, a continuous injection of particles into the chamber at the rate of 1012/m3/s, with
a mean diameter of 10 nm and GSD of 1.3 was taken. For both case a and case b,
aerosol particles in the size range 1 nm to 1 μmwere divided into 41 nodes, with the
particles sizes distributed in a geometric ratio.

The results for case a and b from the ANSWER coagulation module were com-
pared to the results from the published NGDE code [24] for identical conditions.
Figure 1a shows the initial condition and predictions for case a after 2 h of physical
time. It is seen that the peak of the distribution has moved to the right indicating an
increase in particle size due to coagulation. Since no aerosol is removed from the
chamber, conservation of aerosol particle mass leads to an overall decrease in the
peak of the size distribution.

Figure 1b shows the initial condition (and continuous source distribution) and size
distribution after 2 h for case b. It is seen that the peak concentration has increased
due to a continuous injection of aerosol. The distribution also becomes bi-modal
indicating the formation of coagulation peak.

It is seen that the ANSWER solution matches results from the NGDE code well
for both case a and case b.

3.2 Gravitational Settling

The gravitational settling module in ANSWER was validated by comparison with
the analytical solution for deposition efficiency for 2-D laminar flow in a duct [23]. In
a 2-D rectangular duct of height h and Length L, the deposition efficiency E (ratio of
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particle mass deposited by gravitational settling to total mass coming into the duct)
for particles of a particular size for flow with mean velocity of U is given as (Eq. 12)
[23]

E � 1

2

VsL

Uh
(12)

where VS is the gravitational settling velocity (Eq. 9) of a particle.
For the ANSWER simulation, the velocity profile in the duct was set to be

parabolic with a mean flow speed U. Particles of different sizes were assumed to
come into the duct through the entire height of the inlet at constant concentration.

Figure 2 shows a comparison of deposition efficiency for theANSWERsimulation
with the analytical solution (Eq. 12).As canbe seen, code predictionsmatched closely
with the analytical results.

Fig. 2 Deposition efficiency of gravitational settling of particles for laminar flow in a 2D duct

4 Methodology and Problem Definition

The objective was to compute the concentration of aerosol particles of different sizes
as a function of time and space in the domain of interest. The transport and dynamics
of aerosol are governed by the GDE (Eq. 1). The solution of the GDE requires the
flow field.

A steady state flow field is obtained using the ANSWER [1] CFD software.
ANSWER is a finite volume based CFD code [22, 26, 28] that solves the full 3-D
Navier-Stokes equations and heat and mass transfer, for incompressible and com-
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pressible flowswith arbitrary polyhedral grids.ANSWERalso has various turbulence
models including k-ε and LES.

Once the flow field was obtained, ANSWER was used to compute the aerosol
transport and dynamics. A separate transport equation was solved for each aerosol
particle size class k at every time step (the particle size range being divided into k�1
tomclasses).ANSWERsolves forNk’s,which are the particle number concentrations
in the size range (k − ½) to (k+½).

The GDE is an integro-differential equation due to the presence of the coagulation
terms. The integral terms were treated explicitly in time and appear as source terms
on the right hand side.

Settling terms such as gravitational settling, thermophoresis etc.were incorporated
into the GDE as drift flux terms. The appropriate drift velocity was calculated at each
cell face for every active settling. The settling terms were also handled explicitly in
time in the code.

Since coagulation kernels are functions of temperature, the kernels will be recom-
puted at every cell and at each time step for cases where the temperature is a spatially
and temporally varying field.

5 Case Studies

5.1 Reaction Chamber

Reaction chambers are used for aerosol experiments either for providing controlled
conditions or for generating desired outlet parameters. Particles are introduced into
reaction chamber to obtain a spatially uniform concentration. The size distribution
of the aerosol at the outlet is also important for coupling to other sections. In this
case study, a cylindrical chamber of diameter 0.4 m and length 1.4 mwas considered.
The inlet and outlet were both of diameter 100 mm. The carrier gas was assumed
to carry the aerosol particles at the inlet. The inlet size distribution of the aerosol
was assumed to be log-normal. The carrier gas properties were taken to be density
ρ�1 kg/m3 and viscosity μ�2×10−5 kg/m/s.

Both 2-DAxi-symmetric and 3-D simulations under three different flow scenarios
were considered. The first scenario had only axial flow at the inlet. In order to enhance
mixing and increase the residence time of the particles inside the domain, two further
scenarios were considered with an added swirl (tangential) component to the inlet
flow. The swirl strengths for the two additional scenarios were 20% (low swirl) and
80% (high swirl) of the axial flow speed respectively. The design of the chamber was
modified for 3-D simulations to further enhance mixing under all flow conditions
used in 2-D case.
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5.1.1 Case 1: 2-D Axi-Symmetric Simulation

The inlet carrier gas flow rate is taken to be 10 kg/h for this simulation. The Reynolds
number (Re) based on the inlet dimension came out to be 7911. The flow is in the
turbulent regime and the standard k-εmodel was used. The inlet turbulence boundary
conditions were taken to be

Turbulent kinetic energy: k�3/2(U0I)2

Turbulent length scale: l�10% of inlet diameter
Where U0 is the inlet flow speed,
I (turbulent intensity)�0.16×Re−1/8 (CFD Online [7].
The finite volume grid contained 195 and 28 cells in the X (axial) and Y (radial)

directions (5460 in 2-Ddomain).ANSWERCFDcodewasused to obtain a converged
flow solution, with momentum residuals<1×10−8 at convergence. Figure 3 shows
the computational domain.

For the aerosol transport, the inlet aerosol total number concentration was taken to
be 1x1012/m3,with amean particle diameter of 100 nmandGSD�1.5. Theminimum
and maximum aerosol particle sizes were 1 nm and 1 μm (1000 nm) respectively,
with 25 size classes distributed logarithmically equally between them. Gravitational
settling is significant beyond particle sizes of 1 μm. Below this size, settling can be
ignored and the simulation can be carried out in the 2-D axi-symmetric mode. The
transport simulations were carried out in transient mode for 2 h to ensure the particle
concentrations had reached a steady state within the domain.

Figure 4 shows the total number concentration of particles in the domain as a
function of time. The total number concentration of particles reaches an equilibrium
value within 5 min for the high swirl scenario, but takes 20 min for the no swirl and
low swirl scenarios. It is also seen from Fig. 4 that the total number of particles is
roughly the same for the cases with no swirl and low swirl, while the 80% swirl
scenario shows a slightly higher equilibrium total number of particles. This indicates
the high swirl scenario convects the particles to the outlet much faster, reducing the
time the particles have to undergo coagulation.

Fig. 3 Computational Domain for case 1
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Fig. 4 Total number concentration of particles for N0 �1×1012/m3

Fig. 5 Particle size distribution at outlet for N0 �1×1012/m3

Figure 5 shows the particle size distribution at the outlet and Fig. 6 shows the
average size distribution in the domain after 2 h for the same case.

It is seen in Figs. 5 and 6 that the flow conditions do not affect the particle size
distributions. There is a minor change in concentrations at lower particle sizes but
the peak and the width of the distribution are unaffected.

This can be understood by examining the time scales of various processes involved
in the dynamical evolution. The convective time scale, tconv, is roughly L/U0, where
L is the domain length. For the case under consideration, tconv is of the order of 100 s.

The coagulation time scale is given by [5]
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Fig. 6 Average particle size distribution in the domain for N0 �1×1012/m3 after 2 h

tcoag � 2

KminN
(13)

where Kmin is the minimum value of the coagulation kernel, and N is the number of
particles in the domain. For the case of N0 �1× 1012/m3, the coagulation time scale
is of the order of 105 s. Therefore the flow conditions have little effect on the size
distribution.

Further simulationswere carried outwith a higher inlet total number concentration
of N0 �1× 1015/m3. In this scenario, the coagulation time scale is roughly the same
as the convection time scale.

Figure 7 shows the time evolution of the total number of particles within the
domain.

The effect of the flow now be clearly seen in Fig. 8 showing the outlet size
distribution. The peak of the distribution has moved from 100 nm at the inlet to
200 nm at outlet for no swirl and 20% swirl scenarios, and closer to 300 nm at outlet
for the 80% swirl scenario.

The swirl is limited to the inlet diameter and dies down quickly in the radial
direction. The flow in the domain away from the axis is mostly unaffected by the
swirl and this is seen in Fig. 9 where the average size distribution was unaffected by
the flow conditions.

5.1.2 Case 2: Full 3-D Simulation

Afull 3-D simulationwas also carried out for a reaction chamber design. The chamber
diameter is 0.4 m and length is 1.4 m. To enhance mixing, a secondary ring inlet
with a number of periodically located holes is placed 400 mm downstream of the
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Fig. 7 Total number concentration of particles for N0 �1×1015/m3

Fig. 8 Particle size distribution at outlet for N0 �1×1015/m3

inlet. The inlet carrier gas flow rate is taken to be 10 kg/h. The flow rate through this
secondary inlet is also 10 kg/h. The turbulence boundary conditions are applied as
in Case 1.

Thefinite volumegrid contained 77,153 cells in 3-Ddomain.ANSWERCFDcode
was used to obtain a converged flow solution, with momentum residuals<1×10−8

at convergence.
Figure 10 shows the computational domain.
Figure 11 shows the inner details of the secondary inlet (Ring portion) in Fig. 10.
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Fig. 9 Average particle size distribution in the domain for N0 �1×1015/m3 after 2 h

Fig. 10 Schematic of Reaction Chamber for Case 2 showing inlets and outlet

Figure 12 shows the total number concentration of the particles in the domain
as a function of time for N0 �1 × 1012/m3. It is now seen that, unlike in the 2-D
axi-symmetric simulations, the equilibrium total number concentration of particles
is slightly lesser for flow with higher swirl compared to no swirl and 20% swirl
scenarios. This also shows that the high inlet swirl and secondary ring flow interact
to increase residence time for particles, leading to greater coagulation.

Figures 13 and 14 show the average and outlet size distributions respectively. It
is seen that the flow conditions have no effect on the distribution and that the peak
has shifted very little from the inlet conditions. The shift is however more than what
can be seen in the 2-D axi-symmetric simulations, indicating that effect of the flow
in the secondary inlet was to slightly increase the residence time of particles inside
the chamber.
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Fig. 11 Secondary inlet ring details in Reaction chamber: 1. Primary inlet 2. Secondary inlet 3.
Circumferential hole on ring, and 4. Ring

Fig. 12 Total number concentration of particles for N0 �1×1012/m3

For higher inlet total concentration of N0 �1 × 1015/m3, the total number of
particles in the domain reaches an equilibrium value very quickly, as seen in Fig. 15.
The higher swirl flow scenario is again seen to have a slightly lower equilibrium
value.
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Fig. 13 Particle size distribution at outlet for N0 �1×1012/m3

Fig. 14 Average particle size distribution in the domain for N0 �1×1012/m3 after 2 h

Figures 16 and 17 show the average and outlet size distributions respectively.
While the peak of the distribution has shifted to the right from the inlet conditions,
all the flow scenarios lead to same location of the peak. The outlet size distribution
shows a slight shift towards the right for smaller particle sizes under the high inlet
swirl condition.
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Fig. 15 Total number concentration of particles for N0 �1×1015/m3

Fig. 16 Particle size distribution at outlet for N0 �1×1015/m3

The difference in results between the axi-symmetric and full 3-D simulations
indicate that the effect of the secondary inlet was to enhance mixing so that the size
distribution is very similar for all flow scenarios considered.
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Fig. 17 Average particle size distribution in the domain for N0 �1×1015/m3 after 2 h

6 Conclusions

ANSWER CFD code was coupled with an aerosol module incorporating aerosol
dynamic equation in a CFD platform. The modified code uses coagulation, gravita-
tional settling, aerosol diffusion and thermophoresis as part of GDE. The standalone
modules were validated using published analytical solutions. Aerosol transport and
dynamics was simulated using themodifiedANSWERCFD code. These simulations
were carried out for a typical reaction chamber design to understand the effect of
different flow conditions and aerosol total number concentrations on the size distri-
bution within the domain and at the outlet. The simulations showed that:

1. The reaction chamber design is robust with respect to the flow conditions for
aerosol inlet total number concentrations of 1 × 1012/m3 and 1 × 1015/m3. This
can be explained in terms of the time scale of convection being much less than
coagulation time scale.

2. For higher aerosol inlet concentrations, significant shift was seen in the average
and outlet distributions from inlet distributions.

3. The presence of the secondary ring inlet was seen to lead to identical aerosol
distribution for different flow scenarios. Its effect might be to enhance mixing
within the domain. Further study under different configurations of the secondary
ring inlet is required to understand its impact.
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Fire Testing and Study of Liquid Pool
Fire in Multiple Compartments

Pavan Kumar Sharma, Anoop Kumar Raut and Abhijit Kushari

Abstract Many experimental/numerical studies on single compartment or single
room fires have been reported in the literature but few studies are available for mul-
tiple compartments. There is a need for fire studies in multiple compartments as it
may help in predicting fire impact in buildup environments with multiple compart-
ments. In the present work, fire experiments were conducted in a real life two-storey
compartmentalized concrete building. Aviation Turbine Fuel (ATF) was used as the
liquid fuel to generate pool fire. The work, focused on the thermal hydraulic aspects
like heat distribution to the corresponding walls, temperature near walls, vertical
distribution of temperature close to fire and comparison of heat-flux and temperature
at specified locations in the interconnected rooms. The study elucidates the impact
of ventilation on various thermal and hydraulic aspects of fire.

Keywords Multi-compartment · Pool fire · Thermal-hydraulics ·Wall heat flux

1 Introduction

The loss of lives and property damage because of fire accidents will always remain
a subject of global concern and scientific research, whether it is a fire accident in a
building, in an office or in a nuclear power plant. The degree of concern increases
with the importance of that building: for example, fire in a nuclear plant is more
of a concern than fire in a commercial building because the former causes loss of
life and property as well as long-term environmental impact on its surroundings.
This motivation for fire research has varied vastly from investigating fire scenarios to
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understanding the production of toxic species and behavior of fire and heat spreading
during building fires. Studying compartment fires is a part of that motivation where
researchers are more interested to study the fire behavior and its effect in a confined
enclosure, which replicates an actual fire scenario in a building. The behavior of fires
in building structures with interconnected multiple compartments often differs in
fundamental ways from fires in a single confined space. Such fires have been poorly
explored so far. The work by Luo and Beck is one of those few previous studies
which were performed in a multi-room environment [1]. The current work adds to
this literature.

Room fire or compartment fire is treated as enclosure fire. As defined by Karlsson
[2], enclosure fire is the fire in a confined space, which is controlled by confined
space for air availability and thermal environment; and this affects the burning rate,
growth and life period of fire. So, while designing the fire safety models; fire growth,
temperature, heat and duration required for fire control are some of the aspects
that always need to be considered [2]. Materials used in building construction and
plastic materials used in building interiors are some other factors that should not be
overlooked [3].

Life Period of fires in compartment start with growth phase followed by fully
developed fire during development phase and then burns out with decay phase [4].
Fire ignited in development phase grows in size from a small to large fire; if it is
not suppressed it grows to its maximum size which depends on the amount of fuel
supply and amount of oxygen available [5–11]. The development of fire depends on:
(a) size and shape of compartment [10], (b) amount of fuel supply [10], (c) amount
and availability of other combustible material around fire (which feeds the fire and
causes it to grow), (d) provision and amount of ventilation in the compartment that
regulates the air flow which can influence the thermal energy distribution [12, 13]
and (e) type of building constructionmaterials used [2]. Fire development phase goes
through flashover transition, which requires major attention because it is the phase
where fire can be suppressed before it affects the safety of human life and structure
[5]. After flashover, when fire becomes fully developed, heat energy released in the
enclosure is at its greatest and sometimes it is limited because of unavailability of
sufficient oxygen. In case of insufficient oxygen, the fire becomes oxygen starved
and starts to decay.

In compartment fires with growth of fire, heat transfer occurs by the process of
radiation, convection and conduction but it is usually dominated by radiation [2]. The
soot is the carrier of heat because the soot particles produced by combustion radiate
the heat energy in all direction. Ventilation plays an important role in fire sustenance
as the lack of oxygen can lead to burnout; on the other hand, it generates the path
for smoke and soot to travel from one compartment to another. In buildings, doors
and windows are generally used to provide natural ventilation and they become the
passage for air entrainment to enclosures. The limited supply of oxygen in a closed
enclosure creates chances of generation of the carbon mono-oxide (CO) gas if any
oxygen hungry equipment is running nearby [8].

Heat flow, convection, combustion, radiation, soot generation and burnout phe-
nomenon are also the part of prediction for evaluation and generation of a fire
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model.During comparisonbetween computational results and available experimental
results, thermal radiation and soot radiation are two of the significant factors that play
important role in accurate prediction of fire scenarios [14]. Smoke flow and tempera-
ture distribution during ventilation-controlled fire in compartments are dependent on
ambientwindflowdirection and speed.Duringfire incidents in tall buildings, ambient
wind blow/flow affects smoke dispersion and fire dynamics. Ambient wind enter-
ing the compartment has two different effects: it supplies fresh air for entrainment,
which provides more oxygen to promote fire growth, and because of entrainment of
air, it promotes cooling process through convective heat transfer [15]. Many works
available in literature are proof of how experimental and simulated results were used
for confident predictions of firefighting by creating real life fire conditions. The real
scale fire studies help fire fighters to understand the phenomenon of fire growth and
smoke filling in multiple compartments [16, 17]. There are many experimental stud-
ies; in which full-scale fires in real scale rooms were studied, which replicates real
life fire scenarios like in an office fire [18] or a storehouse fire [19]. These studies tell
us that these types of full-scale experimental studies also help to modify fire safety
policies and regulations. Full-scale experimental studies on single enclosures fires
are also conducted in different weather conditions as per the geographical location
of the building [17]. Work by Byström et al. [17] is an example of experimental
studies where the fire studies were done at very low ambient temperature in a real
scale building where horizontal and vertical compartmentalization were present.

With the goal to improve our understanding of fire and plume dynamics inmultiple
compartments, a research program was initiated for the study of associated thermal
hydraulic aspects in multiple compartments, for a controlled fire burning in one com-
partment. A two-storey building with four full-scale rooms (interconnected multiple
compartments) was used for a range of experiments. The heat and smoke transport
to multiple compartments was studied with detailed measurements of heat-flux on
boundaries, temperatures at different points, measurement of velocity and pressure
of fire plume entraining through an opening at the ceiling, soot concentration and
detailed measurement of increment in level of carbonaceous gases with depletion of
Oxygen.

2 Description of the Facility and Instrumentation

At IIT Kanpur, an extensive fire testing facility, the first of its kind in India, has been
developed to study single ormulti-compartment fire scenarios and understand various
aspects of fire dynamics, propagation and control. The state of the art instrumentation
available in the facility is being used for fundamental and applied studies involving
fire, combustion and fire safety issues. We have used two liquid fuels to generate two
different types of pool fires, Aviation Turbine Fuel (ATF) and n-heptane. However,
only the results pertaining to oil (ATF) fire is presented in this paper. The details
of other experiments can be found in [20]. Figure 1 represents the state-of-the-art
fire facility being used for the study of compartment fires, which contains four real
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Fig. 1 Schematic of multi-compartment of fire testing facility at IITK

scale rooms in a two-story building. The figure shows all of the four compartments
(/rooms), in which first and second rooms are on ground floor while third and fourth
are above them. All the rooms have same dimensions. All rooms have an inspection
door opening (0.86×2.06 m) on their North sidewall. The first compartment has
multiple windows on its East-wall at its Southeast corner, which is built by dividing
a door into four equal parts. Dimension of each window is 0.84×0.51 m (L×H).
The adjacent compartments are interconnected through a middle door between them.
The ceilings of the two top compartments are connected with an exhaust duct. Many
slots are present at different locations in all of the rooms for positioning the sensors.

In the test reported here, free ventilation was maintained in the compartments. In
this phase, all the 4 rooms in the facility were used for study; the first room where
fires were ignited is the most important room for this study as this room has most
of the sensors. The other rooms also have the sensors which were used to compare
the data collected from fire room with other inter-connected rooms as the adjacent
compartments are affected and influenced by the thermal-hydraulic affects due to
room fire.

Measurement of the heat flux on the walls was one of our main goal. Therefore,
we have installed different types of heat flux sensors on the walls of the room at
multiple locations. There are 5 types of heat flux sensors mainly used for this study.
The HFP01 is a wall mounting round plate type sensor that measures the conductive
heat flux over the wall. The SBG01 is Schmidt-Boelter heat flux meter to study the
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Table 1 Location and Coordinates of heat flux sensors

Heat flux sensor

No. Sensor name Rooma Location Coordinatesb (x,
y, z)

1 SBG01 Fire room Ceiling-center 1.98, 2.05, 4.2

2 SBG01 Floor 1.2, 1.54, 0.38

3 HF03 Fire room South wall 2.06, 4.09, 1.34

4 HF03 North wall 2.63, 0, 1.35

5 RC01 Fire room East wall 0, 2.03, 2.72

6 RC01 Side room (/Top
room)

West wall R-2 (4.09+4.01,
2.54, 2.71)
R-3 (0, 2.54,
4.26+2.71)

7 HFP01 Fire room East wall, E8 0, 3.78, 2.46

8 HFP01 Fire room East wall-center 0, 2.03, 2.1

9 HFP01 South wall-center 2.06, 4.09, 2.25

10 HFP01 North wall-center 1.93, 0, 2.22

11 HFP01 West wall-center 4, 2.04, 2.34

12 HFP01 Side room East wall-center 4.23, 1.96, 2.4

13 HFP01 Side room West wall-center 4.09+4.01, 2.0,
2.32

14 HFP01 Top room East wall-center 0, 2.11, 4.2+2.29

aFor convenience room-1 is named as fire-room. Room-2 is named as side-room and room-3 is
named as top-room
bOrigin of the coordinate system is the North-East corner of the fire room

fire and fire resistance and HF03 is a portable high range heat flux sensor. The RC01
is a square plate radiation-convection heat flux sensor. Details of the locations of the
heat flux sensors are provided in Table 1.

In two-zone fire models, generally a room is divided into two different zones,
the upper zone and the lower zone. The upper zone is the hotter region affected by
hot air floating beneath the ceiling while the lower zone is colder and heavier. Upon
heating, the air from the lower zone moves towards the upper zone establishing a
convection current. We have divided the room in two zones to study the distinctive
behavior of each. The wall sensors (HFP01) are mounted at the center of the walls to
measure the heat flux at the center point of zone boundaries. A set of HF03 sensors
wasmounted in the lower zone of north and south walls of the fire-room. Two SBG01
were mounted near the pool for fire monitoring, one was mounted on a frame kept
near the pool facing upward and another one hanging from the ceiling center facing
downward. Two RC01 or rad-con sensors were mounted at the upper zone of the east
wall of fire-room and west wall of side-room to measure heat flux by radiation and
convection on compartment boundaries.
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Table 2 Location and coordinates of thermocouples

Room Location of
thermocouple

Coordinates (x, y, z)

1 Fire room East-wall 0, 2.03, 2.72

2 Side room/top room West-wall East-wall R-2 (4.09+4.01, 2.54,
2.71)
R-3 (0, 2.54,
4.26+2.71)

3 Fire room Pole, P4 (4.13 m
above)

2.0, 2.70, 4.14

4 Fire room Pole, P3 (3.13 m
above)

2.0, 2.70, 3.14

5 Fire room Pole, P2 (2.13 m
above)

2.0, 2.70, 2.14

6 Fire room Pole, P1 (1.13 m
above)

2.0, 2.70, 1.14

7 Top room center of room
(2.13 m above floor)

2.0, 2.10, 4.26+2.14

8 Side room center of room
(2.13 m above floor)

4.09+2.0, 2.1, 2.14

9 Fire room East-South corner
@E8, above windows

0, 3.82, 2.46

10 Outside the fire room S1 (2.13 m above
floor)

Behind the south wall
at South-East corner

11 Fire room South-West corner
@S4

4.08, 3.50, 1.40

12 Fire room West-wall, within wall
above door

4.09, 2.0, 2.13

Table 2 shows the list of the thermocouples with their location and coordinates.
K type thermocouples of 3 mm thickness were used at different places to record the
temperature variation at respective points with respect to time and with respect to the
fire growth. A vertical pole was installed at the center of the fire-room (near the pool)
into which 4 thermocouples were mounted to measure the temperature variation of
the fire plume rising upward. The 1st thermocouple was 1.13 m above the ground,
the 2nd, 3rd and 4th thermocouple were at 2.13, 3.13 and 4.13 m above the ground.
Two thermocouples were hung from the ceiling at a height of 2.13 m above floor at
the center of side-room and top-room. This arrangement allowed us to compare the
temperature variation in all 3 rooms at the same point.

An NDIR based gas analyser that can measure NO, CO, CO2, CH4 and O2 gases
was installed outside of fire-room. The emission gas probe was kept at the north-east
corner of the fire room 0.5 m above the ground. Output results from analyser were
displayed on analyser’s display panel and output current in mA was acquired via
the data acquisition module. A 5-hole probe was used to measure the pressure and
velocity profiles at the ceiling opening of 0.5×0.5 m between room 1 (ground floor)
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Fig. 2 Schematic of experimental setup

and 3 (first floor) at the centre of the ceiling at different points on a grid. The pressure
data for a probe was acquired using a 36-port pressure scanner.

Various data acquisition modules were used to acquire analog outputs from these
sensors, which were in physical units, using LabVIEW software for further process-
ing. Further details of the measurements and instrumentation can be found in [20].
A schematic of the experimental setup is presented and an image of the pool fire is
shown in Fig. 2.

3 Results and Discussion

In the series of liquid fires, the first test involved the study of small oil pool fire.
For this test ATF (aviation turbine fuel) was used as the combustible liquid fuel. We
name this as oil fire because ATF is used as aviation oil and is similar to kerosene
oil used in industries and households. A small cylindrical vessel of 0.32 m diameter
was kept at a height of 0.35 m above the ground on a stand. Initially, the pool was
partially filledwithwater, and thenATFwas poured to fill the vessel. All thewindows
and front door were kept open to support free ventilation during fire. The fire was
ignited using a small cardboard paper dipped in ATF and placed over the surface of
the liquid; as the paper cardboard ignited it heated up the rest of fuel over the surface
and the fire spread over the surface. The estimated heat release rate [4] from this fire
was 200 kW. Test conditions are tabulated in Table 3.

Different measurements, e.g., heat flux, temperature, etc. were taken at different
locations and the results are discussed in this section. First, we will discuss the heat
flux variations at different locations. Figure 3a shows the heat flux measured at the
ceiling and the floor level. This plot shows that the maximum heat flux measured at
the ceiling was 1.06 kW/m2 at 420 s while that at the floor was 0.6 kW/m2 at 430 s.
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Table 3 Details of the test

Test conditions

Fire type Pool fire

Fuel type ATF (Aviation turbine fuel)

Fuel burner type Small cylindrical vessel of diameter 0.32 m

Windows/opening condition All windows open

Door opening condition All doors open

Ventilation condition Free ventilation (ambient temperature 23 °C)

Test duration 1200 s

Data rate (of processed results) 1 data per 10 s

The fact that the heat flux measured at the ceiling is almost double that at the floor
suggests the well-known dominance of buoyant convection in free burning pool fires.
After reaching the maximum, the heat flux started to decline at both the locations
which suggests that fire stabilized and then started to decay at a very slow rate after
420 s. Due to the excess amount of fuel, the fire did not extinguish till 1200 s which
was the specified time for the data acquisition. The opening in the ceiling ensures
that there is no accumulation of heat close to the ceiling. The measured heat flux
close to the ceiling exhibits a low frequency fluctuation due to the “Puffing” of burned
products out of the ceiling opening. Inherent buoyancy driven fluctuation of the flame
also contribute to this fluctuation in the heat flux.

Figure 3b shows the heat flux measured on the two opposite walls (north and
south wall) of fire room, which lies in the lower zone of the fire plume. At 460 s, the
maximum heat flux measured on north was 0.4 kW/m2 while that on south wall was
0.42 kW/m2. Due to the symmetry of the room, both the sensors received almost the
same amount of heat flux. Figure 3c shows the heat flux at the center of the east,
south, north and west walls of fire room. The maximum heat flux measured on the
north, south and east walls at 520 s were 221.3, 229 and 151 W/m2, respectively.
Whereas that at theWest wall was 209W/m2 at 580 s. The northwall, having the open
door and hence source of combustion air, has received higher heat flux compared
to others. On the other hand, the east wall did not have any ventilation opening,
resulting in lower heat flux due to the lower concentration of combustion oxygen in
that side of the room. The similarities in values are mainly because of the geometric
symmetry and differences are due to the presence of openings, which affects the hot
air distribution in the compartment. The fire seeks a source of oxygen to sustain itself
and hence tilts towards the door or window, resulting in higher heat fluxes closer to
the openings and lower fluxes away from the openings. Figure 3d shows the heat
flux measured at the center of walls of 3 rooms; i.e., the east wall of fire room, west
and east wall of side room and east wall of top room. The maximum heat flux was
measured on the fire room’s east wall (163 W/m2 at 530 s). On the side room’s east
wall, the heat flux was 19.5 W/m2 at 760 s, on top room’s east wall the heat flux
was 98.6 W/m2 at 610 s and on side room’s west wall was 18 W/m2. Thus, it can be
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Fig. 3 a Total heat-flux on floor (close to fire) and at ceiling (above the fire) in fire-room. b Total
heat-flux on lower zone of two opposite side of boundary walls (North wall and South wall) of
fire room. c Comparison between heat fluxes at center point of all 4 walls (North, South, East and
West wall) in fire room. d Comparison between heat flux at centre point on boundary walls of three
interconnected rooms (fire room, side room and top room). e Convective heat-flux at upper zone
of end boundaries of fire-room and side-room. f Total heat-flux at upper zone of end boundaries of
fire-room and side-room. g Convective heat transfer coefficient “h” at upper zone of boundary wall
of fire-room
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Fig. 3 (continued)
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concluded that the fire room walls received the highest amount of heat flux followed
by the top room and then the side room suggesting once again the dominance of
buoyancy driven upward convection of heat. The west wall of the side room or the
other end boundary of the lower compartment has received the least heat flux among
all, which is justified because of its location. Figure 3e shows the convective heat
flux measured on the east wall of the fire room and west wall of the side room. The
maximum heat flux received by east wall of fire room was 0.175 kW/m2 at 470 s
while on the west wall of the side room, the heat flux was only 0.0137 kW/m2. This is
much lower than the value on the same wall in the side of the fire room. The heat flux
from the fire room to the side room is primarily conductive and hence the convective
heat flux in the side room is very low even though there was an opening between
the two rooms. Figure 3f shows the total heat flux measured at the same location as
mentioned above in Fig. 3e. The maximum heat flux received by east wall of the fire
room was 0.34 kW/m2 at 400 s and on the west wall of the side room, the heat flux
was 0.04 kW/m2 at 760 s. The side room is not expected to receive any radiative
heat flux. Therefore, since the maximum convective heat flux was 0.0137 kW/m2,
the conductive heat flux through the wall is 0.0263 kW/m2, i.e. more than double
the convective heat flux. Figure 3g shows the convective heat transfer coefficient or
“h” in the upper zone of the boundary wall (east wall) of fire room. The coefficient
starts with a relatively high value at the beginning but decreases rapidly during the
fire growth stage stabilizing thereafter to a constant value of about 20 W/m2 K.

Figure 4a shows the temperature variation of fire plume rising upward in vertical
direction plotted using data from four thermocouples, which were mounted on a
vertical pole at every 1-m interval starting from 1.13 m. The maximum temperature
recorded was 41.3 °C at 1.13 m, 56.4 °C at 2.13 m, 56.6 °C at 3.13 and 60.4 °C
at 4.13 m. This shows that with increase in height the temperature of the plume is
increasing, as is common in buoyancy driven fires. Figure 4b shows the comparison
between 3 thermocouples at 2.13 m above floor level placed in 3 different rooms.
The highest temperature was measured in the fire room at 41.3 °C, the next highest
temperature was measured in the top room at 37.6 and the temperature measured in
side room was 24.18 °C, reached after a time delay of 1180 s due to the low rates of
heat transfer or heat flux as discussed in Fig. 3. Fire plume affects fire room the most
whereas after striking the ceiling it entrains into the top compartment (or room) and
very small amount of hot air enters the side room from the upper zone and from the
lower zone (doors and windows) cold air entrains into the fire room to sustain the fire.
Figure 4c shows the temperature variation of air close to the walls. The temperature
comparison between the upper zone (above the doorway on East wall) and the lower
zone (on South-West corner) of the fire-room shows that the maximum temperature
recorded in the upper zone of the east wall was 49.7 °C while that measured on
the south wall was only 28.7 °C. The temperature increase in the upper zone of the
east wall is higher than the growth in lower zone of south wall. Figure 4d shows the
temperature variation between the end boundaries of the two rooms (east wall of fire
room and top room). The highest temperature measured in fire room was 45.4 °C
and in the side room was 25.8 °C, which is also reached at a much later time. The
difference in temperature and the time is quite obvious, as the temperature growth
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on the boundary of the fire room will be faster compared to side room, due to larger
heat fluxes in the fire-room. The hot air travelling from one end of the fire room to
other end of the side room will take some time and meanwhile it will keep losing the
heat to the surrounding. Thus, the temperature at the end boundary of side room is
not affected much by presence of fire.

The measured data shows a rapid increase in wall heat flux followed by a gradual
drift during the fire development and sustenance stage as seen in Fig. 3. However,
the fire affects only the fire room and the top rooms, with almost no impact in the
side room suggesting the dominance of buoyancy in fire propagation.

Figures 5a–c show the plots obtained from emission measurements. The average
value of CO during peak period of fire was 0, CO2 was 0.2 vol.% and O2 decreased
by 0.3 vol.%. The case being with free ventilation is expected to have minimal
variation in emission parameters with almost complete combustion of the fuel vapour
resulting in the absence of CO. Figures 6a–c show the velocity and pressure of fire
plume entraining the top compartment. The maximum velocity of plume measured
was 2.76 m/s. The maximum dynamic pressure measured was 13 Pa at 210 s. The
higher values of axial velocity (Fig. 6a) as compared to other velocity components
confirms the fact that the fire is primarily buoyancy driven and hence the side rooms
are not affected by the fire plume as has been discussed earlier. The fluctuation of
the velocity data with time suggests “puffing” of the burned products out of the fire
room at a low frequency of about 0.05 Hz.

The data presented so far establishes the primacy of buoyancy in the thermal-
hydraulic aspects of fire in a room. The side rooms are much safer as compared to
the top rooms vis-à-vis the fire room. The emission parameters are well within the
acceptable limits in case of well-ventilated fires and the wall heat fluxes are also not
very large. Therefore, proper thermal stress management of the ceiling is expected
to make a building fire safe. However, in order to study the impact of fire on walls,
corner fires and the fires in the vicinity of the walls must also be studied. The present
chapter provides an extensive data base of the designers to validate the fire safety
codes.

4 Conclusions

Detailed measurement of wall heat flux, temperature, pressure, velocity and emis-
sions were carried out for a small pool fire of ATF in amulti-compartment fire facility
under well-ventilated conditions. It was observed that the primary impact of the fire
was in the fire room and in the room just above the burning fire suggesting the domi-
nance of bouncy on fire plume dynamics and growth. The fire had veryminimal effect
in the side rooms. The growth of the fire plume is accompanied by a rapid increase
in wall heat flux and temperature in the fire room followed by a steady state. The
data presented in this paper can be a good source for the validation of fire simulation
codes.
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Fig. 4 a Temperature variation of fire plume rising upward in vertical direction above floor. b
Comparison between temperatures at centre point of all three interconnected rooms. c Temperature
variation closed to wall between upper zone (above doorway on East wall) and lower zone (on
South-West corner) of fire-room. d Temperature variation between end boundaries of ground floor
rooms (fire-room and side-room)
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Fig. 5 a CO concentration in vol.%. b CO2 concentration in vol.%. c O2 concentration in vol.%



Fire Testing and Study of Liquid Pool Fire … 379

Fig. 6 a Axial velocity of the fire plume at the centre of the ceiling opening. b Planer velocities
(along y and z) of the fire plume at the centre of the ceiling opening. c Gauge pressure measured at
the centre of the ceiling opening
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Study of Liquid Breakup Mechanism
for Application of Solid Rocket
Propulsion

Ryoichi Amano and Yi-Hsin Yen

Abstract Aluminum-based solid fuel is widely used in solid rocket propulsion sys-
tem. During combustion, the solid fuel transforms into liquid status oxidant and
agglomerate into droplets which impinge to the inner wall of solid rocket motor
(SRM) nozzle and result in erosion problem. When a droplet breaks up into smaller
size droplet results in less inertia which has a higher chance to following the exhaust
gas stream instead of impinging to the innerwall of the nozzle. In this study, the liquid
breakup is achieved by changing the fluid property of surface tension. The result of a
liquid breakup is obtained using computational fluid dynamics (CFD) simulation of
large eddy simulations (LES) and compared with experiment. The result presents the
reduction of droplet size by changing the liquid surface tension. The mechanism of
droplet breakup is discussed which is found to be due to the lower Laplace pressure
or droplet bounding pressure lead to the lower surface tension of the liquid.

Keywords A liquid breakup · Two-phase flow · LES · Solid rocket motor

1 Introduction

The aluminum-based propellant solid rocket propulsion system is widely used in
aerospace industry due to its low operational cost and readiness to manufacture,
In propellant combustion stage, aluminum-based propellant oxidize into aluminum
oxidant or alumina which is liquid status under the high-temperature environment
(2,700–3,000 K) in combustion chamber [1]. The liquid status alumina droplet pro-
duced after combustion reaction can be agglomerated into a larger size of a droplet
which accelerates by the exhaust gas and melts propellant flow through the combus-
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tion chamber to the exit nozzle. This process results in nozzle erosion problem by
alumina droplet impingement [2]. The erosion changes nozzle throat geometry and
leads to throat area increase. In this study, liquid breakup behavior is investigated by
varying the liquid surface tension. The result is compared to experiment and LES
simulation. The result of the experiments and simulations were compared with image
superimpose technique.

As aluminum is used metallic solid fuel with characters of high performance,
economical and less toxic to the organism and less environmental impact. The com-
bustion of aluminum-based propellant with ammonium perchlorate (AP) produce
alumina (Al2O3), which is in liquid status with size ranging from 1 to 500 μm in the
combustion chamber. AP tends to agglomerate and from alumina slag, during those
slag and alumina particles impinge on the nozzle throat lead to erosion and remove
material on the inner wall of the nozzle. The erosion process changes the geometry
of nozzle especially the nozzle throat and the nozzle performance decreases due to
increasing nozzle throat diameter or reduce the exit/throat area ratio. Once throat/exit
area ratio reduction, the optimized nozzle geometry start to deform, and the exhaust
gas velocity dropped which affect rocket performance [3, 4].

Smaller-sized particles are more accessible to follow flow stream of carrier gas
due to higher projection area to mass ratio. Thus, the smaller particle will have more
chance to avoid impinging on the nozzle wall during rapid direction changing the
curvature of flow stream near the nozzle entrance. Therefore, the reduction of the
average alumina particle size will be a potential approach to reduce erosion problem
of SRM and further improve the performance and burn time [5]. Combustion cham-
ber pressure highly dominates the agglomerate particle size inside the combustion
chamber; it is confirmed that higher the pressure reduces the agglomerate particle
size. However, the means of increasing the chamber pressure to reduce agglomerate
particle size will be limited due fuel burn rate, thrust control. The rocket structure
will need to take into concern at the same time for target operation chamber pres-
sure modification. The study of liquid breakup mechanism could provide a better
understanding of reducing agglomerate particle size which is the purpose of this
study.

2 Experimental and CFD Setting-up

2.1 Experimental and CFD Geometry

The experimental set-up is shown in Fig. 1.
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Fig. 1 Test section

2.2 Structure of Numerical Tool

TheComputational FluidDynamic (CFD) approachwe use is Large Eddy Simulation
(LES) to simulation gas-liquid interacting flow.

2.3 Large Eddy Simulation

The turbulence structure is shown in Fig. 2. We could observe that there are the
multiple structures of turbulence. The large eddy simulation (LES) technique solves
turbulence behavior accurately. Therefore LES could better predict the turbulent flow
behavior. However, compared to Reynolds-Averaged Navier-Stokes (RANS) solver
LES required finer mesh to address useful eddy sizes, and this makes LES becomes
more computationally expensive to RANS solver. Due to the computer technology
rapidly growth in last two decades.

The set of the equations of Navier-Stokes equations are given by
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For the large-eddy simulation, the equations need to be spatially filtered into the
resolved-scale component and subgrid-scale (SGS) component, the resolved-scale
component is defined as
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Fig. 2 Liquid breakup comparison of experiment and CFD method of LES and DES [1]
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Note: τi j � ũi u j − ũi ũ j .
Smagorinsky Subgrid Scale model [6] is the earliest LES Subgrid Scale model

which applies mixing length hypothesis to model the subgrid-scale stresses. Over
several decades of development, the subgrid-scale model evolves better in predicting
flow field. The subgrid model [6] uses the turbulent viscosity as:

μt � ρ�2Sw (5)

3 Breakup Mechanism

As shown in Fig. 1a, water surface tension (yellow arrow) that holds the liquid in
a spherical shape to maintain least surface potential, the additional pressure inside
droplet caused by surface tension is described as Laplace pressure. Figure 1b is when
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Air Direction

(a) (b)

Fig. 3 Laplace pressure and stagnation pressure (Photo by UW-Milwaukee Wind Tunnel Lab)

air interacts with droplet with a certain speed, the stagnation pressure (black arrow)
act on the surface of the droplet and force it to deform Fig. 3. It depends on the
balance of those two principal force balance whether the droplet will break up or
not.

The difference in pressure between in and outside of a liquid droplet caused by
surface tension is expressed as Laplace pressure which could be given using Young-
Laplace equation shown in the following.

�P � −σ∇ · n (6)

where σ is the surface tension. The Laplace pressure is the product of surface tension
and divergence of the normal vector of droplet’s surface. By expanding Young-
Laplace equation in spherical coordinate, we could express the Laplace pressure in
Eq. (7), and where r is radius of droplet

�P � 2σ

r
(7)

The stagnation pressure of moving air flow that is responsible in deforming the
droplet is described by Eq. (8)

PStag. � 1

2
ρair v

2 (8)

where ρair is density of air and v is the relative air speed to the droplet. By rearranging
Eqs. (7) and (8), we could find the breakup pressure ratio (BPR) of stagnation and
Laplace pressure shown as following:

BPR � PStag.
PLap.

� ρairv2r

4σ
(9)
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In the above expression, the ratio of the breakup pressure is proportional to the
air density, square of two-phase velocity difference, the radius of droplet and inverse
proportional to the surface tension of the liquid. The expression of breakup pressure
ratio is similar to Weber Number.

We � ρair v2r

σ
(10)

Weber number represents the tendency of a liquid to break up due to balance
between gas-phase inertia to liquid surface tension force [7]. When the Weber num-
ber becomes high, the force due to surface tension is predominant over the inertial
forces deformation. This force, then, leads to the liquid breakup. Weber number of
5 or higher usually marks the threshold of a breakup. Weber number represents the
tendency of a liquid to break up due to balance between gas-phase inertia to liquid
surface tension force [7].When theWeber number becomes large, the surface tension
is dominant over the deforming inertial forces of air, which causes the liquid breakup
process. Weber number of 5 or higher usually marks the threshold of a breakup.

4 Flow Channel Experiment Result and Discussion

4.1 Liquid Breakup Analysis

The overall overlapping images from experiment and simulation are 6,540 and 2,000
frames, respectively. A featured superimpose image illustration is shown in Fig. 4.
A bubble recirculation region points out in part (a) in Fig. 5, we can see when air
velocity increases more bubble will be engulfed into the correction part after the
ramp as demonstrated. The smooth transition region in part (b) of Fig. 5 could be
considered as the droplet distribution area, the darker the color means, the higher
chance of liquid droplet could be observed. The flow streamlines shown in Fig. 4 is
demonstrated in Fig. 5. In this figure, it is seen that the outer boundary of contour
lines and exam the difference between cases. The recirculation region could also be
observed if there is one in the case.

The superimposed image of reduced surface tension water and contour map are
demonstrated in Figs. 6 and 7. For the event of air velocity�20 m/s cases, both
experiment and simulation show the similar result in superimposing an image, no
bubble recirculation was observed, and both cases show same liquid droplet dis-
tribution region, and so does the outline of the contour map. In the event of air
velocity�30 m/s, no bubble recirculation was observed in both experiment and sim-
ulation as well. However, the droplet distribution region is larger from test case than
simulation; it is also evident that in an experimental test case the droplet distribution
has a smoother transition from the water surface to air and has wider distribution
range after the ramp. These results also come from the contour map that the outline
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Fig. 4 Featured location of superimposing an image

Fig. 5 Contour map of the superimposed image of Fig. 4

of the experiment is larger than simulation. Same as the regular water group case
that air carries the droplet and move further after the ramp compared to result from
the simulation. For the event of air velocity�40 m/s, bubble recirculation region
could be observed in both experiment and simulation. However, the result from sim-
ulation shows overprediction of bubble recirculation compares to the experimental
tests. The droplet distribution area in the experimental test shows the more smooth
transition from water to air and also occupy wider range compared to the result of
the simulation. It is also observed in contour map that the droplet distribution region
in the experiment has a full spectrum from an outline. From contour map, the over
predict recirculation region is also being observed.
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Fig. 6 Superimpose images of normal water (σ�0.074 N/m) cases for experiment (left) and sim-
ulation (right) for air velocity Vair�20 m/s, Vair�30 m/s and Vair�40 m/s [2]

Fig. 7 Contour map of regular water (σ�0.074 N/m) cases from Fig. 6

4.2 Welch Analysis

The frequency data extraction location is 20 mm behind the ramp where wave crest
could reach maximum average height, and the wave position fluctuates as a function
of time (see Fig. 8).

The flow channel simulation wave location data are shown in Fig. 9 for cases of
Vair�20 m/s. Data of regular water and reduced surface tension water are arranged



Study of Liquid Breakup Mechanism … 389

Fig. 8 Frequency history data extraction location from the experiment

Fig. 9 Wave location history of experiment, LES and DES [1]

in the same figure from top to bottom. It could be observed that higher air velocity
will result in lower the wave location and the reason result to this phenomenon is due
to higher air velocity increase the breakup activity, more water break up into droplet
from the main water body and resulting in decreasing water level. It could also be
observed that for the case of air velocity�20 m/s.

Since Detached eddy simulation (DES) is a modification of Reynolds-Averaged
Navier-Stock (RANS) model with judgment criteria to enable Large Eddy Simula-
tion (LES). The behavior of DES will range between LES and URANS, and this
phenomenon could be observed.

Figure 10 shows experimentally obtained results and the data processed from the
simulation results. Both sets correlate well each other.
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Fig. 10 Welch frequency analysis of experiment to LES and experiment to DES

4.3 Flow Channel Experiment Droplet Volume to Size
Distribution

The flow channel experiment droplet volume to size distribution comparison between
regular water and reduced surface tension water were tested. High-speed camera
resolution could recognize the minimum size of the droplet is 0.24 mm per pixel.
Regarding data accuracy, for any droplet equivalent diameter smaller than 0.6mmare
filter out. In this figure, volume to size distribution per frame is the averaged values
from 6,540 frames for each case. The volume unit is marked in mm3. It could be
observed that cases fromdifferent velocity setting are clear to distinguish, as shown in
the figure, group (a) of Vair�40 m/s setup has the most volume to size distribution
curve throughout all range of droplet diameter. Group (b) of Vair�30 m/s data
distribution set in the middle and group (c) of Vair�20 m/s has the least volume of
size distribution for all range of droplet sizes. High air velocity causes more breakup
behavior. Therefore more water is carried by droplet beside carried by main water
body.

It could be observed that for cases with different surface tension, the cases with
reduced surface tension water has more volume to size distribution than the cases of
ordinary water cases. Less surface tension could also explain the reason reduces the
surface energy. The surface energy of liquid provides bounding force for liquid stay
together. When a surface tension decreases, the less bounding force acting on liquid
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Fig. 11 Droplet distinguish demonstration for cases form a Vair�20 m/s, b Vair�30 m/s and c
Vair�40 m/s [2]

result more breakup when external disturbance like moving working on the surface
of the liquid. The volume to size distribution difference between regular water and
surface tension is evident when air velocity is lower (such as 20 m/s), however it
becomes less significant when air velocity increases to 30 m/s and when air velocity
reaches to 40 m/s, the difference becomes not so clear to observe expect in small
droplet diameter region of 0.6–0.8 mm. This phenomenon could be explained by
experiment quality as shown in Fig. 11. When air velocity�20 m/s, the droplet
breakup activity is gentle, and droplet from a liquid breakup is clear to distinguish.
When air velocity reaches to 30 m/s, the liquid breakup action behaves differently,
the liquid breakup begins from wave crest reaches to the top of the ramp where the
water starts to deform and break up into primary separate breakup body from the
main water body. The primary separate breakup body keeps breakup into a smaller
liquid droplet. The situation get worse when air velocity reaches to 40 m/s, when
air velocity increases, more volume of water is belong to the significant separate
breakup body and the fuzzy region make the difference between regular water and
reduced surface tension water becomes not so bright.

Although it is not easy to distinguish the difference between regular water and
reduced surface tension water in the cases of air velocity�40 m/s, in the event of air
velocity of 20m/s and 30m/s, it could confirm that liquidwith reduced surface tension
will increase liquid breakup activity. To further confirm the correlation between the
liquid breakup and liquid surface tension, a precise, controlled single droplet breakup
experiment was conducted and documented in Chap. 8 which provide more aspect
to liquid breakup study.

https://doi.org/10.1007/978-981-10-7473-8_8
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5 Conclusions

Through this study, the following conclusions emerged.

(1) By employing the liquid break-up model, it was found that the lower the fre-
quency of the surface flow, the higher the magnitude of the droplet power was
observed.

(2) As the gas flow velocity increases, the wake of the droplets coalesces, while for
a lower flow speed of the gas, the size of the droplet can be kept small in the
range of 1000 micros with the gas flow velocity in the order of 20–40 m/s.
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Thermochemical Reforming of Wastes
to Renewable Fuels

K. G. Burra and Ashwani K. Gupta

Abstract Growing population and consequential rise in energy demand are con-
tributors to overdependence of carbon based fossil fuels combustion for various
applications which continues to increase the atmospheric CO2 to unrecyclable lev-
els leading to anthropogenic global warming from insufficient CO2 capture and
sequestration, and thus incomplete carbon cycle. Depleting fossil fuel reserves and
concerns of CO2 emissions from fossil fuel combustion, along with the concerns of
improper waste disposal poses great global challenges that need to be addressed for
energy and environment sustainability. Many techniques for energy and fuel pro-
duction from biomass and solid wastes have been examined in the recent past of
which thermochemical reformation of wastes are dominant, compared to biochem-
ical processes such as anaerobic digestion, as they provide high reaction rates from
their high operational temperatures. This chapter serves the purpose of providing
detailed scenario of thermochemical processes starting with classification to include
pyrolysis, gasification, and hydrothermal conversion techniques. Gasification tech-
niques offer efficient and effective transformation of solid biomass and wastes into
gas/liquid fuels and value added materials. This technique offers clean energy pro-
duction at high efficiency compared to other transformation techniques via syngas
which can be used for combined heat and power generation, production of fuels
for transportation using Fischer Tropsch synthesis, and production of value added
chemicals. Challenges of gasification, which include tar residuals and low-grade
feedstocks are explained in detail in the chapter including catalytic and sorption
based tar removal techniques. Low grade or high moisture content feedstocks may
need drying before gasification which can significantly lower the economic value
and efficiency of gasification that depends on net energy density of the feedstock.
Hydrothermal processing is beneficial for the conversion of high moisture content
feedstock such as wet grass, algal biomass, municipal waste, and sludge to bio-oils,
which can further be refined to produce liquid biofuels that helps to reduce fossil
fuel requirement of gasoline, diesel, and other fuels used for transportation, energy,
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power purposes. Other thermochemical methods such as fast pyrolysis have also
been examined during the past couple of decades for the production of bio-oils for
biofuel synthesis. Catalytic conversion techniques for refining of the bio-crude and
bio-oils produced from liquefaction and fast pyrolysis are also discussed with focus
on hetero-atom removal such as hydrodeoxygenation and the challenges associated
with it. This chapter provides a review on the various thermochemical reformation
techniques, their advantages and drawbacks. It emphasizes on informing various
advancements in terms of the reactors used, the operational parameters that control
the reactions and the proposed reaction pathways for these techniques. A focus in
this chapter on state of the art global scenario to develop these processes includes
catalytic reforming of their products to achieve enhanced quality products and their
corresponding challenges to produce clean and sustainable energy, fuels and value
added products.

Keywords Pyrolysis · Gasification · Hydrothermal conversion · Catalytic
reforming · Hydrodeoxygenation · Wastes and biomass · Syngas · Biofuels

Nomenclature

MSW Municipal Solid Wastes
HD (LD) PE High Density (Low Density) Polyethylene
PAH Poly Aromatic Hydrocarbon
FCC Fluid Catalytic Cracking
FT Fischer Tropsch
HMF 5-Hydroxymethylfurfural
HDO Hydro De-oxygenation
HDS Hydro De-sulfurization
HTL Hydrothermal Liquefaction
DFT Density Functional Theory
FTIR Fourier Transform Infra-red
SEM Scanning Electron Microscope
DMF Dimethyl Furan

1 Introduction

The advent of modern medicine and improved nutritional knowledge has helped to
increase the average human age and global population that has resulted in increased
use of available global resources. Coincidingwith the industrial revolution, the global
population increased from 1 billion in the 1800s [1] to over 7 billion by 2017. The
global population is estimated to increase by additional 1 billion by 2030. The pur-
suit of economic growth for the betterment of living standards has led to increased
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energy consumption. Fossil fuel mining producing coal, natural gas, and petroleum
based fuels have been the backbone for realization of the industrial revolution. This
led up to the present day infrastructure which is heavily reliant on these reserves
to serve the energy and transportation fuel demands. The recent statistics regarding
global energy supply sources reveals the dominance of fossil fuel contribution [2],
see Fig. 1. When these fossil fuels are used for energy production, the emissions in
the form of NOx, CO, unburnt hydrocarbons and CO2 are inevitable from all combus-
tion systems. While the process of creating fossil fuel reserves spans over millions
of years, the rate of its consumption is exceedingly high in the order of decades. The
only major CO2 sequestering process in nature corresponds to photosynthesis whose
CO2 consumption rate cannot currently match the CO2 production rate. This incom-
pleteness in carbon cycle has led to gradual rise in the atmospheric CO2 content [3].
This additional CO2 present in the atmosphere has led to added absorption of solar
radiation, called greenhouse effect, causing a rise in global temperature, also called
global warming. The significant contribution of fossil fuels to global CO2 emissions
from the combustion of fuels can be seen from Fig. 2 [2]. The correlation between
rising fossil fuel consumption and anthropogenic global warming has led to rising
interest in renewable fuel resources. With global warming concerns clouding the
fossil fuel usage due to their inherent inability to serve as sustainable source calls for
alternate clean and sustainable fuel and energy production. While major growth in
hydroelectric power plants took place to meet the need for renewable energy produc-
tion, its availability on global terms is rather limited. Its scalability to offset the fossil
fuel usage without major replacements in the available infrastructure, especially in
transportation and industrial sector, is limited. A radical surge in the development of
clean, sustainable and scalable renewable energy production is necessary to offset the
fossil fuel contribution which currently aggregates to near 90% of the world energy
consumption. Biofuels and waste correspond to only about 10% and hydro energy
correspond to some 2.4%.

Parallel to the issue of fossil fuel usage for energy and fuel production, the solid
waste disposal issue is also on the rise with the continuous increase in world popula-
tion. The continuously increasing amounts ofwaste generation are not being balanced
by the similar efforts on rate of recycling or recovery. Municipal solid waste is one of
the leading forms of waste. Typical major components of MSW and their contribu-
tion are given in Fig. 3 [4]. While waste components such as those of metal and glass
can be recycled, these components in 2014 corresponded to only 13% of total MSW
in the USA. Most of the remaining materials are either reformed to energy via com-
bustion or discarded to landfills. On an aggregate, more than 50% of the solid wastes
are discarded into landfills in the USA, see Fig. 4 [4]. The carbonaceous wastes such
as plastic, leather, wood, rubber, yard trimmings, food, and paper wastes can serve as
potential feedstocks for energy generation using either combustion or converted to
fuel via chemical synthesis. These wastes supplemented with other feedstocks, such
as, woody biomass, algae and sea weed biomass, and human and animal wastes,
require much shorter time span for their energy generation compared to the existing
fossil fuel reserves. Biomass and other bio-wastes feedstocks are nearly carbon neu-
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Fig. 1 World primary energy supply in 2014 [2]

Fig. 2 World greenhouse gas emissions and sources of contribution [2]

tral. However, they are less carbon positive in the case of products from fossil fuel
reserves such as plastic, textile and synthetic rubber and other polymer wastes.

The biomass and carbonaceous solid or sludge wastes given above can be broadly
classified based on the source of feedstock generation, see Fig. 5. While this classifi-
cation helps in realizing the sources, a more detailed classification is necessary that
includes more detailed parameters of the wastes, such as composition and energy
content. Woody biomass, paper and agricultural residue and other biomass and bio-
wastes can be characterized as lignocellulosic biomass due to their composition
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Fig. 3 Typical composition of municipal solid wastes in the USA [4]

Fig. 4 Fate of municipal solid wastes in the USA [4]

constituting predominantly as cellulose, hemicellulose, and lignin. Details about
these components and other extractives will be discussed later. Typical biomass and
waste types and their lignocellulosic content is given in Fig. 6 [5]. Although these
biomasses are similar in their generic lignocellulosic content, they may vary sig-
nificantly in the pre-processed moisture and ash content, and thus energy content
which significantly dictates the processing technique suitable for their reformation
to energy, fuel or value-added chemical products. Plastic and textile wastes are typ-
ically classified based on their monomeric composition, energy content, and usage,
see Fig. 7. Low moisture content in these plastic wastes helps to justify ignoring its
moisture content as an important parameter unlike in biomass wastes wherein widely
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Fig. 5 Classification of feedstock based on the source

different amounts of moisture can be found, up to 80% by weight. Plastics have very
high energy density compared to biomass.

2 Biomass and Solid Waste Feedstocks

We limit our focus here to solid carbonaceous biomass and solidwastes acquired from
municipal solid wastes, agricultural and industrial wastes. Lignocellulosic biomass
constitution is dominated by cellulose, hemicellulose, and lignin along with other
extractives and inorganicmaterials. All these saccharides based biomass are bio poly-
mers with varying degree of polymerization and monomeric composition. Typical
characteristics of cellulose, hemicellulose, and lignin are summarized in Fig. 8 [8].

2.1 Cellulose

Cellulosic composition in the biomass corresponds to the most abundant natural sac-
charide polymer (C6H10O5)n with degree of polymerization of around 10,000 and
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Fig. 6 Typical lignocellulosic content in the various feedstocks [5]

Fig. 7 Energy content and monomers of different types of plastics [6, 7]

molecular weight around 500,000 g/mol. It is the carbohydrate portion of biomass
that forms to provide structural strength. It consists of D-glucopyranose units with
β-1, 4 glycoside linkage between the monomers. Intermolecular H-bonding in cel-
lulose makes it insoluble in water at room temperature and the solubility increases
with increase in temperature making it completely soluble at 603 K in subcritical
water [9].
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Fig. 8 Typical characteristics of lignocellulosic components [8]

2.2 Hemicellulose

Hemicellulose is the other dominant carbohydrate portion of biomass which is found
predominantly in woods than in herbs to foster structural strength. This, unlike cel-
lulose, is a heteropolysaccharide with a low degree of polymerization of around
200 or less. Usual constituent monomers are D-glucopyranose, D-galactopyranose,
D-mannopyranose, L-arabinofuranose, D-xylopyranose monomers, see Fig. 8 [9].
It also forms H-bonding with cellulose and covalent bonds with lignin, but the low
molecular weight makes it soluble in water. Thermally it is more unstable than cel-
lulose.

2.3 Lignin

While cellulose and hemicellulose are cycloalkane based polymers, lignin is the
aromatic phenol derivative binder compound that provides stability along with
hydrophobicity to a plant and thus possess low solubility in water. It is the most
stable among the lignocellulosic components and is characteristic of gradual ther-
mal decomposition. The aromaticity makes it denser in energy content compared to
cellulose and hemicellulose. Monomers of lignin are given in Fig. 8 [9]. Ethyl and
methyl phenol derivatives are the usual decomposition products from lignin.



Thermochemical Reforming of Wastes to Renewable Fuels 403

2.4 Biomass Moisture Content

Biomass and bio-wastes although are lignocellulosic derivatives; they vary signif-
icantly in terms of their moisture content in the form of absorbed moisture and
trapped water content based on their origination. The energy density is significantly
affected by this moisture content making it an important decision-making parameter
in choosing the right thermochemical conversion pathway to minimize the energy
requirement for drying and without any loss of throughput to the system. Effect
of moisture content on different conversion techniques are discussed later in this
chapter.

2.5 Inorganic and Other Extractive Content

Biomass can come fromvast variety of sources extending from forestwood to chicken
manure. The inorganic and other content can vary significantly although the total
variation with respect to lignocellulosic content is relatively low. Typical ash and
N content in different biomass sources are summarized in Fig. 9 [10]. The total
inorganic content is high especially inmanurewastes due to their source of origin and
the mineral intake of the animal under consideration. Organic extractives other than
lignocellulose content include fats, waxes, protein and amino acids, phenolics, simple
sugars, pectin, mucilage, gums, resins, terpenes, starches, glycosides, saponins and
essential oils [9]. Their very low content makes them of less interest for thermal
processing, but for consideration of pollutants such as NH3, H2S or HCN emissions
during thermochemical conversion they are essential in order to selectively minimize
the unwanted products.

Fig. 9 Characteristic ultimate analysis of biomass and wastes [10]
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2.6 Plastic Constituents

Characteristic monomers of plastics, commonly listed based on their usage, are given
in Fig. 7. Almost all of the plastic and textile polymers in their high dense state are
insoluble in water and contain very low inorganic matter. This makes plastic wastes
maintain high energy density and thus high heating value compared to any other
wastes, making them valuable candidate for thermochemical conversion although
they are not carbon neutral. Secondary usage of the waste plastics for energy, fuel,
and even value added chemicals productsmakes them an ideal supplement to biomass
based energy production.

2.7 Biofuel Based Conversion Pathways

Majority of the techniques practiced for both thermochemical and biochemical pro-
cessing are summarized in Fig. 10 that are based on the nature of the feedstock
used and the products produced. This also includes even the first generation of feed-
stocks which are not recommended as they adversely affect the food stock production
in pursuit of meeting energy demands which is a devastating pathway that can be
avoided by choosing second generation of feedstock and wastes which are in dire
need of disposal. While biodegradation and synthesis processes are promising that
have achieved significant place in large scale production for example, bio-ethanol
in Brazil, relatively low throughput due to long reaction times, compared to ther-
mochemical processes, makes them less attractive for our quest to replace the fossil
fuels. Thermochemical processes such as those given in Fig. 10 (modified from [11])
are all relatively rapid and provide high throughput in waste disposal and product
synthesis although product selectivity in thermochemical processes inherently is not
superior as compared to enzymatic processing. Thermochemical conversion is essen-
tial and a preferred pathway for waste disposal compared to the existing methods
of direct combustion via incineration for energy recovery or direct landfill disposal.
Incineration produces high levels of unwanted pollutants that must be captured and
treated prior to the discharge of gases to the environment and disposal of the remain-
ing residue to landfills. While landfills are not preferred as they lack sustainability
due to land requirement, odors and leaching ability, direct combustion of solid wastes
for energy recovery is not preferred as combustion of solids inherently limits reaction
rates and combustion times to impact flame temperature that also limits the energy
efficiency. Thermochemical conversion to intermediates such as syngas, pyrolytic
oils or bio-oils is preferred because of higher heating value of the processed products
in the form of syngas and other liquid fuels. However, some energy is required during
such conversion. Chosen the right pathway, the thermochemical conversion energy
input can be minimized to only about 10–15% of the energy content in the waste.
Along with increased product yield, and flexibility, it can provide higher aggregate
energy recovery at higher efficiency than direct solid waste combustion based on
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Fig. 10 Biomass and solid waste conversion pathways for energy and fuel production

energy recovery. The product yield consisting of liquid fuels and syngas also offers
energy production pathways for cleaner combustion and energy transformation with
minimal change to existing infrastructure. Such flexibility in both product selectivity
along with feedstock selection makes thermochemical processing pathways attrac-
tive for the conversion of biomass and solid wastes that have wide variation in their
chemical and physical composition.

3 Thermochemical Processing

Classification of thermochemical processing carbonaceous feedstock can be classi-
fied in terms of combination of operational temperature, heating rate and pressure as
these results determine the selectivity of phase in the products. Solid product obtained
from biomass conversion is bio-char, a graphite like product rich in carbon content
although the net yield and quality of the product is dictated by the operational condi-
tions. Gaseous products from thermochemical conversion of biomass and wastes are
predominantly H2, CO, CO2, CH4, C2 and C3 hydrocarbons whose composition and
yield depends on operational conditions. While the solid and gaseous products are
predictable, the liquid products and their compositional selectivity varies sensitively
corresponding to both the operational conditions aswell as the type of feedstock used.
More about the selectivity will be discussed later in this section with classification
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on the pathways used. The three major thermochemical techniques under discussion
are gasification, pyrolysis and hydrothermal conversion. Many derivatives of these
techniques have been investigated which will be discussed along with the advantages
and challenges with such modifications.

3.1 Pyrolysis

Process of pyrolysis includes thermal decomposition of the feedstock in the absence
of any kind of oxidizing agent such as air/O2, H2O or CO2. Pyrolysis of solid car-
bonaceous feedstock results in char, gas and liquid yields with relative selectivity
during conversion that critically depends on temperature, heating rate, pressure, vapor
residence time, catalyst used and feedstock composition. While the temperatures in
pyrolysis are significantly lower than gasification, the main classifying parameter in
pyrolysis is the heating rate, and vapor residence time in the thermal zone. Heat-
ing rate refers to rise in temperature per unit time (second) while vapor residence
time refers to conditions wherein the oxygenate vapors formed during pyrolysis
are instantly removed or allowed to stay during the controlled residence time. Fast
pyrolysis may need maintaining residence times as low as 2 s at moderately low tem-
peratures of 773 K. Low temperature and long residence times favor the formation
of solids in the form of char. High temperatures and long residence times favor the
formation of gases from the high degree of cracking of the feedstock. But, moderate
temperatures and short residence time results in liquid yield formation usually called
bio-oil. Typical residence times in different pyrolysis processes favoring different
extremes in the products are given in Fig. 11 [12]. The short residence times also
consider the contact time on char formed which should be reduced to avoid cracking
of vapors into low molecular weight hydrocarbon gases. To avoid secondary vapor
phase reactions, the collected vapors undergo rapid cooling to obtain enhanced yield
of bio-oil. Vapor quenching is efficiently performed by collection of vapors in an
immiscible hydrocarbon solvent [12]. We limit our discussion in this chapter to
fast pyrolysis since the focus is on synthesis to produce energy and fuels for trans-
portation. The desire for coping with very high heating rate limits the feedstocks
to moisture content less than 10% and particle sizes around 2 mm or less as heat-
ing rate is the rate limiting step in fast pyrolysis of biomass. It also helps to reduce
water content in the bio-oil. The pyrolytic mechanisms of individual contents of
lignocellulosic material are summarized in Fig. 12 [13]. Of the biomass, stability
due to aromaticity content in lignin is the major source of tar and char produced.
At low heating rates, cellulose pyrolysis leads to dehydration and depolymerization
leading to levoglucosan (a substance formed by heating carbohydrates that has an
unusual heterocyclic bicycle-octane structure). At high heating rates they can be
minimized favoring liquid products. Lignin pyrolysis leads to phenolic derivatives
such as guaiacol.

The effect of temperature on relative yields of organics (oil), char, gas and water
is shown in Fig. 13 [14]. Optimal temperature for high bio-oil yield is seen to be
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Fig. 11 Typical residence times associated with different modes of pyrolysis and gasification

Fig. 12 Characteristic features of cellulose, hemicellulose and lignin content during pyrolysis

around 500 °C (773 K). Temperature below this value leads to repolymerization to
enhance char formation, but higher than 773 K lead to enhanced cracking to produce
more gas yields. The liquid products formed are much influenced by the temperature
at which reaction occurs. At approximately 673 K mixed oxygenates are favored;
around 773 K phenolic esters are favored; 873 K leads to alkyl phenolics; from 973K
starts the formation of heterocyclic ethers; above 1073 K polyaromatic hydrocarbons
(PAH) and larger compounds are formed leading to further aromatization and dehy-
drogenation to further enhance carbonization [8, 13]. High temperatures leads to
insignificant amounts of liquid yields and high yields of char and gases from the
carbonization.

Different types of reactors have been investigated to realize fast pyrolysis. How-
ever, the most common is fluidized bed pyrolysis. This is established to provide
bio-oil yields as high as 70–75% (by wt.). But fluidization needs large amounts of
inert gas causing vapor dilution and difficulty to capture vapors. This in turn requires
larger reactor sizes. As the residence times of char and vapors in a contemporary
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Fig. 13 Effect of temperature on relative yields in fast pyrolysis [14]

fluidized bed are similar, enhanced cracking of the vapors occurs causing increased
gas yields. This can be mitigated by removing char particles using either cyclones
or hot gas filtration, although sticky phase of this mixture clogs the filter used in hot
gas filtration. Heat required for fluidized bed pyrolysis is supplied either as electri-
cal heating or from the recirculation of hot and inert heated bed material from the
combustion of char and portion of bio-oil. Other complex reactor designs, such as
rotating cone pyrolysis, have also been investigated to reduce the requirement of inert
gas for fluidization by rotating the reactor and thus lowering the reactor size. Heat
provided in such reactors is similar to fluidized bed that utilizes recycling of heat
from the hot bed obtained from char combustion zone. The restriction on particle size
to achieve high heating rate can be discounted by using ablative pyrolysis. Although
its reactor design and complexity are questionable in terms of scalability due to its
direct dependence on the reactor surface area, high relative centrifugal velocity is
achieved to mechanically pressurize the feedstock against the hot reactor walls. This
pathway avoids the need for inert gas. Another way the above restrictions of inert gas
and the requirement of feed flexibility can be achieved is from vacuum pyrolysis. As
the name suggests, it involves maintaining vacuum in the reactor that makes it easy
to remove vapors and also yields less char which directly depends on pressure. Much
of the reactor design research is a topic that is still under current investigations and
away from industrial scalability due to the restrictive need for high grade feedstocks
in terms of moisture and ash content along with high heating value. But, for the
high grade feedstocks available, such as wood pellets, or even plastic wastes, this
process is a worthy pathway to obtain liquid fuels and chemicals. Detailed reviews
of pyrolysis reactors and yields are available in the literature including their origins
and outputs [8, 12].

Vapors formed during pyrolysis are rapidly condensed to obtain non-
thermodynamic equilibrium products in liquid phase. This is referred to as bio-oil
which also contains water. It is usually dark brown in color due to the presence
of micro char particles (that can be removed by hot vapor filtration). It is a micro-
emulsion of aqueous products from cellulose and hemicellulose and discontinuous
lignin derived monomers and oligomers stabilized together by forces such as H-
bonding. The stability of bio-oil is one of the critical issues in fast pyrolysis which
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dictates the ageing of bio-oil causing increase in viscosity and phase separation with
time. Depending on storage temperature, bio-oil ageing includes tertiary reactions
such as esterification, or transesterification, phenol or aldol condensation, etherifica-
tion. High oxygenate content along with inseparable water content results in many
undesired properties to bio-oil such as low energy density that can be only 50%of that
of petroleum based liquid fuels (wt. basis), high melting and boiling points, and high
viscosity along with high acidity (pH~2.5) due to the presence of carboxylic acid.
Bio-oil contains large variety of oxygenate functional groups such as aldehydes and
ketones, alcohols, phenols, furans, aliphatic and aromatic hydrocarbons, carboxylic
acids and esters and sugars. These cannot be separated by distillation or any other
heating processes as attempt to vaporize bio-oil leads to solid residue formation.
Other issues with these undesired properties and their causes are summarized in
Fig. 14 [12]. Addition of stable solvents such as methanol and acetone increased
the stability of bio-oil and lowered the viscosity. Influence of many factors on the
yield and selectivity of liquid products formed is not well understood. One of such
factors is the presence of ions. The presence of alkali ions such as K, is seen to favor
char formation and removing such ions has led to increased liquid yields. Addition
of zeolites during pyrolysis also favors cracking, decarboxylation, dehydration, and
decarbonylation and thus reducing liquid yields. Increasing basicity by addition of
NaOH reportedly increased oil yields [8]. Due to such complications in the stability
of bio-oil during its formation, the refining of bio-oil into bio-fuels or extraction of
chemical requires additional downstream processing that is separate from the pyrol-
ysis reactor so that one can easily select a suitable catalyst and control the operating
conditions. Downstream refining reactions will be discussed after the introduction to
hydrothermal processing since the generic problem with bio-oil is similar, although
more complicated as compared to the liquid products from hydrothermal processing.

4 Gasification

Gasification comprises of thermal decomposition of solid carbonaceous material
including wastes in the presence of oxygen containing gasifying agents such as
steam, CO2 or O2/air at temperatures greater than 1000 K (approximately) to obtain
high yield of synthesis gas (called syngas) which is a mixture of H2, CO, CO2, H2O,
CH4, C2, C3 along with minimum yields of tar or char (liquid and solid yields).
Typical reaction pathway observed in gasification are given in Fig. 15 [15]. The
solid feedstock initially is converted into oxygenated vapors including CO2, H2O
and CO along with char whose relative yield depends on heating rate and opera-
tional temperature. These reactions basically correspond to thermal decomposition
via depolymerization and cracking reactions. This primary heterogeneous pyrolysis
is followed by thermal cracking to reform to lower molecular weight hydrocarbons
along with CO, CO2, and H2 as well as side repolymerization reactions that to form
heavy molecular weight wax, such as polyaromatic hydrocarbons, also called tar,
depending on the reactor operational temperature. Low temperatures favor the tar
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Fig. 14 Key characteristics of bio-oil, their cause and effects [12]

formation while high temperatures greater than 1300 K have reported no residual tar
yields. This combination of low molecular weight hydrocarbons, along with the tar
and char react with the gasifying agents to result in gaseous composition dictated
by thermodynamic equilibrium. The major and simplified set of reactions governing
final composition of gases formed is summarized in Fig. 16. For simplicity, the reac-
tion pathway is drawn linear. But in reality, the intermediates such as the oxygenate
vapors can also react with either the gasifying agents, char or light hydrocarbons in
complicated pathways of intermediate reactions.
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Fig. 15 Simplified reaction pathways in gasification

Fig. 16 Major equilibrium reactions considered in gasification

The dependence of gasifying agent on the product yield and selectivity along
with the advantages and disadvantages are summarized in Fig. 17. Comparison of
gasification rate of food waste using steam and carbon dioxide measured in a semi-
batch reactor is shown in Fig. 18. In general, the gasifying agent is chosen depending
on the downstream application or on the availability of reactants. Steam gasification
can be used to gain syngas with high H2 content while dry/CO2 gasification enhances
CO content in the syngas. Steam or CO2 gasification reactions are endothermic
which can be maintained either by external heat or by using air/O2 at very fuel-
rich conditions. The dependence of gasifying agent and temperature on the syngas
composition can be found in refs. [18, 19]. Effect of temperature on gasifying rates
of food waste examined in semi-batch reactor is shown in Fig. 19. While operational
temperatures can vary from 1000 to 1500 K for different gasifying reactors used,
the industrial gasifiers often operate at low to atmospheric pressures. The reason
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Fig. 17 Effect of gasifying agent on the product yield with advantages and issues

for choosing low to atmospheric pressures is that, although high pressures enhance
char gasification and lowers tar yields, it produces methane rich syngas which is less
desired compared to H2 and CO. High pressures also pose significant restrictions
due to the material handling and high pressure feeding of the feedstock making it
less attractive for industrial operational conditions. The experimental investigation
of temperature dependency on gases yields have matched well with the equilibrium
results due to the high temperatures at which gasifiers are operated resulting in
equilibrium driven reactions.

Different types of reactors have been investigated and also scaled-up for gasi-
fication which include fixed and fluidized bed reactors depending on the desired
downstream applications. Typical schematics comparing the major gasifier designs
can is shown in Fig. 20 for fixed bed reactors, and Fig. 21 for fluidized bed and
entrained flow gasifiers. Figure 22 provides a summary of the widely used reac-
tors and their characteristics. Typical industrial gasifier contains combustion zone
wherein oxygen/air content is high that allows for the combustion of some of the
reactant feedstock or their products, such as char. This zone is followed by the
reforming or gasification zone wherein the feedstock drying, pyrolysis and refor-
mation occurs with gasifying agent. The order of combustion zone and gasification
zone depends on the design configuration of the gasifier. In countercurrent flows as in
updraft gasifiers, combustion occurs near the air feed while syngas is collected at the
feedstock feed. However, in co-current or downdraft gasifiers, the air or some other
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Fig. 18 Evolutionof conversion rate in gasificationof foodwastes using steamandCO2 as gasifying
agent (X�conversion and T�1173 K) [16]

Fig. 19 Carbon conversion rate of steam gasification of food waste at different temperatures [17]

gasifying agents are added in same direction as the feedstock but after the drying and
close to pyrolysis zone, both along with the gasification zones, are supported by the
interior combustion zone close to the air intake. Different derivatives of these reactors
can be found in the literature [20], but the genesis of choosing such derivatives lies
in solving specific application issues inherent in conventional form of such reactor,
for example, derivatives of cooling techniques used to quench the reaction. Some
derivatives use water to cool the reaction using a heat exchanger which provides high
energy efficiency in the form of heat recovery but relatively low syngas quality. In
contrast, others have used water spraying to condense the products providing high
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Fig. 20 Simplified diagram of updraft and downdraft fixed bed gasifiers

quality syngas by avoiding backward reactions. However, its energy efficiency is
lower due to lack of heat recovery in such water cooling systems. While fixed bed
reactors were needed to be operated at high temperatures, fluidized bed reactors due
to the inherent uniformity allows operation at relatively low temperatures to provide
higher energy efficiency along with feed flexibility. In contrast, entrained flow reac-
tors are made for high conversion at high temperature and pressure which provides
none to limited tar and char yields but makes the feedstock particle size, energy den-
sity, and mode of heat recovery crucial. Both fixed bed and entrained flow reactors
can operate in slagging mode which means that the ash formed after gasification, due
to high temperatures, melt in the reactor that can be collected as molten slag instead
of solid particulates. This is useful to avoid syngas filtration and also provide easier
means of ash handling. Low temperature operation helps to maintain higher energy
efficiency and reduce the criticality of feedstock size and form, but tar and char for-
mation tendency is higher in such condition which then calls for downstream gas
cleaning or recycling. Char formed during gasification even though can react with
the gasifying agents via water gas reaction or Boudouard reaction, industry prefers to
recycle the char particles into the combustion zone of the gasifier to burn and provide
energy for the endothermic steam or dry gasification processes downstream in the
gasifier.

The choice of feedstock also poses some limitations. Investigations into different
types of feedstocks for gasification can be found in literature which include wood
chips, pellets, paper and cardboard feeds, waste water sludge, chicken manure and
others [21–24]. Figure 23 summarizes hydrogen gas yield per unit feedstock mass
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Fig. 21 Simplified diagram of fluidized bed and entrained flow gasifiers

Fig. 22 Classification of major industrial gasifiers and their characteristics

from steam gasification of different types of feedstocks in lab scale semi-batch reac-
tor. The cumulative yield differed in both yield and the dependence of temperature
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depending on the type of feedstock used. Moderately high energy density is required
from the feedstock before it reaches the gasifier. High moisture content feedstock
such as municipal waste sludge, yard trimming, or food waste, makes the process
extremely endothermic to significantly lower the energy efficiency of the process.
Relatively low moisture content of 10% or less by mass is preferred to limit the
energy consumption for drying within the gasifier to lower values as compared to
the gasification reactions. High moisture content feedstocks are pre-dried either by
sun drying, waste heat drying or electric drying. If the supplied feedstock straight
from the source has very high moisture content, energy analysis is essential to deter-
mine if the energy consumption for drying of such drying can be maintained by
the gasification plant. Low grade feedstocks as above can be complemented by co-
gasifying with high energy density wastes such as plastics, and rubber. Not only
does this reduce dependence on the supply of feedstocks, investigations into such
gasification reported synergistic effects increasing the syngas and hydrogen yield by
mutual interaction. This can be seen especially between biomass such as wood chips
and plastics such as polyethylene in [25]. In the case of moisture diluted feedstocks,
although such feedstock can be gasified, there are other thermochemical pathways
such as hydrothermal processing which is inherently more useful and energy effi-
cient to reform high moisture biomass. Other diluent that lowers the energy density
of feedstock is inorganics that can be determined from its ash content. Ash content
as high as 20% (based on dry mass basis) can be seen in feedstocks such as chicken
or other animal manure, food waste and others [19]. This dilution does not have as
significant effect on the energy efficiency as moisture dilution, but very high ash con-
tent complicates the gasifier design. The ash collection route now becomes critical
in these conditions. Fluidized bed gasifiers are amongst the contemporary choice for
high ash content feedstock as the temperature is low and ash can easily be collected.
Metal oxide components of the ash was reported to provide catalytic enhancement in
biomass gasification. This can be exploited in fluidized bed gasification of high ash
containing feedstock in which the bed material can be the ash formed that enhances
the syngas yield and quality. The other reason for the choice of fluidized bed for
low-grade feedstock is their high efficiency at low temperatures compared to other
gasifiers. The low-grade feedstock, due to insufficient energy density provides chal-
lenges to achieve high temperatures, as in entrained flow gasifiers. This then makes
fluidized bed as good prominent choice.

Oneof themain issues of low temperature operation in gasification is the formation
of tar, which effectively results in low carbon conversion to gaseous product yields.
Tar content along with gaseous hydrocarbon content in syngas are not desirable
products. Characteristic composition of tar is shown in Fig. 24 [27]. Tars must be
avoided to limit clogging of pipes and loss of potential fuel energy yield along
with avoidance of carcinogenetic emissions from the combustion of tar particles and
improve the quality of syngas for fuel production, efficient combustion and for use in
chemical plants. Different techniques for tar elimination have been explored [27–34].
Some of them include, catalytic cracking or cracking on char bed, or thermal cracking
by high temperature operation. These techniques were examined both in situ over
the catalytic fluidized bed in a gasifier or as part of downstream syngas cleaning.
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Fig. 23 Hydrogengas yield fromsteamgasification of different feedstocks at different temperatures
[21, 24, 26]

Fig. 24 Typical composition of tar yield during gasification at relatively lower temperature [27]

Downstream catalysts used for tar cracking are hydrocarbon active metals which
are usually transition metals; most common being Ni, Pt, Pd, Ru, Rh, Fe supported
on acidic and highly porous metal oxides such as alumino-silicates or zeolites, or
zirconia and others. Alkali carbonates such as K2CO3, Na2CO3, and CaCO3 were
also reported to be effective in tar cracking. Petroleum research has also helped in
this aspect. Examples include, fluid catalytic cracking (FCC) catalysts such as ion
exchanged zeolites (H-ZSM-5 and others) that have been found to be very effective
with high activity towards tar cracking. In situ tar cracking in the gasifier can be
performed efficiently onmineral based catalysts such as dolomite, magnesite, calcite,
olivine, clay minerals as they although are lower in activity compared to synthetic
catalysts, their availability, structural strength and commercial feasibilitymakes them
a much preferred option.

Syngas is the product value of interest from gasification process. Syngas is a
gaseous fuel with medium to high heating value that can be used for thermal energy
production from the combustion of syngas. Syngas is an intermediate product that
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can be converted downstream to multiple high demand value added chemicals or
liquid fuels that can be used for transportation fuels, see Fig. 25 [35]. Although heat
or power generation does not need any complicated downstream processing other
than particulate and char filtration, situation is much different for fuels or chemical
synthesis. This varied use of syngas is dependent critically on its chemical compo-
sition especially H2/CO molar ratio. Downstream cleaning and reforming of syngas
includes catalytic cracking or steam reforming of the gaseous hydrocarbons (CH4,
C2 and C3) with the final result being a combination of H2, CO and CO2. Water
gas shift reaction follows to adjust the ratio of H2/CO and H2/CO2. For hydrogen
production, complete water gas shift reaction is carried out leaving a mixture of H2

with CO2. CO2 in this mixture can be removed by physisorption basis using pressure
swing adsorption or chemisorption basis using for example CaO for carbon capture
as CaCO3 as shown in Fig. 26 [29]. H2 can also be separated from CO2 using novel
membrane separation techniques such as Pd based, holey-graphene based and other
novel membranes. This is an area of active research in the field of hydrogen produc-
tion and H based fuel cells. Other impurities such as HCN, NH3, H2S or HCl are
also part of the raw syngas produced from extractive content such as amino acids
and other impurities as observed by the Cl, N or S content from ultimate analysis
of different biomass or waste samples [29]. These impurities can be removed either
by dry scrubbing with conversion of Ca(OH)2 to CaCl2 or amine solvent extraction.
Wet scrubbing can also remove these impurities; for example, HCl is highly soluble
in water and can addition of Na2CO3 enhances capture of HCl during wet scrubbing.
Research is in progress on how to minimize the energy requirement and design com-
plications while lowering waste streams as in wet scrubbing for syngas cleaning to
remove these impurities with lower energy and reactant consumption/solvent recov-
ery. Novel biochemical techniques are also under development such as, removal of
H2S by reacting with Fe2(SO4)3 which can be regenerated by biological oxidation
with the help of Thiobacillus ferro-oxidants [29] as shown in Fig. 21. Final prod-
ucts from syngas can be chosen depending on the market requirements, see Fig. 25.
Fisher-Tropsch synthesis is useful as the product offers a replacement for all kinds of
transportation fuel with almost no additional energy required for the synthesis of the
syngas [36]. The emissions from burning such fuels are essentially from sequestered
by the flora which completes the carbon cycle in a shorter time scale making the pro-
cess sustainable. Hydrogen production from syngas for fuel cells can also provide a
clean energy option for mobility, but considering the existing infrastructure and its
ability to accommodate FT fuels make it an ideal pathway provided one can suffice
with the other energy parameters required and feedstock availability.

5 Hydrothermal Processing

Hydrothermal processing is quite different from the above discussed thermochemical
techniques. The process includes conversion of biomass or carbonaceous feedstock
into oil, gas and char in the presence of sub-critical or super-critical water. The idea
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Fig. 25 Syngas and its downstream derivative products

Fig. 26 Chemical transformation during syngas cleaning

for such technique stems from the properties of water near the critical point (647 K
and 22.1 MPa). Near critical point, water has low dielectric point and increased ionic
product which increases its solvent capabilities with respect to non-polar substances.
Details of changes in properties can be seen in Fig. 27 [37]. The high diffusion rates
and low viscosity can be achieved at the same time along with the ability of water for
H-donation [9]. The inherent basis of this process being the water phase reaction that
makes it superior to reform high moisture content and low ranked feedstocks such
as food waste, municipal sludge and algae as compared to gasification or pyrolysis.
Majorly investigated derivative of this technique include hydrothermal liquefaction.
Investigations on supercritical gasification and carbonization are given [38].

Sub-critical conditions (373–674 K at sufficient pressure for water to remain in
liquid phase) are used to produce high yields of bio-oil in hydrothermal liquefaction
(HTL) while supercritical phase is used to further breakdown the biomass to produce
gaseous yields in supercritical gasificationwhich is usually used for power generation
applications or for the disposal of toxic wastes. Low temperatures or pressures cause
production of bio-oils with high viscosity but high temperatures and pressures results
in gasification of the materials. High pressures and temperatures need to be balanced
to achieve high oil yields with sufficient reaction rates. Unlike pyrolysis, heating rate
does not account for any measurable significance in hydrothermal processing, but
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Fig. 27 Variation in the properties of water under normal, sub-critical and super-critical conditions
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Fig. 28 Effect of temperature on relative product yield in hydrothermal liquefaction

residence time control is critical to maintain a balance between heavy oil and light oil
yields to avoid hydrocarbon gas formation. The effect of temperature on the relative
product yield is shown in Fig. 28 [39, 40].

The reaction pathway for conversion of lignocellulosic feedstock in subcritical
water starts with dispersion of biomass in the water followed by hydrolysis led
depolymerization to oligomers to monomers. These monomers undergo decarboxy-
lation, dehydration, and decarbonylation along with other side reactions. Cellulose
converts to glucose monomers which degrades to form acetic acid, acetaldehyde,
and other aldehyde and furfural derivatives. Hemicellulose forms aldehyde and acid
derivatives such as glyceraldehyde, formic acid, lactic acid. High thermal stability
of lignin causes hydrolysis a difficult task leading to the formation of phenolic com-
pounds. Decarboxylation and dehydration reactions do occur in hydrothermal lique-
faction unlike in pyrolysis which is dominated by cracking reactions. This achieves
low oxygen content in bio-crude from liquefaction compared to bio-oil from fast
pyrolysis, to offer better stability, low viscosity, and high heating value. These prop-
erties offer fuel like properties compared to pyrolysis oil. Comparison of bio-oil from
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Fig. 29 Comparison of fast pyrolysis and hydrothermal liquefaction processes and their product
characteristics

fast pyrolysis and bio-crude from hydrothermal liquefaction is shown in Fig. 29 [41].
Even though it is better than pyrolysis oil, oxygen content is not insignificant and
needs downstream refining before liquid fuel applications. The product liquid has
both oil content and aqueous content which can be separated out using solvent extrac-
tion technique. Comparative reviews of reactors used and upgrading of liquid yields
from pyrolysis and liquefaction are available [39, 42–44]. The reactor design in
hydrothermal liquefaction is relatively simple compared to fast pyrolysis and it is
reported to be operable in both batch and continuous modes [10].

Catalytic enhancement can be achieved in liquefaction by addition of Arrhenius
acid for dehydration via acid hydrolysis [45]. Quality of products achieved can be
enhanced by addition of solvents especially H-donor solvents such as tetralin to
water which can enhance the alkane yield by lowering oxygen content. The oil
produced from hydrothermal liquefaction has comparable energy density to that of
petroleum crude and can replace it provided the refining portion of the bio-crude can
become industrially established similar to that of petroleum industry. Catalysts were
also found to enhance the bio-crude yields although proper mechanisms for such
enhancement is complicated to simulate or fully understand the conversion. Investi-
gations on different types of feedstocks and catalysts can be found in the literature.
Fe salts such as FeSO4, and FeS; Na2CO3 and K2CO3; or supported transition metal
catalysts such as Ru/C have shown catalytic effect to enhance the bio-oil yields [41].
Further details of the influence of catalysts selection on individual reaction types is
explained later. Fundamental study to determine the effect of catalysts on individual
component yield of biomass liquefaction should be obtained. Such research of using
model compounds or biomass components to simplify the process and observe the
reaction pathway, both with and without catalysts are currently underway. Gasoline
type hydrocarbon yield was achieved by cellulose liquefaction with in situ reduction
in H2 using catalysts such as Pt/Al2O3 [42, 46–49]. Separate upgrading such as bio-
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crude upgrading of the bio-algal oil in supercritical water with Pt/Al2O3 catalyst has
also progressed.

Within the biomass processing techniques focus on production of HMF (5-
Hydroxymethylfurfural) is high due to its capability to act as multifunctional precur-
sor and replacement intermediate inmany petrochemical and petroleum applications.
Typical reaction pathway involving biomass processing for furfural based derivatives,
avoiding additional side reactions, can be shown in Fig. 30 [50]. Model reactant rep-
resentatives were chosen to focus on the characteristics of important products. Pres-
ence of high pressure solvent dissolves and depolymerizes the biopolymers such as
polysaccharides, here pyranose form, into aldohexoses (glucose) and ketohexoses
(fructose) with addition of water molecules. Thus formed hexoses in the presence of
acid or base catalysts dehydrate to form furfural derivatives especially HMF. After
aldol condensation, HMF can be refined in the presence of heterogeneous metal
catalysts and hydrogen to undergo hydrogenolysis and hydrodeoxygenation to form
alkane based fuels similar to diesel and other existing liquid fossil fuels. Investiga-
tions have revealed that the presence of aprotic solvents such as DMSO (Dimethyl
sulfoxide) enhances the yield of HMF compared to due to the selective conversion
of polymers to fructose form compared to glucose form as in water. Presence of acid
catalysts enhances the dehydration reactions and avoids side reactions compared to
base catalysts. Even though conversion of sugars such as fructose to liquid fuels is
investigated and different strategies were proposed, an efficient pathway for conver-
sion of a variable combination of all the monomeric hexoses and pentoses to liquid
fuels is yet to be developed.

Conversion of biomass into liquid fuels can also be processed via lighter alkane
intermediates such as hexane via alkane metathesis reactions as shown in Fig. 31, in
the presence of organometallic catalysts [51]. But, the selective production of lighter
alkanes from oxygenated hydrocarbons such as glucose derivatives (for example
sorbitol) includes enhancement in selectivity in C-O bond cleavage compared to C-
C bond breaking. Generic reaction strategy proposed for light alkane production is
shown in Fig. 26 involving series of dehydration and hydrogenation reactions. Sor-
bitol that is produced as in Fig. 31 is first dehydrated in acidic catalysts especially
alumina based catalysts such as zeolites to form enolic species which involves con-
version of alcoholic group to C=O or C=C group. This enolic group in the presence
of metallic catalytic species such as Pt, at high H2 pressures and temperature~500 K,
converts to hexane involving multiple repetitions of this process of individual OH
group in sorbitol. An important complication in such technique is the bond cleav-
age selectivity of the operational conditions and the catalytic species towards C-O
compared to C-C. This selectivity helps to avoid C-C cleavage to form gaseous prod-
ucts as in gasification. This recursively coupled reactions was carried out in aqueous
phase with catalysts usually metallic active phase such as Pt, Pd, Ni, Ru, Co sup-
ported on acidic metal oxide support such as Al2O3, zeolite, silica-alumina. Studies
conducted showed that relative selectivity towards C-O bond breaking over C-C bond
was higher with Ni and Ru compared to Pt and Pd, although detailed investigations
are necessary to understand further details [50].
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Fig. 30 Major modeled carbohydrate processing pathway for liquid alkane fuel production [50]

Fig. 31 Model hexose conversion for liquid fuel production via recursively coupled dehydration-
hydrogenation reaction for light alkanes followed by alkane metathesis reaction [50, 51]

From the above reforming processes, we can observe the common importance on
removal of oxygen by breaking C-O bond selectively without C-C bond breaking to
avoid gaseous product formation. The oxygen content in bio-crude from hydrother-
mal liquefaction and bio-oil from fast pyrolysis needs to be removed to achieve
high quality liquid hydrocarbons with low O/C and energy content which can then
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be catalytically upgraded with the current knowledge from petroleum industry that
produces fuels to meet the demand in the existing infrastructure. Although existing
understanding from petroleum industry in deoxygenation of these liquids is useful,
it is observed not to be replicable to biofuels due to significantly higher oxygen con-
tent in bio-oil compared to petroleum crude. Hydro-treating of bio-crude in a similar
technique as petroleum crude resulted in heavy residue and catalyst deactivation by
coke. So, the subtle differences in catalyst design and operating conditions make a
significant difference in deoxygenation of bio-crude compared to petroleum crude.
In addition, oxygen content reduction need to be carried out, using for example,
hydrodeoxygenation (HDO), a process designed on the similar lines as hydrodesul-
furization (HDS) in crude oil. Oxygen removal using hydrodeoxygenation involves
catalytic conversion of oxygen to water and with deoxygenated hydrocarbons in high
pressureH2, as seen above in the aqueous phase dehydration/hydrogenation pathway.
Conventional catalysts imported from hydrodesulfurization are Co-Mo or Ni-Mo
oxides or sulfides supported on alumina. Catalyst deactivation and investigations to
improve selectivity and yield are still being pursued. Zeolite usage for cracking was
also investigated to crack the bio-oil which can also reduce the oxygen content under
certain conditions. Simplified investigation by deoxygenation of model compounds
such as guaiacol, naphthol, tri-methyl phenol and others as phenolic representative is
the current trend [44, 49, 52, 53]. Experimental investigations into these upgrading
techniques involved both gas-phase and liquid phase conversion in batch and con-
tinuous modes and products analyzed using gas chromatography. In the pursuit of
understanding the effect of catalyst lattice for optimal HDO, theoretical computa-
tions such as density functional theory (DFT) can also be found [54–60]. Catalytic
studies advanced significantly over the recent decades in both experimentally which
includes in situ analysis by FTIR, environmental SEM studies and other in situ anal-
ysis. Computational studies include the development of DFT for understanding the
energetics of intermediates involved in heterogeneous catalysis. Research using the
above techniques for understanding both the mechanisms of different components of
bio-oil formation and upgrading is in progress and interferences between mixtures of
multiple oxygenates still remains unknown even when the model compound analysis
provided some insight into deoxygenation of single model compounds. Review of
catalytic upgrading is given [9, 12, 42, 44, 53, 60–65].

Other applications of the products of hydrothermal liquefaction include the aque-
ous fraction of liquid yield, which can be steam reformed for syngas and hydrogen
production. Aqueous components in bio-crude and bio-oil such as acetic acid were
demonstrated to be effective in steam reforming to produce hydrogen. Sustainable
pathway for value added chemical production can be established fromHTL for resins,
fertilizers, flavoring agents although it needs investigations to improve the selectiv-
ity of desired products. Sustained optimized production of upgraded alkane or DMF
(dimethyl furan) based biofuels is essential for the goal of offsetting fossil fuels,
especially in the transportation sector [9].
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6 Conclusions

Strong global need exists to develop various techniques described here to meet the
fuel and value added products demand at large industrial scales. The inherent advan-
tage of discounting the need for major replacements in the energy demand infras-
tructure can be provided by thermochemical processed fuels as discussed and pre-
sented here. The thermochemical fuels produced along with high throughput make
them highly scalable unlike biochemical techniques. Even though burning these
will produce greenhouse gases, shorter sequestration time by biomass production
and waste generation accommodates such emissions to makes it sustainable. It also
provides self-sustainability in local or regional areas to support national economy,
avoid unhealthy emissions that helps to mitigate foreign oil imports dependency and
associated political influences. The need for pursuing thermochemical conversion of
biomass and solid waste is essential for every nation on both local and global scales
in our pursuit of clean and sustainable lifestyle. Fundamental and applied research
on waste and biomass reforming to cleaner fuels can help assist our goal of clean
and sustainable energy availability. The oxygen content in biofuels are higher than
fossil fuels so that these fuels must be deoxygenated for use in current engines.
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General Concepts for Catalytic Synthesis
of Biodiesel from Waste Cooking Oil

Yun Hin Taufiq-Yap and Nasar Mansir

Abstract The current global energy crisis is as a result of human population growth
and technological advancements in developing countries. Beside the potential deple-
tion of conventional fossil fuel reserves, fossil fuel is related with some environmen-
tal problems, i.e. global warming, high toxicity and non biodegradability, hence it
is considered as non sustainable source of energy. Biofuels, particularly biodiesel is
considered as one of themost promising and long-term energy source that can replace
the fossil fuel. This is due to its biodegradability, non toxicity, safe and recyclable
nature. Nevertheless, biodiesel production through the utilization of homogeneous
catalytic system from food grade vegetable oil is no longer justifiable by indus-
tries in the near future, principally as a result of food versus fuel rivalry and other
environmental issues associated to the conventional homogeneous catalytic system.
Employing the waste cooking oil as feedstock to produce biodiesel using heteroge-
neous solid catalyst would help in making biodiesel fuel affordable and sustainable.
This chapter review the general concepts of catalytic synthesis of biodiesel from
waste cooking oil using heterogeneous catalysts and the problems associated with
conventional catalysts usage for biodiesel production. The chapter also discussed the
biodiesel quality assessment parameters.
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1 Introduction

Energy is generally considered as the backbone of modern scientific and technolog-
ical advancements and therefore need to be harnessed in a sustainable way. Even
though conventional fossil fuel will maintain to remain relevant as a major source
of energy in the near future, but the oil reserves are imminently declining glob-
ally [1–5]. Besides, conventional fossil fuel is associated to some environmental and
health problems such as Green house gases (GHGs), global warming, non biodegrad-
ability and poisonous exhaust from automobile [6]. The aforementioned problems
triggered the search for renewable source of energy alternative to traditional fossil
fuel. The recent discovery of biofuels would provide lasting solution to the problems
of conventional fossil fuels. Biofuels are considered as alternative replacement to
fossil fuels due to their less toxic emissions of carbon dioxide (CO2), free sulphur
content, biodegradability and feedstock availability [7, 8].

Biodiesel was found to be promising alternative considering its similarities in
chemical properties with petroleum based diesel such as high flash point, pour point
and improved cetane number [9, 10]. Study showed that Biodiesel demand is esti-
mated to doubled or tripled by the year 2020 and beyond due to increase in population
growth in developing countries and technological advancements [11, 12].

Commercialization of biodiesel production to outmatch the popular conventional
fuel is the only way to solve the current and future energy challenges. Nevertheless,
biodiesel production at industrial scale remains themajor issue considering the nature
of the feedstock and catalytic system used [1]. Employing low grade feedstock like
palm fatty acid distillate (PFAD), Jatropha curcas oil and waste cooking oil for
commercial production of biodiesel would help in reducing the high production
cost of biodiesel due to its easy accessibility and low cost [13–15]. Nevertheless,
the conventional catalytic system (homogeneous catalyst) could not work on these
feedstock as they contain some impurities such as moisture and high FFA content
[2, 16, 17]. Homogeneous liquid catalysts like Potassium hydroxide (KOH), Sodium
hydroxide (NaOH), alkoxide and Tetraoxosulphate (VI) acid (H2SO4), can only be
employed for biodiesel from high grade vegetable oils like palm oil, soybean oil
and sunflower oil [18]. Nevertheless, the high cost of fresh vegetable oils, which
account for more than 80% of total production cost of biodiesel, therefore, will make
biodiesel production very expensive [11, 19, 20].

Separation and purification steps of biodiesel from the post reactionmixturewould
also make biodiesel very difficult as it requires considerable amount of energy and
large amount of water during washing, hence polluting the environment by the gen-
erated waste water [21–23].

To overcome such issues, heterogeneous catalytic system is now considered as
effective route for biodiesel production from low grade feedstock with least marked
difficulty [24–26]. Moreover, heterogeneous catalysts can be recovered and reused
several times before complete loss of activity, hence demonstrating more economical
viability for commercial production of biodiesel [27, 28].
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2 Feedstock for Biodiesel Production

Commercialization of biodiesel production is solely depends on the feedstock. The
feedstock of biodiesel production can be categorised into three different categories.
These include first generation, second generation and third generation feedstock.

2.1 The First Generation Feedstocks for Biodiesel

The first generation feedstocks aremainly consumable oils that are used as a source of
food. This category contains mainly vegetable oils of high purity containing less than
1% free fatty acid. Example of these oils include palm oil, sunflower oil and soybean
oil, were initially the most used feedstock for biodiesel synthesis [29]. The palm oil
is commonly employed as feedstock for biodiesel production in Asia, particularly
Malaysia and Indonesia. This is due to the abundant production of palm oil in the
area. Malaysia is ranked as the second leading palm oil producer in the world [30].
Hence, in the advent of biodiesel, palm oil was used popularly as feedstock.

However, the continual usage of these feedstocks for biodiesel production will not
be sustainable considering its high cost, and possible food/fuel competition which
may pose great danger of hunger and starvation in the developing world. Moreover,
the utilization of the available arable lands for the production of such feedstock may
results to deforestation and damage to the ecosystem and consequently the ecological
imbalance. Besides, the food grade oils are only fit to homogeneous liquid catalysts.
However, these catalysts are difficult to separate after use and can pollute environment
through water washing [2]. The aforementioned, are the major drawbacks for the
utilization of edible oils for the commercialization of biodiesel [31–33].

2.2 Second Generation Feedstocks for Biodiesel

The second generation feedstocks are mainly the non-edible feedstocks [34]. These
feedstocks are not suitable for human consumption as a result of toxic compositions
present in the oils hence are considered as promising and sustainable [35]. Besides,
the non-edible oils can successfully surmount the issue of potential food versus
fuel competition. Moreover, non edible oil bearing crops can be cultivated on the
unproductive/infertile land unfavourable for food crops cultivation. The non edible
crops can grow along the roads, rail ways, follow lands and degraded forests [34].
Therefore, planting non edible crops canhelp inmitigating poverty in the rural areas at
the same time contributing great impact for the sustainability of biodiesel production.
The common examples of such feedstocks are Jatropha curcas oil,Moringa oleifera
oil, Mahua oil, Tobacco oil, Karanja oil, Linseed oil etc. [29]. Waste cooking oil or
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used oil, PFAD, Yellow grease and animal fats are also considered as sustainable and
promising second generation feedstocks for biodiesel production [36, 37].

2.3 Microalgae Oil

Microalgae oil is also non edible oil and considered as the third generation feed-
stock. Microalgae are the most promising, economically viable and inexhaustible
feedstocks for the production of biodiesel when compared to second generation feed-
stock [38]. High oil content microalgae can potentially produce oil yield 25 times
much higherwhen compared to that of conventional biodiesel bearing crops like palm
oil, sunflower oil etc. Microalgae with an average oil production of at least 70% by
weight of dry biomass needed only 0.1 m2 year per kilogram biodiesel of land to
produce 121,104 kg of biodiesel per year [39]. The abovementioned large production
value of this plant made it to be recognized as excellent source of biodiesel feedstock
[35].Moreover, microalgae reproduce themselves and completing an entire life cycle
within few days. Microalgae does not require fertilizer or even fresh water, as it can
survive in salt or even contaminated sea or pond water. Herbicides and pesticides
are not in the range of its requirement for cultivation. Beside the huge oil content,
bio-compensation of CO2 emissions is another added advantage of this plant.

Studies showed that, only 1 kg of dry algal biomass absorbs about 1.83 kg of CO2

and therefore improving the air quality [39–44]. Nevertheless, despite the striking
advantages of microalgae as a source of feedstock for biodiesel production, serious
technological problems related to microalgae oil production should be addressed
before they become credible contenders for biodiesel production in commercial
scale [11].

3 Waste Cooking Oil as Viable and Sustainable Feedstock
for Biodiesel Production

Generally, biofuels are meant to represent a potential source of renewable energy
that could feasibly replace the conventional fossil fuels and provide eco-friendly fuel
with less ecological problems (Global warming, Green house gas effects). Biodiesel
is currently one of the most widely accepted alternative renewable sources of energy
option to conventional fossil fuel. However, biodiesel production cost remains the
major issue today. Current commercial production of biodiesel depends entirely
on edible vegetable oil such as rapeseed (6.01 million ton), palm oil (6.34 million
ton), Soybean oil (7.08 million ton) and some non-edible oil such as Castor oil and
Jatropha curcas oil as major feedstocks worldwide [45, 46]. The use of conventional
feedstocks (edible oils) for biodiesel accounts for more than 80% of total biodiesel
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Table 1 Common fatty acid composition of plant based oil [55]

No. Fatty acid Formula Structure wt%

1. Palmitic acid C16H32O2 16:0 7.3

2. Stearic acid C18H36O2 18:0 4.0

3. Oleic acid C18H34O2 18:1 26.9

4. Linoleic acid C18H32O2 18:2 60.0

5. Linolenic acid C18H30O2 18:3 0.5

production cost. Hence making biodiesel more expensive than the petroleum based
diesel and therefore, not sustainable.

Moreover, continual usage of traditional edible oils as feedstock for biodiesel may
result to future food versus fuel competition hence, violating one of the fundamental
objective of biodiesel production [47]. Jatropha curcas oil is particularly remarkable
feedstock for FAME production as it has about 40% oil content and can grow on
infertile soil thereby, avoiding competition with arable land for food crops, however,
jatropha curcas seeds are toxic in nature, hence the harvest requires severe labour
[20]. Recent studies suggested that the production cost of biodiesel could be reduced
to halve through the utilization of waste cooking oil in comparison to the high grade
vegetable oils [20].

Currently, about 15 million tons of waste fried oil is annually been disposed into
water bodies or land across the globe. Such large amount of low cost feedstock note-
worthy special consideration, as it could bridge significant gap in current biodiesel
demands [45]. Waste cooking oil when properly utilized can produce biodiesel with
less CO2 emission at relatively low cost and thereby making it economically and
socially viable as a renewable fuel. Besides that, converting waste cooking oil into
biodiesel could help significantly in reducing the environmental pollution caused by
its disposal into water bodies and land [48].

Nevertheless, some chemical changes occur to waste cooking oil as a result of
heating at high temperature during cooking/frying processes, which increases the
level of FFA and some impurities like water content. Basically fresh vegetable oil
contained triglyceride diglyceride,monoglyceride and FFAusually (<1%) [49]. High
FFA and water contents in the feedstock hampers biodiesel production due to subse-
quent soap formation when basic catalyst is used [8, 50, 51]. These challenges must
be taken into consideration before using it as a feedstock [52].

Different feedstocks for biodiesel synthesis have different fatty acid content and
in turn can influence the biodiesel yield. Other fuel properties like acid value, cloud
point, cetane number, pour point, flash point, oxidation stability, cold filter and plug-
ging point could also be influence by FFA composition of the feedstock [53, 54].
Basically, the vegetable based oils comprised of five major fatty acids components as
presented in Table 1, namely; Palmitic (16:0), Stearic (18:0), Oleic (18:1), Linoleic
(18:2) and Linolenic (18:3).

Waste cooking oil has so far been regarded as one of the cheapest feedstock for
biodiesel synthesis, with dual advantage [50]. Utilizing it as feedstock for biodiesel
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is at the same time making the environment cleaner for not being disposed into the
water bodies that could pollute the water. Hence waste cooking oil is considered as
economically viable and environmentally benign feedstock for biodiesel production
on a commercial scale.

4 General Overview and Role of Catalyst in Biodiesel
Synthesis

A catalyst is defined as a substance or material, that when added in the balanced
chemical reaction speeds up the chemical reaction by lowering its activation energy to
reach the chemical equilibrium between the reactants and products without changing
the thermodynamic equilibrium of the system [56]. It is usually added in a minute
amount in comparison to the quantity of the reactants. Under normal circumstance,
the catalysts could not be consumed during the reaction and therefore unchanged
after the reaction process.

However, in some cases the catalyst inhibits the reaction by being consumed and
regenerated, while in other cases it seems not to include in the process and func-
tions by high calibre of surface characteristics [57]. In biodiesel synthesis reactions,
catalysts are classified into homogeneous and heterogeneous.

A homogeneous catalyst is having similar phase with the reactants while the
heterogeneous catalyst system has different phase with the reaction medium.

Heterogeneous solid catalysts are now considered as the most feasible with regard
to biodiesel production reaction process. This is due to their low cost, reusability and
easy separation from the post reaction mixture and disposal after the reaction. It is
very important to characterize these materials and classify their function carefully in
terms of selectivity and reactivity in chemical reactions. Activity and selectivity of
the catalysts are important characteristics that could be measured by performing the
chemical reaction [58].

4.1 Catalysis

Catalysis can be defined as a technique representing the vital technology for accel-
erating the essential chemical conversion, which is a key to recognize environmen-
tally friendly and commercially feasible reactions for transforming energy carriers
to direct usable energy. Catalysis could also be defined as a technique used to per-
form chemical conversions in the wisest use of materials and energy leading to the
acceleration of chemical reactions by the addition of a catalyst. Moreover, the use
of heterogeneous catalysts for chemical conversions is not only decreasing the total
energy input needed for the production processes, but also improves two consider-
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able catalyst aspects, i.e. selectivity and thermal stability, thus leading to ecologically
benign green technology.

4.2 Industrial Application of a Catalyst

The catalyst was first employed for industrial application by J. Roebuck in 1746 in
the process of manufacturing lead chamber sulfuric acid. The applications of catalyst
in large proportion have been adopted by the chemical industry since then. Initially,
only pure components were used as catalyst, however, from the year 1900 to date
multi component catalysts were studied and now employed in different chemical
industries [59, 60].

Moreover, in the last 40 years,more than three hundred solid acid and base catalyst
have been developed for various functions in the food and chemical industries. The
structures and surfaceproperties of the newlydeveloped catalysts are being elucidated
by newly developed methods and highly sophisticated techniques. The characterized
solid base and acid catalysts are usually applied in different chemical reactions. The
roles of acid and base properties are being measured for catalytic activities during a
chemical reaction.

The heterogeneous acid and base catalysts are now considered largely as ecologi-
cally and economically viable in the field of catalysis. This is due to their advantages
over homogeneous acid and base catalysts. The advantages include easy separation
after use, less corrosive, ecologically benign, less disposal problem and reusability
for more than one reaction cycle. Additionally, solid catalysts could be designed to
possessed high activity, selectivity and stability. Hence, the emergence of hetero-
geneous solid acid and base catalysts is considered as a breakthrough in chemical
industries, as it has solved most of the problems associated to homogeneous liquid
catalysts.

Industrially, the catalyst plays a fundamental role in the improvement of sus-
tainable reactions, which have primarily allowed the present and future universal
production and exploitation of energy and chemicals, at the same time mitigating the
harmful consequences to the surroundings and has the significance to key technology.
Presently, larger industrial operations employed the use of modern catalytic system
for the production of energy and chemicals. These operations include transesterifi-
cation/esterification reaction for biodiesel, catalytic cracking of biofuels and fossil
fuels, synthesis of ammonia and methyl alcohol. Other industrial application of cata-
lyst for energy and chemical synthesis are; alkylation, isomerisation, dehydration and
condensation, amination, cracking, etherification aromatization, hydration, hydroc-
racking, oligomerization and Polymerization [61]. Catalyst application at industrial
scale, which account for about 85–90% of the output of the chemical manufactured
through catalytic routes generated about $900 billion in products worldwide [62].
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4.3 Homogeneous Catalysts for Biodiesel Production
and Their Problems

Production of biodiesel in commercial scale from vegetable oil relies solely on homo-
geneous catalyst system considering their major advantage of reduced effect of mass
transfer resistance, hence faster reaction efficiency due to high acid and basic sites
distribution when compared to the heterogeneous catalysts. The homogeneous cata-
lysts used in the synthesis of biodiesel could either be acidic or basic in nature. Basic
homogeneous catalysts are themost frequently used catalysts to support the biodiesel
production process at industrial scale. This is due to the faster reaction efficiency of
base-catalysed transesterification reaction process when compared to acid catalysts,
which generally react at slower rate; consequently, producing high biodiesel yield at
mild reaction conditions [63]. However, the FFA and water content of the feedstock
are the fundamental consideration on choosing the type of catalyst to be used in a
particular biodiesel production reaction.

The frequently employed homogeneous catalysts for biodiesel synthesis are
hydroxides and alkoxides of alkali metals such as potassium hydroxide (KOH),
sodium hydroxide (NaOH), sodium methoxide (CH3ONa) and potassium methox-
ide (CH3OK) [64, 65]. In all of the listed homogeneous catalysts, KOH and NaOH
are the most frequently employed catalysts for biodiesel production at commercial
scale mainly due to their capacity to assist transesterification reaction at relatively
mild reaction conditions and high reaction rate, which moves 4000 times faster when
compared to acid catalyst reaction rate [66]. Excellent biodiesel yield is believed to
be achieved at short reaction time, andmost importantly, these catalysts are cheap and
easy to prepare [63]. Several studies have been conducted on different feedstocks
to produce biodiesel using homogeneous catalysts. Uzun et al. [65] reported the
biodiesel yield of 96% at a reaction temperature of 50 °C, and 30 min reaction time
when NaOH catalyst was used on soybean oil using methanol as reaction medium.
Similar studies was conducted by Fadhil and Ali [67], where KOH catalyst was used
to transesterify Heckel fish oil, and 97% of biodiesel yield was recorded at 32 °C
reaction temperature, 60 min reaction time, 6:1 methanol to oil ratio and 5.5 wt%
catalyst loading. Nevertheless, formation of soap and other unwanted emulsions as a
result of FFA content (>1%) and other impurities from low grade feedstock is another
problem that may hinder commercialization of biodiesel [68].

The prominent homogeneous acid catalysts for methanolysis are mineral acids
such as Hydrochloric acid (HCl) and Sulphuric acid (H2SO4) [69]. Others are nitric
acid (HNO3), aluminium chloride (AlCl3), organic sulfonic acid and phosphoric acid
(H3PO4) [63]. Homogeneous acid catalysts generally have a slow rate of reaction and
therefore, take long time during reaction process to esterify feedstock to biodiesel.
Marchetti and Errazu [70] reported the biodiesel yield of 96% from model oil pre-
pared using oleic acid and sunflower oil when H2SO4 was used as a catalyst at 55 °C
reaction temperature, 6.126:1 methanol to oil molar ratio, 2.26 wt% catalyst loading
and 240 min was the time taken to satisfactorily completes the reaction process. In a
related study, Soriano et al. [23] reported that 98% yield of biodiesel was achieved
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when canola oil was subjected to methanolysis using AlCl3 as a catalyst under the
reaction temperature of 110 °C, catalyst loading of 5 wt%, methanol to oil molar
ratio of 1:1 and 1080 min as reaction time. However, homogeneous catalysts made
biodiesel production difficult and expensive due to the peculiar problems associated
to these catalysts. Themajor drawbacks to homogeneous catalysts that severely affect
the biodiesel production at industrial scale include high cost of production as these
catalysts fit only high purity feedstock such as palm oil, sunflower oil, soybean oil,
etc.

Besides, separation of catalysts after the reaction process involves regular water
washing that requires a substantial amount of water and energy, which will make
biodiesel productiondifficult and expensive.Consequently, thewastewater generated
during the washing of the catalyst would pollute the environment and subsequently
distort the ecosystem. Hence, homogeneous catalysts are not environmentally and
economically benign for the sustainable biodiesel production at industrial scale.

4.4 Heterogeneous Catalysts for Biodiesel Synthesis

Heterogeneous catalysts are mainly solid catalysts that are in different phase with
the reacting medium. Solid catalysts can easily be recovered and reused more than
once in a chemical reaction. These catalysts could be acidic, basic or bifunctional.

4.4.1 Solid Acid Catalysts for Biodiesel Synthesis

Recently, heterogeneous solid acid catalysts are receiving greater attention from sci-
entific and industrial point of view for biodiesel production. This is due to their several
advantages over their homogeneous counterparts. Heterogeneous solid acid catalysts
when properly utilized are expected to yield outstanding grade biodiesel from veg-
etable based oils. Moreover, unlike homogeneous acid catalysts, heterogeneous acid
catalysts are not associated with corrosion of biodiesel production plant/equipment
[71]. Solid acid catalysts promote esterification process of oleic acid or PFAD to
synthesize methyl ester and water as the major products under low temperature [72].

More importantly, heterogeneous acid catalysts could simultaneously accelerate
both transesterification of triglycerides (TGs) and esterification reactions of FFA.
The two reactions; transesterification and esterification are catalysed by Bronsted
acid species and Lewis acid species respectively [63, 73, 74]. It is generally assumed
that catalytic biodiesel synthesis reaction process occur in the same way for both
homogeneous and heterogeneous acid catalysts except that, the heterogeneous acid
catalysed reaction is influenced by the catalysts surface, which depends greatly on
the interconnected system of large pores, surface acid sites and hydrophobicity [63].
Heterogeneous acid catalysts can esterify waste oil like palm fatty acid distillate
which has over 85% FFA content and other low grade feedstocks like waste cooking
oil to biodiesel [8].
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Nevertheless, heterogeneous acid catalysts can only perform transesterification
reaction under severe reaction conditions such as high reaction temperature, low reac-
tion rate and long reaction period [2]. These drawbacksmay probablymake biodiesel
production difficult and expensive. Several studies were reported on biodiesel pro-
duction from low grade feedstocks using heterogeneous solid acid catalysts under
severe reaction conditions (Table 2). Hence, the new route of catalytic system that
can perform biodiesel production process on low grade feedstock under moderate
reaction conditions is needed.

4.4.2 Solid Base Catalyst for Biodiesel Synthesis

Solid base catalysts constitute of alkaline metals and alkaline earth metals which
made the group one and two of the periodic table. These catalysts have been employed
as catalysts for biodiesel production process. Heterogeneous base catalysts could be
an alkaline earthmetal in a single form, alkali metal in a supportive form, othermixed
oxides of alkaline earth metal or hydrotalcites and anionic ion-exchange resins.

Alkaline earth metal oxides catalysts if properly modified could have the capacity
to assist transesterification reaction of low grade feedstock such as waste fried oil in
a single reaction stage route, due to the possession of excellent basic potency [84].
The basicity potency of group II metal oxides and other hydroxides is advanced with
the increase in the atomic number ranging from magnesium (Mg) in period II to
Barium (Ba) in period VI, which considerably affects their catalytic potential for
transesterification of triglyceride [85].

The source of basic centres in alkaline earth metal oxides might be linked to the
existence of M2+and O2− ion pair as well as surface hydroxyl group in a different
coordination environment. The surface oxygen of these oxides may possibly be
affected by the surface composition of the solid catalysts and calcination temperature.
Moreover, the specific surface area, level of leaching of the active site of the catalyst
in the reaction intermediate, basicity and selectivity during the biodiesel reaction
process are deemed to be considered as important features in choosing the suitable
catalyst for biodiesel production [63].

Themost commonly used basic heterogeneous catalyst for transesterification pro-
cess is calcium oxide (CaO) [86]. This is due to the possession of higher basicity, low
solubility, easy to handle and most importantly availability of CaO at relatively low
cost. Additionally, CaO derives its popularity for catalysis as a result of its abundance
in different natural resources in the form of calcium carbonate (CaCO3). Apart from
lime stone which is natural but non-renewable source of CaCO3, other renewable
natural sources are egg shells [87, 88], crab shells [87], capiz shells [89], snail shells
[90], mussel shells [91] and oyster shells [92] among others. Proper employment of
these shells for the synthesis of CaO will considerably reduce the over dependency
on non-renewable lime stone as a source of CaO. Waste egg shell is believed to have
a high content of CaCO3 having a composition of about 97.1%. This shell when
thermally treated at 900 °C for 2 h would result in the synthesis of CaO catalyst [63].



General Concepts for Catalytic Synthesis of Biodiesel … 439
Ta

bl
e
2

L
ite

ra
tu
re

re
po

rt
s
of

so
lid

ac
id

ca
ta
ly
ze
d
bi
od

ie
se
lp

ro
du

ct
io
n
at
hi
gh

re
ac
tio

n
co
nd

iti
on

s

C
at
al
ys
t

Pr
ep
ar
at
io
n

m
et
ho
d

R
ea
ct
io
n
co
nd

iti
on

s
Fe
ed
st
oc
ks

Y
ie
ld

(%
)

R
ef
s.

Te
m
pe
ra
tu
re

(°
C
)

R
ea
ct
io
n
tim

e
(h
)

C
at
al
ys
t

lo
ad
in
g
(w

t%
)

M
et
ha
no
lt
o

oi
lm

ol
ar

ra
tio

A
l 2
O
3
/T
iO

2
/Z
nO

C
o-
m
ix
in
g

20
0

6
8

1:
1

C
ol
za

oi
l

93
.7

[5
]

A
r-
SB

A
-1
5

N
ot

re
po
rt
ed

26
0

2.
5

1
20
:1

C
ru
de

pa
lm

oi
l

90
[7
5]

A
l 2
O
3
/Z
rO

2
/W

O
3

C
o-

pr
ec
ip
ita

tio
n

17
5

1
4
g

40
:1

So
yb
ea
n

10
0

[7
6]

A
l 2
O
3
/T
iO

2
/Z
nO

So
l-
ge
l

20
0

8
5

N
ot

sp
ec
ifi
ed

C
ol
za

oi
l

93
.7

[7
7]

A
l 2
O
3
/Z
rO

2
/W

O
3

W
et

im
pr
eg
na
tio

n
20
0

20
4
g

4.
5:
1

So
yb
ea
n
oi
l

>
90

[7
8]

A
r-
SB

A
-1
5

D
ir
ec
tm

ix
in
g

14
0

6
2

20
:1

C
ru
de

pa
lm

oi
l

90
[7
5]

C
sH

PW
Pr
ec
ip
ita

tio
n

20
0

10
3

20
:1

O
le
ic

ac
id
-S
oy
be
an

m
ix
tu
re

90
.4

[7
9]

C
s 2

.5
H
0.
5
PW

12
O
40

Pr
ec
ip
ita

tio
n

26
0

1
3

40
:1

Se
sa
m
e
oi
l

92
[8
0]

C
ar
bo

ni
ze
d
an
d
Su

lf
at
ed

as
ph

al
t

C
ar
bo

ni
za
tio

n
26
0

1
2.
5

18
.2
:1

W
as
te

co
ok
in
g
oi
l

89
.9

[1
]

M
n 3

.5
x
Z
r 0
.5
y
A
l x
O
3

C
o-

pr
ec
ip
ita

tio
n

15
0

5
2.
5

14
:1

W
C
O

>
93

[8
1]

SO
4
2−

/T
iO

2
-S
iO

2
Im

pr
eg
na
tio

n
20
0

3
4

9:
1

U
se
d
co
ok
in
g

oi
l

90
[6
]

T
iO

2/
SO

4
2−

Pr
ec
ip
ita

tio
n

23
0

2
8

12
:1

C
oc
on
ut

oi
l

C
ot
to
n
oi
l

86
.3

90
[7
5]

V
O
PO

4.
2H

20
N
ot

re
po
rt
ed

15
0

1
2

1:
1

U
se
d
co
ok
in
g

oi
l

80
%

[8
2]

Z
rO

2
/S
O
4
2−

Su
lf
on
at
io
n

20
0

1
1

6:
1

Pa
lm

ke
rn
el

90
.3

[8
3]



440 Y. H. Taufiq-Yap and N. Mansir

Besides the cost-effective benefits, the capacity of CaO as a solid catalyst
for biodiesel synthesis can match the conventional homogeneous catalysts having
achieved outstanding conversion yield over some selected feedstocks. Kawashima
et al. [93] reported 90% biodiesel yield when transesterification reaction was per-
formed on rapeseed oil usingCaO as catalyst andmethanol as reactionmedium, other
reaction conditions used are 60 °C as reaction temperature, 0.1 g catalyst weight and
3 h reaction time. Similarly, Lee et al. [94] reported biodiesel yield of 86.75% using
palm oil and obtuse horn derived CaO as feedstock and catalyst under the optimum
reaction parameters of 5wt% amount of catalyst, 6 h reaction time and 12:1methanol
to oil ratio. CaO material irrespective of its source, is unstable, hence, prone to poi-
soning effects when exposed to atmospheric medium i.e. carbon dioxide (CO2) and
moisture (H2O), which would results in the formation of calcium carbonate (CaCO3)
and calcium hydroxide Ca(OH)2 layers, respectively on the catalytic surface [95].
These effects distort and block the catalytic active sites hence lowering the activity
of the catalysts and biodiesel yield [63].

Despite the encouraging results obtained using these catalysts, CaO catalyst alone
could not transesterify impure oil such as waste fried oil and Jatropha oil. This is due
to the existence of high FFA (>3%) composition and other impurities such as water in
a single run process. In order to transesterify low grade feedstock like waste cooking
oil using CaO catalyst, two stage process must be involved to reduce the FFA content
to (<1%) [96]. These processes are considered as time and resource consuming,
making biodiesel production difficult and expensive. Hence, for the CaO catalyst
to work on low grade feedstock like waste cooking oil and Jatropha oil containing
high FFA (>3%), there is need for further modification that will provide some acid
centres so that to esterify the high FFA present in the feedstock for efficient and
sustainable biodiesel production. The modification of basic heterogeneous catalysts
like CaO for high activity on low grade oil could be doping with other metal oxides
from transition group. Some transition metal oxides like MoO3, WO3, TiO2 or ZrO3

possessed some acidic properties that would enhance the catalytic activity during
transesterification of low grade feedstock like waste cooking oil.

4.4.3 Bifunctional Solid Catalysts

Generally, separation and waste water disposal problems, corrosion of biodiesel
refining equipments associated to homogeneous catalysts, increases concerned over
the adoption of heterogeneous catalysts for biodiesel synthesis [2, 27]. Utilization of
solid catalysts for biodiesel synthesis can overcome the separation problems. Solid
base catalysts in which basic component comes from waste material like egg shell
is considered as environmentally benign due to its biodegradable property hence
can greatly reduce the environmental problems. Over the last few years, there were
greater concerns over the heterogeneous catalysts whereby intensive studies were
conducted for transesterification reactions over these catalysts, [49, 94, 97–99].
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The best heterogeneous catalysts should have strong basic sites, large surface area,
large pores, less toxicity, high stability, less corrosive effect, ease separation, high
reusability, less leaching effect and low cost of preparation [8].

Mixed oxides catalysts are originated from metal oxides particularly alkali earth
metal oxides, lanthanide metal oxides or other transition metal oxides. Mixed oxides
catalysts could be basic, acidic or bi-functional (having both acidic and basic proper-
ties). Bi-functional heterogeneous catalyst if utilized properly could perform trans-
esterification and esterification of TGs and FFA simultaneously under moderate
reaction conditions, respectively. This is because; the bi-functional catalysts are
having both basic and acidic sites and therefore can perform simultaneously ester-
ification and transesterification reaction during biodiesel synthesis. Additionally,
bi-functional catalysts can be modified to bring in the needed physicochemical prop-
erties that could easily overcome the problem of high FFA and moisture content
present in the impure feedstock like waste cooking oil during the transesterification
reaction [25]. Hence, bifunctional heterogeneous catalysts could become excellent
option catalysts to overcome the associated problems with other catalysts. Over the
recent years, several researches were undertaken using modified mixed oxide cata-
lysts with bifunctional activity to produce biodiesel from high FFA feedstock under
mild reaction conditions as presented in Table 3.

5 Biodiesel Synthesis and the Reaction Mechanisms

Fatty acid methyl ester (FAME) or conventionally biodiesel is generally synthesized
by the transesterification reaction of triglycerides (TGs) or esterification of FFA.Dur-
ing transesterification reaction, 1 mol of triglycerides react with 3 mol of methanol,
catalyst and temperature over a period of time to generate 3 mol of methyl ester
(biodiesel) and glycerol as presented in Fig. 1. Chan and Fang [102, 103] reported
the formation of transesterification reaction in the 3 step processes as depicted in
Fig. 2. Transesterification reaction is reversible reaction process and therefore needs
high amount of methanol in order to move the reaction forward [63]. The excess
methanol and glycerol produced together with FAME at the end of the reaction
could be separated using centrifuge [1]. Catalytic conversion of triglycerides using
solid base catalyst is much faster than esterification reaction using solid acid catalyst.
This is due to the slower catalytic activity of solid acid catalyst resulting from lesser
level of catalyst contact with reaction mixture [102].

In esterification reaction, 1 mol of FFA reacts with 1 mol of methanol in the
presence of an acid catalyst to form 1 mol of FAME and water as shown in Fig. 3.
Chen and Fang [102] reported the lengthy reaction rate of the esterification reac-
tion process as a result of lesser catalytic activity when compared to base catalysed
transesterification reaction.
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Fig. 1 General equation for transesterification reaction of biodiesel synthesis from triglycerides
[63]

Fig. 2 Three step equations for transesterification reaction process of biodiesel production from
triglycerides [63]

Fig. 3 Esterification
reaction of biodiesel
production from fatty acid

5.1 Mechanisms for the Transesterification Reaction
Using Base Catalyst

The mechanisms for the transesterification and esterification reaction processes of
heterogeneous catalysts and homogeneous catalysts are similar. The transesterifi-
cation reaction of triglycerides (TG) to FAME and glycerol using base catalysts
involves the formation of methoxide ion by dissociation of metal hydroxide (KOH)
or metal oxide (CaO) into themethanol and encapsulated into TG-Methoxide micro-
emulsion, then followed by nucleophillic attack of CH3O− on the carbonyl group on
TG, which leads to the formation of tetrahedral intermediates. The second step is the
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Fig. 4 Mechanism of transesterification for FAME production

intermediate break down to form methyl ester and diglycerides. The CH3O− active
species are regenerated in the third step. The steps are repeated twice to produce
monoglycerides, methyl ester and glycerol methyl ester, respectively as shown in
Fig. 4.
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5.2 Mechanism of Esterification Reactions
Using Acid Catalyst

The mechanism for the esterification reaction of fatty acid using acid catalysts is
depicted using ethanoic acid as a feedstock and sulfuric acid as catalyst in five steps
reaction as presented in Fig. 5. In order to make the reaction mechanism simple and
less confusing, all the mechanisms steps are shown in one way reaction.

Fig. 5 Mechanism of esterification reaction for FAME production
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6 Influence of Reaction Conditions for Biodiesel Synthesis

FAME is synthesized by either transesterification reaction process of triglycerides
(major component of vegetable oil) or esterification reaction of lipid using basic or
acid catalyst under certain reaction conditions. Biodiesel yield is mainly depended
on the catalytic performance of the catalyst employed for the reaction. Moreover, the
catalytic performance for the transesterification of triglycerides to FAME is influ-
enced by five major factors, namely; temperature, amount of catalyst used, methanol
to oil molar ratio, temperature of the reaction and time.

6.1 Methanol to Oil Molar Ratio

Methanol to oilmolar ratio is one of the fourmain reaction conditions for the biodiesel
reaction synthesis. This parameter plays an important role both in transesterification
and esterification reaction process. During esterification of high FFA oil to biodiesel,
which is also reversible, excess methanol is necessary in order to boost the reaction
rate and biodiesel yield [4]. Conversions of triglycerides (TGs) to FAME occur
when the reaction occur between the TGs molecules and the catalyst active site.
At a molecular stage, TGs undergoes protonation at the carbonyl group to form the
carbonation ion, which can also undergo a reaction to results in the formation of
methyl esters [8]. Nevertheless, the catalyst active sites are submerged with excess
methanol, which hampers the protonated TGs. Yan Li et al. (2010) reported that 90%
of biodiesel yield was attained at the maximum of 18:1 methanol to oil ratio. No
major increase in biodiesel yield was observed from 15:1 to 18:1 methanol to oil
ratio hence 15:1 was adopted in view of economics and methanol recovery after the
reaction [77]. The high amount of methanol during methanolysis was reported to be
problematic during the separation process. This is due to the formation of emulsion
frommethyl ester and glycerol layers formed. The polar nature of the methanol made
it to behave as emulsifier, which improves the formation of emulsion [4]. However, it
is generally concluded that excess methanol increases the production yield and also
enhances the interaction between TGs molecules and catalyst [14, 104].

6.2 Catalyst Loading

Catalysts are predominantly used during the catalytic conversion of triglycerides
to biodiesel through the lowering of the activation energy and therefore, make the
reaction faster. During the methanolysis of TGs or lipids, the amount of catalyst
used in the reaction determines the overall yield of the produced biodiesel. The
amount of catalyst used for a particular reaction is optimized to find the best loading
for better biodiesel yield. Low amount of catalyst is employed in early reaction
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stages and the FAME yield is measured. The amount of catalyst would be increased
in the subsequent reactions keeping other reaction parameters constant until the
best FAME yield is recorded. Increase in amount of catalyst to 3 wt% during the
transesterification reaction at 3 h reaction time was reported to enhance the overall
FAME yield recording 90%. Subsequent increase of the loading to 4 wt% resulted
to decrease in FAME yield to 83% [101]. Solubility of methanol was reported to
be observed in high FFA content and other impure feedstocks like waste fried oil
when low catalyst loading is used duringmethanolysis. Using high dosage of catalyst
beyond the optimum loading during biodiesel synthesis results in declining of FAME
yield through product absorption [105].

6.3 Reaction of Temperature

The transesterification reaction of triglycerides to FAME involves the use of reaction
temperature, which provides the needed activation energy for the reaction to occur.
During the transesterification reaction for biodiesel synthesis from vegetable based
oil, increase in the reaction temperature helps the reaction to reach thermodynamic
equilibrium and subsequently the rate of reaction, which facilitate the conversion
of triglycerides to methyl ester. Moreover, insufficient reaction temperature during
the transesterification reaction leads to incomplete conversion of triglycerides to
biodiesel. Some studies reported that temperatures beyond optimal reaction temper-
atures lead to the formation of emulsions and therefore, diminishes the overall FAME
yield conversion [7].

6.4 Reaction Time

In the catalytic conversion of triglycerides to biodiesel, time is considered as one of
the fundamental parameters necessary for the reaction to occur, depending on the
activity of the catalyst. Effect of reaction time is usually examined under the time
range of 1–5 h, keeping other reaction conditions constant. Increase in reaction time
enhances the conversion to triglycerides to FAME. Amani et al. [101] reported the
considerable increase in FAME yield when reaction time was prolonged. According
to their studies, the methyl ester yield was increased from 74% at 1 h to 90% at 3 h
and 20:1 methanol to oil molar ratio. This phenomenon is attributed to slow mass
transfer exhibited by heterogeneous catalyst reaction. Transesterification is reversible
reaction and prolonging it beyond optimal reaction time may lead to moving the
direction of the equilibrium backward and hence decrease the yield conversion.
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Table 4 Diesel and biodiesel standard properties values in accordance with American Society for
Testing and Materials (ASTM) [106]

Property Diesel Biodiesel

Standard ASTMD975 ASTMD6751

Kinematic viscosity (mm2/s) 1.9–4.1 1.9–6.0

Fuel composition Hydrocarbon (C10–C21) FAME (C12–C22)

Cetane number 40–55 48–60

Pour point (°C) −35 to −15 −15 to 16

Cloud point (°C) −15 to 5 −15 to 16

Flash point (°C) 60–80 100–170

Acid value (%)

Water content (vol. %) 0.05 0.05

Density (g/cm3) 0.85 0.88

Carbon (wt%) 87 77

Hydrogen content (wt%) 13 12

Oxygen content (wt%) 0 11

7 Biodiesel Quality Evaluation

The synthesized biodiesel can only be ascertained when it fulfils the standard fuel
properties according to the accepted biodiesel fuel standard of American Society
for Testing Materials (ASTM D751) and European standard (EN 14214). Table 4
presented the comparative summary of standard fuel properties between biodiesel
and petroleum based diesel.

7.1 Kinematic Viscosity

Kinematic viscosity is one of the biodiesel fuel properties that are evaluated in the
laboratory and ensure it falls within the accepted limit of biodiesel property standard
before used in an internal combustion engines. Lower viscosity defined excellent
kinematic viscosity of any synthesized biodiesel as it provides prevention against
engine deposition. The kinematic viscosity of biodiesel is evaluated at a temperature
of 40 °C based on ASTM and EN international standards. The accepted range of
kinematic viscosity of biodiesel is 1.9–6.0 mm2 s−1 as specified by ASTM D6751
and EN14214 biodiesel standards.
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7.2 Pour Point

Pour point is considered to be one of the key cold flow properties of biodiesel fuel.
It is defined as the lowest temperature at which the fluid/liquid stops flowing at
lower temperature. Pour point is evaluated in the laboratory using cloud and pour
point apparatus. The biodiesel sample is subjected to heating at a temperature of 45
°C in water bath and left to cool until the biodiesel sample reach down to ambient
temperature (25 °C). Thereafter, the sample is introduced into the cloud and pour
point equipment set at 0 °C. The analysis is performed by the subsequent decrease of
the apparatus temperature to sub zero degrees and periodic check of biodiesel flow
until the sample is no longer flows. The temperature at which the sample stops flow
is then recorded as the pour point of the biodiesel sample. The standard pour point
of biodiesel is specified to be in the range of −15 to 9 according to ASTM D6751.

7.3 Flash Point

Flammability is fundamental feature of any fuel particularly biodiesel. The flamma-
bility of biodiesel is referred as flash point (FP), which is define as the temperature
required for a fuel to vaporises and sufficiently ignite and forms a flammable mix-
ture with oxygen in controlled condition. The FP of biodiesel is evaluated based on
ASTMD6751 and EN14214 standards, which is specified at the range of 100–170 °C.

7.4 Other Fuel Properties

Besides pour point, flash point and viscosity, acid value (mg/KOH), moisture con-
tent and (wt%) density (kg/m3) are also fundamental in evaluating fuel properties of
the synthesized biodiesel. The standard values of these properties must be in accor-
dance to ASTM D6751 and EN14214 biodiesel standard specifications as depicted
in Table 4.

8 Setbacks and Future Stance for Biodiesel Production

Taking into consideration of the current global energy challenges, there is need to
urgently diversify into other possible sources of energy.Theover dependent fossil fuel
is no longer sustainable due to its un-renewable nature and environmental problems
such as global warming. Renewable sources of energy like biofuels are considered as
the best option to conventional fuel due to its biodegradability, less toxic and similar
performance to fossil fuel.
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Commercialization of FAME production to meet the global energy demand is
the only solution to the current energy challenges. However, current FAME produc-
tion is not sustainable considering the high production cost when high grade oil is
employed as a feedstock and the conventional catalytic system, which is associated
with separation and waste water generation problems. These problems could only
be solved through the utilization of heterogeneous catalysts and low cost feedstock
such as jatropha curas oil, PFAD and waste fried oil.

The conventional feedstock for FAME production is high grade oil with low FFA
(<1%) content which can easily be converted to biodiesel at low reaction conditions.
However, about 80% of total production cost of FAME will go to feedstock when
high grade oil is used as a feedstock. UsingWaste cooking oil as feedstock for FAME
production will reduce the production cost to halve when compared to high grade
vegetable oil as feedstock.

The heterogeneous solid catalyst could serve as the best option to homogeneous
catalyst for the commercial FAME production considering the easy separation of the
catalyst after the reaction process; more environmentally benign and more econom-
ical as it could be used more than once before it become inactive.
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Biofuels in Air and Ground
Transportation

Hema Ramsurn and Ram B. Gupta

Abstract Use of biofuels in aviation and ground transportation is increasing. The
advantages of biofuels include their broad availability, carbon neutrality, environ-
mental friendliness with potential economic and social benefits for the local commu-
nities. Bioethanol and biodiesel are by far the most prominent because of their ease
of substitution of the conventional fossil fuels. Due to stringent quality standards in
the aviation industry, rigorous testing of the biofuels is crucial. A number of feed-
stocks and technological routes are being explored for biofuel production including
hydrotreated vegetable oils, Fischer-Tropsch fuels, synthesized iso-paraffinic fuels
and alcohol-to-jet fuels. Some commercial flights have started using biofuels. Even
though bioethanol and biodiesel are being blended with conventional fuel, there are
still technological and economical challenges that prevent this fuel type to com-
pletely replace fossil fuels. The concept of bio-refinery which will utilize all parts of
the biomass and transform all the co-products to value-added chemicals will give the
biofuel industry a more competitive economic edge. Biofuels are promising alterna-
tives and their use will continue to increase in the near future.

1 Introduction

According to the Intergovernmental Panel onClimateChange (IPCC) [1], oil require-
ments for transportation will steadily increase by 1.3% each year till year 2030. In
order to cater for this growing demand, several alternatives have been contemplated
including energy efficient vehicle designs, enhancement of public transportation, and
use of alternative (non-fossil) fuels and energy technologies. Furthermore, the com-
bustion of fossil fuels has raised environmental concerns as the transportation sector
alone accounts for 25% of the global CO2 emissions. The use of biofuels will reduce
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greenhouse gas (GHG) emissions and dependency on imports which is a national
security issue. Biofuels can be of added benefit to the developing countries where
marginal lands can be used to cultivate biofuel crops boosting the rural economy [2].
Depending on the use, biofuels will however need to match the physico-chemical
properties of the fossil fuel being replaced. In other words, biofuels should be able to
blend with the existing petroleum-based fuels, combust in existing internal combus-
tion engines, and be transported and distributed through the existing infrastructure.
In this article, the use of biofuels for aviation and land transportation is discussed
along with future prospects of complementing and/or replacing fossil fuels.

2 Biofuels in Aviation

According toAirTransportActionGroup (ATAG) [3], 3.6 billionpassengers travelled
by air in year 2015 with 34.8 million scheduled commercial flights worldwide using
247million tons of jet fuel emitting 781million tons ofCO2,which is 2%of the global
CO2 emissions from all sources. Aviation is one of the fastest growing economic
sectors, leading to unavoidable increase in fuel demand and environmental impact
especially due to CO2 and NOx emissions. The modern aircrafts are already highly
fuel-efficient and it is predicted that advances in air traffic management and engine
efficiency will only reduce emission by 0.8% per year which will be insufficient to
offset the increase in the emission due to increase in the passengers [4]. According
to the International Civil Aviation Organization (ICAO) [5], fuel consumption could
reach up to 852 million tonnes by 2050. Petroleum derived fuel such as kerosene, Jet
A, Jet A-1 with a typical carbon chain-length of C11-C13, are currently being used for
which alternatives are needed with similar characteristics. Biofuels need to deliver
a high energy content per mass and volume (to reduce aircraft weight and drag),
be thermally stable at low and high temperatures and have similar viscosity, surface
tension, and ignition properties as current jet fuel. In the short-to medium-period,
drop-in fuels (as opposed to new fuel types such as liquefied hydrogen) will need to
be used so that the existing infrastructure could still be used. Figure 1 illustrates the
reduction targets proposedby the aviation industry by the use of differentmechanisms
including theuseof biofuels. Itwould require 426million tonnes of biofuel tomeet the
GHG reduction goals; currently, less than 0.1% of global consumption is renewable
in this sector [5].

Various efforts have been devoted to make progress in this area. In 2011, the
U.S. Departments of Agriculture and Navy, through a joint venture “Farm-to-Fleet”,
invested $510 million in the private sector to produce drop-in aviation and marine
biofuels. In 2013, the U.S. Department of Defense awarded $20.1 million contracts
to Emerald Biofuels, Natures BioReserve, FulcrumBiofuels, and Red Rock Biofuels
for preliminary plant design as part of Phase I of the Defense Production Act Title
III Advanced Drop-in Biofuels Production Project. Later in 2014, $210 million was
awarded to Emerald Biofuels, Fulcrum BioEnergy, and Red Rock Biofuels for Phase
II. These biorefineries are expected to produce a combined capacity of 84,000 tons
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Fig. 1 Aviation industry’s view on long-term emissions and their reduction through different path-
ways (Adapted from ATAG 2010 report) [6]

of jet fuels and marine diesel, at a competitive rate (less than $4 per gallon) with
50% reduction of emissions. Another initiative was the “Farm-to-Fly” where USDA,
Airlines for America and Boeing partnered to promote the production of 1 billion
gallons (or about 3.3 million tons) of drop-in biofuels per year for use in the existing
engines without modifications. There were other regional and national groups across
the U.S. working on bringing stakeholders together with the aim of using certified
biofuels in the aviation industry [7]. In the white paper “Roadmap to a Single Euro-
pean Transport Area” [8], the goals are set for about 40% sustainable low carbon
fuels use in aviation by 2050. The initiative “European Advanced Biofuels Flight
Path” aims at achieving a production of 2 million tons of biofuel per year for aviation
by the year 2020 [9].

In June 2011, KLM Royal Dutch Airlines obtained special permission to fly the
first passenger airplane between Amsterdam and Paris using a bio jet fuel derived
from cooking oil. In 2015, more than 2000 flights have used alternative fuels. United
Airlines announced an agreement tomake a $30million equity investment in Fulcrum
Bioenergy which converts municipal solid waste (MSW) into renewable jet fuel [10].
Since then in 2016, KLM has recently signed a 3 year contract to purchase biofuel
for all its flights to Los Angeles. This fuel is produced by a local biorefinery AltAir
Fuels and supplied by SkyNRG.After Norway, Los Angeles is the second airport that
has included biofuel into its regular refueling process [11]. The different routes used
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to produce bio-jet fuels are characterized according to the feedstock, the conversion
process or technology and the composition of the resulting fuel which dictates the
amount of blending with the conventional jet fuel. As of now, there are four main
types of biofuel alternatives for aviation applications: (1) hydrotreated vegetable
oils (HVOs) or Hydro-processed Esters and Fatty Acids (HEFA) or Hydrotreated
Renewable Jet (HRJ), (2) Fischer-Tropsch (FT) fuels, (3) Synthesized Iso-Paraffinic
(SIP) fuel, and (4) alcohol-to-jet (ATJ) based on isobutanol. The first two have been
certified (ASTM D7566) to be blended with fossil jet fuel at up to 50 vol.% while
SIP has been approved (in 2014) to be blended at up to 10 vol.% [12]. The blend
limit guarantees the presence of needed aromatics content in the biofuel for effective
engine seals operation.

2.1 Vegetable Oil-Based Fuels (HEFA, HVO, HRJ)

These fuels are produced in refineries by hydrogen treatment of esters and fatty
acids (i.e., triglycerides). Feedstock include edible plant oils (soybean, canola), non-
edible plant oils (camelina, jatropha), algal oil, used/rendered cooking oil (yellow
grease) and rendered animal fat (tallow). The vast majority of bio-jet currently avail-
able is mostly derived from these feedstocks. HEFA are generally paraffinic liquids,
CnH2n+2, produced by hydrodeoxygenation of the above-mentioned oils and greases
with propane and water as side products [13]. After the oils are cleaned to remove
impurities, they are converted to shorter chain diesel-range paraffins through oxygen
removal by reacting with hydrogen to convert any olefins to paraffins. The conver-
sion increases the energy content and thermal and oxidative stability of the fuel. The
diesel range paraffins are then cracked and isomerized to form paraffins with carbon
numbers (C11-C13) in the jet fuel range. Because of their high-energy and high cetane
number, the HEFA/HVO fuels can be used without blending and they also emit less
GHG,NOx and particulates and have better cold flow properties as compared to fossil
fuel. They are also stable for storage and are resistant to microbial growth. If paraffin
content is increased, the cold flow properties are further affected and depending on
the feedstock used, there is a variability in the cetane number which in turn affects
the fuel ignition. This is the reason why blending with conventional fuel is still the
preferred option [14].

It should be noted that the chemical process that produces HEFA, can also pro-
duce bio-diesel which has a larger market with higher sale prices. Because of the
regulations in California and agreement with airlines, only Honeywell UOP/Altair
Fuels exclusively produces bio-jet fuels (currently at 40 million gallons or 134,000
tons per year level) while other HEPA facilities mainly produce diesel (Fig. 2). For
example, Neste (Rotterdam: 800,000 tons/year, Singapore: 800,000 tons/year and
Finland: 380,000 tons/year), Honeywell UOP & ENI (Italy: 300,000 tons/year), and
Sinopec (China: 18,000 tons/year) produce bio-diesel but have an interest in produc-
ing bio-jet in the future. There are also a few start-ups which will be operational in
1–3 years: Pertamina (Indonesia:<23,000 tons/year), Honeywell UOP& SG Preston
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Fig. 2 Renewable jet fuel process

(Ohio: 400,000 tons/year, Indiana: 400,000 tons/year, Canada: 400,000 tons/year)
and, Honeywell UOP & Petrixo (UAE: 500,000 tons/year) [15]. Out of various pro-
ducers, Honeywell UOP technology seems to be the most developed whereby selec-
tive cracking with isomerization and hydrotreatment is used to maximize yield of
jet fuel. This technology has been designed in such a way that existing refineries
can be repurposed to target renewable jet fuel (RJF) [13b, 16]. Neste’s technology,
on the other hand, is geared towards optimum diesel production and will require
adjustments for producing RJF.

2.2 Fischer-Tropsch (FT) Fuels

In the early 1990s, Sasol (South Africa) pioneered the first FT process to convert coal
to liquid fuel for aviation. Based on the same principle, any biomass (e.g., forest and
agricultural wastes, municipal solid wastes or MSW) can be gasified at very high
temperature to form synthetic gas (a mixture of H2 and CO) which is then catalyti-
cally converted through FT synthesis to produce liquid hydrocarbons. Here the main
advantage is that irrespective of the feedstock, the composition of the gas would be
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predictable. FT fuel is distinct as it is non-toxic, has very low NOx emissions, high
cetane number, and low particulate matter, sulphur, and aromatics [17]. For produc-
ing synthesis gas, biomass is gasified at very high temperatures (typically, 1200 °C)
using entrained flow reactors (similar to coal gasification technology) which have
high efficiencies and low-tar production. Fibrous biomass feeding in such reactors is
still an issue, however. To address this challenge, biomass is pretreated and then fed
to the reactor. The second way to gasify biomass would be at a lower temperature
(up to 900°) using bubbling or circulating fluidized bed reactors. The processes are
thus simpler, easier to feed but the quality of the syngas decreases [18]. Biomass
decomposes to syngas (a mixture of CO, H2, CH4, CO2), tars and solid char. Here,
the syngas requires more cleaning and conditioning to crack the tar, methane and
light hydrocarbons so that it can be converted to fuel.

FT jet fuel derived from coal has been used since 1999 and blended up to 50
vol.% with fossil jet fuel while FT jet fuel from natural gas from Shell Technology
has been used since 2012 and blended up to 25 vol.% [19]. However, using biomass as
a feedstock has specific challenges including (a) syngas clean-up as biomass will also
produce CO2, methane, tar, inorganics during gasification, (b) catalyst contamination
and deactivation, and (c) distributed supply of biomass which is inconsistent with
the economies of scale needed for FT technology to be cost effective. A number
of pilot and demonstration plants were started and then closed namely CHOREN,
NSE Biofuels, Forest BtL, and Solena/British Airways Greensky project [19a, 20].
Other upcoming projects are BioTfueL [21] (200,000 t/year of RTF and diesel by
co-gasification of biomass and coal, France 2020), Fulcrum Bioenergy (10 million
gallon/year fromMSW, Nevada 2019) [22], and Red Rock (16 million gal/year from
forest and sawmill residues, Colorado 2017).

2.3 Synthesized Iso-paraffinic (SIP) Bio-jet Fuel

This bio-jet fuel is produced biochemically through sugar fermentation by microor-
ganisms to produce farnesene, which is hydrogenated to farnesane which can be
blended with conventional jet-fuel (Amyris, Inc.) [23]. Farnesane has already been
approved as a jet blendstock and meets ASTM standards. The technology is some-
times also referred to as DSHC (direct sugars to hydrocarbons). This technology is
expensive and the intermediate is a far more valuable chemical than the final fuel.
Generally, the biomass is pretreated, enzymatically hydrolyzed to form solubilized
C5 and C6 sugars which are then separated and concentrated to convert to the desired
hydrocarbons. This product can then be oligomerized and hydrotreated to produce
jet fuel [24]. LS9 is another company that is trying to produce fatty acids aerobically
using E.Coli to produce fatty alcohols, esters and alkanes [25].
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2.4 Alcohol-to-Jet (ATJ) Fuel

This route also involves sugar (e.g., from sugar cane, sugar beet) fermentation but to
alcohols like ethanol or butanol which can be upgraded to bio-jet (Fig. 3). Other feed-
stocks include hydrolyzed grain starch from wheat or corn and hydrolyzed polysac-
charides from lignocellulosic biomass [26]. These alcohols, because of their high
volatility, low flash point and low energy density, cannot be used directly as jet fuel
[27]. The upgrading of the alcohols involves dehydration, oligomerization, distilla-
tion and hydrogenation steps. A number of companies are working on commercial-
izing this technology. For example, Terrabon was awarded a $9.6 million DARPA
grant but filed for bankruptcy in 2012. Swedish Biofuels and Gevo are companies
which use this technology to produce bio-jet fuel. Gevo converts isobutanol to jet
fuel and received ASTM certification in 2015 [28]. Last year, ArcelorMittal part-
nered with LanzaTech and Primetals Technologies to invest 87 million Euros in an
ethanol fermentation pilot plant in Ghent, Belgium. Gases from the steel plant will be
converted to ethanol which could then be further converted to jet fuel [29]. Virent’s
BioForming [30] technology is another example where biomass is first converted to
solubilized sugars through biomass pretreatment and enzymatic hydrolysis, then the
carbohydrates are converted to alcohols in the presence of hydrogen. The alcohols
are sent to an aqueous phase reforming reactor where they react with water over a
catalyst at 450–575 K and 10–90 bar to produce H2, alkenes and oxygenates. The
latter can be catalytically converted to jet-fuel through acid or aldol condensation
and (hydro)-dehydration.

2.5 Hydrogenated Pyrolysis Oils (HPO) Fuel

Biomass is first pyrolysed to form biocrude which is highly oxygenated and there-
fore has to be upgraded using hydrogen and a catalyst to produce stable oil. This
technology is still at the developmental level. UOP Honeywell and Ensyn Corp
(Ensyn/Envergent technologies) have a licensedRTP (rapid thermal processing) tech-
nology and have started the construction of facility which will convert 65,000 dry
metric tons of forest residue to 10 million gallons of renewable fuels per year (about
34,000 tons/year). It is projected to be operational in late 2017 [31]. BTG (Biomass
Technology Group) Bioliquids from Netherlands uses non-food biomass to produce
oil through fast pyrolysis and delivers commercial scale pyrolysis plants to cus-
tomers (2 tons/h plant in Malaysia, 5 tonnes/h plant in Netherlands-Empyro BV).
The technology mixes dried biomass particles with hot sand (heat carrier) in a rotat-
ing cone reactor to form oil vapors that are cooled to get the bio-oil. In 2016, Technip
(France) signed an agreement with BTG to use BTL’s fast pyrolysis technology to
find commercial uses of the renewable oil [32].
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Fig. 3 Alcohol-to-Jet (ATJ) fuel process

2.6 Future Perspective

Some of the major challenges for using biofuels as an aviation fuel include (a)
decreasing production costs to make the fuel more economically viable and com-
petitive, (b) expanding supply potential by investing in feedstock production and
conversion technology/facilities, and (c) ensuring efficiency over the entire supply
chain [12]. Even though aviation biofuels are not expected to be as competitive as the
fossil jet fuels, especially in the short-term, it is expected that legislation and public
and political pressure to address environmental impacts might be the main drivers
for this industry to use biofuels at least as a blend. It is believed that compared to the
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other transportation sectors, aviation is less complex and at a smaller scale, is more
suitable for biofuel implementation. The costs of the feedstock together with supply
and sustainability concerns, make it hard to scale up production of these biofuels to
meet demand. For example, in May 2017, palm oil price was $1.9 per gallon while
jet fuel was only $1.42 per gallon. It is believed that the HEFA/HVO fuel pathway is
the main technology that can be used to establish the foundation for future and large-
scale supply chains. More advanced technologies will have to wait at least another
5–10 years for maturity because of the different feedstock (biomass, wastes, etc.)
being tested. Thermochemical routes will most likely be the front runner in terms of
future technology because of the valuable intermediate products which could also
be derived from these processes.

The competition between the renewable ground transportation fuel (HEPA-diesel)
and HEPA for jets will be a challenge and proper policies need to be established to
encourage the production of HEFA for jet fuel. However, the international nature
of aviation complicates the policy establishment and its implementation. It is to be
noted that blending conventional fossil fuel with low percentages of bio-diesel is
currently in the ASTM certification process which could increase the adoption in
aviation [23]. The Commercial Aviation Alternative Fuels Initiative’s fuel readiness
level (FRL) scale rates ASTM-certified fuels at FRL7 or higher with FRL9 being the
maximum (full scale plant is operational). The FRL approach provides a descriptive
hierarchy showing the technology’s progress towards commercialization and takes
into account the risks associated with fuel development [33]. Based on this approach,
a recent study concluded that HEFA was at FRL9, FT at FRL7–8, SIP at FRL5–7,
ATJ at FRL4–6 and HPO at FRL6. Among the certified fuels, HEFA is the most
highly developed and has been used in most tests. Even though FT seems to be
technologically ready, the economic feasibility is still not at the required level for
it to be commercial. It is clear from literature that feedstock seems to be the most
important parameter when looking at both the technical and commercial feasibility
of the process. Another big challenge facing biofuel use in aviation is the high quality
standard requirements and therefore testing the biofuels is crucial.

3 Biofuels in Ground Transportation

Currently a large volume of biofuel is used in ground transportation mostly in the
formof bioethanol andbiodiesel.At present, 10%bioethanol blends (E10) are already
dispensed in fuel stations around the world with more than 50 countries having some
mandated or targeted blends. For instance, the U.S. has a mandate of 136 billion
liters of biofuels, out of which 60 should be cellulosic ethanol, by the year 2022
[34]. Biodiesel is also being blended with traditional fuels: 5% (BD5) in France to
20% (BD20) in the U.S [35]. In 2016, the U.S. produced an estimated 15.3 billion
gallons of fuel ethanol and 1.6 billion gallons of biodiesel [36]. Biofuel technologies
are often categorized as conventional and advanced, with most of the conventional
technologies being commercially available while most of the advanced technologies
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are in the demonstration stage or moving towards that stage. As of Fall 2015, 67
biorefineries worldwide produced second generation ethanol, out of which 20 (with
9 operating on a commercial scale) were in North America [37]. There are a number
of biofuel pathways that have been explored over the years as discussed below.

3.1 Bioethanol

Traditionally, bioethanol was obtained by glucose fermentation by yeasts to convert
the glucose into ethanol and carbon dioxide as follows:

C6H12O6 → 2 CH3CH2OH+2 CO2

The conventional (i.e., first generation) feedstocks are sugars from sugar crops
such as sugarcane, sugar beet, sweet sorghum and starch crops such as corn andwheat
which would require an additional hydrolysis step to convert the starch to glucose.
This technology is mature and recent improvements include optimization of energy
integration and valorizing by-products. For the starch processes, for example, the
economic efficiency depends a lot on the value of the co-products such as dried
distiller’s grains with solubles (DDGS) and fructose. Because of the concern of
diverting food supply to fuel, other non-food feedstock (second generation) needed
to be used.

Advanced cellulosic ethanol is produced through biochemical conversion of
mainly the cellulose and hemicellulose components of biomass into fermentable
sugars which can then be converted to ethanol [38]. Some of the agricultural and
forest residues that have been used for this technology are corn stover, switchgrass,
miscanthus, wood chips, and municipal solid wastes. However, the conversion of lig-
nocellulosics to ethanol is more challenging than conversion from sugars or starch.
This new technology consists of three main steps: (i) feedstock pre-treatment includ-
ing harvesting, size reduction, fractionation, and removal of the lignin, (ii) enzymatic
hydrolysis which uses enzymes to depolymerize the lignocellulosic biomass to sug-
ars (i.e., glucose and xylose or C6 and C5, respectively) and finally, (iii) fermentation
of the sugars to ethanol. Some of these sub-processes are developed but may not be
fully commercial yet due to the enzyme cost. The key challenges in the production
of second-generation ethanol are due to the low accessibility of cellulose and hemi-
cellulose caused by tightly bound lignocellulosic structure, low activity of enzymes,
and difficulty in fermenting C5 sugars to ethanol. Research is still being conducted to
valorize lignin as an energy carrier or material feedstock [35]. Also, improvements in
micro-organisms and enzymes, the use of C5 sugars for fermentation or value added
products also need to be investigated. Commercial production of second-generation
biofuelswas startedwithDupont opening one of theworld’s largest cellulosic ethanol
plant in Nevada (Iowa) in 2015. A number of other companies soon followed but
some of them like Abengoa have suspended production. As of July 2017 [39], 7 cel-
lulosic ethanol plants were into operation (Table 1) while there are some 200 plants
that operate on the sugar/starch platform.
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Table 1 Cellulosic ethanol plants in operation as of July 2017 in the United States

Plant State Feedstock Capacity, millions
gallons/year

American Process Inc., Thomaston
Biorefinery

GA Other 0.30

DuPont Cellulosic Ethanol LLC, Nevada IA Crop residue 30.0

Fiberight Demonstration Plant VA Waste stream 0.50

ICM, Inc. Pilot Integrated Cellulosic
Biorefinery

MO Biomass crops 0.32

Poet—DSM Advanced Biofuels, LLC,
Project Liberty

IA Crop residue 20.0

Quad County Cellulosic Ethanol Plant IA Corn 2.00

ZeaChem Inc., Demonstration Plant OR Biomass crops 0.25

Fig. 4 Biodiesel production from triglycerides

Research in developing cost-effective technologies are emphasizing on feedstock
development (genetic modification), pretreatment technology (lowering temperature
and pressure), enzyme cost reduction, co-fermentation of glucose from cellulose (a
mature technology) with xylose from hemicellulose (a complex technology) [40].

3.2 Biodiesel

Traditional biodiesel is derived from vegetable oils (e.g., soybean, canola, oil palm,
sunflower) or animal fats. The feedstock, mostly triglycerides, is reacted with an
alcohol (usually methanol or ethanol) to form fatty acid methyl esters (FAME) and
glycerin (Fig. 4). This reaction can be catalyzed by alkalis (NaOH), acids (H2SO4),
or enzymes (lipase). The biodiesel is usually separated from the glycerin through
settling, filtration and decantation.

In general, the biodiesel can be used on its own or blended with diesel. Avail-
ability of land for crop production is one of the main limitations of biodiesel pro-
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duction. It is estimated that to replace half of the transportation fuel in the U.S.
with biodiesel would require 24% of the existing crop land [41]. Advanced biodiesel
include hydrotreated vegetable oil (HVO) and biomass-to-liquids (BtL) diesel or
Fischer-Tropsch (FT) diesel. HVO is produced by hydrogenation of the vegetable
oils or animal fats [42]. BtL is produced via a two-step process where biomass is first
gasified to H2 and CO-rich syngas which is conditioned and converted to hydrocar-
bon liquids via Fisher-Tropsch synthesis. Research however is still being conducted
to improve the catalyst life and robustness and to reduce cost associated with syngas
clean-up.

Attention has been given to another feedstock, (micro)algae, termed as the third
generation feedstock, which can be grown on a non-arable land in different types
of waters (saline, brackish) and has great potential in terms of productivity (high
growth rates and high oil content). It has also been estimated that annual oil pro-
duction from high-oil microalgal species (Botryococcus brauni, cylindrotheca sp.,
isochrysis sp., nannochloropsis sp., schizochytrium sp.) can reach 58,000–137,000 L
(15,300–36,200 gallons) per hectare [41]. High-quality diesel and jet fuel analogues
are expected to be produced. Usually, algae is grown in either open ponds or closed
photobioreactors at around 20–30 °C under autotrophic or heterotrophic conditions.
However, large-scale algae cultivation and the oil extraction are very expensive. In
order to improve the economic feasibility of biodiesel from algae, research and devel-
opment has to concentrate on developing high-yield microalgae, algae with better
tolerance to high/low temperatures and high oxygen concentration and better growth
and harvesting systems.

3.3 Biofuel from Thermochemical Processes

Liquefaction, pyrolysis, and gasification are all thermochemical processes that can
convert biomass to gas and liquid products. However, all of these technologies
produce intermediates that need to be upgraded or reacted to form the final fuel.
For example, (hydrothermal) liquefaction produces a heavy viscous biocrude. Usu-
ally, temperatures of around 350–370 °C and pressures around 50–200 bar are used
whereby the biomass is depolymerized into unstable and reactive smaller molecules.
These molecules contain high amount of oxygen and are upgraded to bio-oil through
catalytic hydrogenation [43]. In pyrolysis, a liquid is produced by breaking down
biomass in the absence of oxygen. Slow pyrolysis operates at 300–700 °C with
30–200 s residence time while fast pyrolysis operates at 400–700 °C with 1–5 s
residence time [44]. The formed bio-oil is further hydrotreated (where oxygen is
removed asH2OorCO2) and hydrocracked to produce naphtha and diesel range fuels.
Research is still being conducted in trying to combine the pyrolysis and hydrotreating
steps like the one performed using a zeolite catalyst to increase the yield [45]. Gasifi-
cation uses 800–900 °C to convert biomass to CO, CO2, CH4 andH2 alongwith some
tar. The synthetic gas formed is conditioned and cleaned before upgrading to liquid
fuels via FT Synthesis, where H2 and CO are combined using Fe/Co catalyst to form
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suitable long chain hydrocarbons as gasoline. It is to be noted that thermochemical
processes can also be combined with biochemical processes by using a biocatalyst
to convert the syngas to synthetic fuel, bioethanol.

3.4 Future Perspective

Second generation biofuels have a potential to complement and replace fossil fuels
because of their net zero carbon emissions and the abundance of the feedstock.
Compared to gasoline, ethanol has a number of advantages: higher octane number,
flammability limits, flame speeds, heat of vaporization but has lower energy density,
flame luminosity, vapor pressure and is corrosive and toxic to ecosystems. Biodiesel
properties are not far from that of conventional diesel. For second and third generation
biofuels to really succeed there needs to be strong policy support and investment in
research and development to allow for the biofuels to reach their full potential. Also
valorization of byproducts is important for economic sustainability; currently, only
cellulose and hemicellulose are used in ethanol production and only lipids in biodiesel
production.

4 Summary and Conclusions

It is estimated that by 2050, 90% of the world population will be living in developing
countries [46]. The potential of biomass to provide a cost-effective and sustainable
source of energy is high. Even though research has and is still being done on how to
convert biomass to biofuels, there are many challenges (technical and economic) that
need to be addressed to make the fuels commercial and market-ready. By 2015, some
2000 flights had used bio jet fuel and some airlines like KLM and Boeing have made
commitments to use even more. As for ground transportation, blending bioethanol
and biodieselwith conventional fossil fuels is themost commonway to use alternative
fuels. Research is still being carried out to convert lignocellulosic material to drop-in
fuels but high oxygen content of the feedstock and economies of scale are still hurdles
that need to be overcome. In the future, it is expected that electricity production will
partly be supplied via direct combustion of wastes and residues, whereas bioethanol
and biodiesel will be used as liquid fuels for transportation. Energy crops could
contribute to combined heat and power production. This means that the share of
biofuels in the aviation and transportation industry is expected to grow in the future.
The reduction in biofuel costs by enhancing the economics of the process (through
value-added co-products) will bring about development in the industrialized butmost
importantly in the rural areas. The promise of advanced biofuels is that is it clean,
carbon neutral, renewable but also benefits the local communities/economies.
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Innovative Bio-char Briquetting
from Corn Residue Using Torrefaction
Process

Krongkaew Laohalidanond and Somrat Kerdsuwan

Abstract Each year, millions of tons of corn are harvested from the farm fields.
Their residues, e.g. stems/leaves and husks, are left in the field, while the empty cobs
are processed at the mills and the byproduct is inefficiently used as low-grade fuel.
The stems/leaves and husks are not used as fuel because of their poor fuel quality
and because they are difficult to handle. Innovative bio-char briquetting from corn
residues to improve their fuel properties has been proposed using the torrefaction
process. The temperature and retention time for this process affects properties of the
empty cobs, stems/leaves, and husks from the residual corn, which helps to improve
their heating value and changes the volatile matter and fixed carbon proportion in
the fuel. All of the torrefied corn residues is hydrophobic, which has less ability to
absorb water due to the change in pore structure. The biochar from the corn residual
can be used as premium feedstock for heating purposes with high heating value and
low smoke.

Keywords Torrefaction process · Biochar · Fuel property · Corn residue

1 Introduction

As the key driver for the development of the industrial and energy sector, fossil fuel
plays an important role as a primary energy source in many countries. In 2014, the
share of oil, coal, and natural gas consumption in the world’s total primary energy
consumption was reported to be 32.65%, 30.04%, and 23.67%, respectively, and the
proportion of this fossil fuel in the world’s primary energy consumption in 2015
remained almost unchanged. In contrast to fossil fuel, the utilization of renewable
energy was limited to only approximately 2.5% of the world’s total primary energy
consumption [1].
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Relying significantly on fossil fuel, which has depleted continuously, however,
has resulted in the security and sustainability of certain countries, especially the
countries whose primary energy sources are deficient. Hence, the world energy trend
should switch to greater utilization of renewable energy rather than fossil fuel to
solve the problem of the depletion of fossil fuel [2]. Not only the depletion of fossil
fuel, but the switch to renewable energy will also reduce the negative impact on the
environment, especially in terms of the global warming effect.

Thailand today is facing an agricultural waste and limited non-renewable energy
resource problem because of continuous increase in population and economic and
industrial growth. To be able to meet these increasing demands, Thailand has to
count on various energy imports being used in manufacturing process as commercial
energy for domestic usage [3]. This causes the loss of a great deal of money from
the country. Therefore, there is a high necessity to the new paradigm shift to use
more renewable energy for energy security, and the improvement in the economy
and ecology. The Alternative Energy Development Plan (AEDP2015) stated that
the share of alternative energy for power production is targeted at 20% in 2036 [4].
Within this, 20% of biomass from agricultural products and forestry is promoted to
be the main renewable energy source. Biomass has been considered as substitute
renewable fuel because of its availability and carbon neutral balance [5]. In the
northern and middle areas of Thailand, there are many corn farms that have a good
deal of agricultural waste, such as empty cobs, stems/leaves, and husks. This waste
can be used as a renewable energy in the form of thermal energy. However, using it in
producing thermal energy has many disadvantages, for example, high moisture, low
heat capacity, and low energy density, thus causing low thermal energy efficiency.
These disadvantages can be minimized by upgrading fuel through the torrefaction
process and densification process before using this waste as feedstock in the thermal
conversion process.

Torrefaction has been considered as a mild pyrolysis, which improves biomass
characteristics through thermochemical treatment at a temperature range of
250–350 °C, carried out under atmospheric pressure and in an inert atmosphere
for 30–90 min [6–9]. The mechanism of the torrefaction process can be divided into
5 regimes, as illustrated in Fig. 1.

In regime A, moisture containing in biomass is carried out without any chemical
reactions. Consequently, the chemical composition of the biomass is still unchanged.
At the higher temperature of 120–150 °C in regime B, the lignin structure or the
fiber in the biomass is softened and begins to decompose. The chemical bonds in
the biomass are completely decomposed in regime C, called the reactive drying
process, with a temperature ranging from 150 to 200 °C. In this regime, long-chain
hydrocarbon compounds are destroyed into short-chain polymers. Hemicellulose is
first decomposed at the temperature of 200–250 °C in regimeDand cellulose is finally
decomposed and devolatilizes as volatile matter in Regime E at the temperature of
250–350 °C.

As described above, during the torrefaction process, the heat will remove some
of the volatile matters (H2O and CO2) from the biomass, which highly changes the
biomass properties and leads to less moisture, and less hydrogen and oxygen in
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Fig. 1 Mechanism of the torrefaction process (Adapted from [8])

Fig. 2 Comparison of the fuel properties of torrefied biomass with raw biomass (Adapted from
[3])

the biomass then the fixed carbon increases. This gives the biomass higher heating
value and higher energy density, and it can be used as upgraded-fuel for producing
thermal energy, vapor, or electricity with high efficiency. Figure 2 compares the fuel
properties of torrefied biomass to raw biomass.

This chapter discusses the improvement of the fuel properties of corn residue
through the torrefaction and densification process, where a feasibility study was
conducted using briquettes of torrefied products in the gasification process. The
gasification behaviors using briquettes from raw residue and torrefied residue are
compared.
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2 Corn Residue Potential

Corn cob is considered as an important economic crop in Thailand. Almost 5 million
tons of cobs were cultivated throughout the country in three consecutive crop years
from 2012 to 2015. More than two-thirds of them were produced in the northern
Thailand, as quantitatively listed in Table 1.

In the northern part of Thailand, Petchaboon is a top-ranked province in terms of
corn cob plantation. In the last 5 years from 2010 to 2014, more than 600,000 tons
of corn cobs were annually cultivated there [10]. Hence, Petchaboon was selected as
the focus area for this study.

In order to investigate the corn residue potential in the focus area, the Crop-to-
Residue Ratio (CRR) and Surplus-Availability-Factor (SAF) were first determined
through on-site surveying. The CRR describes the amount of residue generated from
1 kg of a crop. There are three types of residues from corn cobs: empty cobs, husks,
and stems/leaves. The determination of the CRR was made in a selected area of
3×3 m by harvesting corn cobs in this area and weighing each residue generated.
The CRR of the empty cobs, husks, and stems/leaves was 0.28:1, 0.15:1, and 1.28:1,
respectively, which means that 0.28 kg of empty cobs, 0.15 kg of husks, and 1.28
kg of stems/leaves were generated from 1 kg of corn cobs. The SAF is the amount
of residue still available after being used for any purpose. After harvesting, the
husks and stems/leaves are burnt on-field before the next cultivation, and therefore
the SAF of the husks and stems/leaves is considered to be one. Unlike husks and
stems/leaves, empty cobs can be totally used as feedstock for heat production in corn
mills, and therefore there were no empty cobs available, which suggests that the SAF
of empty cobs is zero. However, this study took empty cobs into account because
their utilization is ineffective way when used with old-fashioned boilers due to their
low fuel properties. Figure 3 shows the potential of the corn residue in the focus area
in 2014.

3 Materials

The corn residue used as feedstock in this study was empty cobs, husks, and
stems/leaves generated from corn plantation in central Thailand. Empty cobs were
collected from cornmill after corn processing, while the husks and stems/leaves were
collected in the field after harvesting. Figure 4 presents the feedstock from the corn
residue.

Feedstock was prepared in order to investigate its fuel properties, e.g. proximate
and ultimate analysis, as well as its heating value. The feedstock was oven-dried in
a DGH-9070b oven at 105 °C for 24 h for the determination of moisture content.
Then, the feedstock was fine-ground for proximate and ultimate analysis, which was
conducted according to the ASTM standard. The determination of the heating value
was carried out in an adiabatic bomb calorimeter Gallenkamp. The properties of the
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Fig. 3 Potential of corn residue in Petchaboon in 2017

(a) (b) (c)

Fig. 4 Corn residue a empty cobs b stems/leaves and c husks

corn residue used in this study compared to conventional fuel (lignite) are shown in
Table 2.

In Table 2, it is clearly seen that the corn residue is a low-grade fuel compared
to conventional fossil fuel because it has considerably high moisture content and
volatile matter, ranging from 21 to 61 %wt. and from 78 to 88 %wt., respectively,
whereas the fix carbon and heating value are much lower than conventional fossil
fuel, lying between 9–16 %wt. and 16–18 MJ/kg, respectively.

Therefore, it is necessary to improve the fuel quality of corn residue using the
torrefaction and briquetting process. After the improvement of the corn residue,
the utilization of the corn residue with and without the torrefaction process in the
gasification process will be conducted. The details of each process, including the
experimental set up, procedure, aswell as the results anddiscussion,will be separately
described in the next sections.
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Table 2 Properties of corn residue used in this study compared to conventional fuel (lignite)

No. Properties Empty cobs Stems/leaves Husks Lignite [11] Standard

Moisture content (%wt, as received)

1 Moisture 49.88 61.71 21.52 28.84 ASTM
D3173-87

Proximate analysis (%wt, dry basis)

1 Volatile
matter

81.70 78.22 87.99 40.74 ASTM
D3175-89a

2 Fixed
carbon

16.13 16.01 8.71 43.23 ASTM
D3174-89

3 Ash 2.17 5.77 3.30 16.03 ASTM
D3172-89

Ultimate analysis (%wt, dry basis)

1 Carbon 47.04 45.19 46.17 58.35 ASTM
D3178-89

2 Hydrogen 6.46 5.85 6.69 3.72 ASTM
D3178-89

3 Nitrogen 0.34 0.81 0.53 0.85 ASTM
D3178-89

4 Sulfur 0.07 0.13 0.10 2.36 ASTM
D4239-85c

5 Chlorine 0.04 0.18 0.31 n.a. ASTM
D2361-91

6 Oxygen 43.88 42.07 42.89 18.69 By
Difference

Higher heating value (kJ/kg, dry basis)

1 HHV 17,734 15,570 16,010 21,984 ASTM
D3286-91

4 Torrefaction Process

The target of the torrefaction process is to drive off the moisture content and the
volatile matter from the corn residue, and as a consequence, the amount of the fix
carbon and the heating value will increase.

4.1 Experimental Setup and Procedure

The torrefaction process was carried out in a batch-type electric muffle oven with
an inside dimension of 480 mm×670 mm×800 mm, equipped with a 12 kW,
380 V electric wire. The oven had a multi-layer wall made of steel, ceramic
fiber, and refractory brick. A stainless steel box with an inside dimension of
350 mm×350 mm×300 mm was used as the torrefaction reactor.
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Fig. 5 Experimental setup for the torrefaction process

Two K-type thermocouples were installed at the back of the oven and inside the
torrefaction reactor and were connected to the temperature control unit. There were
two gas passages for the nitrogen gas inlet and the vent gas outlet. Figure 5 illustrates
the experimental setup for the torrefaction process.

In each torrefaction experiment, 200–250 g of corn residue were introduced into
the stainless steel box and placed in the torrefaction oven. The torrefaction temper-
ature was adjusted to 250, 300, and 350 °C, while the retention time was set at 30,
60 and 90 min. After the torrefaction process, the torrefied product was taken from
the oven and weighed in order to determine the mass loss, and after that the volatile
matter, the fix carbon, and the higher heating value were investigated.

4.2 Results and Discussion

4.2.1 Mass Loss

Figure 6 shows the mass loss from the corn residue after the torrefaction process at
different temperatures and retention times. It can be clearly seen that the mass loss
during the torrefaction process relies on the torrefaction temperature and the retention
time for all residue. The increase in the torrefaction temperature and retention time
leads to the increase in the mass loss of the residue. Anyways, the torrefaction
temperature plays a much more important role in terms of mass loss compared to
retention time. The residue lost an extreme amount of mass when the temperature
increased from 250 to 300 °C but the further increase in temperature did not have
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(a) (b)

(c)

Fig. 6 Mass loss during the torrefaction process of a empty cobs, b husks, and c stems/leaves

a considerable effect on the mass loss. The mass loss from the torrefaction process
was between 26.84 and 67.94 %wt.

4.2.2 Proximate Composition

Figures 7, 8 and 9 demonstrate the influence of the torrefaction temperature and
retention time on the amount of volatile matter and fix carbon in the torrefied empty
cobs, husks, and stems/leaves compared to raw residue.

Considering both the volatile matter and the fix carbon of all residue, it can be
observed from Fig. 7, 8 and 9 that the amount of the volatile matter and the fix
carbon in the torrefied residue depends enormously on the torrefaction temperature
but slightly on the retention time. The increase in the torrefaction temperature leads
to a decrease in the volatile matter and an increase in the fix carbon in the torrefied
residue. By increasing the torrefaction temperature from 250 to 300 °C, the volatile
matter decreased from 75.44–83.43 %wt. to 47.27–53.36 %wt., while the fix carbon
content increased from 12.06–21.60 %wt. to 37.87–47.80 %wt. However, at a higher
temperature, the volatile matter and ash content did not change remarkably. This
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(a) (b)

Fig. 7 a Volatile matter and b fix carbon in raw and torrefied empty cobs

(a) (b)

Fig. 8 a Volatile matter and b fix carbon in raw and torrefied husks

(a) (b)

Fig. 9 a Volatile matter and b fix carbon in raw and torrefied stems/leaves

means that the volatile matter was driven from the residue in the torrefaction process.
This can be the reason for the mass loss in the torrefied residue.

4.2.3 Heating Value

Figure 10 shows the dependency of the heating value on the torrefaction temperature
and retention time for the torrefied residue.

According to Fig. 10, the trend of the heating value versus the torrefaction tem-
perature and the retention time was as same as for the volatile matter but was in
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(a) (b)

(c)

Fig. 10 Heating value of the torrefied corn residue a empty cobs, b husks, and c stems/leaves

contrast with the fix carbon. The heating value of the torrefied residue increased with
the increased temperature, especially from 250 to 300 °C.

According to the results of the analysis of the torrefaction process, it can be
concluded that for all residue the torrefaction temperature is important for the qual-
ity of torrefaction products, while the variation in retention time does not create a
huge difference in the quality of torrefaction products. Hence, the retention time
of 30 min was selected as the suitable value for the torrefaction process for corn
residue. By increasing the torrefaction temperature to 300 °C at the retention time
of 30 min, the volatile matter decreased 31.78–42.14 %wt. from the raw residue, the
fix carbon increased 3–4.5 times from the value of the raw residue, and the heating
value increased 45.93–55% from the raw residue. However, a further increase in the
torrefaction temperature did not result in a significant change in the quality of the
torrefied residue. Therefore, the torrefaction temperature of 300 °C was considered
to be the proper value for the torrefaction process for the corn residue.

5 Briquetting Process

In practical terms, the agricultural residue has to be prepared into dense form or
briquettes before beingused as fuel. This step facilitates the transportation and storage
of bio-fuel. In this study, raw residue and torrefied residue with high fuel quality
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Fig. 11 Screw press briquetting machine

were mixed with binders and briquetted in a briquetting machine in order to produce
briquette fuel.

5.1 Experimental Setup and Procedure

Figure 11 shows the screw-press briquetting machine, which was driven by a 3 HP
380 V motor. The dimension of the briquetting machine was 500 mm×900 mm.
A heating plate with a temperature control unit was installed around the cylinder to
enable the briquetting of the corn residue.

Since the results from the torrefaction process revealed that the temperature of
300 °C and the retention time of 30 min were the proper operating condition, and
only the torrefaction products from this condition were further processed at this step.
As raw and torrefied empty cobs have a cylindrical shape, the briquetting process
is not necessary. Unlike empty cobs, raw and torrefied husks, and stems/leaves, are
amorphous, and therefore the briquetting process is essential. After removing the
moisture content from the raw corn residue by heating it at a temperature of 105 °C
for 24 h, the mixed raw and torrefied residue (stems/leaves: empty cobs: husks�7:
2: 1) was crushed into a smaller size at around 0.5–1 mm using a cutter mill and this
was mixed with the binder (water: tapioca flour with the ratio of 10: 1 by weight)
at the proportion of residue: binder as 1: 0.7 by weight. Finally the prepared mixed
residue was compressed with the briquetting machine and cut into 50–60 mm in
length with a diameter of about 25 mm. Figure 12 illustrates the briquetting process
of (a) empty cobs and (b) mix residue, respectively.
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Fig. 12 Procedure for the production of briquettes from corn residue a empty cobs and b mixed
residue

The fuel properties to be compared in this sub-process were density and water
absorbability. The density of the fuel briquettes indicated the transportability of the
fuel and water absorbability can be used to predict how long the fuel can be stored
without degrading its properties.

There are two types of density—apparent density and bulk density—that were
to be determined. The first one is the density calculated according to the mass per
unit volume of the briquettes, while the second one is the density measured by the
weight of the briquettes in a container whose volume was given. The formulas for
the calculation of apparent density and bulk density is given in Eq. (1) and Eq. (2),
respectively.

ρapp � mbriquette

Vbriquette
(1)

ρbulk � mbriquettesincontainer

Vcontainer
(2)

In this study, the water absorbability was defined as the ability of the briquettes to
adsorb water after a long period. The water absorbability was determined by placing
the briquettes in a closed container in which the relative humidity was maintained at
76% by being filled with water and sodium chlorine solution. The briquettes were
placed in a relative humidity-controlled container for 6, 12, 24, 48 and 96 h and the
briquettes were weighed after each period. Equation (3) was used to calculate the
water absorbability of the briquettes.
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Fig. 13 Briquettes of empty cobs

Fig. 14 Briquettes of mixed residue

αw � mt − m0

m0
(3)

where
αw is the water adsorbability
mt is the mass of the briquettes at a given time
m0 is the mass of the briquettes at the initial time.

5.2 Results and Discussion

The briquettes of empty cobs and mixed corn residue with and without using the
torrefaction process are shown in Fig. 13 and Fig. 14, respectively. The briquettes
have a cylindrical form with a diameter of around 25 mm and a length of 50–60 mm.
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Table 3 Apparent and bulk density

Type of briquettes Apparent density (kg/m3) Bulk density (kg/m3)

Raw empty cobs 249.34 94.14

Torrefied empty cobs 162.67 78.45

Raw mixed residue 286.08 135.17

Torrefied mixed residue 680.98 271.55

5.2.1 Density

Table 3 lists the apparent and bulk density of the briquettes. It can be seen that the
apparent and bulk density of the briquettes from the empty cobs considerably differs
from the apparent and bulk density of the briquettes from the mixed residue.

In the case of empty cobs, the torrefaction process had a negative effect on both
apparent and bulk density. Both values for the torrefied empty cobs, which were
measured at 162.67 kg/m3 and 78.45 kg/m3, respectively, were less than the values
of the raw empty cobs. On the other hand, the briquettes from the torrefied mixed
residue had an apparent density of 680.98 kg/m3 and a bulk density of 271.55 kg/m3,
which was much higher than the briquettes from the raw mixed residue.

5.2.2 Water Absorbability

After placing the different types of briquettes in the moisture-controlled container
for the specified time, as shown in Fig. 15, it was found that during the first 48 h all
of the briquettes were able to adsorb water and after 48 h the briquettes could absorb
only a small amount of water or could not absorb water at all, as shown in Fig. 16.
This implies that after 48 h all of the briquettes were almost saturated with water in
a porous structure.

Comparing the water absorbability of the raw and torrified residue, it can be seen
in Fig. 16 that the torrefied residue from both the empty cobs andmixed residue could
absorb less water than the raw residue. The maximum amount of water absorbed by
the torrefied empty cobs and torrefied mixed residue was approximately 5 %wt.
and 9 %wt., respectively, after 48 h, whilst the raw empty cobs and the torrefied
mixed residue could absorb the highest water amount of 11 %wt. and 15 %wt.,
respectively. This shows the hydrophobic characteristic of corn residue after the
torrefaction process, which could help to store the biochar for a longer time without
absorbtion of moisture.
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Fig. 15 Different briquettes in a closed moisture-controlled container

Fig. 16 Water absorbability of different briquettes
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6 Gasification Process

The aimof performing a gasification test is to investigate and compare the gasification
behavior of raw residue and torrefied residue in terms of temperature distribution,
producer gas composition, producer gas heating value and cold gas efficiency.

6.1 Experimental Setup and Procedure

The lab scale gasification system used in this study consisted of 4 main parts: a
10 kg/h batch type downdraft gasifier, an air supply unit, a measuring unit, and a gas
sampling unit, as illustrated in Fig. 17.

Figure 18 shows the gasifier which is separated into 4 zones: a hopper, a pyroly-
sis chamber, a reaction chamber, and an ash chamber. The reaction chamber can be
divided into an oxidation zone and a reduction zone. The gasifier can sustain tem-
peratures up to 1,200 °C. The air supply unit introduces the gasification air into the
gasifier. Air flows into the tank through a 0.75 HP-blower and then preheated in the
air preheater. Preheated air is introduced into the gasifier in the reaction chamber. The

Fig. 17 A 10 kg/hr lab scale gasification system
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Fig. 18 A downdraft gasifier

Table 4 Number of experiments and operating conditions

No. Type of feedstock briquettes Air flow rate (L/min) Equivalent ratio (-)

1 Raw empty cob 250 0.5

2 Torrified empty cob 250 0.5

3 Torrified empty cob 300 0.6

4 Torrified empty cob 350 0.7

air flow rate is controlled by the air rotameter. In this study, the gasification process
was performed at the air flow rates of 250, 300, and 350 L/min, which corresponds
to the equivalent ratio of 0.5–0.7. During the experiment, the temperature was mea-
sured and recorded by 11 k-type thermocouples installed in different heights of the
gasifier (Fig. 17). The producer gas that occurred was taken as the gas sample using
a gas sampling unit comprising a vacuum pump and condensing bottles. The number
of experiments and the operating conditions were listed in Table 4.
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The concentration of producer gas composition, including H2, CO, CO2, CH4, O2

and N2, were measured using Shinaszu Gas Chromatography (GC) model GC-2014.
The producer gas heating value (HVgas), the feedstock consumption rate (FCR), and
the cold gas efficiency (ïth) were determined using Eq. (4), Eq. (5), and Eq. (6),
respectively.

HVgas � [(30 × %CO) + (25.7 × %H2) + (85.4 × %CH4)] × 4.2

1000
(4)

where %CO, %H2, and %CH4 are the concentration of CO, H2, and CH4 in the
producer gas in % Vol., respectively

FCR � Weight o f f uel used

Operating time
(5)

ηth � Qgas × HVgas

FCR × HVf uel
(6)

where

Qgas is the producer gas flow rate (m3/min)
HVgas is the producer gas heating value (kJ/m3)
HVf uel is the heating value of the feedstock (kJ/kg)
FCR is the fuel consumption rate (kJ/min).

6.2 Results and Discussion

6.2.1 Temperature Distribution

Figure 19 shows the temperature distribution of the different air flow rates for the
raw empty cobs and the torrefied empty cobs.

As observed in Fig. 19, the temperature distribution of torrefied empty cobs did
not enormously fluctuate with reaction time, whereas the temperature distribution
of the raw empty cobs gasification highly fluctuated. Focusing on the effect of the
air flow rate, it was clearly seen that the increase in the air flow rate introduced in
the gasifier resulted in an increase in the temperature of the combustion zone and a
wider temperature range in the combustion zone. This provided a greater heat supply
for the pyrolysis and reduction zones, and consequently a higher temperature in the
reduction zone [12]. Table 5 shows the temperature in each reaction zone at different
air flow rates.
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Fig. 19 Temperature distribution at different air flow rates

Table 5 Temperature in each reaction zone

No. Feedstock Air flow rate
(L/min)

Temperature
(°C)

Drying
zone

Pyrolysis
zone

Combustion
zone

Reduction
zone

1 Raw empty cobs 250 133–189 251–484 716–910 710–815

2 Torrefied empty cobs 250 137–192 456–667 939–1,089 720–794

3 Torrefied empty cobs 300 143–193 256–647 847–1,099 775–839

4 Torrefied empty cobs 350 161–195 327–683 1,126–1,292 764–808

6.2.2 Producer Gas Composition

Table 6 presents the producer gas composition obtained from gasification of various
feedstock at different air flow rates. CO was the main producer gas composition, but
there was also trace amount of H2 and CH4.

Table 6 indicated that the feedstock preparation affected the producer gas compo-
sition. The producer gas obtained from the torrefied empty cobs contained a higher
amount of combustible gases, e.g. H2, CO, and CH4, than that derived from the raw
empty cobs for all air flow rates, with a CO content of 18.60–27.79 %Vol, an H2

content of 3.63–9.37 %Vol., and a CH4 content of 0.17–0.33 %Vol. Comparing the
producer gas composition yielded from different air flow rates, it was remarkably
seen that the air flow rate played an important role on the amount of CO in the
producer gas. The CO content increased from 18.60 %Vol. at the air flow rate of
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Table 6 Producer gas composition

No. Feedstock Air flow rate (L/min) Producer gas composition
(%Vol.)

CO H2 CH4 CO2 O2 N2

1 Raw empty cobs 250 5.72 0.97 0.03 11.78 5.35 76.20

2 Torrefied empty cobs 250 18.60 3.63 0.31 6.07 4.35 67.05

3 Torrefied empty cobs 300 22.35 9.37 0.33 6.95 0.52 60.48

4 Torrefied empty cobs 350 27.79 6.39 0.17 3.61 1.23 60.81

Table 7 Heating value, feedstock consumption rate, and cold gas efficiency

No. Feedstock Air flow rate (L/min) Parameters

FCR (kg/h) HV
(MJ/Nm3)

ïth (%)

1 Raw empty cobs 250 6 0.84 31.34

2 Torrefied empty cobs 250 3.47 2.84 55.61

3 Torrefied empty cobs 300 4.64 3.95 86.90

4 Torrefied empty cobs 350 5.71 4.25 80.70

250 L/min to 27.79 %Vol. at the air flow rate of 350 L/min. Unlike the CO content,
the air flow rate did not significantly affect the content of the H2 or CH4 in the pro-
ducer gas. The maximum yield of H2 and CH4 in the producer gas can be achieved
at the air flow rate of 300 L/min [12].

6.2.3 Heating Value, Feedstock Consumption Rate, and Cold Gas
Efficiency

Because the feedstock preparation and air flow rate have an influence on the gasi-
fication process and producer gas composition, they also has the effect on heating
values of producer gas, feedstock consumption rate, and cold gas efficiency, as listed
in Table 7.

From Table 7, the consumption rate of the raw empty cobs was greater than that
of the torrefied empty cobs as a result of the higher volatile matter and lower fixed
carbon [12]. For the same feedstock but different air flow rates, it can be seen that the
increase in the air flow rate provided an increase in the heating value as a consequence
of the higher amount of combustible gas in the producer gas, and consequently, an
increase in cold gas efficiency. The maximum heating value of the producer gas of
4.25 MJ/Nm3 can be reached when using torrefied empty cobs as feedstock with the
air flow rate of 350 L/min, and the highest cold gas efficiency of 86.9% can be gained
from the gasification of torrefied empty cobs at the air flow rate of 300 L/min.
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7 Conclusion

Corn residue, including corn cobs, corn stems/leaves and corn husks, has been studied
in order to improve its fuel quality through the torrefaction process. It was found that
the fuel obtained from this process can improve its heating value and can be used
as high quality green fuel or biochar. The important parameter for the torrefaction
process is the reaction temperature, where the retention time exerts less impact. The
torrefaction temperature played a major role in affecting the heating value more than
the retention time. The torreaction process also helped to improve the hydrophobic
properties of the fuel, which would help in storage and keeping the fuel for use for
a longer time without any absorption of water or moisture due to the closing of the
open surface pores of the fuel. It can be concluded that the residual after harvesting
corn in the field, including empty cobs, stems/leaves and husks, can be upgraded
to be a premium fuel (biochar) through the torreaction process with a torrefaction
temperature of 300 °C and a retention time of 30 min. The biochar from the corn
residual can be used as premium feedstock for heating purposes with a high heating
value and low smoke due to the higher fraction of fixed carbon and lower volatile
matter.
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