
Chapter 17
Numerical Simulation of Turbulent
Combustion in Internal Combustion Engines
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Abstract The combustion process in internal combustion engines can occur in

multiple modes. In spark-ignition (SI) engines it is mainly a turbulent premixed

flame propagation process; however, since the charge is at elevated temperature and

pressure, it is possible to have autoignition in the unburned charge, which can lead

to engine knock. In conventional Diesel engines, the combustion process is first

started with the onset of ignition and followed by turbulent diffusion flames. In

the development of modern compression ignition engines, the tendency is to use

a mixed mode combustion in order to reduce soot and NOx emissions. Examples of

such engine concepts are homogeneous charge compression ignition (HCCI), reac-

tivity controlled compression ignition (RCCI), and partially premixed combustion

(PPC) engines. To meet the challenge of high-performance numerical simulations

in today’s engine design it is necessary that the simulation models shall handle the

different modes of combustion. In this chapter, the various combustion modes will be

reviewed. Recent simulation results that reveal the finely detailed reaction zone struc-

tures in HCCI, RCCI, and PPC engines will be discussed. The challenges in the mod-

eling of multiple modes combustion in internal combustion engine will be discussed

in the frameworks of large-eddy simulation and Reynolds-averaged Navier–Stokes

simulations. Finally, state-of-the-art models for the various combustion modes will

be reviewed, focusing on the modeling of multimodes combustion problems.
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17.1 Introduction

Numerical simulation using Computational Fluid Dynamics (CFD) methods is

widely used today to study in-cylinder flow and combustion process in internal

combustion engines (ICE). Depending on the purpose of the simulations one can

find different types of numerical simulations. One type of numerical simulation is

aimed at gaining insight into the turbulent combustion physics in ICE; to do this,

the numerical simulations are usually based on the so-called direct numerical simu-

lation (DNS) approach. In DNS, the full set of transport equations is solved numer-

ically using high-order accuracy numerical methods, considering molecular trans-

port properties and relatively detailed chemical kinetic mechanisms (Chen 2011;

Sankaran et al. 2005). DNS resolves all physical and chemical scales in the engine

combustion process, which is computationally prohibitive at the moment. In a recent

DNS of partially premixed combustion (PPC) of a n-heptane/iso-octane/air mixture

in a 0.6 × 0.6 × 0.6 mm constant volume domain, with 512
3

computational cells, 3.5

millions of CPU hours were required to simulate the combustion process of physi-

cal time about 0.26 ms (about 1.7 times of the integral time) (Zhang et al. 2015a),

using the CURIE TN computer based in France at the Tres Grand Centre de Calcul

(TGCC). Although DNS is not feasible for numerical simulations of multiple-cycle

ICE combustion process with real engine geometry, it is powerful in exploring the

fundamental details of ICE combustion process and outstanding findings have been

obtained in recent years that can help understanding of the reaction zone structures

of ICE combustion and guiding the development of simplified combustion models

used for numerical simulations of practical engines.

The second type numerical simulations are aimed at studying the real engine com-

bustion process for the development of new ICE. Today’s ICE development is driven

by the demands on the emission compliance, CO2 emissions, performance, and cost-

effectiveness, which has affected the development process of the combustion system

in ICE industry. As an example, Persson et al. recently demonstrated a new design

process (Persson et al. 2017), in which numerical simulations were heavily used in

the development of the next-generation Volvo Cars diesel combustion system that

was aimed at complying with Euro 6d including Real Driving Emissions (RDE).

First, the requirements for the system were determined, after which key factors that

affected the system performance were selected, such as the charge motion, combus-

tion chamber geometry, and injector nozzle geometry. Based on the requirements, a

robust charge motion with desired flow characteristics was defined. Numerical sim-

ulations were performed to optimize the combustion chamber geometry and spray

system. The selected solutions were then verified by creating rapid prototype pistons

for evaluation. With the aid of numerical simulations, the number of development

loops for the engine can be reduced, resulting in a reduction of development cost and

time.

To apply numerical simulations to ICE design the computation must be both rea-

sonably accurate and computationally affordable. To do this, one has to rely on meth-

ods that employ certain averages or spatial filtering, through which the small-scales
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of flow and reaction zone structures are removed, leaving the mean flow or large-

scale flow motion and combustion phenomenon described by the governing equa-

tions to be resolved by coarse grid resolution. The well-known Reynolds-averaged

Navier–Stokes (RANS) method is based on ensemble or time averages, whereas

large-eddy simulation (LES) is based on the spatial filtering. RANS is used today

in industrial engine design (Ge et al. 2010; Persson et al. 2017) due to its computa-

tional low cost; however, only the mean flow is simulated in RANS, while in many

situations, large-scale unsteady turbulence structure is also of concern, e.g., when

studying cyclic variation of ICE. In LES, the large-scale turbulent motion is sim-

ulated while only scales smaller than the spatial filter size are filtered away. Since

the detailed turbulence structures in RANS and partly in LES are not simulated,

the effect of small-scale turbulence structures on the mean or large-scale turbulence

motion is included in the correlation terms in the RANS and LES governing equa-

tions. These terms need to be modeled to close the governing equations. The results

of RANS and LES are essentially dictated by these models.

17.2 Challenges in Modeling of Turbulent Combustion in
ICE

To describe the problem we consider the governing equations for RANS and LES. In

general, the in-cylinder flow in ICE is at low Mach numbers during the compression

and combustion strokes, after the intake valves are closed. Due to the piston motion,

the flow is compressible and the thermodynamic conditions are transient. In ICE even

the mean flow is unsteady: the piston is continuously reciprocating, which drives the

flow to compress or expand. The Reynolds number is high thus the flow is turbulent.

When the fuel is directly injected into the cylinder the problem involves liquid/gas

two-phase flow. When the fuel/air mixture is ignited chemical reactions occur in the

mixture, which often involves a large number of chemical species and elementary

reactions.

In RANS, the mean flow can be computed by introducing cycle averages (also

known as ensemble or phase averages), viz.,

Q(x, t) = 1
Nc

Nc∑

i
Qi(x, t), (17.1)

where Q(x, t) is a quantity describing the flow motion (e.g., velocity component)

or thermodynamic property (e.g., density, temperature, or pressure) at point x and

time t. Nc is the number of cycles used in the cycle average, and subscript i denotes

the ith cycle. A quantity with overbar denotes the cycle averaged quantity. When

applying cycle averages to the experimental data the cyclic variation of the mean

flow is lumped into the turbulent fluctuation part (Heywood 1988), while in RANS

the cyclic variation of the mean flow is not accounted.
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In LES the governing equations are spatially filtered. The spatial filtering of a

quantity Q(y, t) is defined as its convolution with a filter function, G(y;𝛥), viz.,

Q(x, t) = ∫Ω
Q(y, t)G(x − y;𝛥(x)) dy, (17.2)

where the integration is defined over the entire flow domain Ω. 𝛥 is the characteris-

tic length of the spatial filter, which, in general, may vary with position. Here, the

quantity with overbar denotes the spatial filtered quantity. Since the spatial filtering

is local and based on the single cycle, cyclic variations of the mean flow are retained

in the LES solution. Several authors have demonstrated the capability of using LES

to study cyclic variations in spark-ignition (SI) engines (Haworth 1999; Vermorel

et al. 2009). When using LES to simulate the cycle averaged mean flows the com-

putational effort is rather high, since many cycles, e.g., at least 10 cycles, have to be

simulated to obtain a reasonably converged mean field (Vermorel et al. 2009).

For reacting flows density weighted ensemble average or spatial filtering is used,

i.e., ̃Q(x, t) = 𝜌Q∕𝜌, where 𝜌 is the density of the local mixture, and the quantity with

an over-tilde denotes the density weighted ensemble averaged or filtered quantity.

Applying the density weighted ensemble average or spatial filtering to the governing

equations of turbulent reactive flows results in the following averaged or filtered

equation for RANS or LES, e.g., for the transport equation of species mass fraction,

Yk,
𝜕𝜌

̃Yk
𝜕t

+
𝜕𝜌ũi ̃Yk
𝜕xi

= 𝜕

𝜕xi

(
𝜌ũi ̃Yk − 𝜌

̃uiYk −
𝜕Jk,i
𝜕xi

)
+ 𝜌

̃

�̇�k, (17.3)

where ui is the velocity component along the Cartesian coordinate xi direction, Jk,i
is the molecular transport flux of species k along xi direction, and �̇�k is the net for-

mation rate of species k due to chemical reactions.

Although Eq. (17.3) in RANS and LES has the same form the quantities and terms

in the equation have completely different physical meaning. In RANS, the turbulent

scalar fluxes (𝜌ũi ̃Yk − 𝜌

̃uiYk) and mean reaction rates ̃

�̇�k are from the contribution

of the entire turbulence spectrum, while in LES the large-eddy motion is described

by the filtered quantities (𝜌, ũi, ̃Yk) from the filtered governing equations, in which

the effect of small sub-grid scale (SGS) motion is taken into account in the sub-grid

scalar transport flux (𝜌ũi ̃Yk − 𝜌

̃uiYk) and the spatially filtered chemical reaction rate

̃

�̇�k. In RANS the turbulent scalar fluxes and mean reaction rate are independent of

the grid cell size used in numerical simulations, while in LES the SGS scalar fluxes

and the filtered reaction rate are not independent of the grid cell size. Since the filter

size is proportional to the cell size, in LES when the filter size (cell size) decreases

to the level that all flow and chemical reaction layer scales are resolved, the SGS

scalar fluxes vanish and the filtered reaction rate is that of the unfiltered one; LES

then becomes DNS.

The challenge in the modeling of turbulent combustion lies in the modeling of

these turbulent transport fluxes and the averaged reaction rates. In RANS, various
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models have been developed for the turbulent transport fluxes (and Reynolds stresses

in the mean momentum equations). Very often two-equation k − 𝜖 models are used

in ICE flow and combustion simulations (Reitz and Rutland 1995). In LES of ICE, a

number of authors have modeled the sub-grid scalar fluxes and the sub-grid stresses

(for the momentum equations) using the Smagorinsky model (Smagorinsky 1963),

viz., for the scalar fluxes,

𝜌ũi ̃Yk − 𝜌

̃uiYk =
𝜇SGS

𝜎SGS

𝜕

̃Yk
𝜕xi

, (17.4)

where the sub-grid diffusion coefficient 𝜇SGS is modeled as 𝜇SGS = 𝜌(Cs𝛥)2 ∣ ̃Sij ∣,

with ̃Sij being the mean strain rate tensor and ∣ ̃Sij ∣=
√

2̃Sij ̃Sij. 𝜎SGS is the turbulent

Schmidt/Prandtl number typically assigned the value of 1. The Smagorinsky constant

Cs is often set a value of 0.17, which may, however, be different in different flow

problems. This model constant can be determined dynamically by employing two

different filtering operations, using a method known as the dynamic Smagorinsky

model (Germano et al. 1991). A more complete review on the various SGS models

used in ICE simulations has been given by Rutland (2011).

The mean reaction rate or the filtered reaction rate ̃

�̇�k is the main challenge to

model in RANS or LES. The combustion process is very different in different types

of ICE, thus, specialized models for different types of engines have been developed.

For example, for Diesel engines flamelet models based on the mixture fraction and

scalar dissipation rate have been developed and widely used in engine combustion

simulations (Felsch et al. 2007; Hasse et al. 1999; Mittal et al. 2012; Pitsch et al.

1996), whereas for spark-ignition engines, one can find ICE simulations using the

coherent flame model (Marble and Broadwell 1977) based on a transport equation for

flame surface density (Candel and Poinsot 1990), and level-set G-equations models

(Peters 2000). Certainly, a longer list of specialized models exists and some of them

will be discussed later in this chapter. A more comprehensive review on various

models can be found in Reitz and Rutland (1995); Rutland (2011). These specialized

models are valid for the combustion process for which the models were developed,

while application of these specialized models to other types of combustion problems

is often not acceptable. The idea of developing a specialized model for certain types

of engines is to remove some of the unimportant physics details in the modeling to

achieve the best efficiency of the simulation while retaining an acceptable accuracy

of the simulation results.

From the model robustness point of view, a generalized model that is valid for

multimodes combustion is most preferable, although such a model is often com-

putationally expensive. General models are based on finite-rate chemistry coupling

with the flow simulations, with the mean reaction rate or the filtered reaction rate

̃

�̇�k explicitly modeled. Examples of models for ̃

�̇�k are the partially stirred reactor

model (PaSR), the eddy dissipation concept (EDC) model (Magnussen and Hjertager

1977), the effective time-scale model (Kong et al. 1995), and the transported prob-

ability density (PDF) models (Pope 1985), among others. Transported PDF models
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have the advantage of directly closing the mean reaction rate terms, although the

effect of molecular mixing on the evolution of the PDF requires further modeling. A

challenge in the PDF models is the reduction of computational time and speedup of

the computation.

In the remaining sections of this chapter, some specialized models for SI engines

and Diesel engines will be reviewed briefly, followed by a presentation of the recent

numerical simulations of low-temperature combustion engines, where multiple com-

bustion modes exist and thus general models are often required to simulate these ICE

combustion processes.

17.3 Numerical Simulation of Turbulent Combustion in
Spark-Ignition Engines and Conventional Diesel
Engines

Conventional SI engines and Diesel engines are the two types of engines dominating

the market. Numerical simulations of the combustion process in these engines have

a long history and successful experience, as demonstrated in the recent work of Pers-

son et al. (2017). Extensive reviews on the numerical simulations and CFD models

for SI engines and Diesel engines can be found in the literature, e.g., Reitz and Rut-

land (1995); Rutland (2011). In this section, a brief review on the CFD models often

used in SI and Diesel engines is presented, aiming at bridging the discussion on the

modeling of modern low-temperature combustion engines in Sect. 17.4.

17.3.1 Modeling of Turbulent Combustion in SI Engines

In spark-ignition (SI) engines the fuel is well mixed with the air before the initia-

tion of combustion using a spark. The combustion process is mainly in the premixed

flame mode. A premixed flame is characterized by the thin reaction layer that prop-

agates into the unburned fuel/oxidizer mixture at a specific flame speed. In the reac-

tion layer, the chemical reactions are initiated due to the heat and mass transfer from

the burned hot products to the unburned colder mixture. The propagation speed of

the reaction layer is, therefore, governed by both the molecular diffusion, turbulent

transport, and chemical reactions. The essential key of modeling SI engine combus-

tion is the modeling of the turbulent flame propagation speed in the engine. A large

number of models have been developed for SI engine combustion simulations.

In SI engines, the propagation of turbulent premixed flames is at a high pres-

sure and high temperature condition due to the piston compression. The thickness

of the reaction zone becomes thinner with increasing compression ratio, while the

laminar flame speed becomes larger with increasing compression ratio. The Kol-

mogorov micro length scale decreases with increasing compression ratio. The ratio
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between the chemical time and the Kolmogorov time, known as the Karlovitz num-

ber, becomes smaller with increasing compression ratio,

Ka ∼ Ka0r−2c , (17.5)

where Ka0 is the karlovitz number at atmospheric condition (before compression)

and Ka is the Karlovitz number during the combustion stroke near the

tope-dead-center (TDC). rc is the compression ratio. In SI engines due to the high

compression ratio the Karlovitz number is about 100 times smaller than that in

atmospheric condition with the same turbulent large-eddy velocity and length scales.

Thus, combustion processes in SI engines occur typically in low Karlovitz num-

ber combustion regimes, namely, the flamelet regimes and the thin reaction zones

regime. The fundamental reaction zone structures in these regimes are similar to that

of laminar flamelets (Peters 2000). The reaction zone in flamelet and thin-reaction

zones regimes is not resolved in RANS and LES, which is in fact often treated as an

interface separating the burned hot product and the unburned fuel/air mixture, e.g., in

the well-known model of Bray–Libby–Moss (BML) (Bray et al. 1985). The thermo-

chemical state across the flame is characterized using a reaction progress variable,

defined as the normalized temperature, or mass fraction of the reactants or prod-

ucts. A governing equation for the mean progress variable (c̃) is derived from the

temperature or species transport equation,

𝜕𝜌c̃
𝜕t

+
𝜕𝜌ũic̃
𝜕xi

= 𝜕

𝜕xi

(
𝜇t

𝜎t

𝜕c̃
𝜕xi

)
+ 𝜌

̃

�̇�c, (17.6)

where 𝜇t is turbulent eddy viscosity in RANS and SGS viscosity in LES. 𝜎t is the

turbulent Schmidt number, which is on the order of unity. The mean reaction rate

for the progress variable ̃

�̇�c is modeled in different ways in different models. In the

BML model, ̃

�̇�c is modeled by employing a presumed PDF for the progress vari-

able. A recent development in this framework is described in Dunstan et al. (2013),

where modeling of the the scalar dissipation rate of the reaction progress variable

is discussed and the mean reaction rate can be modeled using the scalar dissipation

rate.

The coherent flame model (CFM) is based on the flame surface density (FSD)

concept. The model was originally proposed by Marble and Broadwell for modeling

turbulent diffusion flames (Marble and Broadwell 1977), and it later became popu-

lar for modeling of turbulent premixed flames, both in the RANS and LES frame-

works. A transport equation for FSD was postulated in the earlier work of Marble and

Broadwell (1977), while a more rigid derivation of the model was given later (Candel

and Poinsot 1990; Pope 1988). The CFM model is also based on the assumption of

flamelet combustion. In this model, the mean reaction rate is modeled to be propor-

tional to FSD. A more recent development of this model is, for example, the extended

coherent flame model (ECFM) of Colin et al. (2004) accounting for non-premixed

flames, where in order to adapt the model to unmixed combustion for Diesel engine
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application, a description of the mixing state had been added. It was represented by

three mixing zones: a pure fuel zone, an air zone with possible residual gases, and

a mixed zone in which the ECFM combustion model was applied. A mixing model

was presented which allowed progressive mixing of the initially unmixed fuel and

air.

Two models for SI flames that were developed based on the special treatment of

the reaction zones are the thickened flame model (Colin et al. 2000) and the flamelet

generated manifolds (FGM) (van Oijen et al. 2016). In the thickened flame model,

the thin flamelet is numerically thickened by decreasing the reaction rates to allow for

numerical resolution of the reaction layer. The numerical thickening is compensated

by adjusting the diffusive transport terms to maintain the same laminar flame speed.

The FGM model describes the flame front in a flame-adapted coordinate system,

taking into account the effects of flame stretch in turbulent flames by resolving the

detailed structure of flame stretch and curvature inside the flame front (van Oijen

et al. 2016).

Another type of flamelet model for SI engine simulations is based on the level-

set approach, e.g., the G-equation model (Peters 2000; Tan and Reitz 2006). In this

model, the flame front is modeled as a thin layer propagation in the turbulent flow.

The propagation of the reaction layer is modeled as a level-set function (G), whereas

the local flame structure is expressed as a function of G. The mean flame quanti-

ties are calculated as an ensemble averages of premixed flamelets, through the G-

function, see, e.g., Nilsson and Bai (2000). In the G-equation model, the level-set

function G is usually converted to a distance function through a re-initialization

procedure. The G-equation model has been applied to various flames, including

flames with equivalence ratio stratification and local extinction (Carlsson et al. 2015;

Nogenmyr et al. 2009). Tan and Reitz demonstrated the application of a G-equation

model to SI engine simulations (Tan and Reitz 2006). They showed that the in-

cylinder pressures and engine-out NOx emissions could be well replicated, in com-

parison with the experiments, at various ignition timing conditions.

Due to the elevated temperature and pressure environment in the engine cylinder,

the flame propagation in SI engines can be complex, for example, the unburned mix-

ture in front of the flames can be partially reactive (Martz et al. 2011; Pan et al. 2016),

which results in an elevated flame speed, depending on the fuels. The propagation of

premixed flames in SI engines can eventually trigger the onset of autoignition in the

unburned fuel/air mixture, which can lead to engine knock. Owing to the inhomo-

geneity in the unburned charge, typically existing either in the species composition

or in temperature, the ignition process appears as thin spontaneous ignition fronts

propagating at a speed that can be much higher than the flame speed. At the ignition

front, the initiation of the reactions is not due to transport of heat and mass from the

hot combustion products, but rather it is due to the high initial temperature and pres-

sure in the mixture that gives rise to autoignition of the mixture. The propagation

speed of the reaction front is inversely proportional to the gradient of the ignition

delay time in the mixture (Zeldovich 1980). For ideally homogeneous mixture, the

propagation speed of the ignition front is infinity.



17 Numerical Simulation of Turbulent Combustion in Internal Combustion Engines 521

In order to model the ignition process finite-rate chemistry is required. Since the

reactions occur simultaneously in the unburned mixture, not just in a thin layer, the

filtered reaction rates are less sensitive to the filter size and grid cell size. A simple

well-stirred reactor model (WSR), in which the spatial variations of the thermo-

dynamic properties in the sub-grid scale are neglected, can be sufficient to model

the mean rates. The challenge is however in how to reduce the computational bur-

den required when using a full set of transport equations and large chemical kinetic

mechanisms needed for complex fuels. Several authors have developed tabulation

approaches to couple the ignition chemistry in CFD simulations (Joelsson et al. 2012;

Knop et al. 2011; Lecocq et al. 2011). In these models, the mean source term in

Eq. (17.6) is computed through lookup tables based on the ignition calculation in

homogenous mixture with detailed chemical kinetic mechanisms.

17.3.2 Modeling of Turbulent Combustion in Diesel Engines

Conventional compression-ignition engines are known as Diesel engines. The flow

physics is complex due to the direct injection of liquid fuels that undergo atomiza-

tion, evaporation, and turbulent mixing before the combustion process. Modeling of

spray atomization, breakup, and evaporation processes is crucially important for the

predictive simulation of turbulent combustion in Diesel engines, and comprehensive

models have been developed and applied in diesel engine combustion simulations,

cf. e.g., Reitz (1987) and Reitz and Rutland (1995), and references therein.

The combustion process in Diesel engines contains multiple combustion modes

(Dec 1997). When the fuel is injected through a nozzle to the engine cylinder, the

fuel is atomized and vaporized in the proximity of the nozzle by interacting with the

hot ambient air. Thereafter, the fuel vapor and air mixture is ignited at a location

downstream the fuel jet. A diffusion flame is then established and stabilized down-

stream the fuel nozzle. The distance between the leading front of the flame and the

fuel nozzle is known as the liftoff length. Soot emission is known to be closely cor-

related with the liftoff length, see, e.g., Jangi et al. (2013). A longer liftoff length

gives rise to a more sufficient mixing of the ambient air to the center fuel jet, which

can lower the equivalence ratio in front of the flame, and thus, the soot formation

can be reduced. It is therefore important to properly capture the liftoff phenomenon

in numerical simulations of Diesel engine combustion.

Depending on the ambient temperature, two mechanisms, autoignition and flame

propagation coupled with the low-temperature ignition, can be used to explain the

liftoff position and stabilization of diesel flames (Gong et al. 2014). When the ambi-

ent temperature is low, the liftoff position is an autoignition induced flame-front

(AIIF); the flame is stabilized as a two-stage autoignition process. When the ambient

temperature is high, the liftoff position shows a structure similar to the classic triple-

flame with the low-temperature ignition upstream; hence, the flame is stabilized by

the triple flame propagation coupled with the low-temperature ignition (Gong et al.

2014).
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To capture the leading flame front position one may use a general model based on

the finite-rate chemistry model, since the low-temperature chemistry in the region in

front of the leading flame front needs to be captured. When using finite-rate chem-

istry the mean reaction rate requires a model. Some authors have used the sim-

ple WSR model. A more general approach is to use the transported PDF model to

account for the interaction between turbulence and chemical reactions. A compre-

hensive review of the transported PDF model can be found in the review paper by

Haworth (2010).

Finite-rate chemistry-based models are computationally time consuming. They

have been used in exploring the fundamental diesel flame physics in constant vol-

ume combustion vessels (Jangi et al. 2013; Gong et al. 2014) and in experimental

optical engine studies (Solsjo et al. 2013), while it is too time consuming to use in

engine design simulations in industry. Specialized models are developed for Diesel

engine combustion simulations. Two examples of these models are the representa-

tive interactive flamelet (RIF) model (Felsch et al. 2007; Hasse et al. 1999; Pitsch

et al. 1996) and the conditional moment closure (CMC) model (Klimenko and Bilger

1999; Mastorakos and Bilger 1998; Swaminathan and Bilger 1999).

In the RIF model, a reactive scalar is assumed to be a function of mixture frac-

tion. This model implies that the flame is affected by turbulence through its trans-

port of mixture fraction, while the flame structure in the mixture fraction coordi-

nate is essentially similar under different turbulent flow conditions. Turbulence can

affect the flamelet structure through the mixing rate. A set of unsteady flamelet equa-

tions is derived from the transport equations of species mass fractions and energy,

with mixture fraction as the independent variable and scalar dissipation rate at sto-

ichiometric mixture fraction as an input parameter that represents the mixing rate

in the equations. The set of flamelet equations is solved interactively with the flow

equations; important flow field information, such as thermodynamic pressure, scalar

dissipation rate, and density, is exchanged with the flow simulations at every time

step. The the autoignition, combustion, and pollutant formation are all taken into

account within a single RIF approach based on the detailed chemical kinetics. A

recent evaluation of the RIF model and the finite-rate chemistry model with local

well-stirred reactor, WSR, assumption within each CFD cell for diesel spray flames

showed that, the RIF model and finite-rate chemistry model with WSR predicted

the same ignition delay time, while the RIF model showed better capability in pre-

dicting the liftoff length than the well-stirred reactor model did (D’Errico et al.

2014).

In the CMC model, a set of governing equations is derived for the condition-

ally averaged quantities, e.g., species mass fractions conditioned on mixture frac-

tion. Temporal and spatial variation of unconditionally averaged quantities can be

obtained by integrating conditionally averaged values over the range of conserved

scalar values after weighting with the local probability density function of the con-

served scalar (Swaminathan and Bilger 1999). The CMC equations contain similar

terms to that in the RIF equations, e.g., the diffusion term in the mixture fraction

space with scalar dissipation rate as an input parameter. The CMC equations involve

in addition an explicit term accounting for the convective fluxes in physical space.
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This term disappears in homogeneous turbulence, thus, the resulting CMC equa-

tions are in a similar form to those of RIF (Swaminathan and Bilger 1999). The

CMC model has been used to simulate spray autoignition (KIim and Huh 2002) and

Diesel engine combustion with success (De Paola et al. 2008).

17.4 Numerical Simulation of Turbulent Combustion in
LTC Engines

Low-temperature combustion (LTC) engine is a modern engine concept that was

developed to comply with emission legislation and to improve the engine efficiency.

Examples of such engine concept are homogeneous charge compression ignition

(HCCI) (Najt and Foster 1983; Onishi et al. 1979), reactivity controlled compres-

sion ignition (RCCI) (Reitz and Ganesh 2015), and partially premixed combustion

(PPC) engines (Kalghatgi et al. 2007; Manente et al. 2009). RCCI engine makes use

of two different fuels with different reactivities, for example, gasoline (high octane

number fuel, less easy to autoignite) and diesel (much easier to autoignite), to con-

trol the ignition timing and the heat release rate profiles to achieve optimal engine

performance. Similar to Diesel engines, HCCI, and PPC are relying on a single fuel.

The difference in these different engines is mainly in the injection timing of the fuel.

In a Diesel engine, the fuel is injected late during the compression stroke near TDC

to make use of the high pressure and high temperature environment to ignite the fuel

once it is injected. In an HCCI engine the fuel is injected much earlier, very often

during the intake stroke or early compression stroke to generate a more homogeneous

fuel-lean mixture. In PPC engines, the injection timing of the fuel is in-between that

of HCCI and Diesel engines.

17.4.1 Numerical Simulation of HCCI Engines

HCCI engine has been developed since the 1980s (Najt and Foster 1983; Onishi

et al. 1979; Thring 1989). In HCCI engines, the fuel and air are premixed or nearly

premixed since in direct injection HCCI engines the mixture will unavoidably have

stratification in both composition and temperature. Nevertheless, the local mixture is

under the fuel-lean condition and sometimes exhaust gas recirculation (EGR) is used

to dilute the fuel/air mixture. The combustion temperature is therefore low, which

results in low NOx emissions. The fuel-lean mixture is advantageous for suppression

of soot formation in compression ignition engines. HCCI engines have higher engine

efficiency than SI engines due to its higher compression ratio, and have lower soot

and NOx emissions than Diesel engines due to the premixed fuel-lean mixture. A

comprehensive review on HCCI engines has been given by Yao et al. (2009).
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17.4.1.1 DNS of HCCI Combustion Process

An ideal HCCI with homogeneous composition and temperature in the engine cylin-

der would have a homogeneous ignition and the process would be dictated by the

chemical kinetics. In practical HCCI engines, the composition and temperature are

stratified and engine experiments have indicated the existence of distinct reaction

fronts (Christensen et al. 1999). These reaction fronts propagate at a speed typically

an order of magnitude higher than that found in SI engines. DNS of generic HCCI

combustion processes has been carried out aiming at understanding the reaction zone

structures, the propagation velocity of the reaction fronts, and factors that govern the

pressure-rise rate and heat release rates, etc., under HCCI engine relevant conditions.

In a two-dimensional DNS (2D-DNS) study, Sankaran et al. (2005) studied the

effect of the stratification of initial temperature fields on the initial ignition and

subsequent heat release of lean fully premixed H2/air ignition, and they found that

both spontaneous ignition reaction fronts and premixed flame fronts can exist in the

domain. Spontaneous ignition is dominant in the initial start of ignition, followed

by a mixed mode of spontaneous ignition and premixed flame propagation, and in

the end the remaining mixture is combusted in the mode of spontaneous ignition.

The conclusion has been confirmed in other 2D-DNS (Chen et al. 2006; Zhang et al.

2016) and three-dimensional DNS (3D-DNS) (Yu and Bai 2013). In a recent 2D-

DNS study of H2/air HCCI combustion with both stratified composition and tem-

perature, as well as different intensities of turbulence, Zhang et al. (2016) reported

that the heat release rate profile in the HCCI cases shows an apparently slower rate of

overall heat release than that in the corresponding ideal HCCI case (without any strat-

ification). It further shows that higher turbulence intensity yields a retarded autoigni-

tion and a shorter combustion duration. A larger composition stratification leads to

an earlier onset of ignition and prolonged combustion duration. The statistics of local

displacement speed of the reaction front shows the peak of the local displacement

velocity decreases as the combustion proceeds.

Figure 17.1 shows the temperature distribution in the H2/air mixture under con-

ditions similar to that of Zhang et al. (2016), with both composition and initial tem-

perature stratification, but at a higher initial pressure. Due to the composition and

temperature stratification the ignition of the mixture is nonhomogeneous in space.

The reaction fronts (as indicated by the fronts of the high temperature zones) are

strongly affected by turbulent eddies. At low turbulent rms velocity (u′rms = 0.2m∕s)
the reaction fronts are more of circular shape whereas at a higher turbulent rms veloc-

ity (u′rms = 2m∕s) the they are highly distorted by the turbulence eddies. Turbulence

is shown to prolong the ignition delay time and shorten the combustion duration

(Yoo et al. 2011; Zhang et al. 2016), which is not primarily due to the direct inter-

action of turbulence eddies with the reaction fronts, but mainly owing to the effect

of turbulence on the temperature field prior to the onset of ignition. With strong tur-

bulence the composition and temperature stratification are reduced by eddy mixing.

The local temperature maximum is therefore reduced, which results in a retarded

ignition. A lower degree of thermal and composition stratification implies a faster

propagation velocity of the reaction front, thereby, a shorter combustion duration.
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Fig. 17.1 Temperature distribution during the ignition stage in a H2/air mixture with two differ-

ent turbulent velocities, a u′rms = 0.2m∕s, b u′rms = 2m∕s. The initial temperature is 1175K with

a temperature fluctuation of ±15K, the mean equivalence ratio is 0.67, with an equivalence ratio

stratification of ±0.05, the initial pressure is 118 bar. The domain has a dimension of 5 × 5 mm

Chen et al. (2006) developed a numerical diagnostics approach for analysis of the

reaction front propagation in HCCI combustion. An indicator of front propagation

due to deflagration or spontaneous ignition was proposed based on the local front

displacement speed. The diagnostic approach was applied in studies of the effect

of the initial temperature and turbulence field on HCCI combustion (Hawkes et al.

2006), and the effect of differential diffusion during auto-ignition of a hydrogen/air

mixture (Bisetti et al. 2009).

The reaction front propagation in HCCI combustion is further studied in a H2/air

mixture in both two-dimensional and three-dimensionality configurations (Yu and

Bai 2013). Compared with 2D-DNS, 3D-DNS predicted a delayed but more rapid

heat release rate (15% higher in peak value). The difference is due to that, compared

with 2D turbulence, 3D turbulence yields a faster heat transfer rate that leads to a

more homogenous temperature field prior to the onset of ignition. The faster heat

transfer rate in the 3D case is a consequence of one extra spatial dimension, which

gives rise to both a higher value of initial velocity strain rate and an additional strain-

self-amplification, which then leads to a faster production of temperature gradient

and quicker mixing of the temperature field. It was also found that the higher 3D

peak heat release rate is mainly due to the larger reaction front area in 3D-DNS,

while the mean propagation speed of reaction fronts is similar in 3D and 2D.

17.4.1.2 Modeling of HCCI Combustion Process

The DNS results discussed in Sect. 17.4.1.1 indicate the co-existence of premixed

flame fronts and spontaneous ignition fronts in HCCI combustion. The specialized

models developed for the modeling of turbulent premixed flames in SI engines are

generally not useful in modeling of HCCI engines. The paramount importance of

chemical kinetics in HCCI combustion demands the use of finite-rate chemistry
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models in simulation of HCCI combustion. The strong effect of turbulence mixing

on the HCCI combustion process, especially on the composition and thermal strat-

ification prior to the onset of ignition, requires a decent modeling of the turbulent

mixing process, e.g., the modeling of the turbulent transport fluxes in Eq. (17.3).

Although the HCCI reaction fronts are very thin, cf. Fig. 5 in Zhang et al. (2016),

considerably thinner than the mesh size used in RANS and LES, it may, however, be

not necessary to consider these thin reaction zone structures in the modeling of the

mean reaction rate in RANS or the filtered reaction rate in LES, i.e., ̃�̇�k in Eq. (17.3).

This is owing to that the prediction of the reaction front propagation depends mainly

on the prediction of the onset of ignition, which depends on the temperature and

composition field prior to the onset of ignition. These fields are much smoother than

those after the onset of ignition. In practice, a simple PaSR model or WSR model

is sufficient in modeling the ̃

�̇�k term in RANS and LES. Furthermore, the relatively

low ratio of the magnitude of diffusive transport terms to that of the reaction rates,

cf. Chen et al. (2006) and Yu and Bhai (2013), implies that the unresolved gradi-

ent of composition or temperature across the thin reaction zone does not affect the

propagation of the reaction fronts to an appreciate level.

A large number of HCCI engine simulations have been carried out using the so-

called multi-zone model (Aceves et al. 2000; Babajimopoulos et al. 2015; Flowers

et al. 2003), in which detailed chemical kinetic mechanisms are integrated in a small

number of temperature zones. This type model has shown a low-computational cost

and reasonably accurate prediction of HCCI engine combustion. More details about

the multi-zone model will be given in Sect. 17.5.1.

Another type of HCCI engine combustion simulation is based on the tabulation

approaches to couple the ignition chemistry in CFD simulations (Joelsson et al. 2012;

Knop et al. 2011; Lecocq et al. 2011; Yu et al. 2006, 2007). In these models, the mean

source term in Eq. (17.6) is computed through lookup tables based on the ignition

calculation in homogenous mixture with detailed chemical kinetic mechanisms. An

example of application of the tabulation approach to LES of HCCI engine combus-

tion can be found in Yu et al. (2007).

17.4.2 Numerical Simulation of PPC Engines

The challenge in HCCI engine is its high sensitivity to engine operation conditions.

The combustion process is highly sensitive to the temperature of the charge; at light

load operation, unburned fuel, and CO emissions are cumbersome, and it is also

difficult to ignite the mixture in cold-start. At heavy load the combustion heat release

rate is high, which can give rise to high engine noise. To circumvent some of these

drawbacks, other types of LTC combustion concepts have been developed for ICE.

One of these is the concept of the partially premixed combustion (PPC) engine. PPC

engine is a hybrid of the conventional Diesel engine (CDE) and HCCI engine. In

PPC engines, the fuel is injected much earlier than that in Diesel engines but later

than that in HCCI engines. Unlike CDE, in PPC engines there is a sufficiently long
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time separation between the end of injection and the onset of autoignition, so that

the fuel can sufficiently mix with the air. Unlike HCCI engines, the fuel stratification

is large in PPC engines so that a slower heat release rate can be obtained.

Kalghatgi et al. (2007) showed that with highly reactive fuels such as diesel, a

large amount of exhaust gas recirculation (EGR) or low compression ratio is needed

to separate the end of the fuel injection and the start of combustion, and thus, high

octane number fuel was suggested. Manente et al. (2009) examined the performance

of a PPC engine with gasoline fuel and a rather high pressure-rise rate with a reduced

engine efficiency was noticed. A way to ensure a desirable mixture for PPC is to split

the fuel injection into different times. Hanson et al. (2009) investigated a heavy duty

PPC engine with two injections of gasoline. They examined the effect of the fuel

split between the first and the second injections and found that there was a tradeoff

between emissions of NOx and soot, i.e., the reduction of NOx was accompanied by

the increase of soot emission. Manente et al. (2010) investigated the use of ethanol

as the fuel in PPC engines, and they found that the best engine performance could

be achieved with the mass ratio of the fuel through the first injection and the sec-

ond injection about 1. Although PPC engine showed a great potential in achieving a

better tradeoff between engine efficiency and emissions the control of the fuel injec-

tion is not a trivial task. The combustion physics in PPC engines is relatively less

understood; numerical simulations can play an important role in developing PPC

engines.

17.4.2.1 DNS of PPC Engine Combustion Process

Zhang et al. (2015a, b) carried out DNS studies of PPC in a mixture of primary

reference fuel (PRF70, with 70% iso-octane and 30% n-heptane on volume basis),

air and EGR in a constant volume domain, under conditions relevant to PPC engines

with two injections. The first injection of the fuel was assumed to mix with the air

and EGR perfectly (representing the case of an early injection of the fuel in PPC

engines), and the second injection was assumed to start later in the compression

stroke (near TDC). The DNS results revealed the fundamental combustion process

and the reaction zone structure in the PPC mixture of PRF70, air and EGR.

Figure 17.2 shows the reaction zone structures depicted by key species and the

heat release rate at two points in time. A sequential combustion process is identified

from the DNS results, which is the reason behind the slower heat release rate and

the tradeoff between NOx emission and CO emission. The combustion process starts

with the ignition of the mixture. The ignition process of the mixture in the fuel-lean

region (where the fuel is from the first injection) converts the fuel to CO, which is

subsequently oxidized to CO2. This is similar to the HCCI combustion process. In

this process, the heat release is typically rapid; the peak heat release rate depends

on the homogeneity of the composition and temperature, as well as the equivalence

ratio of the mixture. The latter can be controlled by the amount of fuel in the first

injection. The ignition process of the fuel-rich mixtures (the fuel is mainly from the

second injection) converts the fuel to combustion intermediates (mainly CO and H2),

which can not be oxidized further without mixing with the oxidiser in the fuel-lean
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Fig. 17.2 Distributions of heat release rate (HR) and mass fractions of n-heptane and CO in a

mixture of PRF70, air and EGR at two instances of time during PPC combustion process; a mass

fraction of n-heptane, b mass fraction of CO, c heat release rate. Upper row: at 0.0317 ms; lower

row: at 0.2 ms. The iso-lines correspond to the local equivalence ratio of 1.2 (the innermost line), 1

(the middle line), and 0.5 (the outermost line). The domain has a dimension of 0.614 mm × 0.614

mm × 0.614 mm. More details about the DNS results can be found in Zhang et al. (2015a, b)

region. Thus, the oxidation of the intermediate products in the fuel-rich region is in

a diffusion flame mode, which is governed by turbulence mixing, and is typically

much slower than that of the ignition process of HCCI.

Three distinctive regions are identified in PPC combustion (Zhang et al. 2012,

2015a, b), a lean nearly homogeneous charge region, a stoichiometric charge region

and a fuel-rich charge region. NO formation is mainly during the combustion in the

stoichiometric charge region due to the high combustion temperature. This implies

that the interface between the first injection and the second injection should be

decreased to reduce the NO emissions. The CO emission is mainly from the fuel-

rich charge region where CO formed in the fuel-rich mixture undergoes oxidation

reactions in the later stage of combustion, which is at the diffusion flame mode and

dictated by the turbulence mixing process. The emission of CO increases with the

mass of the fuel in the second injection.

Turbulence has a more important impact on PPC process than on the HCCI

process. Similar to the HCCI process, increase in turbulence intensity leads to a

rather significant increase in the peak heat release rate, owing to the faster mixing

between the fuel-rich pocket and the fuel-lean mixture, which leads to more homo-

geneous mixture in the domain, thereby, a more rapid combustion process once it

is started. Furthermore, with larger turbulence integral length or higher turbulence
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intensity, thus a higher mixing rate, the CO oxidation process is enhanced and the

emission of CO is reduced, however, at a cost of higher NO emission due to more

complete combustion and thus higher temperature (Zhang et al. 2015b).

17.4.2.2 Modeling of PPC Engine Combustion Process

DNS results reported in Zhang et al. (2012, 2015a, b) indicate that the combus-

tion process in PPC engines is at multiple modes. In the first stage, the combustion

process is similar to that of HCCI, where the dominant mode is spontaneous autoigni-

tion of the mixture. Models developed for HCCI can be used to simulate the ignition

process in PPC engines. The later stage of the PPC process is at the diffusion flame

mode. Models developed for Diesel engine combustion are therefore usable for this

stage of combustion. By coupling a multi-zone type of model and a flamelet type of

model one can expect that a highly efficient, specialized model for PPC engines can

be developed. This type of model is however complex to implement into CFD codes,

and it is rarely reported in the literature.

Numerical simulations of PPC combustion has been carried out using a more

general type of models, e.g., finite-rate chemistry (FRC) models. Solsjo et al. (2012)

applied a FRC model based on the WSR to LES study of the mixing, ignition, and

combustion processes in a laboratory engine operating under PPC conditions. It was

shown that the model could capture the main features of PPC engine under con-

ditions of different swirl numbers and injections. Jangi et al. (2017) compared two

FRC models in RANS simulations of a methanol fuelled compression ignition engine

that operated under both HCCI and PPC conditions. One was based on the Eulerian

stochastic fields (ESF) PDF model and the other based on the WSR model. It was

shown that the two model yielded similar results for the HCCI case with an ear-

lier injection of methanol, whereas for the PPC case with later methanol injection

the PDF model predicted an in-cylinder pressure profile in good agreement with the

experiments, while the WSR model predicted a much slow ignition. In RANS sim-

ulation, the temperature field is smoothed, thus, the hot spot in the mixture prior to

ignition is cooled, which results in a delayed onset of ignition with a WSR model.

In PDF models, certain temperature fluctuations are incorporated into the simula-

tions through the stochastic process, which leads to an earlier onset ignition. The

LES-based WSR model allows for more realistic spatial variations of temperature

and composition; thus, LES-WSR could predict more physical results in PPC engine

simulations.

17.4.3 Numerical Simulation of RCCI Engines

Reactivity controlled compression ignition (RCCI) (Kokjohn et al. 2011; Reitz and

Ganesh 2015) is another novel concept that can be used to circumvent the problems

of control of HCCI ignition timing and heat release rate. In RCCI, a low reactivity
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fuel (e.g., gasoline) is injected to the intake port together with the air supply and

a homogeneous mixture of the low reactivity fuel and air is formed in the cylinder

before the injection of a high reactivity fuel (e.g., diesel) to initiate the ignition. The

ignition timing is therefore controlled by the injection of the high reactivity fuel,

while the heat release rate is controlled by the mass split of the two fuels. The RCCI

concept is very attractive for the application of alternative fuels in ICE. Natural gas

and alcohols are examples of the attractive alternative fuels. These fuels have high

octane numbers and they are difficult to use in compression ignition engines. One can

improve the ignition property of these fuels by injecting another fuel (e.g., diesel)

that is easy to ignite to initiate the ignition of high octane number fuels.

A number of investigations have been conducted on methanol/diesel RCCI engines

to study its emission characteristics, e.g., Dempsey et al. (2013); Li et al. (2014);

Masimalai (2014); Yao et al. (2008). With increasing methanol/diesel mass ratio

the emission of soot and NOx was shown to decrease; however, the emission of

unburned hydrocarbons and CO could increase due to the decreased combustion

efficiency and increased fuel/air ratio in the methanol/air mixture (Masimalai 2014).

It has been observed that the overall engine performance and emissions are rather

sensitive to the intake temperature and the amount of EGR, due to their influence on

the in-cylinder gas temperature prior to the onset of ignition. A high initial tem-

perature in the methanol/air/EGR mixture could give rise to fast ignition in the

methanol/air/EGR mixture in a way similar to HCCI engines, with rather high heat

release rate and pressure-rise rate. A low initial temperature could delay the ignition

of the high reactivity fuel, which can allow for more complete mixing of the high

reactivity fuel with methanol/air/EGR before the onset of ignition, thus resulting in

a rather different heat release profile (Hu et al. 2017). At low load and cold start, this

could give rise to misfire (Yao et al. 2008). Some experimental studies have shown

rather high pressure-rise rate and noise level of this type of dual fuel combustion at

high methanol/diesel ratio, which could limit the amount of methanol to be used to

substitute diesel in the engine (Popa et al. 2001).

17.4.3.1 DNS of RCCI Combustion Process

Hu et al. (2017) carried out two-dimensional and three-dimensional DNS studies of

RCCI combustion with methanol and n-heptane as fuels in a constant volume domain

with a dimensional of 14 × 12 mm (2D-DNS) and 14 × 12 × 2 mm (3D-DNS). For

the initial condition, methanol was assumed to have perfectly mixed with air and

EGR, and the initial pressure was set to 42 bar. The EGR/air molar ratio was 1:1.

The equivalence ratio of methanol/air/EGR mixture was 0.6. Gaseous n-heptane/air

mixture was then injected, which initiated the ignition of the mixture. It was shown

that the RCCI combustion can occur at different modes. The ignition of the mixture

is at the mixing layer of the n-heptane jet; thereafter, the combustion process in the

ambient methanol/air/EGR mixture can be at spontaneous ignition mode or premixed

flame propagation mode. Finally, the combustion intermediate from the incomplete
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Fig. 17.3 Distributions of mass fractions of n-heptane (C7H16) and methanol (CH3OH), local

temperature (T), and local heat release rate (HRR) during the combustion process of n-heptane,

methanol, air, and EGR in a constant volume domain under conditions relevant to RCCI engines;

a Initial temperature of 1000 K, b Initial temperature of 800 K. The initial pressure is 42 bar. The

domain has a dimension of 14 × 12 mm. More details about the DNS results can be found in Hu et

al. (2017)

oxidation of n-heptane can be burned in diffusion flame mode, by mixing with the

remaining oxidizer in the ambient mixture.

Figure 17.3 shows the mass fractions of n-heptane and methanol, as well as local

temperature and local heat release rate in the domain under two different initial tem-

perature conditions, at the instance of time of peak overall heat release rate of the

domain. At the initial temperature of 1000 K, the ignition occurs rather quickly, with

the maximal heat release rate occurring at 1.2 ms. The highest temperature and the

highest local heat release rate are found in the mixing layer between the n-heptane jet

and the ambient mixture. In the ambient methanol/air/EGR mixture, the temperature

and local heat release rate are also rather high, indicating that the mixture is undergo-

ing autoignition, a process similar to that in HCCI engines. Due to the autoignition

of the entire ambient mixture the peak overall heat release rate is rather high. The

combustion mode in the low-initial temperature case (with initial temperature of 800

K) is different. The mixture ignites much later, which allows for a better mixing of

n-heptane and the ambient methanol/air/EGR mixture. Due to the low-initial tem-

perature, the ambient methanol/air/EGR mixture is combusted at a premixed flame

mode.

Turbulence has an important effect on the RCCI process, in a way similar to that

on the PPC process. Turbulence has an indirect effect on the ignition of the fuel/air

mixture—by affecting the temperature and mixture fields prior to the onset of igni-

tion. Turbulence has a more important impact on the later stage diffusion controlled

combustion process, by controlling the mixing rate of the combustion intermediates
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in the fuel-rich region with the oxygen in the fuel-lean region. Under low-initial tem-

perature conditions, turbulence can directly affect the propagation of the premixed

flame by wrinkling the flame front.

17.4.3.2 Modeling of RCCI Engine Combustion

Due to the existence of multiple modes in RCCI engine combustion, general models

based on the finite-rate chemistry have been used in practical RCCI engine simula-

tions, cf. Dempsey et al. 2013; Li et al. 2014. Li et al. (2014) used a KIVA 3V RANS

code, where finite-rate chemistry was coupled with flow simulation using Chemkin

solver to perform an optimization study of methanol/diesel RCCI engines. The mean

reaction rate ̃

�̇�k was modeled using the WSR model. This model has been used in

HCCI and PPC engines simulations as discussed earlier. The results were shown to

agree reasonably well with the engine in-cylinder pressure measurements and global

heat release rate data. Such model is adequate for capturing the ignition process of

RCCI, owing to the low sensitivity of the results to grid resolution. However, it is

expected that the model is not accurate for simulation of the premixed flame prop-

agation stage of RCCI combustion, which may occur at light load conditions. The

model is also computationally demanding due to the direct solution of the species

transport equations, especially when the chemical kinetic mechanism is large.

17.5 Speedup of Numerical Simulation Based on the
Finite-Rate Chemistry

Combustion in ICE often involves multiple combustion modes, e.g., in SI engines

turbulent premixed flames with possible autoignition, in Diesel engines starting with

the onset of autoignition, ignition assisted premixed flame propagation at the leading

front of the spray flame, and diffusion flames in the main part of the spray flame. In

modern LTC engines, e.g., HCCI, PPC, and RCCI, spontaneous ignition and pre-

mixed flame propagation are frequently observed, and in the later stage of PPC and

RCCI combustion, the process is at the diffusion controlled flame mode in which

combustion intermediates such as CO and H2 from the incomplete oxidation of the

fuel in the fuel-rich region of the mixture is further continued. In most numerical

simulations reported in the literature, finite-rate chemistry, FRC, coupling with the

flow transport simulations has been frequently used. FRC has shown reasonable suc-

cess in simulation of multiple mode combustion processes, especially in compression

ignition engines. One main challenge in FRC models is the long computational time

required due to the solution of a large number of species transport equations, spe-

cially due to the stiffness of the chemistry. Different approaches have been developed

for efficiently coupling the chemistry with flow simulations, e.g., the computational

singularity perturbation (CSP) approach (Lam and Goussis 1988), the intrinsic low-
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dimension manifold (ILDM) approach (Maas and Pope 1992), the in situ adaptive

tabulation (ISAT) (Pope 1997) approach, the direct relation graph (DRG) approach

(Lu and Law 2005), and the dynamic adaptive chemistry (DAC) approach (Liang

et al. 2009), among others. Details about these methods can be found in the above

cited papers and references therein. In the remainder of this section, we will focus

on two methods that are easy to implement and efficient in speeding up FRC simula-

tions. The first is the multi-zone approach for HCCI engine simulations (Aceves et al.

2000) and the second is the chemistry coordinate mapping approach for multi-mode

LTC engine simulations (Jangi and Bai 2012; Jangi et al. 2011).

17.5.1 Multi-zone Model

As discussed in Sect. 17.4.1.1 in HCCI the dominant process is the spontaneous igni-

tion, although one can also find premixed flame propagation in the intermediate stage

of HCCI combustion. When the ignition is the main process, in the transport equa-

tions for species mass fractions, the diffusive transport term is smaller than the chem-

ical reaction rates. The chemical reaction rates depend on the local thermodynamic

properties such as species mass fractions and temperature. In HCCI engines, if the

composition stratification is small, the ignition process is dictated by the thermal

stratification inside the cylinder.

The multi-zone model is based on the assumption that the HCCI combustion

process depends only on the local temperature. In an engine cylinder with a strat-

ified temperature field, the combustion process in different spatial locations in the

cylinder would be the same if the temperature in these locations were the same.

Based on this argument, one does not need to integrate the chemical reaction rates in

each CFD cell in the cylinder but rather integrate the reaction rates for a number of

different temperatures. The species and temperature evolutions in each temperature

zone will be the same in the CFD cells that share the same temperature as that in the

temperature zone.

Aceves et al. (2000) presented a multi-zone simulation of an HCCI engine. First,

the KIVA code was run to simulate the temperature distribution inside the cylinder

without combustion, based on which a number of temperature zones was selected. In

each of the temperature zones, the evolutions of species and temperature were simu-

lated using a detailed chemical kinetics code as the multi-zone solver (the HCT code;

Hydrodynamics, Chemistry, and Transport). In each temperature zone the mass was

conserved during the multi-zone ignition simulation, while the pressure in all tem-

perature zones was kept the same. The volume of each temperature zone was there-

fore varied during ignition simulations. With only 10 temperature zones the predicted

in-cylinder pressure evolution was already in satisfactory agreement with the exper-

iments. The CO prediction is, however, less accurate. In practical engines, CO was

typically not consumed completely in the lowest temperature regions of the com-

bustion chamber. It diffuses back into the hotter gasses in the core of the combustion
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chamber, where it is further oxidized. Thus, mixing of mass between the temperature

zones should be taken into account in the prediction of the composition field.

The limitation of the original multi-zone method is that once the chemistry cal-

culation begins, the detailed information from the CFD code is lost and there is no

mixing between the zones. This is due to that the neighboring temperature zones

are physically not always neighbors in space. The temperature zones interact one

another only through the adjustment of pressure. Flowers et al. (2003) modified the

multi-zone model to include the mixing effects, by introducing a coupled CFD/multi-

zone model. Instead of a one-way mapping of the CFD temperature distribution onto

the multi-zone chemical kinetics solver, their method proposed a two-way mapping

of information back and forth throughout the cycle. In the coupled CFD/multi-zone

model, one CFD time step is split into chemistry fractional steps and flow convection

and diffusion fractional time steps. The chemistry solver is used in the temperature

zones (the number of temperature zones is much fewer than the CFD cells) to inte-

grate the chemical reaction source terms in the species transport equations, to obtain

a factional change of species composition. The new species composition after the

chemistry fractional step is then mapped back to the CFD cells. Thereafter, integra-

tion of the convection and diffusion terms is carried out in the CFD cells to complete

the time step. Flowers et al. (2003) showed that, with mixing taken into account the

prediction of CO was significantly improved.

Babajimopoulos et al. (2015) extended the coupled multi-zone model to HCCI

engine simulation with stratification in both temperature and compositions. The

multi-zones are extended into two-dimensional phase space, with temperature and

a progress equivalence ratio as the coordinates. The proposed methodology showed

a reduction of 90% of the computational time, while maintaining good agreement

with the detailed solution.

Goldin et al. (2009) presented a cell agglomeration (CA) algorithm to speedup

the numerical simulations coupled with detailed chemistry. Similar to the extended

multi-zone model (Babajimopoulos et al. 2015; Flowers et al. 2003), the CA method

is based on the fractional time-step integration of the flow transport terms and the

chemical reaction rates. In the CA algorithm, the integration of the chemical reaction

rates is done in the space of composition (Ns-dimension, Ns is the number of species

in the mixture), temperature, and pressure. A uniform Cartesian mesh, in composi-

tion space was used to group computational cells with similar thermochemical com-

position, temperature and pressure at every reaction sub-time step. The new compo-

sition was mapped back to the CFD cells where the integration of the flow transport

terms was carried out to complete the integration of one CFD time step. While the

CA method is more general than the earlier multi-zone models, the large dimension

of composition space is the challenge. Goldin et al. (2009) demonstrated the use of a

subset of the composition space, e.g., with 11 dimensions (including T , N2, O2, CH4,

CO2, H2O, CO, OH, H2, O and CH2O) for two-dimensional methane/air premixed

flame simulation, and a factor of three speedup rate of the simulations was achieved.
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17.5.2 Multi-zone Chemistry Coordinate Mapping Method

Similar to that of the multi-zone model and the cell agglomeration method, the multi-

zone chemistry coordinate mapping (CCM) approach is based also on the fractional

step CFD method, in which the integration of the different terms of the governing

equations within a CFD time step is split into several fractional time steps. In RANS

and LES, even in DNS (Yu et al. 2012), the CFD time step determined by the CFL

number is too large for the integration of the chemical reaction rates, due to the large

span of time scales of chemistry. Thus, multiple small fractional sub-time steps are

used within each CFD time step to integrate the stiff chemistry.

The time-consuming part of the numerical simulation is the integration of the

chemical reaction rates. As shown earlier, the integration of chemical reaction rates

can be done in low-dimension chemistry zones. Each zone corresponds to a number

of different CFD cells in the physical domain, so integration of the chemical reaction

rates and heat release rate is not performed in every CFD cell in the physical domain.

The results in the chemistry zones are mapped back to the CFD cells in physical

domain, and subsequently integrated to the flow transport terms in every CFD cell in

the physical domain. This procedure decreases the computational cost significantly

since it is possible to group physical cells into a much smaller number of chemistry

zones.

It is clear that the key issue of this approach is the selection of the chemical phase

space. The extended multi-zone model of Flower et al. (2003) used temperature as the

phase space coordinate; the model of Babajimopoulos et al. (2015) used temperature

and a progress equivalence ratio, while the CA algorithm of Goldin et al. (2009) used

temperature and the mass fractions of a number of key species. In a series of DNS

studies of H2/air HCCI combustion, methane/air premixed flames, and CO/H2/air

premixed flames under constant volume conditions (all cases with initial homoge-

neous composition fields, relevant to conditions in HCCI and SI engines), Jangi et al.

(2011) proposed a two-dimensional phase space, with the element mass fraction of

H and temperature as the phase space coordinates. Temperature was used to charac-

terize the reaction progress, whereas the H element mass fraction to characterize the

differential diffusion effect in an initially premixed mixture. The method was referred

to as the multi-zone chemistry coordinate mapping (CCM), since it involved a two-

way mapping between the CFD cells in physical domain and the multi-zone cells in

the chemistry phase space. The 2D DNS with CCM was shown to reduce the DNS

CPU time by nearly 70% with nearly the same results as that obtained from the full

DNS. For 3D simulations the speedup is much greater.

The CCM and its associated errors were evaluated in a DNS of autoignition of an

n-heptane jet discharged into a hot atmosphere, and in a RANS of spray combustion

in a constant volume combustion vessel (Jangi and Bai 2012). It was shown that a

four-dimensional phase space, with temperature, mass fraction of H element, mass

fraction of the fuel (n-heptane), and scalar dissipation rate of the element mass frac-

tion of H as the phase space coordinates predicted satisfactory results. The CCM

approach was shown to be suitable for numerical simulations of liquid n-heptane
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spray combustion based on the RANS models. The transient processes of spray mix-

ing with the ambient air, ignition of the mixture, and stabilization of the mixing con-

trolled diffusion flames were well predicted by the RANS-CCM model. RANS-CCM

replicated the same results as RANS with direct integration of the chemical reaction

rates in the physical domain; the computational cost of RANS-CCM was, however,

only 3–7% of that needed for RANS with the direct integration of chemistry.

The four-dimensional phase space was applied to study the effect of EGR on the

structure and soot emissions in a diesel spray flame in a constant volume vessel (Jangi

and Lucchini 2013), and the liftoff behavior of the spray flame of n-heptane in a

Diesel engine (Solsjo et al. 2013), and the liftoff and flame structure of n-dodecane

spray combustion in a constant volume combustion vessel (Gong et al. 2014). The

results were promising in terms of accuracy and efficiency. Typically, a factor 30

speedup rate was achieved in these applications.

The CCM model was recently extended to couple with the particle-based trans-

ported PDF model that has the advantage to close the chemical reaction rates (Jangi

et al. 2015). In this model, referred to as PDF-CCM, instead of identifying and clus-

tering CFD cells into the CCM zones, the notional Lagrangian particles that were

in similar thermodynamic states were identified and clustered into the phase-space

zones. The method was applied to simulate methane/air lifted jet flames in vitiated

coflow. The multiple modes combustion behavior at different ambient temperature

conditions were well captured using PDF-CCM. Good agreement with experiments

were observed while a speedup factor of 20 was reached in the simulations as com-

pared with the original PDF model.

The PDF-CCM model has also been extended to the Eulerian stochastic field

based PDF model (Jangi et al. 2015). The model is referred to as the ESF-CCM,

in which the thermodynamic states of the discretized stochastic fields were mapped

into a low-dimensional phase space. Integration of the chemical stiff ODEs was per-

formed in the phase space and the results were mapped back to the physical domain.

This method was shown to be able to speedup the original ESF-PDF model by a

factor of 20 or more. The ESF-CCM model had shown good predictive potential

in numerical simulation of various turbulent combustion processes, e.g., a lean pre-

mixed flame blowoff process (Hodzic et al. 2017) and n-dodecane spray combustion

in a constant volume combustion vessel (Gong et al. 2014).

17.6 Concluding Remarks

Numerical simulations are expected to play a more important role in designing future

internal combustion engines that are facing increasingly stringent emission legisla-

tions and demands on engine efficiency. New engines are also required to run with

alternative renewable fuels to achieve fossil-fuel-free transportation and sustainable

development. While computers are becoming more powerful with time numerical

simulations for design purpose will rely on combustion models that are not only

robust, accurate but also efficient. Specialized models such as RIF, CFM and FGM
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shall be developed further to simulate wider flame problems. General models such

as those employing detailed chemistry will be used in the future for combustion

processes that involves multiple combustion modes. Certainly, it is very important

to develop chemical kinetic mechanisms that are on one hand accurate enough to

describe the problem and on other hand of moderate size and stiffness, suitable

for CFD simulations. To use these finite-rate chemistry-based models improving

the computational efficiency is crucial. Methods, such as ISAT, ILDM, DRG, and

DAC are expected to be important in practical applications, while methods based

on the multi-zone/CCM concept shall be further developed. These models showed a

promising speedup property. Further development of these models is needed to have

a consistent and optimal phase space, in order to achieve a well-balanced accuracy

and efficiency.
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