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Preface

It was a pleasure and an honor to have organized the 12th Conference on Image and
Graphics Technologies and Applications. The conference was held from June 30 to
July 1, 2017 in Beijing, China. The conference series is the premier forum for pre-
senting research in image processing and graphics and their related topics. The con-
ference provides a rich forum for sharing the progress in the areas of image processing
technology, image analysis and understanding, computer vision and pattern recogni-
tion, big data mining, computer graphics and VR, image technology application, with
the generation of new ideas, new approaches, new techniques, new applications, and
new evaluations. The conference was organized under the auspices of Beijing Society
of Image and Graphics, at Beijing Institute of Technology, Beijing, China.

The conference program included keynotes, oral papers, posters, demos, and
exhibitions. For the conference, we received 78 papers for review. Each of these was
assessed by at least two reviewers, with some of papers being assessed by three
reviewers, in all, 26 submissions were selected for oral and poster presentation.

We are grateful for the efforts of everyone who helped to make this conference a
reality. We are grateful to the reviewers who completed the reviewing process on time.
The local host, Beijing Institute of Technology, took care of the local arrangements for
the conference, and welcomed all of the delegates.

The conference continues to provide a leading forum for cutting-edge research and
case studies in image and graphics. We hope you enjoy the proceedings of this
conference.

June 2017 Yongtian Wang
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SAR Image Registration Using Cluster Analysis
and Anisotropic Diffusion-Based SIFT

Yanzhao Wang1,2(✉), Zhiqiang Ge2, Juan Su1, and Wei Wu1

1 Xi’an High-Tech Institution, No. 2, Tongxin Road, Baqiao District, Xi’an 710025, China
wyzhao1874@foxmail.com

2 Beijing Institute of Remote Sensing Equipment, Yongding Road, Beijing 100854, China

Abstract. The scale-invariant feature transform (SIFT) algorithm has been
widely used in remote sensing image registration. However, it may be difficult to
obtain satisfactory registration precision for SAR image pairs that contain much
speckle noise. In this letter, an anisotropic scale space constructed with speckle
reducing anisotropic diffusion (SRAD) is introduced to reduce the influence of
noise on feature extraction. Then, dual-matching strategy is utilized to obtain
initial feature matches, and feature cluster analysis is introduced to refine the
matches in relative distance domain, which increases the probability of correct
matching. Finally, the affine transformation parameters for image registration are
obtained by RANSAC algorithm. The experimental results demonstrate that the
proposed method can enhance the stability of feature extraction, and provide
better registration performance compared with the standard SIFT algorithm in
terms of number of correct matches and aligning accuracy.

Keywords: SAR image registration · Scale-invariant feature transform (SIFT)
Speckle reducing anisotropic diffusion (SRAD) · Cluster analysis

1 Introduction

Synthetic aperture radar (SAR) image registration is one of many key procedures in
applications such as matching guidance, information fusion, change detection, and three-
dimensional reconstruction [1]. Due to complex geometric deformations and grayscale
differences between SAR image pairs, it’s difficult for traditional approaches that may
suffer from poor robustness to obtain a satisfactory registration precision [2].

The feature-based methods are the mainstream methods for SAR image registration.
These methods extract and match significant features from two images and the correla‐
tion between those features is used to determine the alignment. Generally, features
extracted include point, edge, and the centroid of a specific area [3]. Among feature-
based methods, scale-invariant feature transform (SIFT) [4] is a representative algo‐
rithm. It has been widely used in image registration for its invariance to image rotation
and scaling and partial invariance to changes in camera viewpoint and illumination [5].
Chen et al. [6] proposed a new definition of gradient computation with ROEWA operator
and reduced the dimension of feature descriptors, which improved the computational
efficiency. Schwind et al. [7] proposed SIFT-OCT, in which the performance of feature

© Springer Nature Singapore Pte Ltd. 2018
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detectors is analyzed to improve the robustness of the algorithm. Many false keypoints
may be detected when traditional SIFT is directly adopted in SAR image registration as
a result of complex imaging conditions of SAR, especially the existence of speckle noise
in the image. These points are randomly distributed with a poor repeatability rate, which
will lead to fewer feature matches and more mismatches.

In order to reduce the negative effect of speckle noise, some improved SIFT algo‐
rithms based on anisotropic scale space (ASS-SIFT) were proposed. Wang et al. [5]
proposed BFSIFT by analyzing the similarity between the bilateral filter and the thermal
diffusion equation, which increased the number of correct matches. According to local
structural characteristics of the image, an anisotropic Gaussian scale space was estab‐
lished [8], improving the robustness of features. Fan et al. [9] adopted Perona-Malik
(PM) equation to establish a nonlinear diffusion scale space and proposed a new defi‐
nition of gradient computation with ROEWA operator, which increased the probability
of correct matching. Compared with traditional SIFT, ASS-SIFT algorithms effectively
preserve fine details and suppress the speckle noise in SAR images, and the local infor‐
mation of the images is described more comprehensively. As a result, the number of
keypoints is increased and the positioning accuracy of control points is improved.
However, they cannot effectively reduce the unstable keypoints caused by the speckle
noise from SAR images. The reason for this is that in the existing ASS-SIFT approaches,
the anisotropic diffusion filters adaptively smooth the noises and preserve the edges due
to their different image gradient magnitudes [10]. If the images contain strong multi‐
plicative noises such as speckles, then the image edges are difficult to distinguish from
the speckled homogeneous region, since both the image boundaries and the multiplica‐
tive noises lead to high image gradient magnitudes. As a result, the speckle noises from
the SAR images will be preserved instead of being smoothed by the anisotropic diffusion
filters and then identified as unstable keypoints in the ASS.

In this paper, we proposed a speckle reducing SIFT match method to obtain stable
keypoints and precise matches for the SAR image registration. The contributions of this
paper are as follows. First, a speckle reducing anisotropic scale space is constructed
based on the speckle reducing anisotropic diffusion (SRAD). Due to the gradient magni‐
tude operator and the Laplacian operator of SRAD, speckle noises are greatly reduced
and the edges of the images are preserved, then the stable keypoints can be obtained.
Second, we utilize dual-matching strategy to obtain initial matches and cluster analysis
in relative distance domain is introduced to eliminate false matches caused by speckle
noise and geometric deformations. With cluster analysis, the keypoint correct match rate
is significantly enhanced. Finally, the affine transformation parameters for image regis‐
tration are obtained by random sample consensus (RANSAC) algorithm with removing
the false matches simultaneously. We validate our method on simulated images and real
SAR images and the experimental results demonstrate the effectiveness of our method.

2 Traditional SIFT Algorithm

SIFT is a famous matching algorithm which was proposed by David Lowe in 1999 and
consummated in 2004. It was created based on local invariant feature of the image, with
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good rotation, scale, local affine and gray invariance [6]. Traditional SIFT algorithm
consists of three major stages: multiscale space construction, feature detection and
description, and feature matching.

Firstly, Gaussian scale space is constructed by convolving the original image with
Gaussian kernel at different scales

L(x, y;𝜎) = I(x, y) ∗ G(x, y;𝜎)
L(x, y;k𝜎) = I(x, y) ∗ G(x, y;k𝜎)

}
(1)

Where I(x, y) is the original image and L(x, y;𝜎) is the Gaussian scale space. G(x, y;𝜎) is
the Gaussian function with standard deviation 𝜎 and k is the scale parameter. A series
of difference of Gaussian (DoG) images are achieved by subtracting adjacent Gaussian
images, and extrema of the DoG images are detected as the candidate features.

D(x, y;𝜎) =L(x, y, k𝜎) − L(x, y, 𝜎)
= (k − 1)𝜎2 ∇2G ∗ I(x, y)

(2)

Where D(x, y;𝜎) is the Gaussian differential scale space.
Secondly, dominant orientation of each keypoint is calculated for each keypoint, and

a 128-element feature descriptor is constructed based on the gradients in the local image
patches aligned by its dominant orientation.

Finally, feature points are matched using the nearest neighbor distance ratio
(NNDR), and the matching result is optimized by RANSAC algorithm. More details
about SIFT can be found in [4].

3 Description of the Proposed Method

Traditional SIFT has been successfully employed to the registration of optical remote
sensing images. However, it usually fails to provide favorable results when directly used
to SAR images. As is known, SAR images are obtained by coherent processing of the
target scattered signal. The coherent superposition of the scattered electromagnetic
waves usually forms a large number of multiplicative speckle noises, which causes many
false keypoints while real features are buried in the noise. Speckle noises may also blur
the adjacent area of features, which reduces the robustness and distinctiveness of feature
descriptors that are expected to be correctly matched. Therefore, it’s necessary to effec‐
tively reduce the negative effect of speckle noises when using SIFT for SAR image
registration.

3.1 Speckle Reducing Anisotropic Scale Space

Gaussian blurring is one instance of isotropic diffusion filtering which is sensitive to
speckle noise and does not respect the natural boundaries of the object. As a conse‐
quence, many unstable keypoints are brought from the Gaussian scale space of SIFT
and then the matching performance is degraded. The existing ASS-SIFT methods

SAR Image Registration Using Cluster Analysis 3



overcome the shortcomings of the conventional SIFT algorithm based on anisotropic
diffusion filtering. However, they suffer from unstable keypoints caused by speckle
noises in SAR images, since the anisotropic diffusion filters detect edges depending upon
image gradient magnitude and would not smooth the speckled homogeneous regions.

SRAD [11] is an edge-sensitive partial differential equation version of the conven‐
tional speckle reducing filters, which has better properties of speckle reduction and edge
preserving. To enhance the stability of the keypoint detection, we construct an aniso‐
tropic scale space with SRAD. Then the keypoints are detected in the space.

3.1.1 SRAD
Anisotropic diffusion based on partial differential equation is widely used in image
denoising and edge detection [12]. The main idea is heterogeneous diffusion and iterative
smoothing. The partial differential equation of SRAD can be expressed as:

{
𝜕I(x, y;t)∕𝜕t = div[c(q) ⋅ ∇I(x, y;t)]
I(x, y;0) = I0(x, y)

(4)

where I0(x, y) is the origin image and I(x, y;t) is the filtered image.div and ∇ are diver‐
gence and gradient operators, and the time t is the scale parameter. In Eq. (4), c(q) refers
to the conductivity coefficient defined as

c(q) =
1

1 + [q2(x, y;t) − q2
0(t)]∕

{
q2

0(t)[1 + q2
0(t)]

} (5)

Where q(x, y;t) severs as an edge detector for SRAD determined by

q(x, y;t) =

√
(1∕2)(|∇|∕I)2 − (1∕16)(∇2I∕I)2

[1 + (1∕4)(∇2I∕I)]2
(6)

In Eq. (5), q0(t) is the diffusion threshold which determines the total amount of
diffusion. It can be approximately calculated by Eq. (7).

q0(t) ≈ q0 exp[−𝜌t] (7)

In practical applications, 𝜌 generally takes 1/6. c(q) controls the process of diffusion
according to the relationship between the edge intensity and the diffusion threshold. At
the center of an edge, the Laplacian term undergoes zero crossing and the gradient term
dominates, leading to a relatively large q(x, y;t). Then the conductivity coefficient
approaches 0 and the edge is preserved. While in the speckled homogeneous regions,
the normalized image divergence is approximately equal to the normalized gradient
magnitude, resulting in a relatively small q(x, y;t). Thus the conductivity coefficient
closes to 1 and the speckle noise is smoothed.

The edge detector q(x, y;t) contains a normalized gradient magnitude operator and a
normalized Laplacian operator. The second derivative properties of Laplacian operator
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can distinguish whether the local grayscale of the image is caused by noise or by the
edge. It is a constant false alarm for speckle noises, thus edges can be detected more
accurately from the speckle noise regions.

3.1.2 Anisotropic Scale Space Construction
The process of image filtering can be transformed into a continuous evolution with time
scale ti. The solution (filtered image) solved by numerical method can correspond to the
image of the discrete scale in the scale space. Thus the anisotropic scale space of the
image can be constructed by obtaining all successive scale images with numerical iter‐
ations.

By means of the semi-implicit schema [13], Eq. (4) can be discretized and recon‐
structed as an iterative form

Ii+1 =

[
E − (ti+1 − ti)

m∑
l=1

Al(I
i)

]−1

Ii (8)

where Ii and Ii+1 are the image vector representations at time ti and ti+1, E is the identity
matrix, and Al(I

i) is a coefficient matrix.m represents the dimension of the image. The
two-dimensional diffusion filtering can be decomposed into two independent one-
dimensional diffusion processes by additive operator splitting (AOS), and the corre‐
sponding linear equations are solved in both x and y directions. Let Ii and Ii+1 be the
images of x and y directions at time ti+1, then the image at time ti+1 can be determined by
the images from two directions:

Ii+1 = (Ii+1
x

+ Ii+1
y

)
/

2 (9)

Since the anisotropic diffusion filtering is defined in time terms, the discrete scale 𝜎i

is required to be converted into time units using the equation [9]:

ti = 𝜎2
i
∕2 (10)

Thus, the anisotropic scale space L can be formed by a stack of smoothed images
generated by Eqs. (9) and (10)

L =
{

I0(t0), I1(t1),… , IW−1(tW−1)
}

(11)

where 
{

t0, t1, ⋅ ⋅ ⋅, tW−1
}
 is a series of discrete evolution times, and W is the total

number of images in the scale space. We take the same approach as done in SIFT,
discretizing the scale space into a series of O octaves and S sublevels

𝜎i(o, s) = 𝜎02
0+

s

S , o ∈ [0, O − 1], s ∈ [0, S + 2], i ∈ [0, W − 1] (12)
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where 𝜎0 is the basic scale, O and S are the number of octaves and sublevels in the
space, while o and s are the index of octave O and interval S. It is noteworthy that, when
we reach the last sublevel in each octave, we downsample the image, as described in
SIFT, and use the downsample image as the initial image for next octave.

As Fig. 1 shows, we use a RadarSat image and an ALOS-PALSAR image as the
reference images. The Gaussian scale space and SRAD anisotropic scale space of the
two images are constructed. O and S are set to 4 and 3. Fig. 1(b)–(c) in the first row are
the images at the second sublevel within the second octave, and Fig. 1(b)–(c) in the
second row are the images at the third sublevel within the second octave. As it can be
observed, due to the influence of linear filtering, Gaussian scale space images are blurred
with increasing scale values and fine details such as contours and edges are seriously
destroyed. In contrast, strong speckle noises are smoothed and prominent structures are
preserved in the SRAD anisotropic scale space. Thus more stable keypoints can be
extracted.

Fig. 1. Scale space comparison

After the SRAD anisotropic scale space has been constructed, the difference between
adjacent smoothed images in the SRASS is performed. Then the keypoints are detected
as done in the SIFT algorithm.

3.2 Feature Matching and Outlier Removal

Due to the existence of multiplicative speckle noises in SAR images, a large number of
unreliable keypoints will inevitably appear within the initial keypoints, which will lead
to inaccurate correspondence and further affect the correct calculation of the transfor‐
mation parameters. So it is necessary to eliminate the false matches within the initial
keypoints effectively.
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3.2.1 Dual-Matching Strategy
When there are repeated patterns in the image, many keypoints in the sensed image are
matched to the same one in the reference image using the SIFT matching strategy
(distance ratio). Therefore, we use dual-matching strategy (use the distance ratio twice)
[5], namely, keypoint A in the sensed image and keypoint B in the reference image are
accepted as a correspondence only when A and B are matched to each other by the
distance ratio, which improves the possibility of correct matches.

3.2.2 False Matches Removal Using Cluster Analysis
A lot of false matches still exist in the initial matching results directly obtained by dual-
matching strategy. Due to the strong randomness in the distribution of speckle noises,
most of false matches are random while correct matches often have some consistent
inner connections. In addition, geometric differences between images cause a difference
in the position of the feature matches, but the relative distances of correct matches should
maintain a high consistency.

We first calculate the relative distances Δx and Δy between feature matches in both
horizontal and vertical directions. Then the relative distance domain is established and
distance relations of the feature matches are mapped into the domain. (Δx, Δy) is used
as the cluster feature to make K-means cluster analysis of the relative distances. False
matches are randomly distributed in the domain and scatter in smaller classes for their
poor consistency in distance. In contrast, the correct matches are more concentrated in
distribution, so they can be selected by maintaining the largest class in the domain. In
this paper, the relationship between the number of classes and the number of correct
matches is observed in all experiments. It can be observed that with the increase of the
number of classes, the number of correct matches increases, but does not satisfy a
monotonically increase.

3.2.3 Matching Result Optimized by RANSAC
After above steps, correct matches have accounted for the vast majority in the matching
result. The result can be further optimized by random sample consensus (RANSAC)
algorithm [14]. The commonly used affine transformation is chosen as the transforma‐
tion model, and the registration parameters are obtained with the least squares method.

4 Experimental Results and Analysis

4.1 Stability Analysis of Feature Extraction

To verify the improvement on feature extraction stability, A SAR image with a size of
450 × 287 is tested. A comparison of the performance in feature extraction between our
approach and Ref. [9] is made under the conditions of noise changes, scale changes and
rotation transformation. The Gaussian noise model with mean 1 and variance 0.1 × i

(i = 1,… , 10) is utilized to add multiplicative noise to the reference image. Figure 2(a)
shows the reference image. Figure 2(b) and (c) shows the simulated noise image with
variances 0.2 and 0.5.
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Fig. 2. Partial simulated images

The repeatability rate refers to the proportion of the number of keypoints that are
repeatedly extracted from two images to the total number of the keypoints within the
range of a positioning error (1.2 is taken in our paper). The higher the repeatability rate
is, the stronger the stability of feature extraction will be.

Figure 3(a) shows the changes of the repeatability rates between the reference images
and the simulated images with different noise variances. It can be seen that the repeat‐
ability rates obtained by our method are always higher than those of Ref. [9]. Meanwhile,
with the increase of the variance, the repeatability rates decrease sharply in Ref. [9],
while those obtained by our method keep a stable decrease. The reason is that speckle
noises are effectively smoothed by SRAD, thus the probability that noises are errone‐
ously extracted as keypoints is reduced and the positioning accuracy of the keypoints is
improved.

Fig. 3. Repeatability rates comparison

In addition, let Fig. 2(b) be the reference image, and Fig. 2(c) is rotated and scaled
as the transformed images. Figure 3(b) and (c) show the changes of the repeatability
rates between the reference images and the images transformed. Compared with Ref. [9],
the repeatability rates obtained by our method are higher and keep a more stable change.
The results show that the keypoints extracted by our method still keep a greater stability
for images with different rotation and scale differences.

4.2 Comparisons with Other Registration Algorithms

To evaluate the registration performance of the proposed method, we experimentally
validate it on three SAR image pairs with different time, different bands and different
polarization modes. Registration comparisons between the proposed method and the
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traditional SIFT and Ref. [9] are implemented to demonstrate the superiority of our
method in registration performance.

The first pair is two ALOS-PALSAR images from the same region. These two images
were taken at different time and the resolution of them is 10 m. To increase the difficulty
of the test, the sensed image is simulated with a rotation of 30◦. The second pair is two
multi-band images from the same region. One image with a size of 500 × 500 form
C-band taken by Radarsat-2 is selected as the reference image, and the other one with
a size of 450 × 450 from X-band taken by TerraSAR is selected as the sensed image.
The third pair is two 512 × 512 multi-polarization images with the reference image
obtained from the HV mode, and the sensed image of the same scene obtained from the
VV mode. All of the three image pairs are contaminated by speckle noises.

The quantitative evaluation results for each method are listed in Table 1 and Fig. 4
is the registration result of our method. Compared with traditional SIFT, the number of
keypoints detected and correct matches obtained by our method is larger and the regis‐
tration accuracy has been greatly improved. Although the number of feature points
extracted by the Ref. [9] is more than that of ours, the correct matches are relatively
fewer and the registration accuracy is not satisfactory.

Table 1. Quantitative comparison of different algorithms

Data sets Method Number of keypoints Match RMSE/pixel
Reference image Sensed image

1 SIFT 342 326 5 6.81
Ref. [9] 448 412 10 2.13
Our approach 427 395 14 1.26

2 SIFT 1397 631 8 4.06
Ref. [9] 1693 801 21 2.07
Our approach 1642 763 29 1.19

3 SIFT 1105 1090 8 5.67
Ref. [9] 1549 1467 17 2.31
Our approach 1454 1325 24 0.94

It is found that SRAD has a better filtering performance than the Gaussian function,
and it can preserve edges of the image while smoothing speckle noise. Thus the number
of false feature matches is reduced and the real keypoints contained in the important
targets such as edges, contours and textures are preserved, which increases the number
of keypoints detected and the probability of correct matching. Traditional SIFT is seri‐
ously affected by speckle noise. Many false keypoints are detected while a large amount
of real points are lost as the edges are blurred, which greatly reduces the number of
keypoints. Due to the use of nonlinear diffusion filtering in Ref. [9], the keypoints
extracted is even more than that of our method. But it can’t be ignored that many speckle
noises are mixed with the real ones, which reduces the stability of feature extraction.

In the stage of feature matching, due to the existence of false keypoints as well as
complex geometric changes and texture differences between the three image pairs, the
registration accuracy is difficult to be ensured if only European distance is chosen as the
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similarity measure to make a feature matching. In Ref. [9], false points are eliminated
with phase congruency of the points before matching, but the threshold of phase congru‐
ency is difficult to select. It is unreliable to remove the false keypoints from the real ones
relying on the empirical threshold as a result of the randomness of speckle noises. By
contrast, dual-matching strategy used in our approach overcomes the limitation of
unidirectional ratio method. The relative position information between features is
analyzed and the cluster analysis is utilized to effectively remove the mismatches,
improving the registration accuracy. In addition, our approach can obtain better regis‐
tration performance even rotation, scale and grayscale changes exist between the images,
which inherits the superiority of SIFT.

5 Conclusions

In this paper, a SAR image registration approach based on improved SIFT is proposed.
An anisotropic scale space of the image is constructed by SRAD with good properties
of noise reduction and edge preserving, which improves the number and the stability of
the keypoints and weakens the negative effect of speckle noises. Dual-matching strategy
and cluster analysis in relative distance domain are introduced to refine the matches,
which eliminates the false matches caused by speckle noises. The number of correct
matches is increased and the registration precision is improved. Experimental results
show that the method proposed has strong robustness to speckle noises and good adapt‐
ability to grayscale, rotation and scale differences of the images.

Fig. 4. Matches found by the method proposed
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Abstract. Palmprint recognition has become popular and significant in many
fields because of its high efficiency and accuracy in personal identification. In this
paper, we present a scheme for palmprint features extraction based on deep
convolutional neural network (CNN). The CNN, which naturally integrates low/
mid/high-level feature, performs excellently in processing images, video and
speech. We extract the palmprint features using the CNN-F architecture, and
exactly evaluate the convolutional features from different layers in the network
for both identification and verification tasks. The experimental results on public
PolyU palmprint database illuminate that palmprint features from the CNN-F
respectively achieve the optimal identification rate of 100% and verification accu‐
racy of EER = 0.25%, which demonstrate the effectiveness and reliability of the
proposed palmprint CNN features.

Keywords: Deep convolutional neural network · Palmprint recognition
Feature extraction

1 Introduction

As a kind of biometric identification technology, palmprint recognition has become a
research focus in the field of artificial intelligence, pattern recognition and image
processing in recent years. Existing palmprint recognition methods can be divided into
several categories including structure-based methods, texture-based methods, subspace-
based methods, statistics-based methods. The structure-based methods are to extract the
relevant point features and line features [1, 2]. However, the recognition accuracy of the
structure-based methods is relatively low, and the features need more storage space.
Texture-based methods are to extract rich texture information from palmprint, for
instance, PalmCode [3], Competitive Code [4], RLOC [5], BOCV [6] and double half-
orientation based method [7]. These methods have stronger classification ability as well
as good recognition accuracy. However, they may be affected by the translation and
rotation of palmprint image because of the coding of palmprint features. The subspace-
based methods means that the palmprint images are regarded as high dimensional vectors
or matrices. They are transformed into low dimensional vectors or matrices by mapping
or transformation, and make representations and matching for the palmprint in the low
dimensional space [8–10]. The subspace methods possess high recognition accuracy and
fast recognition speed. The statistics-based methods, Fourier Transform [11] and
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Wavelet Transform [12, 13], employ the center of gravity, mean value and variance of
the palmprint image as the features. The features that the statistics-based methods extract
are relatively small. All of the above methods indicate a superiority performance in
palmprint recognition. Palmprint features extraction is the most basic and important part
of palmprint recognition, which is the key to the recognition performance.

Recently, deep neural networks, whose fundamental ingredient is the training of a
nonlinear feature extractor at each layer [14, 15], have demonstrated the excellent
performance in image representation. A variety of depth convolutional neural networks,
such as AlexNet [16], VggNet [17] and ResNet [18], achieve outstanding performance
on processing images. Learning from a large-scale ImageNet database [19], they can
extract genetic feature representations that generalize well and could be transplanted
onto other image applications [20, 21]. Since we do not have enough palmprint images
to train deep convolutional neural network from scratch, we employ the pre-trained deep
convolutional neural network, CNN-F [22], as a feature extractor for the palmprint image
in this paper. The goal is to introduce the pre-trained CNN-F for palmprint features
extraction, and extensively evaluate the CNN features for palmprint verification and
identification tasks.

The rest of paper is organized as follows. In Sect. 2, we briefly introduce the archi‐
tecture of CNN-F and palmprint convolutional features. Experimental results for veri‐
fication and identification tasks are given in Sect. 3, followed by the conclusion in Sect. 4.

2 Palmprint Recognition Based on CNN-F

2.1 Architecture of the CNN-F

The CNN-F (“F” for “fast”) network [17] is made by Chatfield et al. [22] and inspired
by the success of the CNN of Krizhevsky et al. [16]. It examined in Reference [22]. This
network is meant to be architecturally similar to the original AlexNet [16]. The CNN-
F configuration is given in Table 1. It has recently achieved state-of-the-art performance
on image classification on ImageNet database, and includes 8 learned layers. The first
five learned layers are said to be convolutional layers, the last three learned layers on
the top of architecture are called Fully Connected (FC). The first convolutional layer
(“layer 1”) filters the 224 × 224 × 3 size input image with 64 kernels of size 11 × 11 × 3
with a stride of 4 pixels (this is the distance between the receptive field centers of neigh‐
boring neurons in a kernel map). The second convolutional layer (“layer 5”), which takes
as input the output of the previous layer, filters it with 256 kernels of size 5 × 5 × 256.
Different from [17] and similar to [16], the first two convolutional layers include the
Local Response Normalization (LRN) [16] operator. As well, the next three convolu‐
tional layers (“layer 9”, “layer 11” and “layer 13”) each has 256 kernels of size
3 × 3 × 256. The first two FC layers (“layer 16” and “layer 17”) are regularized using
dropout [16], and output 4096 dimensional convolutional features. The output of the last
FC layer (“layer 20”) are 1000 dimensions. Please consult [22] for further details.
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Table 1. The CNN-F configuration (For each convolution layer, the number of convolution
filters, receptive field size, the convolution stride and spatial padding are indicated.)

Layer 0 1 2 3 4 5 6 7 8 9 10
Type input conv relu lrn mpool conv relu lrn mpool conv relu
Name - conv1 relu1 norm1 pool1 conv2 relu2 norm2 pool2 conv3 relu4
Filt dim - 3 - - - 64 - - - 256 -
Num
filts

- 64 - - - 256 - - - 256 -

Stride - 4 1 1 2 1 1 1 2 1 1
Pad - 1 0 0 1 1 0 0 1 1 0
Layer 11 12 13 14 15 16 17 18 19 20 21
Type conv relu conv relu mpool conv relu conv relu conv softmax
Name conv4 relu4 conv5 relu5 pool5 fc6 relu6 fc7 relu7 fc8 prob
Filt dim 256 - 256 - - 256 - 4096 - 4096 -
Num
filts

256 - 256 - - 4096 - 4096 - 1000 -

Stride 1 1 1 1 2 1 1 1 1 1 1
Pad 1 0 1 0 1 1 0 1 0 1 0

2.2 Palmprint Convolutional Features

The CNN-F is suitable to images of 224 × 224 pixels size, which must be colorful. Our
image size is 128 × 128 and gray. So we have made a little pre-processing, which palm‐
print images are first resized to 224 × 224 and transferred to be colorful. Each layer has
a plurality of feature maps, one of which is extracted by a convolution filter. For example,
the input image is convoluted with 64 kernels of size 11 × 11 × 3 to obtain 64 feature
maps, which is the extracted convolution feature of the first convolutional layer. The
feature maps, as input data, are then processed by the next layers to obtain other different
feature maps according to the number of convolution filters and the filter size. Similar
processing is done in other layers. Finally, we can capture the features of each layer and
extract features of different layers from the network. We measure the recognition rate
of the palmprint images according to the features. Then, we use cosine distance to
calculate the difference of the inter-class and intra-class palmprint images, according to
the cosine distance calculate the value of False Acceptance Rate (FAR), False Reject
Rate (FRR), Equal Error Rate (EER) and recognition rate.

3 Experiments and Analysis

The experiments extract the palmprint images features using various layers of the
network, and evaluate them on the PolyU palmprint database [23] for both recognition
and verification tasks. All of our experiments are carried out on a PC machine with
3.30 GHz CPU, 4G memory and Matlab R2015b.
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3.1 The PolyU Palmprint Database

The palmprint database of Hong Kong Polytechnic University (PolyU) is the most
authoritative palmprint database in the world. It contains 7752 images of 386 different
palms captured from two sessions with the size of each original image being 384 × 284.
The experiments use the first session of the database, including 3855 images from 386
palms. The image size of the region of interest (ROI) segmented is 128 × 128 pixels.
The partial palmprint images after segmentation are given in Fig. 1.

Fig. 1. Typical ROI images in PolyU palmprint database

3.2 The Verification Results

Figure 2 is the receiver operating characteristic (ROC) curve to evaluate the accuracy.
Each point on the curve corresponds to the FAR and FRR under a safe threshold. A low
value of EER indicates that our algorithm has a high recognition rate. We extract the
convolutional features of the layers respectively, and use them to calculate the cosine
distance of inter-class and intra-class palmprint images. Among the layers, the best
performance is achieved by the features in 13th layer. In the curve, it is illuminated that
the proposed method achieves the optimal verification accuracy of EER = 0.25%.

Fig. 2. The comparative ROC curves obtained by using various layers
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Figure 3 is the matching degree distribution curve of true matching and false
matching. The experiment adopts one to one matching strategy. A total of 91675 feature
matching have been performed, in which the times of true matching (feature matching
from the same palm) are 17370, the times of false matching (feature matching from
different palms) are 78305. On the matching degree distribution curve, the distributions
of true matching scores and false matching scores are similar to the Gauss distribution.
The center of true matching scores is near 0.91 while the center of false matching scores
is near 0.59. As show in Fig. 3, our method can effectively distinguish different palmprint
images, which the two centers have a certain distance, and the intersection of the two
curves is not much.

Fig. 3. Matching curves of intra-class and inter-class

Table 2 shows the proposed CNN-based method comparison of EERs with other
methods, including WBFF [12], OWE [13], BDCT [24], 2D-DOCT [25], LLDP [26],
WHOG-LSP and FVO-HOG-LSP [27].

Table 2. Comparison of EERs with other methods

Methods EER(%) Methods EER(%)
WBFF 1.95 LLDP 0.37
OWE 1.37 WHOG-LSP 0.36
BDCT 1.07 FVO-HOG-LSP 0.55
2D-DOST 0.93 Proposed 0.25

3.3 The Identification Results

The CNN-F trained on the large-scale ImageNet database can extract genetic feature
representations. It could be transplanted onto other image recognition tasks and achieve
impressive performance [20, 21]. Here, due to the large difference of palmprint images
with ImageNet database, we explore the performance of convolutional features of
different layers from CNN-F. As shown in Fig. 4, our method with 1, 3 and 5 training
images of each palm with different convolution layers of CNN-F achieves remarkable
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performance. Among the layers, the best performance is achieved by the features in 8th–
16th layers, which achieves 100% recognition rate on gallery set with 3 and 5 images
per palm. Only using a single image per palm as gallery set, our method obtains a high
identification accuracy of 99.62%. Then, the comparative recognition rate results with
other state-of-the-art methods are shown in Table 3.

Fig. 4. The recognition rate results obtained by using palmprint features of different layers

Table 3. Recognition rates of different methods on PolyU database

Methods Total
samples

Different palms Train samples Recognition
rate(%)

RLOC [5] 7752 386 1 98.37
Contourlet
transform [28]

7752 386 3 88.91

2D-DOST [25] 900 150 3 97.29
BDCT [24] 2000 100 4 98.93
KPCA+GWR [29] 3860 386 4 99.69
OWE [13] 2000 100 5 98.90
2DGaborwavelets
+PCNN [30]

3860 386 5 97.37

Proposed 3855 386 3 100

4 Conclusion

In this paper, we introduce deep convolutional features for palmprint recognition. The
top layers of CNN-F describe the global features of palmprint images, but they include
too much tuned for palmprint classification task. Meanwhile, the intermediate layers
describe the local features of palmprint images, and they can serve as good descriptors
for the new features of input images. Hence, extracted features from intermediate layers
of CNN-F achieve better recognition performance than other layers. Moreover, even

Palmprint Recognition with Deep Convolutional Features 17



without any training operation, the palmprint convolutional features of middle layers
outperform most of the other baselines. In future, we mainly have two tasks. Firstly, we
will give more pre-processing to the palmprint images on the PolyU database. Secondly,
we should use data augmentation approach to obtain more training palmprint images,
and then train a network with the palmprint images database to improve the recognition
performance.

Acknowledgements. We acknowledge the support from the National Natural Science
Foundation of China (No. 91546123), the Program for Liaoning Innovative Research Team in
University (No. LT2015002), the Liaoning Provincial Natural Science Foundation (No.
201602035) and the High-level Talent Innovation Support Program of Dalian City (No.
2016RQ078).

References

1. Zhang, D., Shu, W.: Two novel characteristics in palmprint verification: datum point
invariance and line feature matching. Pattern Recogn. 32(4), 691–702 (1999)

2. Duta, N., Jain, A.K., Mardia, K.V.: Matching of palmprints. Pattern Recogn. Lett. 23(4), 477–
485 (2002)

3. Zhang, D., Kong, W., You, J., Wong, M.: Online palmprint identification. IEEE Trans. Pattern
Anal. Mach. Intell. 25(9), 1041–1050 (2003)

4. Kong, W.K., Zhang, D.: Competitive coding scheme for palmprint verification. In:
International Conference on Pattern Recognition, pp. 23–26 (2004)

5. Jia, W., Huang, D.S., Zhang, D.: Palmprint verification based on robust line orientation code.
Pattern Recogn. 41(5), 1504–1513 (2008)

6. Guo, Z., Zhang, D., Zhang, L.: Palmprint verification using binary orientation co-occurrence
vector. Pattern Recogn. Lett. 30(13), 1219–1227 (2009)

7. Fei, L.K., Xu, Y., David, Z.: Half-orientation extraction of palmprint features. Pattern Recogn.
Lett. 69(C), 35–41 (2016)

8. Lu, G., Zhang, D., Wang, K.: Palmprint recognition using eigenpalms features. Pattern
Recogn. Lett. 24(9–10), 1463–1467 (2003)

9. Zhang, S., Lei, Y.K., Wu, Y.H.: Semi-supervised locally discriminant projection for
classification and recognition. Knowl.-Based Syst. 24(2), 341–346 (2011)

10. Yan, Y., Wang, H., Chen, S., et al.: Quadratic projection based feature extraction with its
application to biometric recognition. Pattern Recogn. 56(C), 40–49 (2016)

11. Li, W.X., Zhang, D., Xu, Z.Q.: Palmprint recognition based on Fourier transform. J. Softw.
13(5), 879–886 (2002)

12. Krishneswari, K., Arumugam, S.: Intramodal feature fusion using wavelet for palmprint
authentication. Int. J. Eng. Sci. Technol. 3(2), 1597–1605 (2011)

13. Prasad, S.M., Govindan, V.K., Sathidevi, P.S.: Palmprint authentication using fusion of
wavelet based representations. In: World Congress on Nature & Biologically Inspired
Computing, pp. 15–17 (2010)

14. Hinton, G.E., Osindero, S., Teh, Y.W.: A fast learning algorithm for deep belief nets. Neural
Comput. 18(7), 1527–1554 (2006)

15. Vincent, P., Larochelle, H., Lajoie, I., et al.: Stacked denoising autoencoders: learning useful
representations in a deep network with a local denoising criterion. J. Mach. Learn. Res. 11(6),
3371–3408 (2010)

18 Q. Sun et al.



16. Krizhevsky, A., Sutskever, I., Hinton, G.E.: Imagenet classification with deep convolutional
neural networks. Adv. Neural. Inf. Process. Syst. 25(2), 1097–1105 (2012)

17. Simonyan, K., Zisserman, A.: Very deep convolutional networks for large-scale image
recognition. Comput. Sci. (2014)

18. He, K., Zhang, X., Ren, S., Sun, J.: Deep residual learning for image recognition. Comput.
Sci. (2015)

19. Deng, J., Dong, W., Socher, R., et al.: ImageNet: a large-scale hierarchical image database.
In: Computer Vision and Pattern Recognition, pp. 248–255 (2009)

20. Donahue, J., Jia, Y., Vinyals, O., et al.: DeCAF: a deep convolutional activation feature for
generic visual recognition. Comput. Sci. 50(1), 815–830 (2013)

21. Razavian, A.S., Azizpour, H., Sullivan, J., et al.: CNN features off-the-shelf: an astounding
baseline for recognition. In: Computer Vision and Pattern Recognition Workshops, pp. 24–
29 (2014)

22. Chatfield, K., Simonyan, K., Vedaldi, A., et al.: Return of the devil in the details: delving
deep into convolutional nets. Comput. Sci. (2014)

23. The Hong Kong Polytechnic University. PolyU Palmprint Database. (2004,1,1) [2006,7,15].
http://www.comp.polyt.edu.hk/~biometrics/

24. Meraoumia, A., Chitroub, S., Bouridane, A.: Gaussian modeling and Discrete Cosine
Transform for efficient and automatic palmprint identification. In: International Conference
on Machine and Web Intelligence, pp. 121–125 (2010)

25. Saedi, S., Charkari, N.M.: Palmprint authentication based on discrete orthonormal S-
Transform. Appl. Softw. Comput. 21(8), 341–351 (2014)

26. Luo, Y.T., Zhao, L.Y., Zhang, B., et al.: Local line directional pattern for palmprint
recognition. Pattern Recog. 50(C), 26–44 (2016)

27. Hong, D., Liu, W., Wu, X., et al.: Robust palmprint recognition based on the fast variation
Vese-Osher model. Neurocomputing 174, 999–1012 (2015)

28. Butt, M.A.A., Masood, H., Mumtaz, M., et al.: Palmprint identification using contourlet
transform. In: International Conference on Biometrics: Theory, Applications and Systems,
pp. 1–5 (2008)

29. Ekinci, M., Aykut, M.: Gabor-based kernel PCA for palmprint recognition. Electron. Lett.
43(20), 1077–1079 (2007)

30. Wang, X., Lei, L., Wang, M.: Palmprint verification based on 2D-Gabor wavelet and pulse-
coupled neural network. Knowl.-Based Syst. 27(3), 451–455 (2012)

Palmprint Recognition with Deep Convolutional Features 19

http://www.comp.polyt.edu.hk/~biometrics/


Isosurface Algorithm Based on Generalized
Three Prism Voxel

Qing Li1, Qingyuan Li1,2,4(&), Xiaolu Liu3, Zhubin Wei4,
and Qianlin Dong4

1 School of Mapping and Geographic Science, Liaoning Technical University,
Fuxin 123000, China
muzigef@163.com

2 Key Laboratory of Geo-Informatics, Chinese Academy of Surveying and
Mapping, Beijing 100830, China

liqy@casm.ac.cn
3 Dalian Jin Yuan Survey Technology Co., Ltd, Dalian 116600, China

4 College of Geoscience and Surveying Engineering,
China University of Mining and Technology, Beijing 100083, China

Abstract. It is an effective method to use isosurface expressing inhomogeneous
attribute field of solid objects inside. Due to the shortcomings such as topo-
logical ambiguity and segmentation ambiguity of the widely used isosurface
algorithms (moving cube and moving tetrahedral), this paper presents an iso-
surface extraction algorithm based on generalized tri-prism voxel, which is
called moving generalized triangular prism (MGTP) algorithm. The triangular
patches are extracted from each generalized triangular prism (GTP) to establish
the isosurface in this algorithm. In this paper, the linear interpolation algorithm
is used to calculate the equivalent points and subdivision points, which can
eliminate isosurface cracks. The topological structure of the equivalent patches
is determined according to the number of GTP equivalent points. If there is
topology ambiguity in GTP, isosurface is extracted after using the subdivision
method to eliminate it. The MGTP algorithm can effectively solve the problem
of topological ambiguity and segmentation ambiguity.

Keywords: MGTP algorithm � Isosurface � Equivalent point
Topological ambiguity � Subdivision GTP

1 Introduction

In geological body modeling, 3D data model and structures such as grid, irregular
blocks, cross-sections and volume data structures were studied in the early 1990s, and
the three-dimensional geological modeling theory was established preliminarily [1].
Since then, many scholars had carried out a lot of researches and practical applications
in 3D geological modeling and visualization techniques. The focus of
three-dimensional geological modeling had been transferred from single geometric
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modeling early to both the shape and expression of non-uniformity attribute in geo-
logical body [2]. It is an important method to express attribute information of geologic
body by using Isosurface. The most classical isosurface extraction method is MC
(Marching Cube) algorithm proposed by Lorensen and Cline [3] in 1987. Because of
the simple and easy implementation, MC algorithm has been widely concerned and
applied. In recent years, the MC algorithm has been extensively studied and applied in
many fields and has made a lot of research results, such as three-dimensional recon-
struction of medical image data [4, 5], scalar field analysis in finite element analysis,
molecular surface display in molecular chemistry and three-dimensional geomorphol-
ogy simulation [6, 7]. However, there are still some problems in the MC algorithm,
such as incorrect topology, low extraction efficiency, limited application range and so
on. A lot of other improved algorithms have been put forward by scholars to solve
those problems. MT (Marching Tetrahedral) algorithm [8, 9] is the most classical
algorithm. It can solve the topological ambiguity and has higher approximation
accuracy, however, a large number of triangular equivalent patches lead to an increase
in computational complexity in MT algorithm. In addition, there is segmentation
ambiguity in MT algorithm. In recent years, the method of visualization of geologic
body based on triangular prisms has been paid more attention, for example, the
three-dimensional data model based on analogical triangular prism and later the gen-
eralized triangular prism (GTP) modeling method proposed by Lixin Wu and Penggen
Cheng [10–13]. The visualization algorithms based on GTP have many important
advantages, and the isosurface construction algorithm based on GTP lacks the research.
In this paper, a new algorithm based on moving generalized triangular prism (MGTP)
is proposed to extract isosurface, which is inspired by both MC and MT algorithm and
the subdivision method used to eliminate ambiguity surface of the square, which is
proposed by Yanhong Zou and Jianchun He [14].

2 MC and MT Algorithm Theory

At first, the paper introduces the basic theory about MC and MT algorithm.
The MC algorithm searches for triangular isosurface patches in cubes one by one.

The cube consists of eight points, and each of the four points falls on the same plane.
For a given threshold I, it is recorded as 0 if the attribute value of the cube vertex is less
than I, otherwise, it is recorded as 1. The attribute value of any point P (x, y, z) in the
cube can be interpolated by the attribute values of the eight vertices, which can be
represented by the following formula (1):

Fðx; y; zÞ ¼ a0 þ a1xþ a2yþ a3zþ a4xyþ a5yzþ a6xzþ a7xyz ð1Þ

Where ai (i = 0, 1, 2,…, 7) is a function of the eight vertex attribute values of the
cube.

According to the isosurface function, it can be calculated that the point sets sat-
isfying F (x, y, z) = I on the outer surface of the cube, and the approximated isosurface
in the cube. Durst [15] found that when the four sides of the square have intersections
with the isosurface (called equivalent points), the MC algorithm cannot guarantee
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isosurface patches with the same structure on the common surface of two adjacent
cubes, so there will be cracks, the common surface is usually called the ambiguity
surface. Natarajan [16] found that even if the cube does not include the ambiguity
surface, the cube may also include different topological structure isosurface, which is
called the body ambiguity. The surface ambiguity and body ambiguity are collectively
called topology ambiguity. In order to eliminate the topological ambiguity of MC
algorithm, Nielson [17] and Xiuxia Liang and Caiming Zhang [18] calculated the
critical points of the trilinear interpolation function respectively, and calculated the
topology structure of the approximated isosurface of the cube according to the number
of the cube’s critical points. But this method is complicated in both theory and pro-
gram. Yanhong Zou proposed to use the subdivision method to eliminate surface
ambiguity [14], but because the topology structure of the cube intersecting with the
isosurface is complex, even if there is not surface ambiguity, there may be body
ambiguity. This method cannot eliminate topology ambiguity completely.

MT algorithm is an improved algorithm, which is developed on the basis of the MC
algorithm to subdivide the cube into tetrahedrons for eliminating topology ambiguities.
The cube is usually subdivided into five tetrahedrons, six tetrahedrons or 24 tetrahe-
drons. There are two ways to subdivide it into five tetrahedrons, four ways to subdivide
it into six tetrahedrons, one way to subdivide it into 24 tetrahedrons [19]. MT algorithm
can eliminate the problem of topology ambiguity, but it will produce a large number of
triangular isosurface patches. The cube will be subdivided, even though the isosurface
has not topology ambiguity in this algorithm. Cignoni [20] found that the topological
structure of the isosurface is related to the subdivision mode in MT algorithm, there
will be cracks if the adjacent cubes are not subdivided with same way, which is called
subdivision ambiguity. In order to make up the shortcomings of MT algorithm, Li
Cheng proposed an isosurface extraction algorithm which is based on Delaunay
tetrahedron [21]. However, the tetrahedron cannot reflect the structure of stratified
geologic body and its attribute field, so it cannot be suitable for isosurface extraction of
stratified geologic body.

3 Moving Generalized Triangular Prism Algorithm

The structure of GTP involves six vertices, a top face, a bottom face, and three sides
face. For a given threshold I, it is recorded as 0 if the attribute value of the GTP vertex
is less than I, otherwise it is recorded as 1. There are 64 intersections of the isosurface
and the GTP, decreasing the number of conditions to 8 after removing repeat structures
produced by rotational symmetry and the complementary symmetry. There are six
structures with no ambiguity, one structure with one ambiguity, and one structure with
two ambiguities. Therefore, the structures are 6 + 21 � 1 + 22 � 1 = 12 after taking
the surface ambiguity into account. As shown in Fig. 1.

In the 16 structures of the MC algorithm, there are ten structures without ambiguity,
two of them with one ambiguity, two of them with two ambiguities, one with three
ambiguities, and one with six ambiguities [22]. Therefore, the structures of MC
algorithm are 10 + 21 � 2 + 22 � 2 + 23 � 1 + 26 � 1 = 94. Comparing the results,
it can seen that the MGTP algorithm is much less complexity than the MC algorithm.
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Fig. 1. Topological relations based on generalized triangular prism

Isosurface Algorithm Based on Generalized Three Prism Voxel 23



Figure 1 shows that the number of equivalent points in the GTP is divided into six
types: 0, 3, 4, 5, 6 and 7.

There is no patch, if the number of equivalent point is 0 in the GTP.
There is a triangular patch, if the number of equivalent points is 3 in the GTP.
There are two triangular patches, if the number of equivalent points is 4 in the

GTP. And the optimal triangular patches are obtained by the maximum and minimum
angle criterion. Specific operations are outlined as follows: the four equivalent points
are arranged according to the rule that the adjacent two points lie on the same surface,
the order of the four points after arrangement are P1, P2, P3 and P4. Connect P1, P3
and P2, P4 respectively, and take two points with smaller distance as the edges of two
internal triangles. The triangulation optimization method can possibly avoid the
appearance of abnormal triangles (narrow triangles). The triangles are always close to
the equilateral triangles, so that the TIN is optimal. Figure 2 shows the optimization of
the structure 2, which has 4 equivalent points.

There are three triangular patches, when the number of equivalent points is 5 in the
GTP. First, an optimal is selected from five triangular patches, which are composed of
five equivalent points and their adjacent equivalent points; then two triangular patches
equivalent are generated according to the maximum and minimum angle criterion and
the remaining four equivalent points.

There will be topology ambiguity, when the number of equivalent points is 6 and 7
in the GTP. Firstly, the following method is used to eliminate the topological ambi-
guity. Secondly, the number of equivalent points is counted in subdivision GTPs.
Thirdly, the equivalent points is connected in the GTP according to the above men-
tioned principle.

The literature [23] points out: Attributes of stratified geologic body are relatively
uniform and change slowly in the direction of bedding, while they change faster in the
direction of crossing. That is, the attributes rate of change in the transverse direction is
far less than the rate of change in the vertical. The three-dimensional geological body
model uses the TIN which is formed by different stratigraphic junctions as the top and

Fig. 2. Optimizes the GTP internal triangles of Equivalence Point 4 in Fig. 1
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bottom surfaces of generalized triangular prisms [24], MGTP algorithm can show the
bedding and crossing attribute information of stratified geologic body well.

4 The Subdivision Method to Eliminate the Topology
Ambiguity of MGTP Algorithm

Figure 1 tells us: there is an ambiguity surface in the fourth structure, there are two
ambiguity surfaces in the seventh structure, and there is not ambiguity in other
structures. In the first, second, third, fifth, and sixth structures, the polygons formed by
the isosurface intersecting the GTP are triangular, quadrilateral and pentagonal. The
fourth and seventh structures are not only surface ambiguity, but also 4–2, 7–2, and 7–3
are body ambiguity. The GTPs which have 6 or 7 equivalent points will appear the
topological ambiguity. Figure 3 shows the body ambiguity of the structure 4–2:

According to the above analysis, there may turn up the body ambiguity, only when
the surface ambiguity occurs. That is, as long as there is not surface ambiguity in the
GTP, there will be not body ambiguity. The principle of MGTP algorithm to eliminate
topology ambiguity is outlined as follows:

1. Firstly, the original GTP is subdivided into GTP-1 and GTP-2 using subdivision
triangle, which is generated by connecting the midpoint of the three side edges in
the GTP.

2. Secondly, GTP-1 and GTP-2 is subdivided into eight GTPs by the midpoint of the
three edges in the top face and bottom face, and the midpoint of that subdivision
triangle.

3. Finally, the attribute value of the eight new GTPs is calculated using the linear
interpolation algorithm, and then the number of equivalent points for each new GTP
is counted. If there is a topology ambiguity, steps 1, 2, and 3 is looped to eliminate it.

The subdivision GTP is shown in Fig. 4:

Fig. 3. Body ambiguity
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The structure 4–2 eliminates the topology ambiguity by the subdivision method,
which is showing in Fig. 5.

MGTP algorithm uses the linear interpolation algorithm to calculate equivalent
points and subdivision points in the GTPs, so the resulting isosurface is not cracks. The
subdivision method can be used to eliminating the topology ambiguity and improve the
accuracy of isosurface extraction, so it has a good expansibility.

5 Implement the MGTP Algorithm

The processes of implementation of the MGTP algorithm can be outlined as follow.
Firstly, the non-null GTPs should be searched according to the threshold I before
extracting the isosurface. Secondly, a container is set to save non-null GTPs, so that

subdivision triangle

Fig. 4. Subdivision GTP

Fig. 5. Example of the subdivision method
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GTPs can intersect the isosurface more quickly and efficiently. Finally, the isosurface is
constructed according to the non-null GTP.

The following method is used to retrieve non-null GTPs:

// Retrieve the equivalence points in the data network by edge
for i = 0, 1, 2, …, EdgeNum
{ 
if there is a IsoVerte   then

IsoVerte.ID = Edge.ID;
//Using thelinear interpolation calculate coordinate value
IsoVerte.x = Edge.x1 Scale1 + Edge.x2 Scale2
IsoVerte.y = Edge.y1 Scale1 + Edge.y2 Scale2
IsoVerte.z = Edge.z1 Scale1 + Edge.z2 Scale2
Store the IsoVerte into IsoVertes;

} 
// Retrieve non-empty GTPs
for j = 0, 1, 2, …, 9;
{ 

for k = 0, 1, 2, …, IsoVertes.size( )
if (GTPEdge[j].ID == IsoVertes[k].ID)  then

IsoGTP.isoVertexNum++;
} 
if ( GTP.isoVertexNum > 0 )   then

Store the GTP into IsoGTPs;

All the equivalent points are stored into the container named IsoVertes, and
non-null GTPs are stored into the container named IsoGTPs.

The steps of generating isosurface are outlined as follows:

1. The number of GTP equivalent points is read by retrieving non-null GTP container
elements sequentially.

2. There is a triangular patch, if the number of equivalent points is 3 in the GTP. The
patch is saved into container named m_IsoTriangle, and the GTP is removed from
m_IsoGTP.

3. There are two triangular patches, if the number of equivalent points is 4 in the
GTP. And the optimal triangular patches are obtained by the maximum and mini-
mum angle criterion. The patches are saved into container named m_IsoTriangle,
and the GTP is removed from m_IsoGTP.
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4. There are three triangular patches, when the number of equivalent points is 5 in the
GTP. The patches are saved into container named m_IsoTriangle, and the GTP is
removed from m_IsoGTP.

5. There will be topology ambiguity, if the number of equivalent points is 6 and 7, the
subdivision method is used to eliminate the topology ambiguity. Calculating the
number of equivalent points in each subdivision GTP, adding the non-null subdi-
vision GTPs to m_IsoGTP, and then removing the original GTP from the container.

6. Non-null GTP elements were selected successively, repeating steps 2, 3, 4 and 5,
until the non-null GTP container is empty.

7. The triangular equivalent patches stored in the m_IsoTriangle are drawn by
OpenGL, and the MGTP algorithm ends.

The advantages of the MGTP algorithm are summarized as follows: (1) Equivalent
points do not be extracted repeatedly, since edges in the data network are traversed
when extracting them. (2)The connection of the equivalent point is judged by the
number of the equivalent points of the GTP, so the algorithm is clear and easy to
implement. (3) The equivalent points in GTP are stored according to the ID stored in
the GTP, at the same time, MGTP algorithm follows the rule of “no ambiguity, not
subdivision”, all of them can greatly reducing the amount of data storage and
improving the speed of operation. (4) Equivalent points of the original non - null GTPs
and the subdivision GTPs are calculated by the linear interpolation algorithm, as a
result, the isosurface will not be cracked. (5) Triangular patches are obtained by the
minimum angle maximization criterion, which avoids the appearance of elongated
triangles and obtains optimal triangles.

6 The Result and Analysis of Isosurface Extracted by MGTP
Algorithm

In this experiment, the data used is the simulation attribute field of ore grade, the
software used is “Geological 3D Engineer Assistant (G3DA)” of China Academy of
Surveying and Mapping, on which the MGTP algorithm is implemented in C++. In the
attribute field, the minimum attribute value is 85.57 and the maximum attribute value is
187.77. The fence diagram of attribute field is shown in Fig. 6; the isosurface
extraction is shown in Fig. 7(a), when the attribute value is 175; the isosurface
extraction is shown in Fig. 7(b), when the attribute value is 180. The pink dots in Fig. 7
(a) and (b) are equivalent points. Figure 7(c) and (d) is superposition showing the
isosurface with attribute values of 175 and 180 in a translucent pattern. Figure 7(c) is a
plan view and Fig. 7(d) is a front view.

The isosurface with attribute values of 175 and 180 is consistent with the fence
diagram of attribute field in Fig. 6. The simulated attribute values are reduced from the
explosion point to the surroundings, so isosurface with attribute values of 175 and 180
is almost closed. It can be seen from Fig. 7(c) and (d) that the isosurface with an
attribute value of 180 is surrounded by an isosurface with an attribute value of 175, and
the spatial range of the attribute value in the range of 175 to 180 can be extracted. By
comparing Fig. 7(c) and (d), it shows that the attribute values in the bedding direction
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change slower than in the crossing direction. MGTP algorithm solves the topological
ambiguity in MC and segmentation ambiguity in MT, eliminates isosurface cracks and
topology errors of triangular patches. The result of isosurface extraction confirms the
correctness of the MGTP algorithm theory, at the same time, shows that the MGTP
algorithm is suitable for the isosurface extraction of stratified geologic body.

7 Conclusion

GTP model has expanded the range of applications in the three-dimensional geological
modeling and visualization. The paper presents an isosurface extraction algorithm
based on GTP, which can take advantage of GTP model. The paper gets the following

Fig. 6. The fence diagram of attribute field

Fig. 7. Result and analysis of isosurface extracted by MGTP algorithm (a) Isosurface with an
attribute value of 175; (b) Isosurface with an attribute value of 180 (c) Top view of the
superimposable isosurface with attribute values of 175 and 180; (d) Front view of the
superimposable isosurface with attribute values of 175 and 180
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conclusions: (1) there are 12 intersections of the isosurface and the GTP after taking the
topological ambiguity into consideration. The structure of equivalent surface patches is
judged from the number of equivalent points in the GTP. (2) The body ambiguity is
possible only when the surface ambiguity appears in the MGTP algorithm. The
algorithm eliminates the surface ambiguity by the subdivision method, at the same
time, it eliminates the topology ambiguity. The subdivision method can not only be
used to eliminate the topological ambiguity of MGTP algorithm, but also can be used
to improve the accuracy of isosurface, and the expansion of the method is well.
(3) The MGTP algorithm is suitable for discrete data based on borehole sampling, it
makes up the deficiency of traditional isosurface extraction algorithm, which cannot
deal with irregular cube data. It also takes into account that the attributes rate of change
is different in the direction of bedding and crossing. (4) The MGTP algorithm has many
advantages, but equivalent points are calculated by linear interpolation algorithm, they
are just approximations, which may affect the accuracy of the isosurface. Apart from
the subdivision method used in this paper, further research is needed for improving the
accuracy of isosurface.
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Abstract. In this paper, a new classification algorithm based on subspace
analysis is proposed. The classifier for each class is designed as a projector so
that the samples within the class are projected to a near zero vector, while the
samples not belonging to the class are projected far away from zero. Experi-
ments on open and closed universe test of ORL data set show that the proposed
subspace analysis-based classifier has a high recognition rate in closed universe
test and that it is more robust than other methods in open universe experiments.
The proposed algorithm has low computational complexity which is suitable for
distributed embedded system applications.

Keywords: Face recognition � Subspace analysis
Sparse representation based classification � Support vector machines
Linear regression classification

1 Introduction

Face recognition (FR) methods have been studied for over 3 decades, and various
techniques have been developed to handle different problems in face recognition, such
as illumination, pose, occlusion and small sample size, etc. In the subspace based FR
methods, often the nearest neighbor (NN) [1, 2] classifier and support vector machines
(SVM) [3, 4] are the most widely used for the classification. Recently, a new face
classification scheme, i.e., the sparse representation based classification (SRC) became
a very hot topic [5–10]. In SRC, a query face image is encoded over the original
training set with sparsity constraint imposed on the encoding vector. The training set
acts as a dictionary to represent the testing samples as a sparse linear combination of its
atoms. The classification is then performed by checking which class leads to the
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smallest reconstruction residual of the query sample. The recent study found that it is
not the l1 norm SRC, but the collaborative representation classification(CRC) that leads
to the success of the algorithm [11]. Although there are many evaluations with
occlusion data set, open-universe face identification remains a little-studied problem in
the research community [12].

In this paper, based on subspace analysis, an efficient classification algorithm is
derived for the situation, where each class of samples belongs to a subspace. The main
contributions are given as follows:

• A subspace classifier is proposed in this paper, which has a high recognition rate in
closed and open university with low computer cost.

• A energy ratio decision metric is proposed, which help to improve the recognition
rate greatly.

The paper is outlined as follows. Section 2 is devoted to providing some existing
works on representation-based recognition, which are closely related to ours. Our main
contribution is given in Sect. 3, in which a subspace analysis classifier is proposed.
In SAC the test samples belong to the class are projection matching to near zero, while
the samples don t belong to the class are project far away from zero. Experiments are
carried out in Sect. 4 to examine the performance of the proposed approaches in open
and closed universe. To end this paper, some concluding remarks are given in Sect. 5.

2 Related Works and Problem Formulation

In this section, we review briefly some related works on CRC, SVM, and LRC. Suppose
that we have J class face samples fCjgJj¼1 and each class Cj has a set of face samples
fxjlg, each represented by a vector of dimension N � 1 and scaled to unit in l2-norm.

For each class Cj, we randomly select Q face samples to form the dictionary Wi of
the class:

Wj ¼ xj1 � � � xjq � � � xjQ½ �; j ¼ 1; 2 � � � ; J ð1Þ

and the overall dictionary is then formed as

W¼D W1. . .Wj. . .WJ½ � ¼ fWig ð2Þ

It is assumed in the linear representation model that any face image signals
x 2 <N�1 within the J classes can be represented as a linear combination of L vectors
fwig, where L ¼ JQ.

2.1 Collaborative Representation Based Classification

The CRC is based on the following:

ŝ¼D argmin
s

jjsjjlp s:t: x�Wsk k22 � e ð3Þ

A Novel Classifier Using Subspace Analysis for Face Recognition 33



where �[ 0 is a constant, and lp ¼ 0; 1; 2. When lp ¼ 0, it is a NP hard problem, we
can find sparse approximation with orthogonal matching pursuit (OMP). When lp ¼ 1,
the sparse solution ŝ can be found by various optimization methods [10, 13]. The
amazing discovery due to David Donoho was that under certain conditions on the
matrix W and the sparsity of s, both l0 and l1 have the same unique solution. When
lp ¼ 2 vector s has the close form solution:

ŝ ¼ ðWTWþ kIÞ�1WTx ð4Þ

where k is used to prevent denominator equal to zero.

2.2 Support Vector Machines Classification

Given a training set of instance-label pairs ðxi; yiÞ; i ¼ 1; . . .;Q, where xi 2 <N and
yi 2 f1;�1g, the SVM requires the solution of the following optimization problem:

ðx̂; m̂; n̂Þ ¼ argmin
x;m;n

1
2x

Tx þ c0 nk k1
s:t: yiðxTxi þ mÞ� 1� ni

ni � 0

ð5Þ

where c0 is a nonnegative constant. The classification of a test vector x as follows:

labelðxÞ¼D signðx̂Txþ m̂Þ ð6Þ

Multi-class SVM aims to assign labels to instances by using support vector
machines, where the labels are drawn from a finite set of several elements. A number of
methods have been proposed to implement SVM to produce multi-class classification.
The dominant approach for doing so is to reduce the single multi-class problem into
multiple binary classification problems [14]. For the jth classifier, let the positive
examples be all the points in class j, and let the negative examples be all the points not
in class j. Let fj be the jth classifier. Classify with

ĵ¼D arg max
j2½1;J�

fjðxÞ ¼ arg max
j2½1;J�

x̂T
j xþ m̂j ð7Þ

2.3 Linear Regression Classification

The LRC [15, 16] tries to classify the test samples to the class which has the minimum
linear representation residual energy. sj is evaluated against each class model,

ŝj ¼D argmin
s

jjx�Wjsjj2 s:t: 8i 2 ½1; J� ð8Þ
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which can be solved by least square estimation as:

ŝj ¼ ðWT
j WjÞ�1WT

j x ð9Þ

Like the process of CRC, LRC result is determined by the residual energy between
test face and predicted response variables.

r2j ¼D jjðx�WjŝjÞjj22; 8 j ¼ 1; 2; . . .; J ð10Þ

Decision is made in favor of the class with the minimum residual energy:

ĵ¼D arg min
j2f1;���;Jg

fr2j g ð11Þ

3 Subspace Analysis

Let X ¼ x1 � � � xl � � � xL½ � 2 <N�L be a set of samples for some class of signals.
Assume that X has the following SVD:

X ¼ V
Rr 0
0 0

� �
UT

Denote X¼D Vð:; rþ 1 : NÞT , where r is the rank of X and r\N is assumed.
Clearly,

Xxl ¼ 0; 8 l

We call

He ¼D spanfVð:; rþ 1Þ;Vð:; rþ 2Þ; � � � ;Vð:;NÞg

the noise space of X, which is actually the null-space of the matrix X, while

Hs ¼D spanfVð:; 1Þ;Vð:; 2Þ; � � � ;Vð:; rÞg

is called the signal space of X.
For a given x 2 <N�1, it is evident that x 2 Hs if and only

Xx ¼ 0

Practically, the measurements are given by

~x1 ¼ xl þ el; 8 l
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where xl 2 Hs and felg is an i.i.d. set with zero-mean and a variance r20. Therefore,

R¼D 1
L
~X~XT ¼ V̂K̂V̂T � V

Kr 0
0 0

� �
VT þ r20IN

So, when L >> N one can estimate r20 and X from the SVD of R. The former is the
smallest singular value of this matrix, while if r20 is the repeated eigenvalue of R with a
multiplicity of p, then r̂ ¼ N � p and

X ¼ V̂ð:; r̂þ 1 : NÞT

Assume that we have J different classes of linear signals fXjgJj¼1. For each Xj, we
can design a transform Xj with the method described above. Like the MUSIC algo-
rithm, we can classify a vector x from J classes of signals with

j0 ¼D argmin
j
f 1

jjjXjxjj22 � r̂r20j
g ð12Þ

3.1 Subspace Analysis Classifier

For a class of face samples, we design a face classifier (12) according to the proposed
method. We see that each design is related to a class of signals. In order to improve the
recognition performance and anti-interference ability, we propose a new recognition
algorithm.

Let Xj 2 <Lj�N with Lj �N to be decided below and

Xj ¼D argmin
X

fjjXXjjj2F � ajXX	
j jj2F ¼D qðX;XjÞg

s:t: rankðXÞ ¼ Lj; jjXðl; :Þjj2 ¼ 1; 8 l
ð13Þ

To solve the above, let us define

L¼D qðX;XjÞþ
XL
l¼1

klðjjXðl; :Þjj22 � 1Þgg

Note

qðX;XjÞ ¼ tr½XðXjX
T
j � aX	

j X
	T
j ÞXT � ¼D �tr½XRjX

T �

and hence

@L
@Xðl; :Þ ¼ �2Xðl; :ÞRT

j þ 2klXðl; :Þ ¼ 0
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that is

ðklIN � RjÞXðl; :ÞT ¼ 0; 8l

which implies that Xðl; :ÞT belongs to one of the N normalized eigenvector sets f
Vjð:
; nÞg of the symmetric Rj, where

Rj ¼D aX	
j X

	T
j � XjX

T
j ¼ VjCjV

T
j

where Cj ¼D diagðc1; � � � ; � � � ; cNÞ with cn � cnþ 1;8n. It follows from the constraint
rankðXjÞ ¼ Lj that the solutions to (13) are given by

Xjðl; :ÞT ¼ 
Vjð:; lÞ; l ¼ 1; 2; � � � ; Lj
One can simply take

Xj ¼ Vjð:; 1 : LÞT ; 8j ) XT ¼ XT
1 � � � XT

j � � � XT
J

h i
ð14Þ

where Lj is such that cLj � 0 and cLj þ 1\0.
The classification is executed with

j0 ¼D argmax
j
f jjX	

j xjj22
jjXjxjj22 þ e

g ð15Þ

Remark:

• When each Xj has L repeated rows,
jjX	

j xjj2
jjXjxjj2 is independent of L. If L ¼ 1, XT

J is

actually a vector belonging to the null-space of Xj. In that case, if the query image x
belongs to this null-space but orthogonal to this particular XT

j , then x would be
classified into the j th class as Xjx ¼ 0. So, Xj has to be rich enough to span the
entire null-space of Xj with the column vectors of XT

j and therefore, the constraint
rankðXÞ ¼ L is necessary for efficiently transforming.

• When a ¼ 0, XjXj ¼ 0 and hence the transform is purely based on the null-space of
Xj. With a small a (it is suggested that 0� a\1), more robust Xj is expected.

• The choice of L is very important. Generally speaking, the bigger L is, the better
subject to L�N � rj; 8j. Actually, one can set different dimension to different Xj,
say Xj 2 <Lj�N with Lj �N � rj; 8j.

• When rj\\N; 8j, one can design Xj using

Xj ¼D argmin
X

fjjXX	
j jj2F � kjjXXjjj2Fg

s:t:rankðXÞ ¼ Lj �N � r	j ; jjXðl; :Þjj2 ¼ 1; 8l
ð16Þ
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In a similar way, the classification is executed with

j0 ¼D argmax
j
f jjXjxjj22
jjX	

j xjj22 þ e
g ð17Þ

AlgSAC:

• Step I: Test sample and train sample l2 normalization. Signal compression with
PCA;

• Step II: To find the vector X with Eq. (13);
• Step III: Decide the class according to the energy ratio as Eq. (15);

4 Experimental Result

In order to verify the classification performance of subspace classification, we test the
algorithm on open and closed universe. The CPU is running at 3.4 Ghz (single thread).
In the closed universe test, ORL face database is used, while the Yale_extend data set
are added as distractor face in open universe experiment.

The ORL face database is created by ATT laboratory of university of Cambridge,
which contains 40 people. For some subjects, the images were taken at different times,
varying the lighting, facial expressions (open/closed eyes, smiling/not smiling) and
facial details (glasses/no glasses). The size of each image is 92 � 112 pixels, with 256
grey levels per pixel. While Yale_extend face data set contains 5760 single light source
images of 10 human subjects each seen under 576 viewing conditions (9 poses � 64
illumination conditions). For every subject in a particular pose, an image with ambient
(background) illumination is also captured. In the experiment each face image will be
transformed to 32� 32 matrixs, and be normalized to 1024� 1 vector.

4.1 Closed Universe Experiment

As shown in Eq. (13), the parameter a has a great influence on the performance of
SAC. The 1024� 1 vector is compressed to a 100� 1 vector.

As shown in Table 1, the recognition rate of SAC has a high recognition rate with a
in the vicinity of 0. There is no improvement when the a reach 5e−6. Therefore we set
a to 5e−6.

Table 1. Parameter a versus recognition rate (%)

Parameter a

5e−1 5e−3 5e−5 5e−6 5e−7
93.80 94.35 95.00 95.15 95.15
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The energy ratio of the 1th class is shown in Fig. 1. The energy residual of 1th class
is shown in Fig. 2. From these we can see the energy ratio can help to improve the
classifier performance by expanding the gap between the target class and others.

The comparisons of dimension N are shown in Table 2. It can be seen that the
overall recognition rate increases with the increase of compression dimension. The
recognition performance of SAC is generally the best one, and its stability is much
higher than other classifiers.

The comparisons of number of train samples Q are depicted in Table 3. It can be
seen that the overall recognition rate rise with more train samples. The recognition
performance of SAC is the best. The comparisons of computer time are displayed in
Table 4.

Fig. 1. The energy ratio of the 1st class test sample

Fig. 2. The energy residual of 1st class test sample
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From Table 4, The AlgSAC is much faster than AlgSVM , AlgCRC1 and AlgCRC2.
Meanwhile, The time consuming of our proposed method is comparable to that of
AlgCRC0, which use OMP algorithm.

4.2 Experiments on Open Universe

Since accuracy only compares performance on the test set and does not reflect how well
an algorithm rejects distractor faces. Another precision and recall (PR) is usually used
as evaluation metrics. We test the algorithms on open universe with Yale_extend face
data set as distractor face. Here we use residual energy ratio as the decision value. The
precision versus recall rate are displayed in Fig. 3. It is interesting to note that
open-unverse test is more challenging. This is mainly due to that the face images are
structurally closed to each other. 100% precision for AlgSAC can be achieved with
83.0% recall rate, which is the best of all. The AlgCRC1 and AlgCRC0 are comparable to
each other, while the AlgSVM is the worst case of all.

Table 2. Recognition rate (%) versus PCA compression dimension N

N AlgSAC AlgCRC0
AlgCRC1 AlgCRC2 AlgSVM

20 92.15 ± 1.94 91.30 ± 1.26 92.70 ± 1.08 86.65 ± 1.66 92.15 ± 1.81
40 94.00 ± 1.43 93.75 ± 1.68 94.6 ± 1.10 93.35 ± 0.74 92.65 ± 1.70
60 94.85 ± 1.50 94.10 ± 1.07 94.650.52 93.41.24 93.051.89
80 95.35 ± 1.13 94.45 ± 0.86 95.05 ± 0.79 94.3 ± 1.00 92.35 ± 1.74
100 95.25 ± 1.03 94.50 ± 0.94 94.45 ± 1.44 94.65 ± 1.22 92.45 ± 1.72
120 95.3 ± 1.00 94.90 ± 0.93 94.65 ± 1.05 95.00 ± 1.47 92.50 ± 1.54
140 95.95 ± 1.10 94.90 ± 0.80 94.55 ± 0.98 96.45 ± 1.31 91.40 ± 2.66
160 95.20 ± 1.11 94.80 ± 1.00 94.45 ± 0.79 94.25 ± 1.00 91.45 ± 2.96
180 95.20 ± 1.11 94.75 ± 1.00 93.7 ± 0.82 93.90 ± 0.65 91.90 ± 2.03

Table 3. Recognition rate (%) versus the train samples number Q

Q AlgSAC AlgCRC0
AlgCRC1 AlgCRC2 AlgSVM

2 80.80 ± 3.40 79.40 ± 3.44 82.09 ± 2.18 81.90 ± 2.18 79.40 ± 3.72
3 88.35 ± 2.85 87.10 ± 2.87 88.39 ± 2.80 88.42 ± 2.89 81.89 ± 5.70
4 92.75 ± 2.11 92.04 ± 2.01 91.91 ± 2.22 92.12 ± 1.81 89.91 ± 2.81
5 95.25 ± 1.03 94.50 ± 0.94 94.45 ± 1.44 94.65 ± 1.22 92.45 ± 1.72
6 97.12 ± 1.02 96.12 ± 1.17 96.12 ± 1.17 96.12 ± 0.96 95.56 ± 1.23
7 97.83 ± 0.89 96.16 ± 1.25 97.00 ± 1.12 96.66 ± 1.24 96.41 ± 0.88
8 98.62 ± 1.09 97.25 ± 1.14 97.88 ± 1.44 97.62 ± 1.81 98.00 ± 0.64
9 99.00 ± 2.41 98.25 ± 2.05 98.00 ± 2.29 98.00 ± 2.58 97.75 ± 2.18

Table 4. Computer time (s) comparison

AlgSVM AlgSAC AlgCRC0 AlgCRC1 AlgCRC2
time(s) 68.4449 0.3724 0.3670 7.0769 1.5557
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5 Conclusion

A novel SAC has been proposed in this paper, which combines the J classifiers to form
a projector. The basic idea of this algorithm is that the test sample that matches the class
classifier is projected to near zero, while it is projected far away from zeros by the
unmatched classifiers. Experiments on ORL data set in open and closed universe show
that the SAC is a very robust and effective method in face recognition. Its overall
performance is better than that of the traditional classifiers.
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Abstract. When the first order variational models are used for multiplicative
noise removal, there always some staircase effect, contract reduction, and corner
smearing. In this paper, we will design a new second order variational model
based on the total generalized variation (TGV) regularizer to solve these
problems. The second order variation model is proposed originally for additive
noise removal and we revise it in this paper for multiplicative noise removal. For
the sake of computational efficiency, we transform this proposed model into a
Split Bregman iterative scheme by introducing some auxiliary variables and
iterative parameters, and then solve it via alternating optimization strategy. In
order to speed up the computational efficiency, we also apply the fast Fourier
transform (FFT), generalized soft threshold formulas and gradient descent
method to the related sub-problems in each step. The experimental results show
that in comparison with the first order total variation (TV) model, the proposed
TGV model can effectively overcome the staircase effect; Also in comparison
with the second order bounded Hessian regularization, the TGV model shows
the advantage of preserving corners and edges in images.

Keywords: Multiplicative noise � Total variation � Total generalized variation
Hessian model � Split Bregman method

1 Introduction

Various variational models have been extensively employed for image restoration in
image processing and computer vision [1, 2]. Many of them were proposed originally
for additive noise removal by using the first order regularizers or second order ones to
preserve as many image features as possible, such as edges, smoothness, corners, etc.
The first order models have been extended to multiplicative noise removal successfully,
albeit with a lot of difficulties in modeling and computation for noise removal with
multiplicative noises using the second order regularizers.

For an observed scalar image with multiplicative noises f xð Þ : X ! R, its formation
equation is given by
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f xð Þ ¼ u xð Þn xð Þ: ð1Þ

where u is the clean image, n is the noise. To obtain u and n from f is a typical inverse
ill-posed problem. The celebrated variational model for solving this problem can be
stated as

min E uð Þ ¼ kJ uð Þþ aH uð Þf g: ð2Þ

where, J uð Þ is the regularized term to guarantee some preserving features, H uð Þ is the
data term reflecting different noise distributions. k and a are penalty parameters. For the
first order models based on total variation (TV) regularizer [1], Shi and Osher [3]
proposed a general formulation for various multiplicative noise distribution

min
u

EðuÞ ¼ k
Z
X
ruj jdxþ a

Z
X

a
f
u
þ b

2
f
u

� �2

þ c log u

 !
dx

( )
: ð3Þ

where a; b; c are constants. If c ¼ 0, b ¼ 1, a ¼ �1, (3) is reduced to the multiplicative
Gaussian noise model [4]; If a ¼ 1, b ¼ 0, c ¼ 1, (3) is the multiplicative Gamma
noise model [5]; If a ¼ 0, b ¼ 1, c ¼ 1, (3) is the multiplicative Rayleigh noise model
[6]. But in the multiplicative Poisson noise model [7], H uð Þ ¼ RX u� f log uð Þdx.

The drawbacks of model (3) include: (a) staircase effects, contrast reduction and
corner smearing due to first order regularization, which can be overcome by higher
order ones as reported in [8] for additive noise removal; (b) the non-convex terms with
log u, which can be overcome by introducing auxiliary variable w ¼ log u to replace it
[3]. By using the equivalent form of w ¼ log u, i.e.,

u ¼ ew ð4Þ

(3) can be transformed into the following optimization with constraint (4)

min
w;u

EðuÞ ¼ k
Z
X
ruj jdxþ a

Z
X

afe�w þ b
2
f 2e�2w þ cw

� �
dx

� �
: ð5Þ

In order to overcome the problems mentioned in (a), [9] designed a second order
model based on bounded Hessian regularizer, which was originally proposed by [10].

min
w;s

E w; sð Þ ¼ amin
w;s

Z
X

afe�w þ b
2
f 2e�2w þ cw

� �
dx

þ b1

Z
X
w� sj j2dxþ b2

Z
X

D2s
�� ��dx

8>><
>>:

9>>=
>>;
; ð6Þ

where b1 and b2 are positive parameters. Herein, the authors added an extra term

w� sj j2 in the new model. And D2s denotes the Hessian of s, with D2s
�� �� ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s2xx þ s2xy þ s2yx þ s2yy
q

being the Frobenius norm of the Hessian D2s. This model
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overcomes the staircase effects with edge preserving, but it is not an ideal choice to
preserve corners and image contrast, which can be improved by the new total gener-
alized variation (TGV) [11] regularizer inspired by its performances in additive noise
removal.

The TGV method is based on a higher order symmetry tensor, and its second order
version has found successful applications for additive noise removal [12–14]. One of
the contributions in this paper is to utilize it for multiplicative noise removal problem.
Additionally, we’ll investigate how to solve the proposed variational model based on
the TGV by using the fast Split Bregman algorithm [15].

The paper includes five sections as follows: In Sect. 2, we mainly introduce the
TGV model and present the second order TGV model for multiplicative noise removal
problem. In Sect. 3, we apply the split Bregman idea to solve the proposed model. And
then we employ an alternating minimization algorithm to minimize the proposed
problem. In Sect. 4, we give some numerical experiments. Finally, conclusions are
given in the 5th section.

2 The Total Generalized Variation Model

The concept of total generalized variation was proposed in 2010 by Bredies, Kunisch
and Pock [10] to approximate arbitrary order polynomial functions using high order
variational models in image processing. It integrates tensor information of images to
make the smooth regions smoother and edges sharper for an image. The following
definition is used in this paper.

Definition 2.1. Let X � Rd be a domain, k� 1 and a0; a1; � � �ak�1 [ 0. Then, the total
generalized variation of order k with weight a for u 2 L1loc Xð Þ is defined as the fol-
lowing functional

TGVk
a uð Þ ¼ sup

Z
X
udivkvdx j v 2 Ck

c X; Symk Rd
� 	� 	

; divlv


 



1 � al; l ¼ 0; � � �; k � 1
� �

:

ð7Þ

where, Symk Rd
� 	

is the space of symmetric tensor. If k ¼ 1 and a[ 0, we can obtain

TGV1
a uð Þ ¼ a sup

Z
X
udiv ~vð Þdx j~v 2 C1

c X; Sym1 R2� 	� 	
; vk k1 � 1

� �
¼ aTV uð Þ: ð8Þ

Equation (8) shows that the TGV can indeed be regarded as a generalization of the
TV. By using the Fenchel dual formula, we can change Eq. (8) into the following form:

TGVk
a uð Þ ¼ inf

ul 2 Ck�l X; Syml Rd
� 	� 	

l ¼ l ¼ 1; � � �; k � 1; u0 ¼ u; uk ¼ 0

Xk
l¼1

ak�l e ul�1ð Þ � ulk k1; ð9Þ
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where e ul�1ð Þ is a symmetric gradient operator with e ul�1ð Þ ¼ 1
2 rul�1 þ rul�1ð ÞT� 	

. If
k ¼ 2, the derived second order TGV model can be written as

TGV2
a uð Þ ¼ sup

Z
X
udiv2vdx j v 2 C2

c X; Sym2 Rd
� 	� 	

; vk k1 � a0; divlv


 



1 � al

� �
;

ð10Þ

with Sd�d denoting the space of symmetric d � d matrices. The first and second
divergences of a symmetric matrix are given by

div ~vð Þð Þi¼
Xd
j¼1

@vij
@xj

; div2 ~vð Þ� 	 ¼X
d

i¼1

@vii
@x2i

þ 2
X2
i¼1

X
j\i

@vij
@xi@xj

: ð11a� 11bÞ

The definitions of the 1� norms of v 2 Cc X; Sd�d
� 	

and~p 2 Cc X;Rd
� 	

are given
by

vk k1¼ sup
x2X

Xd
i¼1

vii xð Þj j2 þ 2
X
i\j

vij xð Þ�� ��2
 !1=2

; pk k1¼ sup
x2X

Xd
i¼1

pi xð Þj j2
 !1=2

:

ð12a� 12bÞ

According to the Fenchel formula, TGV formula (10) can be stated as

TGV2
a uð Þ ¼ min

p2BD Xð Þ
a1

Z
X
ru� pj jdxþ a0

Z
X
e pð Þdx

� �
: ð13Þ

where BD Xð Þ is the space of vector fields of bounded deformation, e pð Þ denotes the
symmetrized tensor with the following definition.

e pð Þ ¼ 1
2

rpþrpT
� 	

: ð14Þ

And the scalar parameters a0 and a1 are used to balance the first order and second
order partial derivatives.

In this paper, we propose a variational model for multiplicative noise removal based
on the TGV regularizer, which is given by

E uð Þ ¼ b
Z
X

a
f
u
þ b

2
f
u

� �2

þ c log u

 !
dxþ TGV2

a uð Þ: ð15Þ
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3 The Split Bregman Method for TGV Model

3.1 Split Bregman Method

There are many numerical algorithms for solving the proposed problem. Here, we
employ the split Bregman algorithm [16, 17] to solve the proposed TGV model (15),

min
u;p

fE u; pð Þ ¼ b
Z
X

a
f
u
þ b

2
f
u

� �2

þ c log u

 !
dxþ a1

Z
X
ru� pj jdxþ a0

Z
X
e pð Þdxg:

ð16Þ

In order to solve this model efficiently, we introduce u as (4) to split the data term,
additionally, introduce another two auxiliary variables q and v as

q ¼ ru� p; v ¼ e pð Þ: ð17a� 17bÞ

Taking into account the constraints (4) and (17a-17b), the minimization problem
(16) can be transformed into the following Split Bregman iterative formulation with
Bregman parameters d; e; ið Þ

ukþ 1;wkþ 1; pkþ 1; qkþ 1; vkþ 1� 	 ¼ argminE u;w; p; q; vð Þ

¼
b
Z
X

afe�w þ b
2
f 2e�2w þ cw

� �
dxþ h1

2

Z
X

u� ew � dk
� 	2

dxþ a1

Z
X
qj jdx

þ h2
2

Z
X

q�ruþ p� ek
� 	2

dxþ a0

Z
X
vj jdxþ h3

2

Z
X

v� e pð Þ � ik
� 	2

dx

8>>><
>>>:

9>>>=
>>>;
:

ð18Þ

with

dkþ 1 ¼ dk þ ew
kþ 1 � ukþ 1; d0¼ 0;w0¼ log u0; ð19aÞ

ekþ 1 ¼ ek þrukþ 1 � qkþ 1 � pkþ 1; e0¼ 0; q0 ¼ p0¼ 0
!
; ð19bÞ

ikþ 1 ¼ ik þ e pkþ 1� 	� vkþ 1; i0¼ 0
!
; v0¼ p0¼ 0

!
: ð19cÞ

where, p ¼ p1 p2ð Þ; q ¼ q1 q2ð Þ; v ¼ v11 v3
v3 v22

� �
; i ¼ i11 i3

i3 i22

� �
; e ¼ e1 e2ð Þ:

The alternative optimization problem (18) can be divided into the following
sub-problems on u;w; p; q; vð Þ successively by using the alternating optimization
strategy

ukþ 1 ¼ argmin
u

E1 uð Þ ¼ E u;wk; pk; qk; vk
� 	� �

; ð20aÞ
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wkþ 1 ¼ argmin
w

E2 wð Þ ¼ E ukþ 1;w; pk; qk; vk
� 	� �

; ð20bÞ

pkþ 1 ¼ argmin
p

E3 pð Þ ¼ E ukþ 1;wkþ 1; p; qk; vk
� 	� �

; ð20cÞ

qkþ 1 ¼ argmin
q

E4 qð Þ ¼ E ukþ 1;wkþ 1; pkþ 1; q; vk
� 	� �

; ð20dÞ

vkþ 1 ¼ argmin
v

E5 vð Þ ¼ E ukþ 1;wkþ 1; pkþ 1; qkþ 1; v
� 	� �

: ð20eÞ

3.2 Solutions for Each Sub-problem

3.2.1 Calculation of ukþ 1 from (20a) Using the FFT [18]
The minimization problem of E1 uð Þ on u can be solved via a standard variational
method, its solution satisfies the following Euler-Lagrangian equation

h1 u� ew
k � dk

 �
þ h2r � qk �ruþ pk � ek

� 	 ¼ 0: ð21aÞ

Its discretized formulation is as below

h1u� h2r� � rþ uð Þ ¼ h1 ew
k þ dk

 �
� h2r� � qk þ pk � ek

� 	
: ð21bÞ

which can be solved using the fast Fourier transform (FFT) method. By introducing the
identity operator Iui;j ¼ ui;j and shifting operators S�1 ui;j ¼ ui�1;j, one can see that the
discretized version of (21b) can be rewritten as

h1ui;j � h2ðSþ
1 þ S�1 � 2Iþ Sþ

2 þ S�2 � 2IÞui;j ¼ gi;j; ð21cÞ

where,

gi;j ¼h1 ew
k
ij þ dkij

 �
� h2 @�

x p
k
1i;j þ @�

y p
k
2i;j þ @�

x q
k
1i;j þ @�

y q
k
2i;j

 �

þ h2 @�
x e

k
1i;j þ @�

y e
k
2i;j

 �
:

By using the discrete Fourier transform F , one can obtain the following form,

FS�1 ui;j ¼ e�
ffiffiffiffiffi�1

p
ziF ui;j
� 	

; FS�2 ui;j ¼ e�
ffiffiffiffiffi�1

p
zjF ui;j
� 	

; ð21dÞ

where, zi ¼ 2p
N1
xi; xi ¼ 1; . . .;N1 and zj ¼ 2p

N2
yj; yj ¼ 1; . . .;N2. So (21c) changes to

h1 � h2 2 cos zi þ 2 cos zj � 4
� 	� 	F ui;j

� 	 ¼ F gi;j
� 	

; F ui;j
� 	 ¼ F gi;j

� 	
Di;j

; ð21eÞ
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where, Di;j ¼ h1 � h2 2 cos zi þ 2 cos zj � 4
� 	

[ 0. From (21e), we can obtain the dis-
crete inverse Fourier transform F�1 for the updated ui;j

ukþ 1
i;j

¼ < F�1 F gi;j
� 	
Di;j

� �� �
; ð21fÞ

where < �ð Þ represents the real part of a complex number.

3.2.2 Computing wkþ 1 Based on (20b) and Its Gradient
We can obtain w via the variational method for the problem (20b), it satisfies the
following equation,

b �afe�w � bf 2e�2w þ c
� 	� h1 ukþ 1 � ew � dk

� 	 ¼ 0: ð22aÞ

which can be solved via the gradient descent method as

wkþ 1 ¼ wk þrtAk; ð22bÞ

where rt represents the time step, and

Ak ¼ �b �afe�wk � bf 2e�2wk þ c
 �

þ h1 ukþ 1 � ew
k � dk

 �
:

3.2.3 Computing pkþ 1 from (20c) Using the FFT
p ¼ p1 p2ð Þ is the solution of (20c) with the following discretized Euler-Lagrangian
equations

h2 � h3@�
x @

þ
x � h3

2 @
�
y @

þ
y

 �
p1i;j � h3

2 @
�
y @

þ
x p2i;j ¼ h1i;j

h2 � h3
2 @

�
x @

þ
x � h3@�

y @
þ
y

 �
p2i;j � h3

2 @
�
x @

þ
y p1i;j ¼ h2i;j

8<
: : ð23aÞ

where

h1 ¼ h2 @�
x u

kþ 1 þ ek1 þ qk1
� 	� h3@

�
x vk11 � ik11
� 	� h3@

�
y vk3 � ik3
� 	

h2 ¼ h2 @�
y u

kþ 1 þ ek2 � qk2
 �

� h3@
�
y vk22 � ik22
� 	� h3@

�
x vk3 � ik3
� 	

:

Similar to Sect. 3.2.1, we can obtain a system of liner equation of discrete FFT,

a11 a12
a21 a22

� � F p1i;j
� 	

F p2i;j
� 	

� �
¼ F h1i;j

� 	
F h2i;j
� 	

� �
: ð23bÞ
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where

a11 ¼ h2 � h3 2 cos zj � 2
� 	� h3

2
2 cos zi � 2ð Þ; a22 ¼ h2 � h3 2 cos zi � 2ð Þ � h3

2
cos zj � 2
� 	

;

a12 ¼ � h3
2

�1þ cos zi þ
ffiffiffiffiffiffiffi
�1

p
sin zi

 �
1� cos zj þ

ffiffiffiffiffiffiffi
�1

p
sin zj

 �
;

a21 ¼ � h3
2

�1þ cos zj þ
ffiffiffiffiffiffiffi
�1

p
sin zj

 �
1� cos zi þ

ffiffiffiffiffiffiffi
�1

p
sin zi

 �
:

By using the inverse Fourier transform, one can get pkþ 1
1i;j

and pkþ 1
2i;j

as

pkþ 1
1i;j

¼< F�1 a22F h1i;j
� 	� a12F h2i;j

� 	
Di;j

� �� �
;

pkþ 1
2i;j

¼< F�1 a11F h2i;j
� 	� a21F h1i;j

� 	
Di:j

� �� �
:

ð23cÞ

where Di:j ¼ h2 � 2h3 cos zj þ cos zi � 2
� 	� 	

h2 � h3 cos zj þ cos zi � 2
� 	� 	

[ 0.

3.2.4 Computing qkþ 1 from (20d) by Using Generalized Soft
Thresholding Formula
Based on the minimization of E4 qð Þ in Eq. (20d), we can obtain the following Euler
equation about q

a1
q
qj j þ h2 q�rukþ 1 þ pkþ 1 � ek

� 	 ¼ 0; ð24aÞ

which can be expressed as generalized soft threshold formula analytically

qkþ 1 ¼ max rukþ 1 � pkþ 1 þ ek
�� ��� a1

h2
; 0

� � rukþ 1 � pkþ 1 þ ek

rukþ 1 � pkþ 1 þ ekj j : ð24bÞ

3.2.5 Computing vkþ 1 from (20e) by Using the Generalized Soft
Thresholding Formula
Based on the minimization of E5 vð Þ in Eq. (20e), we can get the following Euler
equation about v

a0
v
vj j þ h3 v� e pkþ 1� 	� ik

� 	 ¼ 0; ð25aÞ

We then can apply generalized soft threshold formula to get vkþ 1 as

vkþ 1 ¼ max e pkþ 1� 	þ ik
�� ��� a0

h3
; 0

� �
e pkþ 1
� 	þ ik

e pkþ 1ð Þþ ik
�� �� ð25bÞ
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4 Experiments and Analysis

In order to verify the effectiveness of the proposed model and algorithm in this paper,
we compare the denoised images processed by TV, Hessian, and TGV models. The
images with different multiplicative noises are given as follows: Fig. 1(b) is the Fig. 1
(a) corrupted by Gaussian noise. Figure 2(b) is the Fig. 2(a) corrupted by Gamma
noise. Figure 3(b) is the Fig. 3(a) corrupted by Poisson noise. Figure 4(b) is the Fig. 4
(a) corrupted by Rayleigh noise. Figure 1(c), (d), (e) represents the Gaussian noise
image, which is restored by the TV regularization, the Hessian regularization, and the
TGV regularization. Figure 2(c), (d), (e) represents the Gamma noise image, which is
restored by three different regularizations. Figure 3(c), (d), (e) is the restored Poisson
noise image and Fig. 4(c), (d), (e) is the restored Rayleigh noise image.

(a) Original image (b) Noise image (c) TV (d) Hessian (e) TGV

Fig. 1. Image corrupted by multiplicative Gaussian noise and restored results

(a) Original image (b) Noise image (c) TV (d) Hessian (e) TGV

Fig. 2. Image corrupted by multiplicative Gamma noise and restored results

(a) Original image (b) Noise image (c) TV (d) Hessian (e) TGV

Fig. 3. Image corrupted by multiplicative Poisson noise and restored results
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In Figs. 1, 2, 3 and 4, we can observe the Gaussian, Gamma, Poisson and Rayleigh
noised images processed with TV, Hessian and TGV models, respectively. The above
different experiments demonstrate that compared with TV and Hessian model, the TGV
model has better denoising effect. Using TGV model to deal with the four different
multiplicative noise images, the effect is relatively good. Using the TV model to deal
with the image can lead to a staircase effect, whereas the TGV model can overcome the
staircase effect. The smoothness and corners of the image are maintained well. In
Figs. 5 and 6, we test the smoothness and corner preservation ability of the denoised
images. The smoothness feature of other model is not ideal. For TGV model’s denoised
image, the image smooth are kept well. We also observe the corners of the denoised
images of TV and Hessian corners are blurred. It is obvious that the image corners are
maintained well in TGV.

Next, we use the Signal Noise Ratio (SNR) and the structural similarity index
measurement (SSIM) criteria to test the denoised results by using different models

All experiments are performed by using Matlab 2010b on a Windows 7 platform
with an Intel Core i5 CPU at 3.30 GHz and 4 GB memory.

(a) Original image (b) Noise image (c) TV (d) Hessian (e) TGV

Fig. 4. Image corrupted by multiplicative Rayleigh noise and restored results

(a) TV (b) Hessian (c) TGV

Fig. 5. Smoothness of the denoised images in Fig. 2 by different models

(a) TV (b) Hessian (c) TGV

Fig. 6. Corners of the denoised images in Fig. 3 by different models
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As shown in Table 1, the TV regularization model’s SNR is lower than the Hes-
sian’s and TGV’s. The TGV model’s SNR is slightly higher than the Hessian model’s.
As can be seen from the Table 2, the SSIM of the TV model and the Hessian model is
uncertain for four different multiplicative noise images. Regarding to Poisson image
and Rayleigh image, the TV model’s SSIM is higher than the Hessian model’s SSIM,
and the other two images are just the opposite. The TGV model’s SSIM is the highest.

5 Concluding Remarks

In this paper, we mainly revise the TGV model to solve the multiplicative noise
removal problem, and compare the performance among the TV regularization, Hessian
regularization, and TGV regularization. Then the split Bregman algorithm is used to
solve different multiplicative noise models. Experimental results show that in com-
parisons with other models, the TGV model can obtain better results for different
multiplicative noise images. In comparison with other models, the proposed TGV can
effectively keep the edges, corners and smoothness.
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Table 1. Comparison of the three regularizations of SNR

Regularization Figure 1
(Gaussian
image)

Figure 2
(Gamma
image)

Figure 3
(Poisson
image)

Figure 4
(Rayleigh
image)

TV 11.2767 3.8557 23.1261 18.7449
Hessian 13.7079 4.0368 23.9886 21.0242
TGV 13.9048 4.2983 24.2343 21.2218

Table 2. Comparison of the three regularizations of SSIM

Regularization Figure 1
(Gaussian
image)

Figure 2
(Gamma
image)

Figure 3
(Poisson
image)

Figure 4
(Rayleigh
image)

TV 0.6912 0.3101 0.4429 0.5402
Hessian 0.6803 0.2677 0.4657 0.5817
TGV 0.7205 0.5688 0.5338 0.6346
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Abstract. There’s a precision problem in the boundary segmentation process
for color image. Combined bilateral filter with SEEDS method, an improved
superpixel method for color image segmentation is proposed here. Firstly, we
process the image with bilateral filter method, this procedure can reduce the
influence of texture and noise on the boundary and filter the noise without missing
the information of boundary. Then, the image is smoother, and we deal the super‐
pixel segmentation of color image with hill-climbing algorithm based on SEEDS
method. Experimental results show that the proposed method is better than the
SEEDS method on color image segmentation. And also, the boundary recall rate
and under-segmentation error rate are advantageous to that of traditional method.

Keywords: SEEDS method · Superpixel · Color image segmentation
Bilateral filter · Hill-climbing algorithm

1 Introduction

Image segmentation, as basic problem in computer vision and digital image process, is
an important and difficult research point. Image segmentation means segmenting the
different areas in a image and making sure these areas are not crossed [1]. Every single
area should have some same conditions. In traditional method, the segmentation treat
the pixel as basic processing unit, without taking into account the space and group rela‐
tionships between pixels. This method will reduce the processing efficiency of algorithm
when the size of target image is getting bigger and bigger. So, the concept of superpixel
is introduced here [2]. Superpixels are of special interest for semantic segmentation, in
which they are reported to bring major advantages. Through this method, we can effec‐
tively reduce the scale of the information that need to be processed and the complexity
of the subsequent processes.

Through the research on image processing these years, the superpixel has been
applied in many areas, like the pretreatment in image segmentation, the skeleton extrac‐
tion, the estimation of human body pose and the target tracking and recognition, etc. [3].
For example, in literature [4], level set algorithm for tracking driven by superpixel is
presented. This algorithm’s robustness and efficiency are all excellent. In literature [5],
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Liu introduced the semantic information to superpixel, and solved the problem of
shading that each car will meet. In literature [6], there raised a method of localization
based on superpixel. After treating the image with superpixel method by Quick Shift,
one can get the feature information of histogram distribution, and then, the CRF opti‐
mization will be followed. In literature [7], a method of outline extraction using super‐
pixel is presented.

Most of current superpixel segmentation algorithms are based on gradual addition
of cuts or growth of superpixels from assigned centers, these algorithms need to calculate
the distance between superpixel module and their surrounding pixels in the process of
iteration. So some running costs are inevitable [8]. The emphasized point of superpixel
segmentation method is to improve the efficiency [9, 10]. But running times of these
methods are not real-time. So the literature [9] proposed a new superpixel segmentation
method named SEEDS (Superpixels Extracted via Energy-Driven Sampling).

First of all, we take a regular superpixel partition, and then move the boundary of
superpixel to make an optimization. A target function has been introduced to maximize
the efficiency, and it is distributed by the color of superpixel, and has added the item of
boundary smooth. This optimization is based on the Hill-climbing algorithm, the boun‐
dary of superpixel will move when the target function is increasing, so the optimization
happened. We update the boundary by using those blocks defined as hierarchy structures.
And starting with bigger ones, the blocks are reduced to pixel level with the process of
iteration. In literature [11], there came out an contrast experiment referring to the current
superpixel methods. The result shows that, comparing with other methods, SEEDS
segmentation result is more perfect. SEEDS is faster than the current methods too.
Especially, it only needs to find one storage space when only one boundary pixel is been
moved. But this method has a problem. It is easy to produce imprecise boundary
segmentation if we treat the image with superpixel segmentation directly.

This paper presents an improved surperpixel method called BF-SEEDS (Bilateral
Filtering SEEDS), through this method, the influence of noise, texture and something
else in segmentation will be reduced. The noise of image can be filtered and the image
can be smoother without lost the boundary information. The rest paper is organized as
follows. Section 2 is a simple introduction to the SEED method. Section 3 is our
improved surperpixel method. In Sect. 4, we provide some experimental results, discuss
the proposed method and compare it with existing methods. Finally we conclude in
Sect. 5.

2 SEEDS Method

The core theory of SEEDS is hill climbing algorithm which is a local selection algorithm.
Starting with the current node, and comparing with the surrounding nodes, it returns the
current node if the current node has the maximum value and set the current node as the
summit value. If not, it changes the current node with the maximum neighbor node, it
circulates several times to reach the summit value. We denote s ∈ S as the proposed
partition, and st ∈ S the lowest energy partition found at the instant t. A new partition is
proposed by introducing local changes at st. Moving s to st can be pixel-level updates or
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block-level updates. We denote A1
k as a candidate set of one or more pixels to be

exchanged from the superpixel Ak to its neighbor An. In the case of pixel-level updates
A1

k contains one pixel, and in the case of block-level updates A1
k contains a small set of

pixels.
The energy function used to compare:

E(s) = H(s) + rG(s) (1)

H(s) is color distribution item of superpixel, H(s) estimates the performance of every
superpixel.

H(s) =
∑

k
ψ
(
CAk

)
(2)

ψ(CAk
) is the structure measurement of color distribution. We denote CAk

(j) as the
color histogram of the set of pixels in Ak, and it is

CAk
(j) = 1

Z
∑

i∈Ak
δ
(
I(i) ∈ Hj

)
(3)

I(i) is the color of pixel i, Z is the normalizing factor of the Histogram and δ(.) is the
indicating function.

G(s) is a boundary item to evaluate the shape of superpixel. It punishes the local
irregular nature between superpixel boundaries. It can chose the shape type of superpixel
subjectively. So it is helpful to smooth the boundary of superpixel. First of all, we
segment the image into square blocks, Ni is the block containing pixel i, the histogram
of superpixel label in Ni:

bNi
(k) = 1

Z
∑

j∈Ni
δ
(
j ∈ Ak

)
(4)

The histogram is used to estimate the statistics number of pixels in superpixel K.
When the superpixel number in each square N is 1, G(s) is the maximum value. Of
course, because the boundary contains more than one superpixel, G(s) cannot reach the
maximum value. By reducing the number of superpixel at the boundary, we can
strengthen the regularity. r is weight value to make a balance between shape and color
of superpixel.

3 Our Improved Superpixel Method

When a image is segmented by SEEDS method, due to the limit of this method, some
small areas will be generated in the details of this image that will influence the effect of
segmentation. So some filter processes should be done before an image is been initially
segmented. The image will be more smoother and the noise will be reduced without lost
the boundary information. Our improved superpixel method uses the bilateral filter
whose boundary preserving is better [12]. Bilateral filter is a kind of nonlinear filter, it
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is non-iterative, local and simple, it determines the weight value of the filter through the
similarity between individual pixels. Since bilateral filter is a process that using pixel as
target but not block, it can holding the boundary structure and increasing the time
efficiency.

The image module with noise can be expressed as:

f(x, y) = g(x, y) + n(x, y) (5)

g is the image without noise; f is image with noise; n is the noise; f(x, y) represents the
pixel value information of image f in space of (x, y).

Image filter is a process that filtering the noise n in image f and rebuild the image g.
In bilateral filter, the pixel value of recovered Image is been determined by the combi‐
nation of weight values of neighbor pixels:

ĝ(x, y) =

∑
(i,j)∈Sx,y

w(i, j)f(i, j)
∑

(i,j)∈Sx,y
w(i, j) (6)

w(i, j) is the weight ratio; Sx,y represents the neighbourhood with the size of
(2N + 1) × (2N + 1) and the center pixel of (x, y). In fact, the right side of formula (6)
represents weight average of brightness values of the central pixel’s neighbor areas.
w(i, j) is the weight ratio. Its value depends on the multiplication of spatial proximity
factor ws and brightness similarity factor wr:

ws(i, j) = exp
(
−
(i − x)2 + (j − y)2

2σ2
s

)
(7)

wr(i, j) = exp
(
−
||f(i, j) − f(x, y)||2

2σ2
r

)
(8)

w(i, j) = ws(i, j)wr(i, j) (9)

ws is getting smaller with the increasing of distance between pixel and center pixel.
wr is getting smaller with the increasing of brightness values between pixel and center
pixel. Because, in the area where the image changes slowly, the brightness difference
between neighbor pixels is small, so bilateral filter converts to Gaussian low-pass filter.
But in the more areas that have dramatic changed. It replaces the original brightness
values with the average brightness value of pixels that near the edge points that have
similar brightness values. So the image will be more smoothly and the noise will be
reduced without lost the boundary information.

In our improved method, N is the pixel number of image; K is the superpixel number
of image; the formula (10) is the mapping relation from pixel to superpixel:

s:{1,… , N} → {1,… , K} (10)
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s(i) is the superpixel partition where the pixel i located. At the same time, we use Ak
as the representation of pixel collection in a superpixel:

Ak = {i:s(i) = k} (11)

The 
{

Ak
}
 is the whole partition of image. One pixel can be allocated to one super‐

pixel, so the intersection of two superpixel set is empty set, as Ak ∩ A′

k = ∅. Confirming
the maximum energy function E(s) is the target of superpixel segmentation. The
maximum energy function is been represented as S∗:

S∗ = arg maxs∈S E(s) (12)

Our improved superpixel method is simply called BF-SEEDS (Bilateral filter Super‐
pixels Extracted via Energy-Driven Sampling) method. The steps of BF-SEEDS method
can be summarized as follows:

Step 1. Input original image f and initialize it;
Step2. Get the bilateral filter result of image with formula (6);
Step 3. Optimize the image with hill-climbing algorithm using energy function in
formula (12);
Step 4. Do not stop until the pixel level update is reached.

After the initialization of algorithm, the pixel-level updates and block-level updates
have been given. The process of pixel-level updates is moving one pixel from a super‐
pixel boundary to another superpixel area. The other one is moving a whole block in a
superpixel to another superpixel. The algorithm will update the bigger block firstly and
smaller ones followed, it will not stop until to the pixel level update.

4 Experimental Results and Analysis

In order to verify the accuracy and efficiency of this algorithm, we use images from the
library of Berkeley Computer Vision research group and take experiments on group of
these pictures [13]. For the realization of algorithm we use the platform of windows7
64-bit, processor up to 1.90 GHz, system memory for 4G and Visual C++ software.

Bilateral filtering is a nonlinear filtering method which combines the information of
the spatial proximity and the similarity of pixels. Its used to combine the spatial function
and the kernel function to achieve the characteristic of preserving the boundary infor‐
mation. Figure 1 shows the contrast results of a variety of filtering methods. We can see
that, Because bilateral filtering method considers both the spatial and gray information
of the image, it can remove the unnecessary noise information while preserving the
image boundary information.
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 (a) Original image                  (b) Median filtering              (c) Mean filtering

(d) Gaussian filtering              (e) Box filtering                     (g) Bilateral Filtering

Fig. 1. A variety of filtering methods contrast

The following are the results of 6 group images. Figure 2 shows the contrast result
of BSD-118035 segmentation. As shown in Fig. 2(a) is the original image. The redun‐
dant texture in Fig. 2(b) has been eliminated after smoothing the cross edge, and the
boundary is been well preserved. In Fig. 2(c), the original method could not segment
the shadow and background of the cross well. In Fig. 2(d), using the BF-SEEDS method
proposed in this paper, the cross and shadow of church are all been segmented well.

(a) Original image (b) After filtering (c)SEEDS (d)BF-SEEDS

Fig. 2. BSD-118035 segmentation result contrast

Figure 3 shows the contrast result of BSD-317080 image segmentation. In Fig. 3(b),
the legs of the deer are clearer after bilateral filtering. In Fig. 3(c), the dark area of the
deer legs and the background leaves were not well segmented by the original method.

(a) Original image (b) After filtering (c)SEEDS (d)BF-SEEDS

Fig. 3. BSD-317080 segmentation result contrast
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In Fig. 3(d), using the BF-SEEDS method, the legs of the deer are separated from the
background leaves.

Figure 4 shows the contrast result of BSD-189011 image segmentation. In Fig. 4(b),
after the bilateral filtering the redundant texture of the hat edge is eliminated. In Fig. 4(c),
the edge of the hat is not satisfactory using the original method. In Fig. 4(d), using the
BF-SEEDS method, the edge portion of the cap is separated from the background.

(a) Original image (b) After filtering (c)SEEDS (d)BF-SEEDS

Fig. 4. BSD-189011 segmentation result contrast

Figure 5 shows the contrast result of BSD-12003 image segmentation. Compared
Fig. 5(c) and (d), we can see that the boundary information and shadow part of target
image are better segmented using proposed method.

(a) Original image (b) After filter (c)SEEDS (d)BF-SEEDS

Fig. 5. BSD-12003 segmentation result contrast

Figure 6 shows the contrast result of BSD-385028 image segmentation. Compared
Fig. 6(c) and (d), we can see that leaves and background images are better segmented
using proposed method.

(a) Original image (b) After filter (c)SEEDS (d)BF-SEEDS

Fig. 6. BSD-385028 segmentation result contrast

Figure 7 shows the contrast result of BSD-67079 image segmentation. Compared
Fig. 7(c) and (d), we can see a satisfactory segmentation result is obtained between the
boundary and the background of the stone column using proposed method.
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(a) Original image  (b) After filter (c)SEEDS  (d)BF-SEEDS

Fig. 7. BSD-67079 segmentation result contrast

More images are tested using two methods, as shown in Table 1. The running time
of BF-SEEDS method is longer than that of SEEDS, but its boundary recall (BR) is
higher, and what’s more, the under-segmentation error (UE) of BF-SEEDS is lower.

Table 1. Comparition results of two methods

Test image Image size Superpixel
number

SEEDS method BF-SEEDS method
Time(s) BR UE Time(s) BR UE

035 481 × 321 400 4.399 0.846 0.084 6.146 0.863 0.079
080 481 × 321 400 5.867 0.835 0.081 7.062 0.857 0.073
011 481 × 321 400 5.018 0.852 0.089 6.980 0.869 0.081
003 481 × 321 400 4.735 0.824 0.087 6.597 0.848 0.076
028 481 × 321 400 5.103 0.849 0.083 6.899 0.851 0.076
079 481 × 321 400 4.908 0.837 0.088 6.695 0.859 0.075

In the boundary of the recall, compared with the SEED method, with the gradual
increase over the number of pixels, the BF-SEEDS method of boundary recall slope
increases, the boundary recall rate is higher, when the super pixel number reaches a
certain value, the two methods of boundary recall are stable, just like shown in Fig. 8(a).
In the under segmentation error rate, compared with the SEED method, with the gradual
increase over the number of pixels, the BF-SEEDS method under segmentation error
rate gradually decreased, when the super pixel number reaches a certain size, the two
methods under segmentation rates are tending to steady state, we can see that in
Fig. 8(b).

In Fig. 8(a), the horizontal axis represents superpixel number, the vertical axis repre‐
sents boundary recall rate. In Fig. 8(b), the horizontal axis represents superpixel number,
the vertical axis represents under-segmentation error rate. The BF-SEEDS method uses
the bilateral filter to remove the excess texture information of the image, and enables
the image to maintain better boundary information. Since bilateral filtering is necessary
before image segmentation, the time consumption of our improved superpixel method
is increased.
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(a) Boundary recall rate

(b)Under-segmentation error rate

Fig. 8. Performance comparison of image segmentation result

5 Conclusions

This paper presents an improved superpixel method for color image segmentation with
BF-SEEDS. Using the bilateral filter, we can eliminate the redundant texture information
but with preserving the boundary information. Verified by the experiment, compared
with original one, BF-SEEDS method in this paper can improve the quality of image
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segmentation and has some practical meaning for the subsequent image process. In the
future, we will do some research on image merge based on the superpixel segmentation
to get more information of target image.
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Abstract. Top-down feedback mechanism is an important module of visual
attention for weakly supervised learning. Previous top-down feedback convolu‐
tional neural networks often perform local perception during feedback. Inspired
by the fact that the visual system is sensitive to global topological properties [1],
we propose a global perception feedback convolutional neural network that
considers the global structure of visual response during feedback inference. The
global perception eliminates “Visual illusions” that are produced in the process
of visual attention. It is achieved by simply imposing the trace norm on hidden
neuron activations. Particularly, when updating the status of hidden neuron acti‐
vations during gradient backpropagation, we get rid of some minor constituent in
the SVD decomposition, which both ensures the global low-rank structure of
feedback information and the elimination of local noise. Experimental results on
the ImageNet dataset corroborate our claims and demonstrate the effectiveness
of our global perception model.

Keywords: Feedback · Global perception · Weakly supervised learning

1 Introduction

In recent years, although deep convolutional neural networks (CNNs) have achieved
great performance in computer vision and pattern recognition, these successful algo‐
rithms are mainly based on feedforward neural networks and neglect the top-down
feedback mechanism that is important for the visual processing [2–5], especially for
weakly-supervised or semi-supervised learning.

The top-down feedback mechanism of CNNs has attracted some research attentions
recently, which focus on utilizing the top-down feedback mechanism to further increase
generalization ability of CNNs. Zeiler et al. [6] proposed a deconvolution technique that
projects feature responses back to the input pixel space for visualizing and understanding
CNNs. Simonyan et al. [7] obtained a class saliency map by a single back-propagation
pass with a given label. Springenberg et al. [8] got a clearer class saliency map by
preventing the forward and backward pass of negative gradients. Cao et al. [9] inspired
by “Biased Competition Theory” [10–12] and proposed an original feedback model to
simulate visual attention by inferring the status of hidden neuron activations. Other top-
down feedback methods that realize visualization or localization include [13–15].
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Although these top-down feedback methods have got encouraging achievements,
current methods only perform local perception and ignore the global structure during
feedback. In the process of top-down local perception, neurons cannot be completely
suppressed or activated because of the complex relationship between neurons. The status
of a neuron is not only decided by external stimuli but also influenced by surrounding
neurons. Cognitive neuroscientists explain this phenomenon as the “Visual illusions”
[16], which increases the chance of recognition and detection being interfered with
distractive patterns.

Considering the global topological properties of human visual system [1] and some
works of global view [17, 18] or structural constraint [19–21], we present a novel
framework towards a feedback CNNs to eliminate “Visual illusions” in this paper. Our
key innovation lies in introducing a Global Perception (GP) algorithm, which explicitly
constrains the structure of inter-layers in a global way. By combining the global percep‐
tion with local perception, the distribution of active neurons in hidden layers is compul‐
sively constrained and the phenomenon of “Visual illusions” almost disappeared, as
shown in Fig. 1.

Fig. 1. An illustration of global perception feedback convolutional neural networks. First, we
compare the image gradient after the GP process against the Feedback [9], by using the same pre-
trained GoogleNet trained on ImageNet 2012 classification dataset. Column (a) shows the input
images. Column (b) and (c) show the Feedback results and GP results, respectively. Comparing
against Feedback, the GP method filters out more local noise. Then, we demonstrate the more
powerful discrimination of ResNet. Column (d) shows the GP results based on pre-trained ResNet.
Comparing to GoogleNet, the ResNet has better results.
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In practice, we maximize the score of the target class to suppress non-relevant
neurons and minimize the trace norm of hidden neuron activations to maintain the low-
rank structure of hidden layers. Subsequently, we use the gradient algorithm via back-
propagation to update the status of hidden neuron activations.

The proposed method is evaluated on the ImageNet object localization dataset, with
two widely used CNNs, i.e., GoogleNet [22] and ResNet [23]. We have demonstrated
that our model can get better performance compared with previous feedback models.

2 Model

Current feedforward CNNs [24] mainly consist of convolutional layers, activation func‐
tions (such as ReLU) and pooling layers. Among them, ReLU and pooling layers play
the role of “gates” [9], which filter out signals with minor contributions to final classi‐
fication during the bottom-up propagation of input images. However, because these
gates serve for all classes in the final fully-connected classification layer instead of a
specific category, the activated neurons involve too many noises for a specific category.

In order to merely let the information of the target class pass through, [9] introduced
a “feedback layer”, which is stacked upon each ReLU layer and consists of binary neuron
activation variables z ∈ {0, 1}. The output of the feedback layer y is equal to the Hada‐
mard product of the input x and binary variables z. The activation of these variables z
are decided by top-down information passed from the target class label. However, this
method just performs local perception during feedback and ignores the global properties.
Our model adds an extra global perception on the foundation of [9], as shown in Fig. 2.

Fig. 2. Framework of our global perception feedback convolutional neural networks. First, given
an input image with cluttered background and multiple objects, our networks perform in a bottom-
up manner. Then, via a global perception, our networks inversely propagate the given label
information and updates the status of hidden neuron activations in a top-down manner. Finally,
we get a saliency map that includes class and location information corresponding to the given
label.
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2.1 Image-Specific Class Saliency Visualization

Given an image I, a class k and the hidden neuron activation status z, the class score of
final fully-connected layer Sk(I, Z) is a highly non-linear function of I. Yet, by computing
the first-order Taylor expansion, we can approximate Sk(I, z) in the neighborhood of I0:

Sk(I, z) ≈ Gk(z)
TI + b (1)

where b is the bias term and Gk(z) is the derivative of Sk(I, z) with respect to the image
at the point of I0 and z:

Gk(z) =
𝜕Sk(I, z)

𝛼I

|
|
|
|I0 ,z

(2)

The size of Gk(z) represents the relevancy between input pixels and relevant cate‐
gories. Meanwhile, by the backpropagation method, the Gk(z) can be calculated and
passed to pixel space to realize the visualization of Gk(z). We also adopt the guided
backpropagation method, which was proposed in [8]. The guided backpropagation
method makes the visual images clearer by masking out the values corresponding to
negative entries of the top gradient that prevents backward pass of negative gradients.

2.2 Optimization of Feedback Layers

The phenomenon of “Visual illusions” seriously affects the effect of top-down suppres‐
sion. In consideration of the low-rank structure of attention map, we introduce a global
perception method for the optimization of feedback layers.

Given image I, a pre-trained classification CNN trained on ImageNet dataset and a
class k, we define activation variables z as zl

i,j,c at every neuron (i, j) of channel c, on
feedback layer l. Then we can define an optimization function in the following form:

𝓁(z) = Sk(I, z)

s.t. 0 < zl
i,j,c < 1,∀l, i, c (3)

where Sk(I, z) is the score of the class k.
Since the core of top-down suppression is to eliminate the irrelevant background,

we impose a global perception method to the optimization function:

𝓁(z) = Sk(I, z) − 𝜆‖z‖ *
s.t. 0 < zl

i,j,c < 1,∀l, i, c (4)

where ‖z‖∗ is the trace norm of z, which is used to enforce the low-rank of the feedback
information.

Since the trace norm is difficult to directly optimize, we introduce an iterative mini‐
mization method for the trace norm [25].
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Let z ∈ Ri×j in the channel c of feedback layer l. The trace norm of z can be shown
as

‖z‖ * =
∑min(i,j)

n=1
𝜎n

(5)

Where 𝜎n denotes the n-th singular value of z. The trace norm can also be represented
as

‖z‖ * =
1
2

infg≥0 tr
(

zTg−1z
)

+ tr(g) (6)

The infimum is attained for g =
(

zzT
)1∕2.

By using this lemma, the previous optimization function Eq. (4) can be reformulated
as

𝓁(z) = Sk(I, z) −
1
2
𝜆tr

(

zTg−1z
)

−
1
2
𝜆tr(g)

s.t. 0 < zl
i,j,c < 1,∀l, i, c

(7)

According to [25], the infimum over g is then attained for

g =
(

zzT + 𝜇I
)1∕2 (8)

In order to optimize the Eq. (7) in CNN, we use an alternating optimization method
to update the parameters z and g. For the Sk(I, z), we can calculate 𝜕Sk∕𝜕z by pre-trained
CNN and back-propagation method, while the weights are fixed and parameters z are
updated. For the matrix g, we update it via Eq. (8). For the trace norm, according to the
Eq. (6), the derivation of z is equal to

𝜕‖z‖ *

𝜕z
= g−1z +

(

g−1)T
z (9)

Hence, the gradient of the Eq. (4) is

𝜕𝓁(z)
𝜕z

=
𝜕Sk

𝜕z
−

1
2
𝜆g−1z −

1
2
𝜆
(

g−1)T
z (10)

The singular value decomposition of z is UDiag
(

𝛾k

)

VT. We get rid of minor constit‐
uent of 𝛾k and get 𝛾 ′

k
. Hence, the inverse of matrix g is

S−1 = VDiag

(

1
√

𝛾 ′
k
+ 𝜇

)

UT (11)

We use the gradient ascent algorithm to update parameters z with the learning rate
𝛼:
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zt+1 = zt + 𝛼
𝜕𝓁(z)

𝜕z

|
|
|
|zt

(12)

3 Experiment

In this section, we evaluate the effectiveness of our GP feedback model. First, we
compare the visualization results against the previous one [9] from qualitative perspec‐
tive. Then, we conducted experiments of weakly supervised object localization on the
ImageNet 2014 validation dataset from quantitative perspective. Every picture needs
10–50 iterations of suppression process, which is the same as [9]. Implementation details
are included in our subsequent introduction.

3.1 Qualitative Experiments

In this section, we compare the image gradient after the GP process against the previous
one [9] on a set of images with multiple objects. Both of methods are given the same
pre-trained GoogleNet with ground truth class labels. We also compare different visu‐
alization results between GoogleNet and ResNet. All results are shown in Fig. 1.

Comparison of visualization methods. We compare our global perception feedback
method with the local perception feedback method [9] on a set of images with multiple
objects. Both of methods are given the same pre-trained GoogleNet [22] with ground
truth class labels. Without global perception, the status of hidden neurons are only
suppressed by local perception and the visualization results are seriously disturbed by
irrelevant background or objects, as shown in Fig. 1, column (b). Compared with local
perception approach, our global perception effectively eliminates local noise, as shown
in Fig. 1, column (c).

Comparison of CNN classifiers. Since [9] has demonstrated that GoogleNet has better
feature extraction ability than AlexNet [26] and VggNet [24], we just consider these two
popular CNN architectures: GoogleNet [22] and ResNet [23]. Both of them are down‐
loaded from the Caffe Model Zoo [27]. We evaluate our GP feedback method on
GoogleNet and ResNet respectively. The visualizing results are shown in Fig. 1. From
visualizations, we find that ResNet better captures the salient map of target label than
GoogleNet, suggesting that deeper networks have more powerful discrimination.

3.2 Quantitative Experiments

In this section, we demonstrate the effectiveness of our GP feedback model on the
ImageNet 2014 validation dataset, which contains ~50,000 images and corresponding
class and position information. As shown in Fig. 1, given an image, our GP feedback
model has the ability to determine the positions of the target objects. In the localization
task, we get the category of an input image by bottom-up manner and get the bounding
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boxes of the identified category by top-down manner. A bounding box is considered as
correct if its overlap with the ground truth bounding box is over 50%.

Given an image and its corresponding salience map, [9] merely calculates a tightest
bounding box by simply thresholding to let the foreground area cover 95% energy out
of the whole salience map. This localization method will fail when there are multiple
same objects, as shown in Fig. 3, column (c). Different from [9], we get every target
object position by external contour detection and calculate every accurate bounding box,
as shown in Fig. 3, column (d), which respectively identifies the position of two pandas.

Fig. 3. We select an example to demonstrate the effectiveness of our localization method. Column
(a) shows the original image with two pandas. Column (b) shows the visualization result of GP.
Because Feedback [9] merely calculates a tightest bounding box by simply thresholding to let the
foreground area cover 95% energy out of the whole salience map, the bounding box covers all
pandas, as shown in column (c). We get every target object position by external contour detection
and respectively calculate every accurate bounding box, as shown in column (d).

Comparison of visualization methods. We compare our global perception feedback
method against the original gradient (GT) [7] and the guided backpropagation (GB) [8]
and the local perception feedback method (FB) [9] on the ImageNet 2014 validation
dataset. We first respectively use our external contour detection method and the locali‐
zation method of [9] to conduct FB experiment. Our localization method obtains 61.2%
localization error and outperforms the localization method of [9] (62.6%), suggesting
that our localization method is better. Hence, all methods in Table 1 use our localization
method instead of localization method of [9]. The results in Table 1 show that our global
perception feedback method significantly outperforms other visualization methods, all
on the GoogleNet architecture.

Table 1. Comparison of visualization methods.

GT [7] GB [8] FB [9] GP
Localization error (%) 65.9 64.8 61.2 59.6

Comparison of CNN classifiers. We also compare the weakly supervised localization
accuracies of GoogleNet and ResNet in Table 2, based on our localization method. The
results suggest that ResNet significantly outperforms GoogleNet, which agrees with the
visualization results in Fig. 1.
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Table 2. Comparison of CNN models.

GoogleNet [22] ResNet [23]
Localization error (%) 59.6 58.8

4 Conclusion

In this paper, we proposed a global perception model for feedback convolutional neural
networks, which further eliminates irrelevant information by forcing the low-rank struc‐
ture of the responses for hidden layer neurons during the feedback inference. Using GP,
we get more discriminative saliency maps correspond to high level semantic labels.
Good performance of the method has been demonstrated experimentally on the
ImageNet 2014 object localization challenge with weakly supervised information.
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Abstract. Some advanced defogging algorithms can reconstruct most details of
the image, but cause color anomaly, which is too saturated or seriously distorted
in some local areas in the restored image. In this paper, we present a new frame‐
work for image defogging using step estimation of transmissivity. Firstly, we
capitalize a binary tree algorithm to segment image successively and utilize the
small image blocks after every iteration as the effective area to estimate the
atmospheric light. Second, we set a threshold to separate the image into two parts:
bright and dark region. For the dark region of the image, we calculated transmis‐
sivity on the basis of the dark channel prior and obtain adaptive transmissivity
estimation in the bright region. The experimental results show that the algorithm
can effectively solve halo and color distortion after defogging.

Keywords: Image defogging · Step · Binary tree · Dark channel prior
Adaptively

1 Introduction

In the fog environment, the picture captured by camera often has low contrast and high
noise, which makes it difficult for people and computer systems to perceive specific
environment information and make judgement. Therefore, how to reconstruct more
details for the true scene and achieve high quality defogging performance is quite
significant for many computer vision applications [1].

Generally, in the field of image processing and computer vision, the image defogging
algorithms can be categorized into single image defogging and multiple images defog‐
ging. The multiple images defogging methods often take a series of images in the same
scene under different weather conditions, and obtain a clear defogging image based on
polarization analysis and target depth [2, 3]. However, this methods are not only high
cost in time and labor consuming for the difficulty to get multiple images in the same
scene, but also the restriction which comes from the weather conditions that make it
impractical to carry out.

The single image defogging techniques have made significant progress in the past
decades. This kind of methods not only avoided the problems appeared in multiple images
defogging algorithms, but also achieved better image reconstruction quality [1]. Tan [4]
improved the image resolution by the usage of maximum local contrast. Although this
approach obtained good the image visibility, however the image color often too saturated
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which leads to heavy Halo effect around the edge for the large change in depth of field
[10, 12]. Assuming that the surface reflectance and transmission values are not statisti‐
cally correlated, Fattal [5] used independent component analysis (ICA) to estimate the
scene reflectance, and then combined with the atmospheric light to defog for an image.
Since this method utilized statistical features of the input data, namely, when thick fog
exists in an image or the signal-noise ratio was low, which make statistical features
invalid [1, 12, 14]. Kopf’s [8] approach also achieved better image defogging perform‐
ance, but this algorithm dependent heavily on the prior geographic information.

In order to address the above issues, Fattal and He [6, 7] analyzed characteristics of
outdoor images without fog, and introduced the concept of dark channel prior, and
eventually integrated into the degradation model of fog image, which made it a ground‐
breaking at that time. Since this approach utilized the dark channel prior for image
defogging, that is, when there is a large sky area with white cloud and other bright area,
eventually the dark channel would disappear, and the defogged images usually have
strong color distortion [11]. In order to solve these problems, Li [18] proposed a more
powerful but faster defogging algorithm based on image segmentation.

In this paper, we capitalize a binary tree decomposition first in order to find effective
area of atmospheric light from the gray scale image, and then take mean value of all
pixels in that region as the accurate value of estimated atmospheric light. Furthermore,
the estimation of transmissivity ratio can be divided into two steps. The first step is to
estimate the transmissivity of dark region on the basis of dark channel prior, and the
second step is to obtain the transmissivity of the bright region adaptively using the
transmissivity of the dark region. In order to avoid residual fog appears in the image
after defogging for the large gradient variations at the edge of depth of field, we refine
the estimation of transmissivity by using the guided filter. Finally, we set up a series of
experiments to verify the effectiveness of our algorithm. The quantitative and qualitative
experimental results show that our step estimation of transmissivity approach has the
best performance and strong robustness, therefore can be applied to practical applica‐
tions in various scenes.

2 Image Defogging Model

2.1 Physical Model of Fog Imaging

Currently, a very widely used physical model of fog imaging is the atmospheric scat‐
tering model [1, 5], namely

I(x) = J(x)t(x) + A(1 − t(x)) (1)

In the equation, I(x) is intensity of the observed image, J(x) for the scene light inten‐
sity, and A shows the overall atmospheric light intensity. Furthermore, t(x) is the medium
transmission function, which describes the percentage of light emitted from an object or
scene to the camera, called transmissivity. The goal of defogging is to estimate the atmos‐
pheric light intensity A and transmissivity t(x) in order to recover J(x) from I(x). There‐
fore the Eq. (1) can also be written as

Single Image Defogging Based on Step Estimation of Transmissivity 75



J(x) =
I(x) − A(1 − t(x))

t(x)
(2)

The difficulty to defog image based on the physical model is that if only one foggy
image is inputted, the image defogging could be an ill-conditioned problem that lack of
constraints as there are infinite fogless images J(x) can satisfy Eq. (1). Therefore, it is
difficult to solve Eq. (1) directly, and we need to estimate the atmospheric light intensity
A and transmissivity t(x) first by combining some assumptions or prior information related
to the input image.

2.2 Dark Channel Prior

From the fog imaging model, some reliable physical assumptions can effectively solve
A and t(x). Based on the assumption of statistical independence, Fattal assumed local
block albedo is a constant vector, and all the J(x) in local blocks had the same direction
in the vector [5, 6]. Under this assumption, although it is possible to get rid of most fog
on the image, when there is no significant change in the independent component of the
image or the noise-signal ratio is low, which leads to poor defogging performance for
the lack of statistical information [11, 14].

In order to address this issue, He introduced the dark channel prior [5]. The dark
channel prior is obtained through statistical analysis of a large number of outdoor images
without fog. For most natural images, there exists at least one color channel in the local
region with low luminance value and most of the pixel brightness value is close to zero
in the non-sky area. Therefore, for any natural image J, the dark channel can be defined as

Jdark(x) = min
y∈Ω(x)

(
min

c∈{R,G,B}
Jc(y)

)
(3)

In this formula, Jc is one of the three color channels R, G and B in a natural image J,

Ω(x) is a 15 × 15 square area centered on the pixel x. min
c∈{R,G,B}

 is used to obtain the

minimum color channel map of J, and min
y∈Ω(x)

 term makes minimum filtering on the

minimum color channel map obtained. According to the concept of dark channel prior,

Jdark
→ 0 (4)

3 Rough Estimation of Transmissivity and Solution of Atmospheric
Light

3.1 Rough Estimation of Transmissivity

Through the fog imaging model and dark channel prior [5, 17], a transmissivity model
can be derived, like the following equation depicts
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t(x) = 1 − min
y∈Ω(x)

(
min

c∈{R,G,B}

Ic(y)

Ac

)
(5)

However, in real life, there are some particles in the air, even if the weather is sunny
and white cloud. When you look at a object far away from you, the impact of fog can also
be detected, which makes it possible for human eye to feel the parallax. Therefore, in
order to make the image nature and vivid, it is necessary to keep a certain degree of fog
when the fog is removed and a constant 𝜔 is introduced in Eq. (5), namely

t(x) = 1 − 𝜔 min
y∈Ω(x)

(
min

c∈{R,G,B}

Ic(y)

Ac

)
(6)

Where 𝜔 ∈ (0, 1], the size of 𝜔 affects the residual fog on the defogged image.

3.2 Estimation of Atmospheric Light by Binary Tree

In the processing of image defogging, the key point is to estimate the value of atmos‐
pheric light A. To estimate A correctly is not an easy task in image defogging field, which
attract a lot of attentions now a days. The estimation of A is related to the final image
restoration to a great extent.

Tan [4] directly used the brightest pixel values on the fog image to estimate the size
of A. He [5] selected the 0.1% of the total pixels from the dark channel map of the input
image, and then mapped the pixels back to the original image in order to find A, which is
the maximum luminance value in the original image. These approaches take the pixel
value in the original image as an estimation value of the atmospheric light intensity A.
When other objects with higher brightness appear in foreground (for example in a
complex traffic scene), this kind of pixels often come from foreground rather than sky.
Therefore, the approaches of Tan and He is not reasonable in getting the atmospheric light
intensity [17, 18]. On the contrary, we use the binary tree algorithm to get a more accu‐
rate candidate region of atmospheric light.

The detailed processing approach of estimating atmospheric light using binary tree
algorithm is: first, the gray level image of a fog image is obtained (Fig. 1(b)), and sepa‐
rate the image into two equal parts, the next is to compare the averages of all gray values
of two parts while keep the area with larger average value. Furthermore, the area is
divided into left and right equal parts horizontally and keep the area with larger average
similarly. In order to get more accurate sky areas, we repeat it eight times and finally the
small area is utilized as the effective area to solve the atmospheric light. The effective area
of atmospheric light worked out by this approach is in Fig. 1(c).

We assume that the values of the three color channels of atmospheric light are the
same, the effective area based on binary tree algorithm after iterations is Φ(x). The average
gray value of the region is taken as the value of three channels of atmospheric light,

Ac = mean[Φ(x)], c ∈ {R, G, B} (7)

Where mean[•] is the average value of all the pixels in Φ(x).
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4 Correction and Optimization of Transmissivity

After getting the atmospheric light value by use of binary tree, the transmissivity can be
roughly estimated (Fig. 2(a)) by using Eq. (6). However, there are two problems to
directly use transmissivity in order to reconstruct the image: first, a large number of
spots will appear in the sky of the image after defogging when there is a large area of
sky on the image, (Fig. 2(c)); second, the transmissivity of apparent blocky phenomenon
will lead to a small amount of fog around the object edge in the restored image (Fig. 2(d)).
For the visual effect of local image after defogging can be affected by the above two
problems, we adopt two approaches to avoid this. One is the adaptive correction of
transmissivity and the other is the refinement of transmissivity.

Fig. 2. (a) Estimated transmission map; (b) Final haze-free image; (c) Sky area; (d) Traffic scene.

4.1 Adaptive Correction of Transmissivity

There would exist serious distortion in the defogged sky image. Because the pixel value
of the region is usually large and has no dark channel, which leads to low sky transmis‐
sivity and over enhanced in the sky part of the final defogged image [12, 13]. A simple
way to solve this problem is to find out the high brightness of the input image, in this
case, a constant is uniformly set to the corresponding transmissivity of this region [11].
However, this approach is lack of robustness since it may cause the whole image overex‐
posed after defogging if a large constant is given; On the contrary, if the constant is too
small, the sky would leads to a certain degree of distortion.

Fig. 1. (a) Original input image; (b) Gray image; (c) Search valid area.
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In order to make the constant can be adapted to different images, we assume that the
constant is closely related to a pixel in the image, and the pixels in the grade image are
divided into two regions according to the threshold 𝛿: bright and dark region. I(x) ≥ 𝛿

is defined as bright region, represented by B; and I(x) < 𝛿 as dark region, which is
represented by D. Otsu algorithm and then to use for selection of threshold 𝛿.

In the dark region with low brightness, the dark channel prior is established first. We
directly use (6) to calculate transmissivity and mark as t(u). For the other region that the
dark channel is not established, namely, the region with higher brightness, we uniformly
set transmissivity as a constant, which is 𝜀max[t(u)].

Define Idark(x) = min
y∈Ω(x)

(
min

c∈{R,G,B}

Ic(y)

Ac

)
, the adaptive correction of transmissivity

formula is shown as (8)

t(x) =

{
1 − 𝜔Idrak(x), x ∈ B

𝜀max[t(u)], x ∈ D, u ∈ B
(8)

Where max[•] is the maximum value of t(u), ε is a constant of (0,1], which is gener‐
ally set to 0.5.

4.2 Transmissivity Refinement by Guided Filter

When solving the dark channel of fog image, an image filter is set up using the minimum
value of 15 × 15. Therefore an obvious large block phenomenon (Fig. 3(a)) may appear
after the transmissivity t(x) is obtained, which will further lead to some residual fog at the
image edge after defogging [17]. In order to avoid such problem, an image matting
approach is utilized to optimize the transmissivity [6], which can achieve good refine‐
ment effect. However this approach cannot be used in real time because of its high time
complexity [11, 17]. Under the premise of reducing the precision and without affecting the
defogging effect, a higher efficiency guided filter is used to refine the transmissivity [7, 10].

The guide map is based on the gray image of fog traffic image, marked as Ig.
According to the local linear model of guided filter, the transmissivity t(x) can be
expressed as

Fig. 3. (a) Corrected transmission map; (b) refined transmission map; (c) image after haze
removal by our approach.
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t(x) = akIgi
+ bk, ∀i ∈ wk (9)

Where wk is the area centered on the pixel k in the guided map Ig with window radius
of r and (ak, bk) is constant in wk.

In order to keep whole similarity between transmissivity t(x) with gray image Ig, we
minimize the object function of (10) in wk,

E(ak, bk) =
∑
i∈wk

[(akIgi
+ bk − t(x))2 + 𝜌a2

k
] (10)

Where 𝜌 is a regularization parameter and is insensitive to the optimized result.
The transmissivity of the sky can be derived using above method. The fully optimized

transmissivity using the guided filter is shown in Fig. 3(b) and the defogging result using
our transmissivity estimation algorithm is shown in Fig. 3(c).

5 Experimental Result and Analysis

In this section, a series of experiments in order to verify effectiveness of the algorithm
are built. The experimental images are from Baidu, Google and other sites. In the
experiment, we set 𝜔 affecting defogging to 0.85, regularization parameter 𝜌 to 10−6,
window radius r of guided filter to 4 times of minimum filtering radius, namely r = 60.
The computer used in the lab is equipped with 2.6 GHz Intel Core(TM) i5-3230M and
4 GB memory.

5.1 Defogging in Traffic Environment

In the traffic scene, the driver need to concentrate on the road ahead during the driving.
In the fog and haze day, the foggy environment around the road may cause the distraction
of the drivers and decreased atmospheric visibility. Therefore, traffic image defogging
technique should avoid serious distortion on the image after defogging and to ensure
maximum defogging effect on the road, which is of great significance for the driver to
quickly and correctly judge the road ahead.

Figure 4 shows local effect of the defogging image. From Fig. 4(a), we can see the
road visibility is low due to the fog and haze day, which makes it difficult to see clearly
words on the road signs ahead and the driving motor vehicles. He’s [7] approach has a
better defogging effect for traffic road, but there are a lot of spots in the sky and exists
obvious color distortion (Fig. 4(b)) at the junction of the close range and sky. This is due
to the dark channel prior disappears when there is a large sky area, white cloud and other
bright areas in the image, So in this case, we cannot estimate directly transmissivity of
this area.

Figure 4(c) shows Cai’s [10] approach, in this work, they utilize deep learning based
algorithm, which can avoid sky distortion and get a good defogging effect on the whole.
However, in some local areas, their method shows weak performance, like road signs
that drivers have interests in the traffic, and the visibility is not clear enough due to a
little fog.
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As a comparison, our approach (Fig. 4(c)) can not only clearly show details of the
roadside trees, but also make the words on the road signs in front understandable and
the clear driving motor vehicles as well. The defogged image is natural and clear.
Figure 5 shows another comparison experiment, we can see that our approach can also
achieve a good defogging effect. In addition, the time comparison of algorithm in
Table 1 shows that our approach can achieve defogging image faster than He [7] and
Cai [10].

Table 1. Time comparison of different algorithms

Image Size He/s Cai/s Our/s
Figure 4 510 × 450 1.37 2.83 0.95
Figure 5 450 × 600 2.48 3.31 1.12
Average – 1.93 3.07 1.03

5.2 Comparison with Other Mainstream Defogging Algorithms

Figures 6 and 7 show comparison results of our algorithm with other four mainstream
defogging algorithms. Figure 6(c) is the defogging result of Tan [4]. Obviously, this
approach uses maximum local contrast to defog, which can easily lead to saturated color
of the restored image like an oil painting. Figure 6(d) is the defogging result of Tarel [9].
There is a certain color difference in the image obtained by this approach, and it is easy

Fig. 4. (a) Original input image; (b) He [7]; (c) Cai [10]; (d) Result of our approach.

Fig. 5. (a) Original input image; (b) He [7]; (c) Cai [10]; (d) Result of our approach.
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to cause Halo effect at the edge of depth of field with uneven variations. Fattal’s [5]
algorithm capitalizes independent component analysis (ICA) which leads to weak
defogged performance for the lack of statistical information in the thick fog and low
signal-to-noise ratio area, as shown in Figs. 6(e) and 7(e).

Kopf’s [8] approach achieves better visual effects than Fattal’s, as shown in Figs. 6(f)
and 7(f). However, this approach relies on some geographic information in the region
of the image, the effectiveness of the information will affect the final defogging effect
[6, 10]. In addition, from Fig. 6(f) we can see there is still a few fog not removed in the
close range of some buildings. The defogging result of our approach is demonstrated in
Figs. 6(b) and 7(b). We can see that our approach can not only have a good defogging
effect on the image, but also avoid excessive distortion of sky and achieve a good overall
defogging effect. The problem is that some areas of the image after defogging appear
dark, which is a common point of using the dark channel prior to realize defogging.

The above contents are display and evaluation of the visual effect. Next, we use the
structural similarity index SSIM to evaluate the performance of various algorithms, we
can determine the quality of restored image by comparing SSIM size of algorithms. In
general, the greater SSIM is, the better the effect of restored image is [19]. Table 2 shows

Fig. 6. (a) Original input image; (b) Result of our approach; (c) Tan [4]; (d) Tarel [9]; (e) Fattal
[5]; (f) Kopf [8].
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SSIM of all the algorithms, we can see that our algorithm has a higher recovery quality
than other algorithms.

Table 2. SSIM comparison of different algorithms

Image Our/SSIM Tan/SSIM Tarel/SSIM Fattal/SSIM Kopf/SSIM
Figure 6 0.9417 0.6268 0.8427 0.8719 0.9128
Figure 7 0.9385 0.7379 0.8281 0.8982 0.8898
Average 0.9401 0.6824 0.8354 0.8851 0.9013

6 Conclusion

In this paper, a framework of step estimation of transmissivity for image defogging is
introduced. This approach does not depend on the initial estimation of depth information
in the scene, but only just use a single image to complete the image defogging task. The
experimental results show that our method is close to or even exceeds other most state-
of-art approaches. In addition, our method achieve very good performance and can be
applied to all kinds of scenes. For example, when there is a large sky area in the image,
the direct usage of dark channel prior for defogging will lead to excessive distortion of
sky, but our approach can overcome this shortcoming.

Although the step estimation of transmissivity approach can effectively reconstruct
the foggy images the defogging efficiency still cannot satisfy the requirements of real-
time processing for some practical scenes. Therefore, we will further refine our approach
in order to reduce the time complexity in the next stage.

Fig. 7. (a) Original input image; (b) Result of our approach; (c) Tan [4]; (d) Tarel [9]; (e) Fattal
[5]; (f) Kopf [8].
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The Method of Crowd Density Alarm for Video
Sequence
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Abstract. A method of crowd density alarm for video surveillance based on the
compressive sensing (CS) is proposed in this paper. Firstly, the video sequence
is preprocessed to obtain the gray images or foreground images. Secondly, CS
measurement is calculated and principal components analysis (PCA) is imple-
mented to extract crowd density features. Finally, according to the feature
vector, crowd density is divided into medium, high, very high by support vector
machine (SVM). Compared with other methods, the test is carried out at the
entrance of a school. Results of experiment show that the proposed method has
higher accuracy and better real-time performance and the alarm target can be
accomplished when the crowd density reaches a specified level.

Keywords: Compressive sensing (CS)
Principal components analysis � SVM � Crowd density alarm

1 Introduction

In recent years, with the increasing of violent terrorist incidents, stampede incidents and
mass incidents, crowd behavior analysis has become a research hotspot in the field of
video surveillance. Crowd density, as the main attribute of the population, has the
important significance in the field of public security and group management. However,
the crowd cannot be fully and continuously supervised only relying on the traditional
means of civil air defense and anti- technology. With the development and popular-
ization of video analysis technology, crowd density estimation technology is used to
monitor the crowd density in real time to discover high density crowd and alarm.

The methods of crowd density estimation based on video sequence mainly include
pixel based method and texture feature based method. The pixel based method is
suitable for the low crowd density estimation and has low accuracy when the density is
large [1–4]. Reference [5] firstly proposed the method based on Gray Level
Co-occurrence Matrix (GLCM) and neural network to estimate the crowd density. The
texture feature based method, using the principle that the image texture feature is
closely related to the crowd density level, is suitable for high crowd density estimation
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but the real-time performance is poor [6–9]. Reference [10] proposed the method
combined GLCM and fractal to improve the accuracy rate. Foreground feature and
texture feature were combined by PCA to represent the crowd density Ref. [11]. To
reduce the computation and improve the real-time performance, Ref. [12] proposed the
method of extracting sparse feature.

In this paper, a method of crowd density alarm based on CS and PCA is proposed.
The features of crowd density are represented by CS measured value using sparse
representation to reduce the calculation of feature extraction to shorten the extraction
time. The dimension of CS measurement is reduced by PCA to reduce the dimension of
the density feature vector to shorten the time of crowd density classification. The
simulating experiment results show that the method proposed in this paper can get
better effect for crowd density alarm.

The rest of the paper is organized as follows. The method of crowd density alarm is
discussed in Sect. 2. Simulation experiment and analysis are presented in Sect. 3.
Conclusions are given in Sect. 4.

2 Method of Crowd Density Alarm

As shown in Fig. 1, the method of crowd density alarm is divided into four parts, video
sequence reading, preprocessing, crowd density feature extraction, and the crowd
density estimation, in which the crowd density feature extraction and crowd density
estimation are the two key links.

2.1 Preprocessing

In this paper, foreground image of original video is obtained by the algorithm of gray
scale, thresholding, template mask, object detection and so on, as shown in Fig. 2.

As the method is not affected by the color feature, so the input video is grayed to
transform the multi-channel color image to the single channel image.

Fig. 1. Flowchart of crowd density estimation alarm system

Fig. 2. Flowchart of preprocessing
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Moving object detection is based on the Background Model Average algorithm.
Firstly, the average value of each pixel is used as the initial background. Secondly,
threshold is determined by the mean and standard deviation of gray difference between
adjacent frames. And then, background model and threshold are updated in real time
according to the inter frame data. Finally, foreground scene can be obtained by the
subtraction between the gray value of current frame pixel and the background model.

Since the extracted foreground scene contains non-interested regions in which there
are no pedestrians or only a very small number of pedestrians, so these regions are
eliminated through the template mask. The template image is a binary image where the
gray values are zero corresponding to non-interested regions and others are one.
Non-interested regions can be blocked by ‘and’ operation between the original image
and the template.

2.2 Crowd Density Feature Extraction

The process of crowd density feature extraction is divided into three parts, image block,
CS measurement, PCA, as shown in Fig. 3. The crowd density feature vector is rep-
resented by CS measurement, which is divided into two steps, sparse representation
and signal measurement.

For the signal x ¼ x1; x2; . . .; xNf g; if the majority of elements are zero, the signal
is sparse signal [13]. By mapping to vector s through sparse basis, if the majority of
elements in the vector s are zero, the original signal can be regarded as sparse signal, as
shown in formula (1) showing that s is the sparse representation for x: Then, mapping
the sparse signal to a low dimensional space through the measurement matrix, the CS
measured value is obtained, as shown in the formula (2).

x ¼ Ws ð1Þ

y ¼ Ux ¼ UWs ð2Þ

where U 2 RN�NðM � NÞ is the measurement matrix and the measured value y 2 RN.

Fig. 3. Flowchart of crowd density feature extraction
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Firstly, due to strong local correlation, the original image is divided into sub images
which can not only maintain the spatial correlation of image but also have gentle
changes and low spatial frequency, contributing to the image sparse representation.

Secondly, according to formula (1), choose DCT as sparse basis and perform DCT
transform for each sub image to obtain the DCT transform coefficient matrix. The input
image f i; jð Þ of DCT transform is shown in Fig. 4, sub image f1 is obtained by taking
i; j 2 0; 7½ � and the pixel value of f1 is shown in Table 1. DCT transform coefficient
matrix F : F u; vð Þju; v 2 0; 7½ �f g is obtained by performing DCT transform for f1, as in
Table 2, F 0; 0ð Þ is the DC (Direct Current) coefficient which reflects the average
luminance of the image, and others are AC (Alternating Current) coefficient which
reflect the spatial frequency size.

DCT transform coefficients reflects different frequency components of the image,
the upper left corner referring to the lower frequency, the lower right corner referring to
the higher frequency. So the value of DCT transform coefficient in the upper left corner
is larger and the value of the lower right corner is closer to zero. In order to increase the
number of zero in the DCT transform coefficient matrix, DCT transform coefficient
matrix is quantified, as shown in formula (3):

Fq u; vð Þ ¼ roundingð Þ F u; vð Þ
Q u; vð Þ ð3Þ

Fig. 4. DCT transform input image

Table 1. Pixel value of sub image

j i
0 1 2 3 4 5 6 7

0 230 228 238 241 244 211 188 204
1 195 188 185 172 150 135 157 165
2 50 54 59 67 76 133 220 208
3 64 69 62 64 86 158 232 180
4 103 107 102 104 112 143 173 119
5 164 164 163 161 137 105 105 78
6 144 144 145 146 122 93 103 80
7 112 117 116 119 117 129 163 121
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where F u; vð Þ is the DCT coefficient, Q u; vð Þ is the quantization step using JPEG
standard brightness quantization and Fq u; vð Þ is the quantized DCT coefficient, as
shown in Fig. 5 and Table 3.

Through Z shape scanning the quantified DCT transform coefficient matrix, as in
Fig. 6, 1D sparse signal x1 = {69 5 14 12 4 3 0 2 10 10 2 10 3 0 1 1 0 0 3 3 0 0 1 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0} is obtained.
Then, CS measurement is obtained by choosing random Gauss matrix as the mea-
surement matrix. All the measured value of the sub image can be got and converted
into a 1D signal by repeating the above steps.

Finally, 6D crowd density feature vector through PCA to reduce the dimension.

Table 2. DCT transform coefficient matrix of sub image

j i
0 1 2 3 4 5 6 7

0 1115.5 58.409 32.066 0.88925 31.750 40.812 31.683 12.670
1 169.07 58.456 30.838 12.424 12.484 12.061 12.615 0.72754
2 172.70 133.93 50.477 22.217 40.442 22.328 12.666 0.58977
3 144.48 182.08 78.695 0.79181 31.542 22.409 11.960 0.87558
4 48.500 76.849 1.0756 32.033 22.250 0.49053 0.63687 0.14881
5 0.86083 40.525 0.074455 1.2828 0.84450 0.64360 0.18740 0.29935
6 1.1772 48.232 0.41574 1.1270 0.29614 0.097803 0.27271 0.069211
7 31.638 41.036 0.22710 0.34020 0.24825 0.97601 0.073059 0.60901

Fig. 5. JPEG standard brightness quantization
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2.3 Crowd Density Estimation

Crowd density estimation process is shown in Fig. 7, a number of known samples are
collected and features are extracted in advance to constitute the training set to train the
SVM classifier, and then the crowd density feature vector is put into the classifier.

Table 3. Quantized DCT transform coefficient matrix of sub image

j i
0 1 2 3 4 5 6 7

0 69 5 3 0 1 1 0 0
1 14 4 2 0 0 0 0 0
2 12 10 3 0 1 0 0 0
3 10 10 3 0 0 0 0 0
4 2 3 0 0 0 0 0 0
5 0 1 0 0 0 0 0 0
6 0 0 0 0 0 0 0 0
7 0 0 0 0 0 0 0 0

Fig. 6. Z shape scanning the quantified DCT transform coefficient matrix

Fig. 7. Flowchart of crowd density estimation
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According to the definition of the crowd density level proposed by Polus [14] in
Table 4, higher crowd density is divided into 3 categories: medium, high and very
high.

‘Voting method’ strategy [14] is adopted, as shown in Fig. 8, and two classifiers are
constructed by three SVM. SVMa is in the first level to realize a medium and high
category classification. SVMb and SVMc are in the second level to realize medium,
high and very high categories, respectively.

3 Simulation Experiment and Analysis

The test video sequence is from the entrance of a middle school, in which the real scene
area is about 10 m2 and the image size is 320� 240. 750 frames are extracted at 15
frames intervals for the experiment. Among them, the total number of training images
is 450 frames, medium, high, very high density is 150 frames respectively; the total
number of test images is 300 frames, medium, high, very high density is 100 frames.

3.1 Experiment Results

According to Table 1, the crowd density is divided into three classes, medium, high
and very high, as shown in Table 5 and Fig. 9.

The method performance is evaluated in terms of real time and accuracy compared
with the former methods, as shown in Tables 6 and 7. The real time performance is
represented by the time of processing a single image including the crowd density

Table 4. Definition of crowd density level by Polus

Crowd density (person/m2) Font size and style

0–0.6 Extremely sparse
0.6–0.75 Sparse
0.75–1.25 Medium
1.25–2.0 Crowded
Above 2.0 Extremely crowded

Fig. 8. SVM classification
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feature extraction time and classification time. The accuracy performance is represented
by the proportion of correct classified images in each category.

The video gray and foreground extraction are performed through preprocessing and
crowd density is estimated preliminarily according to the proportion of the target pixel.
If the proportion is lower than 0.15, which means that the crowd is sparse and is in a
relatively safe condition, crowd density estimation based on SVM will not be carried
out, otherwise, it will be carried out. The results of crowd density are divided into low,
medium, high, and very high.

Table 5. Crowd density level in this paper

Crowd density
(person/m2)

Total number of people in the
scene

Density
level

Alarm or
not

0.8−1.5 8−15 Medium No
1.6−2.5 16−25 High No
Above 2.5 16−25 Very high No

(a)Medium        (b)High (c)Very High

Fig. 9. Crowd density level

Table 6. Real-time performance

Method Time (ms)
Total time per image Feature extraction Classification

GLCM 32.2 30.2 2
GLCM and Fractal 47.1 45.1 2
CS 17.5 16.5 1
CS and Fractal 31.2 30.2 1

Table 7. Accuracy performance

Method Accuracy
Medium High Very high Average

GLCM 73.2% 77.9% 75.9% 75.67%
GLCM and Fractal 75.4% 78.6% 79.5% 77.93%
CS 93.4% 97.2% 97.7% 96.1%
CS and Fractal 95.1% 98.8% 98.4% 97.53%
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9 

(a) Low Level

(b) Medium Level

(c) High Level

Fig. 10. Results of crowd density estimation
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With the change of crowd density in the video, the corresponding estimation results
are displayed as followed, as shown in Fig. 10.

When the crowd density reaches a very high level, the system will alarm that the
density is beyond the normal range and police should be called immediately.

3.2 Results Analysis

In Table 3, in terms of the feature extraction time, CS\CS and Fractal\GLCM\
GLCM and Fractal: In terms of the classification time, CS ¼ CS and Fractal\
GLCM ¼ GLCM and Fractal: As the feature extraction time accounts for 93.79%–

96.79% of the total processing time, the real-time performance mainly depends on the
feature extraction time. Since the fractal has a more complex computation, the method
based on CS has the best real-time performance. In Table 4, in terms of accuracy, as the
CS measurement include most of the original image information, CS and Fractal[
CS[GLCM and Fractal[GLCM; and the average accuracy rate is above 95%. In
conclusion, CS method has the better performance than GLCM method.

4 Conclusion

Real-time monitoring of crowd density is an effective means to alarm auxiliary group
of events early. Aiming at the higher crowd density, the method of crowd density alarm
based on CS measurement is proposed in this paper. The simulation experiments are
carried out with a video sequence in front of a school. The results show that the
proposed method has better performance and can achieve alarm target for higher crowd
density. With the development and improvement of crowd density estimation tech-
nology, the technology will play a more important role in the field of intelligent video
analysis.

(d) Very High Level

Fig. 10. (continued)
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Abstract. In Inertia Confinement Fusion (ICF), the symmetry and uniformity of
plasma compression are of great importance for plasma diagnostics, which has
great significance for in-depth analysis of the physical state in the process of
implosion and the high gain ignition parameter design. Most traditional three-
dimensional reconstruction methods are based on the symmetric structure,
however, potential instability will make plasma to become asymmetry. This paper
proposes a novel three-dimensional plasma reconstruction method based on
asymmetric layered 3D distribution model. Firstly, with the analysis of the for-
ward imaging process of plasma, we put forward a asymmetric layered model and
the calculation model of emission coefficient. Then a GA-LS combined algorithm
also is adopted for the reconstruction via several pictures of plasma. Numerical
simulation result shows high accuracy and robustness of this method.

Keywords: 3D reconstruction · Asymmetric plasma model · Genetic algorithm
Imaging process simulation

1 Introduction

Inertial Confined Fusion (ICF) is an effective way to achieve the controlled ther-
monuclear fusion, it can uniformly irradiate the target via a strong drive source and
use the inertia of capsule to realize the ignition [1]. As we all know, there are lots
of complicated interactions between pellet and laser, analysis the physical condi‐
tions of plasma can provide a lot of important information for ignition, such as elec‐
tron temperature, ion density. The picture obtained from traditional x-ray imaging
equipment is the result of the line integral along the space, which can’t reflect the
symmetry and uniformity in three-dimensional space. The 3D reconstructions of
plasma’s radiation parameters utilize some x-ray pictures of plasma to get the 3D
distribution of important parameters, which is a good way to diagnose the symmetry
and uniformity of plasma. The research group of R.C. Mancini in LLNL did a lot of
pioneering works for the diagnosis of plasma in ICF [2, 3], they proposes a layered
slicing symmetric model and combined with PGA(pareto genetic algorithm) optimi‐
zation algorithm for multi-objectives optimization, successfully reconstruct the
gradient distribution of the temperature and density [4–6]. After that, some
researcher in china also do some relevant works in recent years [7, 8]. At the base
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of layered symmetric model, Mr. Dong use the multi-objective genetic algorithm to
deduce the spatial profile of temperature and density for plasma and prove that the
model is suitable for realistic experiment [9]. As we can see, due to the limited
numbers of the projection pictures, traditional 3D reconstruction of plasma is almost
based on the symmetry structure. However, in the realistic process in ICF, the
Rayleigh-Taylor instability will make the plasma become asymmetry, it is neces‐
sary to study the asymmetry model and the asymmetry reconstruction method.

In order to consider the situation of asymmetric plasma, this paper proposed a novel
3D reconstruction method. Firstly, we utilize the spherical harmonic functions to form
an asymmetric layered 3D structure. After that, we also analyze the asymmetric emission
calculation model to get the projection of plasma. Lastly, the GA-LS combinatorial
optimization algorithm is adopted for the reconstruction.

2 Asymmetric Layered 3D Distribution Model

X-ray pictures are always considered as the projection of the emission intensity of plasma
in different angles. Before the reconstruction, we should think about the three-dimen‐
sional distribution of the emission and the calculation model, to get the 2D projections.

The initial design of target is layered, and different layers have different physical
condition in the process of fusion. In order to obtain the asymmetric distribution, as
Fig. 1 shows, an asymmetric model is proposed which consists of symmetric spherical
model and spherical harmonic function. Spherical harmonic function is a special basis
function, and any asymmetric function on a sphere can be expanded to a linear combina‐
tion of the spherical harmonic functions. If we change the spherical harmonic coeffi‐
cients to be random, the spherical function will change to be asymmetry. So, the asym‐
metric layered three-dimensional distribution model can be expressed as a-mathematical
formula:

E(r, 𝜃,𝜑) = G

(
r

R(𝜃,𝜑)
, 𝜃,𝜑

)
(1)

R(𝜃,𝜑) =
N∑

l=0

l∑
m=−l

a
lm
𝛾m

l
(𝜃,𝜑) (2)

Where G(r, 𝜗,𝜑) is the symmetric spherical model based on spherical coordinates,
R(𝜗,𝜑) is the disturbance function formed by linear combination of the spherical
harmonic functions, a

lm
 is the disturbance coefficients and N is the degree of spherical

harmonic function.
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3 Asymmetric Emission Calculation Model

After obtaining the 3D distribution of emission coefficient, it is needed to think about
radiation transport process, in this paper, we assume that the plasma is optically thin,
ignoring the influence of the scattering and absorption.

Figure 2 shows a slice of the plasma, these rings represent different areas in the
plasma. For example, as Fig. 2(a) shows, the projection of outer three emission intensity
can be expressed as:

I(1) = e(1)L11 (3)

I(2) = e(1)L12 + e(2)L22 + e(1)L21 (4)

I(3) = e(1)L12 + e(2)L23 + e(3)L33 + e(2)L32 + e(1)L21 (5)

Fig. 2. Asymmetric emission calculation model

Here I is the intensity of projection, e is the layered emission coefficient and L is the
length of radiation.

Then, in Fig. 2(b), the slice of the plasma is assigned to each mesh point with the
discrete way, and Fig. 3 shows the projections that get from different angles. Therefore,

+
Spherically symmetric 

distribution
Asymmetric
parameters

Asymmetric
distribution

Fig. 1. Asymmetric 3D model of emission
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the reconstruction problem can be considered as a progress that calculating the 3D distri‐
bution of emission coefficients in the case of that the projection of emission co-efficients
are already known.

Projection 1 Projection 2 Projection 3

Initial plasma

Fig. 3. The projections of different angels

4 GA-LS Reconstruction Method

For the asymmetric reconstruction method, we adopt Genetic Algorithm (GA) and
Least-Squares (LS) combinatorial optimization algorithm. GA is a kind of widely used
intelligent algorithm, with good global search capability and strong expandability.
Compared with the traditional numerical methods, GA has strong adaptability and
doesn’t depend on specific problem. However, the local search ability of GA is not very
well. Thus after obtaining the result of GA, using LS optimization algorithm to enhance
the local search ability making the result become more accurately. The flow of recon‐
struction algorithm is shown in Fig. 4.

In the reconstruction algorithm, [e(1), e(2),… , e(10), a(1), a(2),… , a(15)] represent
the reconstructed parameters, here e are emission coefficients for each spherical layer,
in our paper, the numbers of the layers of the emission coefficients is 10, a are disturbance
coefficients. For instances, the degree of spherical harmonic function is 3, but we ignored
the 0 degree harmonic coefficient, so the numbers of disturbance coefficients is
3 + 5 + 7 = 15. The objective function of GA and LS optimization algorithm are the
same, which can be defined as Eq. 6, it is aimed to minimize the difference between
reconstructed projection and initial projection.
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5 Result Analysis of the Numerical Simulation

In order to examine the model and algorithm, we did a numerical simulation in
MATLAB. The accuracy and robustness of the reconstruction method can be measured
by three different errors, all of them are the different between reconstructed result and
initial result. Reconstruction error is defined in the Eq. 7, it is the error of very volume
in 3D mesh model, similarly, emission coefficient error is defined in the Eq. 8 and
disturbance coefficient error is the Eq. 9.
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Figure 5 is the comparison of the 3D reconstruction result and the initial data, it can
be clearly see from the picture that the reconstruction result is almost consist with the
original data, which means that the high accuracy of method that we adopted. What is
more, the result also demonstrate that the layered 3D distribution model which we
proposed can successfully achieve the asymmetric structure of plasma.
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Fig. 4. The flow of reconstruction algorithm
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Fig. 5. 3D reconstruction result of emission coefficient

Figure 6 is the result of the reconstruction error with different noise, as we can see
from Fig. 6, all of the errors are very low in low noise environment, with the increase
of noise, three errors also appear gradual growth tendency. Emission coefficient error is
very low and no more than 2%, it means that the reconstructed emission coefficient is
very good. In the same time, disturbance coefficient error also no more than 6% and
reconstruction error is under 9%. The reason why the reconstruction error is higher than
others is that it is a combined result of two others. When the noise is below 1%, all of
these error are under 2%, it represents that our model and reconstructed algorithm has
strong noise immunity and high accuracy.

Fig. 6. Reconstruction error as a function of noise
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In order to demonstrate the improvement of the reconstruction method, we make a
comparison of the reconstruction error between GA-LS optimization algorithm and GA.
As Fig. 7 shows, the reconstruction error of GA is much higher than the GA-LS opti‐
mization algorithm, when the noise is below 1%, the reconstruction error of GA is around
4%, in comparison, the reconstruction error of GA-LS method is less than 2%, what is
more, when the noise is 2% and 5%, the accuracy of GA-LS also is much better than the
GA, which reflect the improvement and the innovation of the reconstruction method.

Fig. 7. Comparison of different reconstruction methods

6 Conclusion

This paper proposes a novel 3D plasma reconstruction method based on asymmetric
layered 3D distribution model, and builds an asymmetric emission calculation method
via the analysis of x-ray radiation transportation. Besides, the study also adopts the GA
and LS optimization algorithm for reconstruction and obtaining the corresponding
simulation results. The new asymmetric three-dimensional model has great significance
for the reconstruction of realistic physical parameters in fusion plasma, simulation result
shows that we can successfully reconstruct the emission coefficient of plasma, and the
reconstruction error is very low in low noise environment. The next job will focus on
the improvement of reconstruction accuracy under the situation of absorption.
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Abstract. In the probe-and-drogue refueling system, pilots need to operate care‐
fully to dock probe with drogue, autonomous aerial refueling technology can
assistant pilots to accomplish this operation. In this paper, we proposed a novel
framework to measure pose of drogue via monocular vision, pose information of
drogue can further lead control system accomplish aerial refueling automatically.
This framework is consisted of three parts: detecting landmarks of drogue,
locating contour of drogue in image, figuring out pose of drogue. Experiment
results indicate that this pose measurement system is both accurate and efficient.

Keywords: Autonomous aerial refueling · Monocular vision
Landmark detection · Local feature · Pose measurement

1 Introduction

Aerial refueling is the most effective approach to enhance duration of flight for
aircraft. Nowadays, mature aerial refueling system including boom-and-receptacle
refueling system and probe-and-drogue refueling system [1]. In the probe-and-
drogue refueling system, flying tanker will release drogue, pilots need to dock probe
with drogue, autonomous aerial refueling technology will greatly reduce difficulty
for pilots to accomplish this operation, a typical probe-and-drogue refueling system
is shown in Fig. 1.

Martinez [8] and Yin [9] proposed autonomous aerial refueling framework
exactly based on monocular vision, they set up a simplified pose measurement
model, which supposes the optic axis of camera is perpendicular to drogue. In this
paper, we come up with an accurate framework to figure out pose of drogue, this
framework consists of three parts, including detection landmarks of drogue, locating
circular contour of drogue in image, figuring out pose of drogue. Experiment results
indicate that, our algorithm could obtain higher accuracy in various pose.
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Y. Wang et al. (Eds.): IGTA 2017, CCIS 757, pp. 104–112, 2018.
https://doi.org/10.1007/978-981-10-7389-2_11



Fig. 1. Probe-and-drogue refueling system

2 Related Work

Landmark Detection. Landmark detection is now widely used in face recognition,
face pose estimate and human pose estimate. For the past few decades, active shape
model [10] and active appearance model [11] are widely used in industrial. At
present, CNN based method [12] can usually boost landmarks detection accuracy,
but requires more computing resource. To get a better balance between accuracy and
efficiency, we proposed to combine local feature with global constraint of land‐
marks by random forest.

Pose Measurement. Pose measurement is an important link in automatic assembly
system. In some occasion with particular targets, we can design suitable algorithm
based on monocular vision to measure pose of target. At present, several algorithms
based on monocular vision have been proposed to figure out pose of targets that have
circular contour [8, 9, 13]. Accurate pose measurement algorithm can be used, once
we can locate circular contour of drogue. Monocular vision based algorithms have
lower computation complexity, and can be applied in real-time.

3 Pose Measurement Framework

3.1 Landmark Detection Based on Random Forest

Random forest has been used to detect landmarks, this algorithm needs to train a random
forest for each landmark.

The conventional random forest regression only considers local feature of each
landmark, which loses the global constraint of all landmarks, such as the shape
information. For solving this problem, Ren [14] proposed to use random forest as an
encoder to encode local feature of each landmark, then combined local features of
all landmarks to train a regression weights to get final result. In this paper, we
proposed to use random forest to calculate initial regression result for each land‐
mark, and also made it as feature encoder to encode local feature of each landmark,
then combined local feature as global feature for drogue. We used this global feature
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and the initial regression result to get final result. The process of training random
forests for each landmark is just the same to conventional algorithm based on random
forest. With trained random forests, we first calculate pre-designed feature for each
landmark, input these features to corresponding random forest, for a tree in this
forest, the sample will finally reach a leaf-node. We use results of all trees in this
forest to get encode feature vector of this landmark. Specifically, we mark the posi‐
tion of reached leaf-node as 1, and mark the position of un-reached leaf-node as 0,
combining all marks to form the feature vector, this process can be demonstrated as
Fig. 2.

Fig. 2. Local feature encoding operation

For each landmark, we use its corresponding random forest to encode local
feature: ∅i, i = 1, 2, 3,… , l, l is number of total landmarks in target, ∅i is a feature
vector with length of n, and we can also get initial regression result
ΔD̃i, i = 1, 2, 3,… , l for each landmark, we use the following loss function to fit a
global regression weight W:

minWt
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i
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𝚽
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2
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To get higher locating accuracy, we apply this process t times iteratively. In
formula (1), Wt is global regression weight in the t step, ΔD

t

i
 is the regression target

of ith landmark in t step, which is calculated by minus the normed ground-truth
coordinate of this landmark with initial position in this step t. ΔD̃t

i
 is the regression

result of random forest corresponding to ith landmark in step t. 𝛷t is the combined
global feature of this target in step t.

In the process of reference, for the regression step of t, ΔD̃
t

i
 and 𝚽t can be obtained

by random forest, predict coordinate of this step can be figured out by formula 2:

Dt
i = Wt

Φt(Ii, Dt−1
i

)
+ Dt−1

i + ΔD̃
t

i (2)

Predicted coordinates of step t−1 are used as initial positions for the regression
step of t.
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3.2 Pose Measurement

Chen [13] proposed a pose measurement algorithm based on monocular vision,
presuppose of this algorithm is that contour of target is circular. Once the diameter
of drogue is known, and contour of drogue can be located on image, we can also
apply this algorithm to figure out pose of drogue under the coordinate system of
camera. To improve the robustness of our pose measurement framework on various
illumination, we first applied histogram equalization algorithm. Next, we use the
landmark detection algorithm described above to locate landmarks in this image.
Then, we use RANSAC algorithm to select suitable detected landmarks to fit
contour. Finally, we use monocular vision-based pose measurement algorithm [13]
to figure out exact post of drogue.

4 Experimental Results

4.1 Datasets

There is no public dataset of drogue so far. To validate the practicability of our
framework, we built a dataset with 455 images of drogue via a two-robots system on
the ground, this simulation system is shown as Fig. 3.

drogueprobe

Fig. 3. Data acquisition system. It is consisted of two robots, one plays the role of flying tanker,
we installed a drogue on its flange, the other one plays the role of receiver aircraft, we installed a
camera on its flange. Pose information of drogue can be read from controller, we use this as ground-
truth to validate our pose measurement framework.

4.2 Landmark Detection

We also choose pixel-difference feature to build each random forest, each forest has
12 trees, each tree has a deepest depth of 5, and the t is set as 6. We use detected
landmarks to fit circular or elliptical contour of drogue, and use artificial annotation
coordinates to fit circular or elliptical contour of drogue as ground-truth. For each
fitted ellipse, marking the center point as (x, y), length of major axis as a, length of
minor axis as b, axial angle of major axis as 𝜃.

We compared our results on validation images with conventional random forest
based method, results are shown as Fig. 4.
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Fig. 4. Influence of combining local feature with global constraint, (a) is the absolute error of x,
(b) is the absolute error of y, (c) is the absolute error of b, (d) is the absolute error of a, (e) is the
absolute error of 𝜃. It can be seen that results with combining local feature and global constraint
gets lower detection error with most samples.

We also quantify the effect of image pre-processing and RANSAC algorithm,
results are shown as Fig. 5 and Table 1.
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Fig. 5. Influence of image pre-process and outliers removing. (a) is the absolute error of x, (b) is
the absolute error of y, (c) is the absolute error of b, (d) is the absolute error of a, (e) is the absolute
error of θ. It is obvious that image pre-processing and outliers removing can improve landmarks
detection accuracy. Getting both methods involved obtains highest detection accuracy.
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Table 1. Statistics of different processing approaches. Value in each blank is mean error.

Local
feature

Combining
feature

Combining
feature +
image pre-
process

Combining
feature +
RANSAC

Combining
feature
+image pre-
process +
RANSAC

x 1.4861 1.0299 0.8639 0.7055 0.3957
y 1.3908 0.9007 0.6731 0.5936 0.3503
a 0.6568 0.5672 0.4352 0.3939 0.2338
b 0.7591 0.5441 0.3577 0.3924 0.2010
𝜃 24.8054 11.9183 10.1395 11.6543 7.8013

By analyzing these results above, we can see that global constraint of all land‐
marks, image pre-processing and outliers removing can improve landmarks detec‐
tion accuracy. On CPU, our landmark detection approach runs at 58 frames per
second.

4.3 Pose Measurement

We use landmark detection algorithm describes above with image histogram equal‐
ization and RANSAC outliers removing to get detected landmarks of each valida‐
tion image, and then use pose measurement algorithm described in [13] to figure out
the exact posture data of drogue. Marking coordinates of drogue center as (Xc, Yc,
Zc), We compared different pose measurement algorithm, including the exact algo‐
rithm we used and simplified pose measurement proposed by Yin. and Martinez C.,
comparing results are shown in Fig. 6.

All pose measurement algorithms get lower measuring error when angle between
normal vector of drogue and the optic axis of camera is smaller. As the angle grows
larger, those two simplified algorithms get worse result than accurate pose measurement
algorithm. On CPU, the exact pose measurement algorithm runs at 46 frames per second.
It is clear that our pose measurement framework gets the best result on almost all vali‐
dation images.
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Fig. 6. (a) is coordinate values of drogue center under camera coordinate system, (b) is absolute
pose measurement error of three different methods, (c) is relative pose measurement error of three
different methods. Simplified model 1 represent pose measurement method proposed by Yin [9],
simplified model 2 represents pose measurement method proposed by C. Martinez [8].
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5 Conclusion

In this paper, we presented a generic framework for pose measurement of drogue in
autonomous aerial refueling system. Our framework is totally based on monocular
vision, and it is consisted of three sections: landmark detection, circular contour
locating and pose measurement. We demonstrated that our method is both accurate
and real time.
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Abstract. A group activities recognition algorithm is proposed by combining
M-DTCWT (multi directional dual tree complex wavelet transform) with elliptic
Mahalanobis metric. M-DTCWT is composed of directional filter bank in cascade
with dual tree complex wavelet transform. By using the M-DTCWT to decompose
the human images in videos for multi-scale and multi-direction, the high and low
frequency coefficients can be obtained. The texture features of the high and low
frequency coefficients are extracted by using improved local binary pattern and
gray level co-occurrence matrix and classified by using elliptic Mahalanobis
metric. According to the results of classification, group activities are recognized.
Experimental results on Group activity video set and self built video set show that
the proposed algorithm has higher recognition accuracy than the existing algo‐
rithms and Euclidean metric algorithm.

Keywords: Video surveillance · Group activities recognition · M-DTCWT
Elliptic Mahalanobis metric

1 Introduction

Group activity refers to the relative motion of two or more individuals that interact with
and depend on each other. Group activity widely exists in a variety of large-scale
commercial exhibitions, sports competitions, traffic junctions, stations and activity
centers. On the one hand, the group activity promotes the economic development and
cultural exchange. On the other hand, the group fighting and illegal gathering also make
social security be under threat. If the group illegal activity can be real-time monitored
and automatically recognized, we can prevent danger and reduce the losses. Therefore,
recognition of group activities in videos has become a project with research value in the
field of video surveillance, and has a prospective application.

At present, scholars have made great progress in the recognition of group activity.
Zhang et al. [1] introduced a causal relationship to reflect the interaction between groups,
and achieved the recognition of group activity through a linear support vector machine
model learning. Yin et al. [2] proposed a social network structure based on feature set to
represent the group activity and a probabilistic framework to learn and recognize the group
activity. Andrade et al. [3] extracted the optical flow features, and constructed a hidden
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Markov model to implement the abnormal group activity detection. Ryoo et al. [4]
proposed a hierarchical interaction probability algorithm to identify the specific activity,
but the activity recognition method is only limited to one or two people. Choi et al. [5] used
crowd context and random forest model to identify group activity. Antic et al. [6] achieved
the recognition of different groups activity through automatic learning between the poten‐
tial components of different people. Nabi et al. [7] proposed a semantic based spatio-
temporal descriptor, which can cope with the interaction between different scales and
multiple activities in the video. Owning to difficulties for feature extraction and activity
description caused by the scene diversity, the difference of population density, and groups
of mutual occlusion, the group activity recognition algorithm for videos has disadvantages
of high computational complexity and low recognition accuracy.

In this paper, we propose a group activity recognition algorithm for videos based on
multiple direction dual tree complex wavelet transform (M-DTCWT) and elliptic Maha‐
lanobis metric. Compared with the wavelet transform and dual tree complex wavelet
transform (DTCWT), M-DTCWT can more effectively represent the geometrical
features such as edges and textures in the image. Elliptic Mahalanobis metric is more
suitable for modeling and measuring data with complex geometric structures. The
human body image in the video is decomposed by M-DTCWT. The high frequency and
low frequency coefficients features are extracted, which are used to implement the group
activity recognition for video by employing the elliptic Mahalanobis metric.

2 M-DTCWT

Discrete wavelet transform (DWT) is shifting variant, that is to say, small input signal
translation will cause drastic change of the transform coefficient. DWT can only capture
the signal at the horizontal, vertical and diagonal directions in detail [8]. DTCWT
consists of two parallel wavelet trees. After transformation, we can get the real and
imaginary part coefficients of the signal. Two wavelet trees of each layer provide the
necessary signal delay and double the sampling interval to eliminate the aliasing effect
and achieve translation invariance [9]. For each level of DTCWT, signal is decomposed
into 2 low frequency sub-bands and 6 directional high frequency sub-bands [10].

In order to further increase the directional selection of the DTCWT, an improved M-
DTCWT filter banks are constructed by adding an hourglass filter banks to the DTCWT
filter banks. The schematic diagram of decomposition and reconstruction of M-DTCWT
is shown in Fig. 1.

Fig. 1. Schematic diagram of decomposition and reconstruction of input image by M-DTCWT
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M-DTCWT decomposition of two-dimensional image f
(
n1, n2

)
 can be expressed by

a series of complex scaling function and complex wavelet function:

f (n1, n2) =
∑

k∈Z2

cjr ,kΦjr ,k(n1, n2) +

8∑

i=1

∑

j≥jr

∑

k∈Z2

d
(i)

j,kΨ
(i)

j,k(n1, n2) (1)

where Z is a natural number set, j, k are dilation and translation indices, cj,k is scale
coefficient, and d

(i)

j,k is complex wavelet coefficients at ith direction. The schematic
diagram of the frequency tiling of M-DTCWT of two levels is shown in Fig. 2:

Fig. 2. Schematic diagram of frequency tiling of M-DTCWT of two levels

3 Feature Extraction

In this paper, an improved local binary pattern (ILBP) with rotation invariance and
directional selectivity is used to extract the features of high frequency coefficients of the
human image in video decomposed by M-DTCWT. Gray level co-occurrence matrix is
used to extract the features of low frequency coefficients. High and low frequency
coefficient features are concatenated to form the group activity features.

LBP can be used to describe the local texture of image [11, 12], whereas the tradi‐
tional LBP is subject to the influence of the center pixel and the relative position of the
pixel. On the basis of the traditional LBP operator, we get a set of binary sequence of
the center pixel, and then rotate the neighborhood to get a series of initial LBP value,
and eventually take the minimum value as the center pixel LBP value [13]:

VLBPri = min
{

fR

(
VLBP, i

)
|i = 0,⋯ , 7

}
(2)

where VLBP is initial LBP value and rotation function fR(x, i) represents x shifts i bit to
right cyclically.

The image moments of image G(x, y) is computed as:

mp,q =
∑

x,y

xpyqG(x, y) (3)
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Using the first order moment m10 and m01 and zero order moment m00, we can calculate
the centroid C of the center pixel neighborhood [14]:

C =

(
m10

m00
,

m01

m00

)
(4)

According to the imaging principle of the camera, the distribution of pixels in image
area is non-uniform, thus the centroid C and the geometric center O of the image G(x, y)

are not in the same position, then we can construct a vector 
→

OC from O to C. The angle

between 
→

OC and X are defined as the main direction of the central pixel in a neighbor‐
hood. The calculation formula of angle 𝜃 is as follows:

𝜃 = tan−1
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m01

m10

)
= tan−1
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∑

x,y
yG(x, y)
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⎟
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⎟
⎠

(5)

So we can determine the main direction of the local texture in the neighborhood of
the center pixel, and form LBP features with orientation selectivity. Then the ILBP with
rotation invariance and directional selectivity is obtained. ILBP can be used to extract
the high frequency coefficient features of the human images in video decomposed by
M-DTCWT.

Gray level co-occurrence matrix reflects the information of the image gray level
distribution [15]. In this paper, we choose four directional 

(
0◦ , 45◦ , 90◦ , 135◦

)
 gray level

co-occurrence matrix of the low frequency coefficients of the human images in video
decomposed by M-DTCWT and calculate the mean and standard deviation of three kinds
of texture feature statistics: correlation, energy and homogeneity. The texture features
with six rotation invariant characteristics of low frequency coefficients are obtained. The
features of high frequency and low frequency coefficients are concatenated to form the
group activity feature vector.

4 Elliptic Mahalanobis Metric

Assuming a multivariate vector x whose mean is 𝜇 and covariance matrix is 
∑

, its
Mahalanobis metric is defined as:

DM(x) =

√

(x − 𝜇)
T
∑−1

(x − 𝜇) (6)

Given sample set 
{

Xi ⊂ Rn, i = 1,⋯ , N
}
, the elliptic Mahalanobis metric [16] is

defined as follows:
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DM

(
Xi, Xj

)
=

k

2i
log

⎛
⎜
⎜
⎜
⎝

𝜌ij +

√
𝜌2

ij
− 𝜌ii𝜌jj

𝜌ij −

√
𝜌2

ij
− 𝜌ii𝜌jj

⎞
⎟
⎟
⎟
⎠

(7)

where 𝜌ij =
(
Xi − m

)T
𝜎−1

(
Xj − m

)
+ c, m is sample mean vector, 𝜎−1 is generalized

inverse matrix of sample covariance matrix and c is a positive constant.
Since the covariance matrix is positive semidefinite, its generalized inverse is also

positive semidefinite. There exists a linear transformation, so that the Mahalanobis
metric and the Euclidean metric in the transformed space are the same. In addition, the
elliptic Mahalanobis metric reflects the nonlinear transformation of the sample spatial
structure information, which makes the corresponding recognition algorithm have better
discrimination.

5 Recognition Steps

Firstly, the multi-scale and multi-direction decomposition of human body image in
videos is performed by M-DTCWT, and the high and low frequency subband coefficients
are obtained. Secondly, subband coefficients are divided into blocks, and the high and
low frequency coefficient features of the block regions are extracted by using the ILBP
and gray level co-occurrence matrix method. Thirdly, the elliptic Mahalanobis metric
of the feature vectors between testing samples and training samples is calculated, and
the feature similarity is evaluated by using the minimum value of the elliptic Mahala‐
nobis metric. Finally, we obtain the feature vector of the human image in video to be
recognized and calculate the elliptic Mahalanobis metric of the feature vectors between
it and the testing sample to realize the group activity recognition in video. The specific
steps of the algorithm are as follows:

Step 1. Human image in video is decomposed by M-DTCWT, and the high and low
frequency subband coefficients are obtained. Subband coefficients are divided into blocks.

Step 2. ILBP is used to extract the features of the high frequency coefficients of each
block region, and gray level co-occurrence matrix is used to extract the features of low
frequency coefficient of each block region. The high and low frequency coefficients
features are concatenated to form the group activity feature vector.

Step 3. The covariance matrix 𝜎j, j = 1, 2,⋯ , N of each activity category is calcu‐
lated from the group activity feature vector extracted in step2, where N is the number
of activity categories.

Step 4. The elliptic Mahalanobis metric D(i)

(j)

(
𝜔1,𝜔2

)
 between the training samples

and the i th testing sample is calculated by using (7), where 𝜔1 is group activity feature
vector of test sample, 𝜔2 is mean feature vector of group activity of all training samples
and j is activity category.

Step 5. The minimum value of the above elliptic Mahalanobis metric is obtained to
select the testing sample who is most similar to the training samples. Namely we get

i0 = D
(i)

(j)

(
𝜔t,𝜔i0

)
.
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Step 6. For human image in video to be identified, we can get St
j
= D

(t)

(j)

(
𝜔t,𝜔i0

)

following the similar steps, where t = 1,⋯ , n is the video frames to be identified, 𝜔t is
the feature vector of tth frame to be identified, and 𝜔i0

 is the feature vector of i0th test
sample.

Step 7. Calculating the mean and variance of each row vector in the smallest elliptic
Mahalanobis metric similarity matrix by using (8). Then, the activity category with the
minimal sum of the mean and variance is the category of group activity to be recognized
in video.

⎧
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎩

𝜎mean
j

=

∑N

t−1

(
1 − S

[
j, t
])

N

𝜎deviation
j

=

√∑N

t−1

(
S̄
[
j, t
]
− S

[
j, t
])

N

𝜎j =

(
𝜎mean

j
+ 𝜎deviation

j

)

2

(8)

6 Experimental Results and Analysis

The video set used in this paper include Group Activity video set [17] and a self built
video set. Five group activities of Crossing, Waiting, Talking, Dancing and Jogging are
considered in Group Activity video set and each group activity is done by 4–5 people.
Three videos are selected as training and testing samples. The self built video set consists
of two scenes of fighting video with a total of 6 video clips. Each clip contains 60 frame
target image with 2–5 people. One video of the first scene and two videos of the second
scene are selected as training and testing samples.

The recognition accuracy of different methods on Group Activity video set is shown
in Table 1. As can be seen from Table 1, the recognition accuracy of the proposed
algorithm for Crossing and Jogging is similar to literature [7], but higher than literature
[6] and literature [8]. The recognition accuracy of the proposed algorithm for Waiting,
Talking and Dancing is higher than the other methods. Compared with the above liter‐
ature, the proposed algorithm has higher recognition accuracy.

Table 1. Recognition accuracy of different methods on Group Activity video set

The proposed
algorithm

Literature [6] Literature [7] Literature [8]

Crossing 95.8% 76.5% 95.1% 66.9%
Waiting 93.3% 78.5% 83.1% 57.4%
Talking 89.1% 84.1% 69.3% 76.8%
Dancing 94.1% 80.5% 91.3% 86.3%
Jogging 98.3% 94.1% 100% 81.1%
Average 94.1% 82.6% 87.7% 73.7%
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The following is the results of the proposed algorithm compared with the algo‐
rithm of DTCWT combined with Euclidean metric. Experimental results on different
video sets are shown in Figs. 3, 4, 5 and 6, where the color of red, blue, green, rose
red, cyan and white represents Fighting, Dancing, Talking, Jogging, Crossing and
Waiting respectively.

Fig. 3. Experimental results of DTCWT combined with Euclidean metric on Group Activity
video set (Color figure online)

Fig. 4. Experimental results of the proposed algorithm on Group Activity video set (Color figure
online)
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Fig. 5. Experimental results of DTCWT combined with Euclidean metric on self built video set
(Color figure online)

Fig. 6. Experimental results of the proposed algorithm on a self built video set (Color figure
online)

Figure 7 gives a quantitative evaluation result by using the confusion matrix. Each
row element of the confusion matrix represents the probability that the group activity
of this type is recognized as the group activity of different types, and the diagonal element
represents the probability of correct recognition. As seen in Fig. 7, on the Group Activity
video set, the average recognition accuracy of the proposed algorithm is 94.172%, the
average recognition accuracy of combining DTCWT with Euclidean metric algorithm
is 76.688%. Table 2 shows the comparison results of the recognition accuracy of the
proposed algorithm and the DTCWT combined with the Euclidean metric algorithm on
the self built video set. As can be seen from Figs. 3, 4, 5, 6, 7 and Table 2, the proposed
algorithm has higher recognition accuracy.

Fig. 7. Confusion matrix of different algorithms on Group Activity video set
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Table 2. Recognition accuracy of different methods on self built video set

Method Fighting1 Fighting2 Fighting3 Average
Elliptic
Mahalanobis
metric

84.2% 87.4% 83.3% 84.97%

Mahalanobis
metric

80.0% 83.3% 78.9% 81.1%

Euclidean
metric

68.8% 70.4% 67.2% 68.8%

7 Conclusion

In order to solve the problem of low recognition accuracy of group activities recognition
algorithms in video surveillance, a new group activities recognition algorithm is
proposed by combining M-DTCWT with elliptic Mahalanobis metric. M-DTCWT is
composed of directional filter banks and DTCWT. It further increases the directional
selectivity of DTCWT and can represent the geometric characteristics such as edge and
texture in two-dimensional images more effectively. The elliptic Mahalanobis metric is
more suitable for modeling and measuring data with complex geometric structure. By
using the M-DTCWT to decompose the human images in videos into multi-scale and
multi-direction, the high and low frequency coefficients can be obtained. After extracting
the features of the high and low frequency coefficients, the elliptic Mahalanobis metric
is used to realize the group activity recognition in video. Experimental results show that
the proposed algorithm has higher recognition accuracy than classical algorithm and
DTCWT combined with Euclidean metric algorithm.
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Abstract. Heat Kernel Signature (HKS) is an informative and multi-scale
descriptor that has been widely used in shape analysis. However, current feature
extraction methods based on HKS are highly affected by the time scale, which
limits its performance. For the task of 3D shape partial registration, this paper
proposes a feature extraction algorithm based on the overlapping diffusion time
of the partial shape and the complete shape, which not only eliminates the
impact of time scale but also obtains consistent and stable feature points.
A registration pipeline is also put forward that guarantees the accuracy.
Experiments have been conducted on various partial shapes, and the validity of
the algorithm was verified. Compared with other partial registration methods
based on HKS, the proposed algorithm achieved more accurate results.

Keywords: Heat kernel signature � Feature extraction � Partial registration

1 Introduction

With the rapid development of 3D model-acquisition technologies, the repositories of
3D models have grown greatly. There exist many shape analysis methods to utilize
these data effectively. Among all shape analysis tasks, the topic of 3D shape partial
matching has attracted much attention recently. In rigid cases, the goal of partial
matching refers to partial registration, which means finding the transformation between
partial shape and complete shape. A common idea for partial registration is to use
methods for minimizing geometric distances, such as interactive closest points
(ICP) algorithm [1]. However, these methods are strongly affected by initial positions
and are time-consuming. Other methods are those using local shape descriptors [8–11],
which are effective and efficient. However, these traditional descriptors are susceptible
to local noise.

Shape descriptors based on diffusion geometry such as the Heat Kernel Signature
(HKS) [12] and the Wave Kernel Signature (WKS) [13] have been proposed in the past
few years. These descriptors are more discriminative than traditional shape descriptors
and are multi-scale. However, the feature extraction algorithm based on HKS was
influenced by the time scale, which is unstable at different time scales.
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In this paper, a novel HKS-based feature extraction algorithm is proposed to
address 3D shape partial registration task. The proposed algorithm is based on the
overlapping diffusion time of the partial and complete shape, which is particularly
suitable to the partial matching tasks. Points on sharp regions are extracted as feature
points, which are stable and consistent with the target shapes. By comparing the HKS,
initial matching results are obtained. Partial registration is then achieved after refine-
ment procedures. Experiments have been conducted on various partial shapes, which
achieved accurate registration results. The proposed algorithm has achieved higher
accuracy than other partial registration methods based on HKS.

The main contributions of this paper are as follows:

(1) A new HKS based feature extraction algorithm based on the overlapping diffusion
time is proposed, and an optimization strategy is proposed to eliminate the
influence of boundaries.

(2) A matching strategy for 3D shape partial registration is proposed, which achieves
accurate results and is more effective than other methods.

2 Related Work

2.1 Methods for Minimizing Geometric Distances

Representative methods for minimizing geometric distances include the iterative
closest points (ICP) algorithm [1] and its variants [2–7]. The ICP algorithm was first
proposed by Besl et al. Given the source dataset, the nearest points on the target dataset
were computed iteratively to update the transformation until the average geometric
distance was lower than a given threshold. However, there exist some disadvantages.
First, the algorithm is highly affected by initial positions, especially when the two
datasets vary substantially in scale; the partial shape may be trapped in local minima.
Second, it has a high time complexity. Third, the outliers in the dataset are not excluded
during each iterative process, which results in large errors.

A series of algorithms were proposed that optimized the problem in different views,
such as how to obtain the initial matching positions and how to remove wrong matches.
The random sample consensus algorithm (RANSAC) [14] was proposed to find an
optimal solution. This algorithm was first applied to the registration of 3D datasets by
Chen et al. [15]; it selected a number of corresponding points randomly to compute the
transformation, and then evaluated the error. These procedures were repeated many
times, and the lowest transformation error was selected. Aiger and Mitra [16] proposed
a 4PCS registration algorithm based on RANSAC, which was fast and robust. To
improve speed and robustness further, the Super4PCS algorithm is proposed [17].
However, methods for minimizing geometric distances still cannot achieve stable and
accurate results when the source dataset is relatively small compared to the target
dataset.
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2.2 Methods Using Local Shape Descriptors

The complexity of the problem decreases substantially by using local shape descriptors,
which can also improve the matching accuracy. There exist traditional local shape
descriptors and diffusion geometry based local shape descriptors. The former uses
differential geometric metrics such as normals and curvatures. The latter simulates the
diffusion process on the shape and characterizes the shape structure in a multi-scale
way.

Spin Image [18–20] is the common local shape descriptor. A 2D image is obtained
for each 3D point by counting the points in a surrounding supporting volume. Other
algorithm [21] utilizes information of the normal to extract bending points and segment
surface. The Shape Index [22, 23] is another local shape descriptor, which is a high
order descriptor based on the principal curvatures and is well suited for describing
subtle changes on the surface. Pottmann et al. [24] proposed Integral Invariant
descriptors that are discriminative and have been used in surface segmentation [25].
Shapira et al. [26] proposed the Shape Diameter Function descriptor for surface seg-
mentation and skeleton extraction. A scalar function for each point was defined, and the
weighted average value was calculated as the descriptor. Signatures of Histograms of
Orientations (SHOT) [27] are other descriptors based on distribution, and are suitable
for partial shape registration tasks. Although all the above descriptors have certain
discriminative capabilities, they are sensitive to local tessellations and local noise.

In recent years, many shape descriptors based on diffusion geometry have been
proposed, such as HKS [12] and WKS [13]. Coifman et al. [28] first introduced the
diffusion geometry theory into 3D shape analysis. The basic solution for the heat
diffusion process is called the heat kernel. HKS is multi-scale, which means that a small
time scale reflects local shape structure while a large time scale reflects global shape
structure. WKS [13] simulates the energy diffusion process of a particle to obtain the
description of the shapes. They are more robust and discriminative than traditional
descriptors. However, the feature extraction algorithm based on HKS is affected by the
time scale, which results in scattered and unstable feature points.

3 Heat Kernel Signature

In this section, we briefly recap the basic theory and properties of HKS and discuss
why such a descriptor is ideal for the task.

3.1 Mathematical Background

Let M be a compact Riemannian manifold and uðx; tÞ be the amount of heat at a point
x 2 M at time t. The heat propagation over M is governed by the heat diffusion
equation:

@uðx;tÞ
@t ¼ �Duðx; tÞ

uðx; 0Þ ¼ f ðxÞ
�

ð1Þ
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where D is the Laplace-Beltrami operator and f ðxÞ is the initial temperature defined on
M. If M has boundaries, u needs to satisfy the Dirichlet boundary condition uðx; tÞ ¼ 0
for all x 2 M for all t. Given the initial function f , the solution to this equation at time t
can be computed through the heat operator Ht:

uðx; tÞ ¼ Ht f ð2Þ

For any M, there exists a function htðx; yÞ such that:

uðx; tÞ¼
Z
M
htðx; yÞf ðyÞdy: ð3Þ

The htðx; yÞ satisfying (3) is called the heat kernel, and its value can be thought as the
amount of heat that is transferred from point x to point y during time t. For a compact
Riemannian surface M, the heat kernel has the following eigen-decomposition:

htðx; yÞ ¼
X1
i¼0

e�ki tUiðxÞUiðyÞ; ð4Þ

where k0; k1; � � � ki are eigenvalues, t is the time value and U0;U1; � � � ;Ui are the
corresponding eigenfunctions of the Laplace-Beltrami operator, which satisfy
DMUi ¼ kiUi. HKS is a powerful descriptor that characterizes local and global
geometry of the surface centered at each point:

htðxÞ ¼
X1
i¼0

e�ki tUiðxÞ2: ð5Þ

The HKS inherits many good properties from heat kernel and is quite effective in
describing shapes at different scales and identifying geometric features. For a piecewise
linear surface mesh, HKS can be computed from the eigenvalues and eigenvectors of
the Laplace-Beltrami operator. Details are given in [12].

3.2 Properties of HKS

The HKS descriptor is adopted as a reliable descriptor for partial registration because it
is multi-scale and informative.

For a small time t, the function htðx; yÞ is determined by a small neighborhood of x; the
neighborhood expands as t increases. The multi-scale property of the heat kernel implies
that for a small t, htðx; yÞ reflects only local characteristics of the shape around point x,
while for large values of t, htðx; yÞ captures the global structure of M from the view of
point x. The explicit relationship between time and the size of the diffusion region is also
discussed in [29]. It is different from local descriptors such as spin images [18–20] or
global descriptors such as GPS [30]; HKS allows us to perform multi-scale comparisons
between different neighboring regions of points on the same shape. Figure 1 shows an
example of the HKS of the corresponding points on the complete and partial shape.
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Another important property of HKS is that it is informative. Varadhan’s Lemma
[31] indicates that for every pair of points x; y 2 M, the geodesic distance has the
following relationship with htðx; yÞ: lim

t!0
t log htðx; yÞ ¼ �1

4d
2ðx; yÞ. Therefore, the heat

equation contains all of the information of the intrinsic geometry and hence fully
characterizes the shape. The geometric information about the neighborhoods of a point
x at different scales is encoded compactly in HKS htðx; xÞf gt[ 0. HKS curves of three
different points are shown in Fig. 2. The properties make HKS a suitable discriminative
descriptor for shape registration tasks.

4 Pipeline of the Proposed Algorithm

In this section, the novel HKS-based feature point extraction algorithm is introduced
firstly. Then, the registration strategy is developed depending on the features.

Fig. 1. Multi-scale Property. (a) Corresponding points in the complete shape and partial shapes.
(b) Overlapping HKS curves of the corresponding points.

Fig. 2. Informative property. (a) Different points in a shape. (b) The corresponding HKS curves
are quite different.
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4.1 Feature Point Extracting

Observing that the heat diffusion between the partial shape and the complete shape are
inconsistent, we propose a feature point extraction method based on the common
diffusion time, which not only eliminates the influence of the time scale but also obtains
more stable results. These feature points are distributed in sharp regions and contain
sufficient shape information.

As illustrated in [12], the HKS of a point x is directly related to the Gaussian

curvature sðxÞ at x, as shown in the following equation: ktðx; xÞ ¼ ð4ptÞ�d=2 P1
i¼0 ait

i,
where a0 ¼ 1 and a1 ¼ 1

6sðxÞ. The heat diffusion is slower at points with positive
curvature and faster at points with negative curvature; ktðx; xÞ can be interpreted as the
intrinsic curvature of x under scale t. The time scale t depends on the maximum and
minimum eigenvalues of the Laplace-Beltrami operator, given by:

tmin ¼ logð4ln10
kmax

Þ; tmax ¼ logð4ln10
k2

Þ; ð6Þ

where k2 is the smallest non-zero eigenvalue and kmax is the largest eigenvalue.
Therefore, the variation of the HKS value between tmin and tmax describes the char-
acteristics of the point. Let vp be the variation of HKS values of p, Fig. 3 shows that vp
in sharp regions are larger than that in smooth regions during the diffusion time. That
is, HKS changes greatly of the points that are more obvious.

However, vp for all points are not so distinct, since the partial shape and the
complete shape have different diffusion times. Considering that the overlapping heat
diffusion time is used in the matching task because the HKS values in the range are
almost the same, the points whose HKS values change greatly during the overlapping
diffusion time are extracted as the feature points, which are shown in Fig. 4. It can be
observed that vp in sharp regions are clearly much larger than in the smooth region, and
the variations are consistent between the complete shape and the partial shape, except
for the boundaries.

Fig. 3. (a) The variations of the HKS value of complete shape and (b) partial shape. The
changes in sharp regions are larger than the smooth region.
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The specific process of the proposed feature extraction algorithm is the following.
Let M and N be the complete and partial shapes, respectively. First, the heat diffusion
time is computed by formula (6). Second, let the common diffusion time be ½tx; ty� and
the HKS value of ½tx; ty� be ½ktx ; kty �. Third, sort dk ¼ jktx � kty j, where k ¼ 1; 2; . . .n,
and select the top K points as the feature points. The points lying in the boundary
regions are also extracted as feature points since the boundary of the partial shape is
sharp. A feature point optimization strategy is presented to eliminate the influence of
boundaries, which finds the feature points that lie in the two-ring neighbor of the
boundary and removes them.

For the calculating of HKS, the top 300 eigenvalues and eigenvectors of the
Laplace-Beltrami operator are selected. The parameter K is determined by the total
number of shapes, usually 15% of the complete shape and 10% of the partial shape. It
can be observed in Fig. 5 that the feature points on the complete shape and the partial
shape are almost identical.

4.2 Registration Strategy

Given a complete shape M and a set of partial shapes P ¼ fPig, all of the feature points
extracted are first put into candidate sets, denoted as R�Pi and S�M, respectively.
Then, for each point ri 2 R ði ¼ 1; 2; . . .; rÞ, its corresponding points sj 2 Sðj ¼
1; 2. . .; sÞ are searched. Let UP

riðkÞ denote the HKS value at tk 2 ðtx; tyÞ of point ri of
partial shape P, and UM

sj ðkÞ denote the HKS value at tk 2 ðtx; tyÞ of point sj of complete

shape M. The initial matching is as follows:
Step 1: The common heat diffusion time tx; ty

� �
is evenly divided into n intervals,

n ¼ 100 usually and the corresponding HKS values are calculate;

Fig. 5. (a) Complete shape and (b) partial shape, the feature points are almost identical.

Fig. 4. (a) The variations of the HKS value of complete shape and (b) partial shape. The
changes in sharp regions are consistent and apparent.
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Step 2: The distance between ri and sj at tk is given by (7):

Eðri;sjÞðkÞ ¼ UP
riðkÞ � UM

sj ðkÞ
��� ��� ð7Þ

And the variance DðEÞ of k - th intervals is the similarity between ri and sj;
Step 3: The smallest value of DðEÞ in S is selected as the corresponding point to ri;
Step 4: Repeat steps 2 and 3 from i ¼ 1 to i ¼ r.
Figure 6 illustrates that HKS of the corresponding points are equal in the over-

lapping diffusion time, which guarantees the matching feasibility. To remove errors in
the initial matching, a basis point driven refinement strategy is presented. Specifically,
ri; rj 2 R and si; sj 2 S are considered as potential corresponding pair if
jDðri; rjÞ � Dðsi; sjÞj\d, where Dð�; �Þ is the Euclidean distances between any two
points and d ¼ 10�4. The basis points were selected first if there exists another two
pairs of points whose Euclidean distances are the same. Other initial matching results
will be refined if the distances to the basis points are lower than threshold.

After the previous steps, a few corresponding points are obtained that can be
utilized to align the partial shape to the complete shape. Horn’s method [32], which is
an absolute orientation algorithm, is used to achieve the registration; it uses the
quaternion to represent the transformation matrix and obtains accurate registration
results, as shown in Fig. 7.

Fig. 6. Matching strategy. (a) The corresponding points of complete shape and partial shape.
(b) HKS curves of the overlapping diffusion time.

Fig. 7. (a) The registration results. (b) The reference error; it is extremely accurate.
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5 Experimental Results and Comparisons

5.1 Experimental Results

Experiments were conducted on Intel Xeon 2.13 GHz 64-bit machines with 6 GB of
memory. The experimental data come from the TOSCA dataset [34] and SHREC’16
dataset [33], which is extended from the TOSCA dataset. 6 classes 72 shapes totally are
used in our experiment. 300 eigenvalues are used to evaluate the HKS, which can
afford a precise approximation.

Fig. 8. Registration result examples. (a) The extracted feature points; (b) Refinement results;
(c)Registration results; (d) The reference error.
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For the evaluation of the registration quality, the reference error eR and reference
error ratio dR are used in this paper. eR is the average Euclidean distance of all the
points on the partial shape to its nearest point on the complete shape. dR is the ratio of
eR to the diameter of the bounding box. Qualitative examples of the registration results
obtained by the proposed algorithm are given in Fig. 8. The reference error ratio dR of
each class are reported in Fig. 10 compared with other methods, where the maximum
error ratio is no more than 0.2%. The stable and consistent feature points generate a
large number of correct matching, which guarantees the accurate registration results.

5.2 Comparison with Existing Methods

Experiments were conducted using the algorithm by Yu et al. [9] on the experimental
datasets we used. The feature points they extracted are often scattered and inconsistent
between partial shapes and the complete shape since the time scale was chosen
empirically, and large numbers of wrong matches existed, which led to undesirable
registration results.

Compared with [9], the proposed algorithm extracts the local sharp regions as the
features, which guarantees the repetition on the partial shapes and the complete shape.
Figure 9 shows an example of qualitative comparisons. Note that the time scale in [9]
was set to k ¼ 60, which produces more precise results generally. A RANSAC algo-
rithm was employed to remove the wrong matches in [9], and the refinement results are
shown in the bottom of Fig. 9(b). There are fewer correct matches in [9] than the
proposed method. The registration results and the errors are given in Fig. 9(c) and (d).
Quantitative comparisons of our experimental dataset were also conducted, as shown in
Fig. 10, which show that the proposed algorithm achieves more precise result.

Fig. 9. Qualitative comparison. The top row is the proposed algorithm and the bottom row is the
result in [9]. (a) The extracted feature points. (b) Refinement result. (c) Registration result.
(d) Reference error.
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6 Conclusion

In this paper, a novel HKS-based feature extraction algorithm is proposed for 3D shape
partial registration. The multi-scale descriptor is introduced firstly and its several
desirable properties are then analyzed. The feature extraction algorithm is presented
that can extract the sharp features of the shape efficiently. By comparing the HKS
values of the feature points, initial matching results are obtained. Partial registration
results are achieved after a refinement procedure. Experiments have been conducted on
various partial shapes and accurate results were achieved. The proposed approach
presents improvements to a general feature extracted algorithm based on HKS. In the
future, we will test the proposed approach on a large number of partial shapes that may
be different sizes or have large deformations.
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Abstract. It introduces U3D (Universal 3D) file format and the method to
embed U3D data into PDF to produce a 3DPDF file which can be browsed by
PDF reader. It analyzes the architecture, mechanism and data structure of U3D.
C++ language is used to translate 3Dmodel to U3D file and then embed U3D into
3DPDF file. A 3D geology model which is expressed by Geo3DML (Three
Dimension Geological Model Data Transfer Format), which has been published
by CGS (Chinese Geological Survey) has been translated into 3DPDF file. The
results file is small in file capacity, good in visualization, convenient in operation.
U3D file format is appropriate to express a variety of complicated 3D models,
and expand the application of 3D computer models when embed into 3DPDF.

Keywords: U3D � 3DPDF � File structure � Execution architecture
Geo3DML

1 Introduction

3D modeling and visualization technology have been widely applying in many fields
such as product design, processing and manufacturing, construction, medicine, avia-
tion, advertising, entertainment and 3D printing. 3D modeling software adopts different
3D file formats that are dependent on the original software, making it inconvenient to
browse and employ 3D model data. In order to provide a common simple and reliable
3D data format, the 3D Industry Forum defines a U3D format, which was recognized
by ECMA (European Computer Manufactures Association) as the standard of 3D
model data in August, 2005 [1].

Many international 3D modeling and graphics software have achieved U3D format
conversion or the realization of embedded U3D PDF format storage. For instance,
MeVisLab, a visualization platform for Medical image processing is used in clinical,
medical education, scientific research; the extension module above Adobe PS CS3 can
also convert its 3D layer into U3D format. Data of U3D format can be inserted into
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PDF file, realize interactive visualization in Acrobat 7.0 or later, and generate the more
target file 3DPDF to be further compressed. The wide use of PDF files around the
world makes it possible to browse and use 3D model data on a larger scale. Many
international three-dimensional modeling software companies are seeking to support
3DPDF. 3DPDF has been used in many industries, such as medical imaging, aerospace
simulations, educational demonstrations, etc. [9–12]. Miao and Su [7, 8] have explored
U3D file format, but many detail of the structure and generating process of U3D file
have are not been discussed deeply.

3D geological modeling has been playing more and more important role in geo-
logical work. 3D geological model is the most complex of all 3D models. CGS (China
Geological Survey) has published Geo3DML (Three Dimensional Geological Model
Market Language) as a exchange format standard of Chinese geological 3D model.
China Geological Survey hope Geo3DML can be transformed into 3DPDF to improve
Geo3DML accepted by user and market. The author undertook the work to realize
convert Geo3DML to 3DPDF. During the process of converting Geo3DML into
3DPDF, the U3D file format and the generating process of 3DPDF file are carefully
studied. This paper expounds the results of this research, including the data structure,
operation mechanism, the details of the U3D level settings, attribute output method and
embedded PDF method.

2 U3D File Format-Overall Structure [2]

A file is structured as a sequence of blocks. U3D file contains file structure blocks, node
blocks, geometry generator blocks, modifier blocks and resource blocks. U3D each
block stores data according to a certain structure, and each block has the same basic
structure. As shown in the following Fig. 1.

Block Type identifies the type of object associated with this block. The interpre-
tation of the data section of this block depends on the block type. Data Size is the size
of the data section in bytes. Data Padding is a variable size field. Zero to three bytes are
inserted to maintain 32-bit alignment for the start of the meta data section. The Meta
section contains a sequence of Key/Value pairs, including the number of records to be
recorded, the number of attributes, the record content, and the field value. Meta Data
Padding is also a variable size field. Zero to three bytes are inserted to maintain 32-bit
alignment for the start of the next block.

Blok
Type

Data
Size

Meta Data
Size

Data Data
Padding

Meta
Data

Meta Data
Padding

Fig. 1. The structure of blocks of U3D
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2.1 File Structure Block

The following six blocks is called file structure blocks.

1. File Header (block type: 0x00443355). The file header is the only required block in
a file. It contains version, profile identifier, declaration size, file size, character
encoding.
2. File Reference (block type: 0xffffff12). Afile reference block contains information
for finding a single file that ID associated with this file and is loaded with it. A U3D file
can reference other U3D file by File Reference block.
3. Modifier Chain (block type: 0xffffff14). The modifier chain contains modifier chain
name, modifier chain type, modifier count, modifier declaration block and so on.
4. Priority Update (block type: 0xffffff15). Priority update blocks are in the contin-
uation section of the file. Priority update blocks indicate the priority number of the
following continuation blocks.
5. New Object Type (block type: 0xffffff16). The new object type block provides the
mechanism for extending the file format. Like other object, these new object are
serialized as a sequence of one or more blocks. The block contains a name, a new type
of object ID, object statement block, additional blocks and other relevant information.
The U3D file that contains the block needs to be specified in the configuration file
identifier of header file using the extended configuration.
6. New Object Block (block type: 0x00000100 to 0x00ffffff). This section defines the
syntax required for new object blocks. A New Object Type block with a declaration of
the block types used shall precede the New Object Block.

2.2 Node Blocks

Nodes are the entities that populate the scene graph. Nodes (expect for the group node)
also have an associated resource that is specified by name. To allow data sharing,
multiple nodes may use the same resource. Each node type contains a name, the
number of parents, the name of each parent, and a transform for each parent specifying
the position and orientation of the node relative to that parent. Each node block type is
not the same, the data part of the block is also different.

2.3 Geometry Generator Blocks

There are three kinds of geometric generator blocks: the continuous detail mesh gen-
erator, the line set generator and the point set generator. Taking the continuous detail
generator as an example, the generator mainly includes the following contents:

The CLOD Mesh Generator contains the data needed to create a continuous level of
detail mesh. The data includes vertices, normal vectors, faces, shade lists, and level of
detail information for the base mesh and updates. The CLOD mesh declaration contains
the declaration information for a continuous level of detail mesh generation. The mesh
data is mesh name, mesh generator name, the name of model resource modifier chain,
chain index, the position of the CLOD mesh generator in the model resource modifier
chain.
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Model description: CLOD description describes the range of resolution available
for the continuous level of detail mesh. Resource description can set quality factors,
inverse quantization and resource parameters (mesh quality factor, point quality and
normal quality factor). Resource parameters control the operation of the CLOD mesh
generator. Resource parameters contains normal crease parameter, normal update
parameter and normal tolerance parameter. There are mesh attributes, face count,
position count, normal count, diffuse color count, specular color count, texture coor-
dinate count, shading count and so on in max mesh description.

2.4 Modifier Blocks

Modifier blocks contain the information necessary to create modifiers that can be added
to a modifier chain.

1. 2D Glyph Modifier (block type: 0xffffff41). The 2D Glyph Modifier contains
information used to create a 2D shape. The shape is defined by a number of control
points and parameters that define how to connect the points. The shape consists of a
sequence of individual glyphs called a glyph string. Each glyph in the glyph string is
defined by a sequence of drawing commands.
2. Subdivision Modifier (block type: 0xffffff42). The Subdivision Modifier increases
the resolution of a shape by dividing polygons into smaller polygons. The Subdivision
Modifier contains modifier name, chain index, subdivision attributes, subdivision
depth, subdivision tension and so on.
3. Animation Modifier (block type: 0xffffff43). The Animation Modifier block
describes parameters for animating a node or a renderable group. These parameters
indicate which motion resources should be used and how they should be applied. The
animation modifier changes geometry data basing on skeleton and modifies bone
information basing on animation resource.
4. Bone Weight Modifier (block type: 0xffffff44). The Bone Weight Modifier
describes a set of bones weights that can be added to a modifier chain. The animation
modifier uses the bone weights in combination with the skeleton to animate the
positions in a renderable group (mesh, line set or point set).
5. Shading Modifier (block type: 0xffffff45). The Shading Modifier describes the
shading group that is used in the drawing of a renderable group. The Shading Modifier
contains shading modifier name, chain index, shade list count, shade count and so on.
6. CLOD Modifier (block type: 0xffffff45). The CLOD modifier adjusts the level of
detail in the renderable meshes in the data packet. The CLOD modifier contains clod
modifier name, chain index, and CLOD modifier level and so on.

2.5 Resource Blocks

Resource blocks contains the declarative information for resources. The resources can
then be referenced by nodes to create specific instances during rendering.

1. Light Resource (block type: 0xffffff51). The Light Resource contains information
regarding the type of light, color, attenuation and intensity.
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2. View Resource (block type: 0xffffff52). The View Resource contains information
regarding the rendered view that is not specific to a particular view instance. Fields
include: fog and frame buffer properties. More field, such as view port, backdrops and
overlays are stored at the node level and are specific to each instance.
3. Lit Texture Shader (block type: 0xffffff53). The Lit Texture Shader contains
information needed to determine the appearance of a surface during rendering. The Lit
Texture Shader includes references to material resources and texture resource and how
to combine those resources when rendering.
4. Material Resource (block type: 0xffffff54). The Material Resource contain infor-
mation defining how a material interacts with light in a scene, material resource names,
material attributes, ambient color, diffuse color, emissive color, reflectivity and opacity.
5. Texture Resource (block type: 0xffffff55; 0xffffff5C). The Texture resource con-
tains information for creating a texture image to be applied to geometry. The usage of
the texture resource is controlled by a shade. The Texture resource is divided into two
parts: the declaration and the continuation.
6. Motion Resource (block type: 0xffffff56). The Motion resource contains animation
data that is stored in a number of tracks. A motion track can be used to animate a bone
in a bone hierarchy and can also animate a node in the scene graph.

2.6 Serialization

Object serialization: Each object is serialized as a sequence of one or more blocks. The
first block is called the declaration block. Any subsequent blocks are called continu-
ation blocks. The declaration block contains enough information to create the object
and place it in the correct palette location. Most types of objects have only the dec-
laration blocks. Objects which require a large amount of information use continuation
blocks to carry most of the data.

Block serialization: Each block is assigned a priority number used for sequencing
the blocks and interleaving the blocks from multiple objects. A file is structured as a
sequence of blocks which is divided into three type–the file header block, declaration
blocks and continuation blocks. The file header block is followed by declaration
blocks. Continuation blocks may follow the declaration blocks.

3 U3D File Format Execution Architecture [2]

The execution architecture is based on the interaction of several key elements: palettes,
nodes, the scene graph, resources, and modifier chains.

3.1 Element and How They Interact

Scene: The scene is a palette container.

Palette: A palette is organized as an ordered list of entries composed of an identifying
name and a reference to an object or a reference to null. Entries can be accessed
through the palette by specifying a name or by iterating through the list of entries
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contained in a palette. The palette are: model resource palette, light resource palette,
view resource palette, texture resource palette, shade resource palette, material resource
palette, motion resource palette and node palette.

Node: Each node contains hierarchical information and spatial information. Nodes is
stored in the node palette, and associated with the entity resource by correlating with
the resource palette. The node types are: group, model, light, and view.

Resources: Each resource type has a corresponding node type. The resources contains
the majority of the information needed to create a 3D object for storing light settings,
view settings, geometric entities, texture settings and other source data. The model
resource, motive resource, texture resource and material resource associating with the
model resource are 3D model meta-data and displaying attribute meta-data. Resource is
the original spatial data model and 3D display attribute data source.

Modifier and Modifier Chains: The Modifier creates outputs based on input data.
The modifier chain object collects and orders the modifiers, ensures that the required
inputs for each modifier are available. The modifier chain passes a data packet to a
modifier and constructs a new data packet based on that modifier’s outputs and then
present the data packet to next modifier. Modifiers include animation modifiers, shader
modifiers, etc., and some types of resources and nodes can also be used as modifiers in
managing multiple data modifier chains (such as model resources, model nodes).

The relationships among the components are shown in the following Fig. 2:

3.2 Model Resource Creation Mechanism

Creating model resources includes the methods and information to create geometric
models, and shading information of how to render the model. We mainly introduce the

Fig. 2. The association relationship of components
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mesh resource model. U3D mesh includes two kinds of structure: the author mesh and
renderable mesh. Developers can choose the model output form. The rendering grid is a
reorganization of the author mesh and can choose quality parameters of reorganization
(including geometric compression parameters, model rendering effects, and related
parameters). Restructuring work completed by the geometric generator. The original
grid is characterized by maintaining a full input geometry, without shadows and other
rendering effects, and the outputting of the U3D file relatively large. Renderable
meshes regroup the data in an author mesh and discard certain geometric data
according to compression parameters. It has the shadow of 3D rendering, and the
output U3D file is small. But if the compression quality parameter setting is too small,
it will affect the accuracy of geometric model, users of high geometric accuracy
requirements of the model need to set high quality of parameter.

1. Author Mesh and Author Mesh Resolution Updates
The author mesh structure is easy to modify and compress, including the list of faces,
the list of vertices associated with the surface, the list of point colors, the list of colored
ID, etc. Each surface in the face list has its associated colored ID, each of which
contains a number of texture ID settings. The settings in the shader settings determine
the properties of a surface with the property values associated with the vertices of the
triangle mesh. The author mesh update describes the mesh updating method to change
the resolution of the author mesh. The author mesh structure is shown in Fig. 3.

2. Geometric Generator
The geometric generator is a modifier that creates one or more CLOD triangle meshes.
The geometric generator requires as input an author mesh and author mesh resolution
updates, then sets the detail level and resolution of the geometric elements based on a
series of resource parameters. Rendering grid structure is shown in Fig. 4.

The output data packet of model resource modifier chain is input to node modifier
and will be proceed to the data processing. The schematic diagram of model resource
creation is shown below (Figs. 5 and 6):

Fig. 3. The structure of author mesh Fig. 4. The structure of renderable mesh
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3.3 Model Rendering Mechanism

The shader and renderer is created in the model resources, which is used to shade and
render the vertices, while the shader settings can be used to shade and render the points,
lines and surfaces. The renderer and shader describes some of the data elements in the
last packet of the node modifier chain, and how these data elements are used to render
the elements.

Steps: first create a shader resource. Then the shader resource is entered into the
shader modifier. Shader resources are processed in the modifier to output the new
render group.

Fig. 5. The creation of model resource

Fig. 6. Rendering and shading of model
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4 3DPDF File Generation Method

4.1 3DPDF File Generation Method

G3DXML [3–5] format convert to U3D and embedded U3D PDF format using C++
programming. First call the U3D core library to convert Geo3DML to U3D data
format. Then call the PDF core library to embed U3D data into PDF file to realize the
output of 3DPDF file (Fig. 7).

4.2 U3D Embedded into PDF

The 3D model in the 3DPDF file is called 3D artwork [6], and the 3D artwork is not
displayed as a separate window or user interface element, but is rendered on the page.
A page or a document can have one or more 3D artwork.

Fonts, pictures, etc. are stored and expressed in the form of object in PDF. 3D
artwork presentation and storage in the file is also in the form of the object.

The U3D file embedded in PDF and output 3DPDF file can be achieved in two
ways: (1) page embedding; (2) programming.

4.3 U3D Graphic Quality Control

U3D graphics can be set to whether or not to compression and the level of compres-
sion. Graphics compression is to reduce the size of the file but increase the file gen-
eration time, so the user can set compression quality based on the demand for U3D
graphics.

U3D data about geometric model can be set parameters in the compilation
including the compression parameters, continuous details of the hierarchy parameters.

Fig. 7. Method for converting Geo3DML format into 3DPDF file
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It is important to select the compression quality, and the compression parameters
include the point quality parameters, the point color quality parameters, the normal
vector parameters and so on. The point quality parameter is mainly used in this paper,
the value of them is between 0 and 1000, and the default quality parameter is 250. The
higher the point mass parameter is, the better the output model is, the higher the
coordinate precision is, and the bigger the output file is. If the selected-point quality is
too low, it will impact the model visualization. If the quality of the selected- point is too
high, it will be a waste of high quality and increases the size of the file.

In this paper, the result of the data through changing the point quality is compared.
It was found that the output of U3D data in the PDF in the case of the default value of
the data quality displayed a larger position error and the effect of the model was poorer.
As is shown in Fig. 8, it is recommended that the reader should pay attention to the
quality of U3D data output settings. Figure 9 point mass is 600, the effect is better.

4.4 Output of Element Attributes

The query and display of graphics elements is extremely important for the application
of graphics, and equally important for 3DPDF. The element attribute is the name or
value of the point, line, surface and body element of the 3D geological model. They are
important contents of 3D geological model. The U3D format can store the node
property values by setting, the node metadata, and a node can set multiple attribute
values, that is, an element can link multiple attribute values. The “object data” of PDF
reader supports the display of U3D metadata. The author’s experiments show that U3D
supports Chinese characters with multiple attribute values or Unicode codes. However,
when U3D is embedded in PDF, attributes recorded with a Chinese character string is
filtered out, and recorded in English or digital can be retained and displayed normally.

Fig. 8. Display of model using default quality
parameters value

Fig. 9. U3D model of highly quality in
PDF
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5 Conclusion

Through the analysis, it can be seen that the U3D format has the advantages of simple
structure, clear structure, strong expression ability, data compression, level of detail
precision control and support for 3D data stream type progressive transmission, and
skeletal animation. A variety of software of Adobe support to embed the U3D format
and open the 3DPDF format. With the development of 3D model data and the appli-
cation of U3D data format, it is believes that more software will support U3D data
format.

The Geo3DML format of the three-dimensional model file is converted to U3D and
3DPDF files using C++ programming language. The 3D geological model in the PDF
has good 3D visualization effect, and also has the function of rotate, zoom, layer
control, set up a variety of three-dimensional display mode, element attributes view,
three-dimensional measurement and so on. This improves the scope of the use of
three-dimensional model, but also changed the situation that the document can only
show three-dimensional picture or static three-dimensional graphics.
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Abstract. Cumulus cloud is a typical kind of low-altitude cloud and
bears detailed appearance. However, construct a cumulus cloud shape
from image remains a challenging task. In previous works, cloud thick-
ness is first calculated from intensities of the pixels and then cloud sur-
face shape is obtained based on symmetry assumption. Given an image,
an optimization problem is formulated based on the shape from shad-
ing(SFS) algorithm with unknown illumination. This paper addresses
this problem and presents a simple and effective method which esti-
mates the surface shape directly by leveraging the rich details of the
cloud surface. In this paper, we propose two constraints: the boundary
constraint and relative height constraint. Meanwhile, a multi-scale opti-
mization technique is utilized and then back surface of the cloud is con-
structed. The experimental results show that our method can generate
natural and realistic cumulus cloud shape with details like the image.

Keywords: Cumulus cloud shape · Boundary constraint
Shape from shading · Natural image

1 Introduction

Cloud is a critical natural element in synthesizing realistic outdoor scenes. In the
scope of image-based cloud shape modeling, the current methods estimate the
shape of cloud from a single image based on different assumptions. The method
in [1] generates cloud shape assuming that the heights of the pixels are relative
to their distance to the silhouette of the cloud. Another method recovers the
cumulus cloud shape by inverting a simplified single scattering model with other
optical parameters being fixed [2]. But these two methods cannot reproduce
natural shape or similar convex and concave regions to the cloud in the image
for lack of exploration in further on the details of the cloud surface (e.g. self-
occlusions and shading).

To address the aforementioned problems, we present a simple and effective
solution for estimating the shape of cumulus cloud with similar details to a single
input image. First, we propose two constraints on the cloud surface shape: the
c© Springer Nature Singapore Pte Ltd. 2018
Y. Wang et al. (Eds.): IGTA 2017, CCIS 757, pp. 147–156, 2018.
https://doi.org/10.1007/978-981-10-7389-2_15
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relative height constraint and the boundary constraint. The relative height con-
straint encourages that the heights of regions are proportional to their average
intensities. And the boundary constraint aims to preserve the details of self-
occlusions and silhouette of the cumulus cloud surface. Then, for the complex
cloud model, the illumination in our method is also estimated instead of being
specified in classic shape from shading algorithm. And a multi-scale optimiza-
tion technique is utilized to solve the problem for the surface height field and
the illumination. Finally, 3D mesh of the cloud shape is constructed using the
Laplacian mesh editing technique. Experimental results show that our method
with the proposed constraints imposed on the SFS algorithm can obtain a cloud
surface with similar geometry structures (e.g. self-occlusion and shading details)
to that of image, and the cloud surface looks more natural and realistic than
previous works.

2 Related Work

A multitude of methods have been proposed to model clouds. Procedural app-
roach is dependent on parameter adjustments, including methods based on noise
functions [3], spectral synthesis [4], and interactive designs [5,6]. Physical based
approach is based on a simplified atmospheric model to simulate the formation
process of cloud [7,8]. The data-driven methods have proven to recover visually
realistic [9], and even physically valid cloud properties [10]. There are mainly
three kinds of data: satellite images [10,11], numerical simulation data [12], and
natural images [1,2]. Compared with satellite images and simulation data, nat-
ural images are more suitable for modeling low-altitude cumulus clouds. Dobashi
et al. [1] used a simple thickness assumption to estimate the shape of cumu-
lus clouds, and synthesized fractal extinction values. On the contrary, Yuan [2]
recovered the surface of a cumulus cloud from the image using a single scattering
model, with all the other parameters being fixed. However, with the rendering
parameters specified and to be uniform, the shape is not natural and like cones
when viewed on the side.

In contrast to previous works, we compute the surface shape directly instead
of cloud thickness. Based on shape from shading algorithm [13], we leverage the
rich details to estimate the surface shape, such as self-occlusions and shading.
However, a solution may not exist or not to be unique when it exists meaning
that a given image can be produced from different surfaces. To make the problem
well-posed, a multitude of additional priors and constraints of general or specific
classes [14,15] have been proposed. Integrability constraint [16] and prior of
surface isotropy [17] recover the shapes and are general enough that they work
across a variety of objects. In this paper, we propose the relative height constraint
and the boundary constraint suitable for cumulus cloud to rectify the ill-posed
problem and obtain natural cloud shape with details similar to that of the image.
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Fig. 1. The framework of our method.

3 Surface Shape Estimation

Figure 1 shows the framework of our approach. Given an image, the region of the
cloud pixels is first identified by a threshold method. Next, the cloud region is
clustered into several areas utilizing the K-means clustering algorithm according
to the intensities and the image coordinates of the cloud pixels. In this step, two
parameters are involved in: the number of the clusters k and the weight coefficient
p of the image coordinates in the clustering algorithm. Next, an relative height
image is calculated whose pixels hold the average brightness of the corresponding
clusters they belong to. Then we construct a boundary map with the silhouette
and self-occlusions of the cloud. Using the relative height image and boundary
map, we estimate the front surface shape of the cloud based on the proposed
optimization method. The final cloud surface shape is obtained after generating
the back surface. The specific implementation details are as follows.

3.1 Problem Formulation

Given an image of cumulus cloud, we assume a Lambertian reflectance of the
cloud surface. Then the desired surface shape of the cloud is defined as a height
field to the image plane. Different from classic shape from shading method requir-
ing knowledge of illumination, we estimate the illumination along with the sur-
face shape. Thus an optimization problem is formulated as follows:

min
Z,L

| I − ρR(Z,L) | + f (Z) (1)

where Z represents the height field viewed orthographically with the same size
as I. L is a vector consisting of the coefficients needed in a spherical-harmonic
model of illumination and ρ is the albedo related to the cloud specified by the
user. R(Z,L) denotes the synthesized image rendered with the surface normals



150 Y. Zhang et al.

of Z and L. f (Z) represents the weighted combination of the two constraints
we proposed in our method:

f(Z) = λIfI(Z) + λBfB(Z) (2)

where fI(Z) and fB(Z) are the cost functions of the relative height constraint
and the boundary constraint respectively. The λI and λB multipliers are the
weighting coefficients.

3.2 Constraints for Cumulus Surface Shape

Shape from shading is an ill-posed problem and does not perform very well
for inherently non-lambetian objects. But, with prior knowledge or constraints
of class information(e.g. faces [15] and terrains [14]), reasonable shape can be
recovered by shape from shading. In this subsection, we propose two constraints
suitable for estimating the surface shape of cumulus cloud with similar details
to that of the input image.

Relative Height Constraint. The outline of cumulus cloud tends to be clear
cut and with horizontal bases. When the direction of the sun and the view
point are on the same side of the cloud, the shading distribution of the cloud
surface tends to reflect characters of the concave and convex parts. First, cumu-
lus clouds usually have flat bases and the intensities of the bases are relatively
dark. Second, as shown in Fig. 2(a), the intensities of the convex parts which are
illuminated directly by the sun light tend to be brighter than that of their adja-
cent concave parts. Inspired by the observations, the relative height constraint
on the detailed shading appearance is as follows: the average heights of large
regions with brighter cloud intensities tend to be higher than adjacent regions
and the average heights of large regions with darker cloud intensities tend to
present lower than adjacent regions. In other words, if we segment the cloud
pixels according to the brightness into several regions, the average heights of the
segmentations are relatively proportional to the brightness of them. Note that,
the relative height constraint does not require the height of any pixel with higher
intensity to be larger than that of pixel with lower intensity. It is not imposed
to single pixel but regions.

As shown in Fig. 2, we generalize the idea to cloud and use the brightness
information to automatically guide height field estimation. To define the relative
height constraint, the cloud pixels are first clustered using K-means clustering
algorithm according to the brightness and the image coordinates of the pixels.
Then the average brightness of each cluster is computed. Formally, the con-
straint is:

fI =
∑

k

( Z̄k − λ Īk )2 (3)

where k denotes the index of each clustered region and λ is a scale coefficient.
Z̄k denotes the average desired height for the kth region and Īk the average
intensity of the kth region.
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Fig. 2. The relative height constraint. (a) The input image. (b) The average brightness
of each clustered region. (c) The relative height of each clustered region. (d) The
estimated height field map.

Boundary Constraint. Our constraint on boundary consists of two compo-
nents according to the two distinct types of boundaries: silhouette and self-
occlusions. The silhouette bears rich shape information and self-occlusions play
an important role in exhibiting details of cloud surface. Shape from shading algo-
rithms can be helpfully improved incorporating these boundary cues. Although
these two boundary cues have different locations, for cloud, they share the same
character. That is, at the silhouette and self-occlusion boundaries, the cloud
surface tends to be tangent to all rays from the vantage points. Then the z-
component of the normal is 0, and the x and y components tend to be perpen-
dicular to the boundary’s tangent in the image plane. As a result, we treat these
two cases in the same way.

We first obtain the silhouette and self-occlusion boundaries in our method.
To separate the cumulus cloud in the image from the background, we use a
chroma-based threshing method to classify each pixel belonging to the cloud or
sky [9]. Then the silhouette of the cloud is detected. Due to the complexity of the
self-occlusions, pixels on them are collected semi-automatically. The gradients
of the intensities on the self-occlusion boundary tend to be larger than their
adjacent pixels. Based on this observation, we detect the self-occlusions using
the canny edge detection method. After obtaining the information at the cloud
boundaries, we compute their normals in the image plane. Then the constraint
is formulated as follows:

fB =
∑

i∈B

(1 − (Nx
i ∗ nx

i + Ny
i ∗ ny

i ))
2 (4)

where B is the union boundary of the silhouette and self-occlusions. nx and ny

are separately the x and y components of the local normal to the boundary in
the image plane. Nx and Ny are the corresponding components of the surface
normal of Z, defined as:

Nx =
p√

p2 + q2 + 1
, Ny =

q√
p2 + q2 + 1

(5)

where p = ∂Z/∂x, q = ∂Z/∂y.
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3.3 Illumination and Optimization

For the sophisticated illumination model of cloud and no or very few ground
objects in most of cloud images, general methods estimating illumination con-
ditions often fail for cloud image. Thus, we estimate the illumination along with
the cloud shape. We employ the method used in [18] to model the illumination,
in which the illumination is approximated by second order spherical harmonics.
The second order harmonic approximation needs to compute only 27 coefficients
(9 coefficients per color channel) for a RGB image. Thus, the shading image
R(Z,L) render with illumination L and the surface normals N is calculated.
Then, we utilize the constraint in [17],which encourages the coefficients to match
a Gaussian fit to real world spherical harmonics. See [17,18] for more details.

After modelling the illumination, we need to solve the optimization problem
to estimate the height field Z and the vector L consisting of the 27 spherical
harmonics coefficients. In this paper, we employ a simple and effective method
similar to that of [17], in which a Gaussian pyramid constructed from the original
unknowns is to be solved for using the L-BFGS. In optimization, the gradient
with respect to the pyramid in each iterative step is computed in the following
way: First, the original unknowns are reconstructed from the pyramid. Next, the
loss and the gradient with respect to the original unknowns are computed and
then the gradient is back propagated onto the pyramid. Note that, our boundary
constraint is imposed on the surface normals instead of the height field Z. To
calculate the gradient of the cost with respect to Z, we use the chain rule to
back propagate the gradient with respect to the normal components to the height
field.

3.4 Back Surface Shape Computation

After above computation of the height field , the mesh of the front surface of
the cumulus is obtained by interpolating the height field. The back cloud surface
needs to be generated. Cumulus clouds exhibit various shapes and appearances
and it is impossible to infer the back features simply from the single image.
So methods in [1,2] compute the back surface with the assumption that it is
symmetric with the front surface. In this paper, we first construct the back
surface B1 based on the same assumption by inverting the front surface regarding
the image plane. Next, to circumvent the unnatural appearance caused by the
symmetry assumption, we create a new height field of the back surface B2:
assuming that the thickness of the clouds is proportional to the brightness of
the pixels. Then the new height field is computed with the thickness and front
surface. Finally, the back surface is the surface B1 added with a small weighted
B2. If gaps exist on the boundary side of the surface after the above process, we
also use the Laplacian mesh editing technique on the back surface, such as the
method of [2].
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4 Experimental Result

Our experiments were performed on a desktop PC equipped with an Intel Corei5-
3470 3.20 GHz cpu and a NVIDIA GTX750 graphics card. The resolution of
input images is approximately 400 × 300. Some parameter settings are used in
our experiments. The parameters k and p denote the numbers of clusters and the
weighting coefficient of image coordinates are set to be 3 and 2.5, which perform
best in the experimental results.

Figure 3 shows the height field results of the clouds in natural images com-
pared with the methods in [1,2]. With the natural image used as the input
image, the shape estimating results of Dobashi et al. [1], Yuan et al. [2] and
our method are shown in next three row. The method from [1] correlates the
thickness of cloud with the distance of pixels to the silhouette and calculates the
surface shape by translating the thickness based on the symmetry assumption,
which overlooked the details on the cloud surface. And method in [2] estimates
the height field by inverting the image formation model using a simplified single
scattering model. With other optical parameters being specified, the errors of
these parameters are propagated to the desired height field to fit the intensities
of the pixels. Thus, the created shape viewed on the side is not natural and like
cones in the local regions. From the results, our method can capture the details
of the cloud surface such as self-occlusions and generate relatively natural shape
of the cloud.

Fig. 3. Shape estimation from input natural images. First column show the height
fields results of [1,2] and our method. Second column are the corresponding front view
of the shapes and third column show the results of side view.

To verify the two constraints incorporated in our method, we conduct addi-
tional experiments shown in Fig. 4. From the result, height field obtained with
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two constraints is more similar to the ground truth. The relative height con-
straint (labelled as shading constraint in figure) makes the relative heights of the
image more reasonable and the boundary constraint makes the self-occlusions
details be more approximate to the ground truth. From experimental results,
the boundary constraint can preserve the self-occlusions of the cloud better and
the relative height constraint makes the relative height of different areas to be
more reasonable.

Fig. 4. Evaluation of the proposed constraints using a constructed cloud shape.

Fig. 5. The input image (first column), the height field image (second column), front
view (third column) and side view of the cloud surface shape (fourth column). (Color
figure online)

Experimental results of three clouds are shown in Fig. 5. The subfigures (a),
(b) and (c) are the input images of the cloud in each row separately. And the sec-
ond column shows the height field images computed by our optimization method.
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The red color means large height values and the blue ones denote small height val-
ues instead. And the third column and the fourth column show the front view and
the side view of the estimated cloud surface shapes. These results demonstrate
that out method can recover the surface shape with details (e.g. shading and self-
occlusions) similar to that of the image.

Additionally, Fig. 6 shows a rendering result of cumulus cloud scene. We
construct particles from the 3D mesh of clouds and render the cloud scene with
several clouds.

Fig. 6. Rendering results of cumulus cloud scene.

5 Conclusion

In this paper, we present an optimization problem based on shape from shading
to estimate the cumulus cloud shape from a single image. And to solve the
problem, we propose two constraints on cumulus cloud surface: relative height
constraint and boundary constraint. In contrast to previous works, we extract the
cloud surface shape using the geometry and shading cues, which can substantially
reflect geometry structure of cumulus cloud. Experimental results show that our
method can generate realistic cumulus cloud shape with similar details to that
of the image.
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Foundation of China (No. 61572058) and National High Technology Research and
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Abstract. Exhibition design is the process of developing an exhibit from a
concept through to a physical exhibition. The realization of an attractive and
friendly exhibition requires its designers to combine various disciplines and
multiple techniques. However, the present design process faces such challenges
as the need for designers to cooperate with each other as well as the inefficient
work for the non-real-time design effects in the process of exhibition design. In
this paper, we propose a computer-aided-design system based on virtual reality
for museum exhibition that helps designers to design a new exhibition more
efficiently. The goal of our system is to improve designers’ awareness of the 3D
space structure and the design effects in the process of exhibition design. We
integrate and visualize the multiple exhibition information in 3D environment
with the purpose of supporting the collaborative process. The experimental results
show that the proposed design system can provide real-time design effects and
high immersion.

Keywords: Museum design · Virtual reality · Immersion · Interaction
Visualization

1 Introduction

A museum is an institution that collects, preserves, interprets, and displays items of
artistic, cultural, or scientific significance for the education of the public [1]. Museum
hosts exhibition to disseminate certain messages to visitors [2]. These messages are
about the collections (objects or archives) and the knowledge (facts or stories) [3].

Museum exhibitions have been regarded as the core function of the museums because
they offer a transformative experience and expand the visitors’ awareness, interest and
valuation of many aspects of themselves and their world [4]. So, it puts forward high
demands for the museum designers.

The conventional way of exhibition design for its designers should follow the steps
of theme determination, content design, exhibits selection and form design. Exhibition
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design is a collaborative process, integrating the disciplines of architecture, landscape
architecture, graphic design, audiovisual engineering, digital media, lighting, interior
design, and content development to develop an audience experience [5]. If there appears
a mistake in this process, it may be modified from the ground up because one designer
doesn’t know the whole information or can’t deal with whole complex information. At
the same time, the exhibition designer could not know the real-time effects of his design
so that he is not sure whether his design is suitable.

Therefore, we develop a computer-aided-design system for museum exhibition
based on virtual reality [6] that helps exhibition designers to design a new exhibition
more efficiently. The goal of our system is to improve designers’ awareness of the 3D
space structure and the design effects in the process of exhibition design. We integrate
and visualize the multiple exhibition information in 3D environment with the purpose
of supporting the collaborative process. We also evaluated the practical value and visual
design of the proposed system based on an informal user study. And the experimental
results show that the proposed design system can provide real-time design effects and
high immersion.

2 Related Work

2.1 Exhibition Design

In recent years, various researchers and exhibition designers have put forward certain
innovative design concepts and methodologies.

Faxing Chen et al. [7] proposed a novel virtual exhibition design concept composed
of user-generated 3D exhibition contents and non-professional design that designers can
build 3D models for exhibition products with their platform. Arief Syaichu Rohman
et al. [8] proposed an interactive cyber exhibition on virtual museum by providing three
key features: theme based exhibition, visualization [9] of the collections, and informa‐
tion of the collections. Their study indicated that users can get different and more inter‐
active experiences compared to the actual exhibition in the physical museum. Angelo
Chianese et al. [4] focused specifically to design an IoT (Internet of Things) architecture
that could support the designing of a smart museum. Chien-Hsin Hsueh et al. [10]
proposed an exhibition design framework of interactive visualization and data explora‐
tion, which combined Multiple External Representations (MERs) and tangible user
interfaces (TUIs) to provide a complementary representation of the marine animal
behaviors’ data. Chairi Kiourt et al. [11] presented an innovative fully dynamic Web-
based virtual museum framework named DynaMus that relied entirely on users’ crea‐
tivity. This system could connect to popular repositories, such as Europeana and Google,
and retrieve content that could be used in creating virtual exhibitions. Dimitrios Charitos
et al. [2] presented an approach towards designing and developing a virtual reality
museum comprising ten different museums.

These design concepts and methodologies can help to guide the collaborative design
process for utilizing multidisciplinary information. However, the visualization of objects
and the 3D real-time design effects for exhibition designers [12] during the design
process are ignored.
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2.2 Virtual Museum Design

The digital age has drastically changed the traditional definition of the museum [13].
Immersive technologies such as virtual reality and augmented reality [14] have a clear
potential to support the experiencing of museum by the large public. Some museums
have started to digitalize many types of information concerning their own collections
and to construct a virtual museum by using sensing and information technologies [15].
Michela Mortara et al. [14] have divided the serious games which are utilized in
museums or cultural heritages into three categories: cultural awareness, historical recon‐
struction and heritage awareness.

Cultural awareness is focused on the immaterial heritage. Wenzhi Chen et al. [16]
applied animations, computer games, and VR to China’s famous Jing-Hang Grand Canal
and this system could vividly show the canal’s history and introduce humanistic and
scientific knowledge related to the canal.

Historical reconstruction means the serious games are designed for reconstructing
the historical period, historical events or wars for their irreversible features. Ekaterina
Razuvalova et al. [17] presented cultural and historical monuments of the Middle Volga.
The users became part of virtual reality and they could try different roles and do different
actions they could not do in reality. Dimitrios Christopoulos et al. [18] described a virtual
reality exhibit implemented for the museum of Thermopylae located at the site of the
original battle. They utilized storytelling techniques and principles of modern video
games to disseminate historical knowledge about the battle and the associated legends.
Gaitatzes et al. [19] presented the virtual reality applications about the Olympic Games
in ancient Greece. These applications were made to recreate the feeling of the games
and helped the user/spectator be an interacting part of the edutainment activity.

Heritage awareness is widely used in museum because the virtual museum can be
used as a reference version and allows the access of fragile, closed, destroyed, stolen or
remote sites [20]. Vaz et al. [21] presented the design of a tangible user interface to
enhance accessibility in geological exhibitions, specifically for the case of visitors with
visual impairments. And the results showed that the interaction with the interface pleased
the visitors and that it had application space within geological exhibitions. Fernández-
Palacios et al. [22] employed Oculus Rift (VR visualization headset) and Kinect (depth
sensor for user interaction) to create a complex 3D archaeological scene. Archaeological
sites or fragile environments with forbidden access due the preservation policies could
also be virtually visited and inspected.

According to these applications of virtual museum we can find that they are focused
on education and exhibition for the museum visitors. But improving museum designers’
awareness of the 3D space structure and the design effects in the process of exhibition
design also should be paid attention to. Therefore, we propose a computer-aided-design
system for museum exhibition based on virtual reality. The aim of the proposed system
is to provide exhibition designers new experiences in an interactive and immersive way.
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3 Design and Implementation

3.1 Requirements Analysis

To implement the computer-aided-design system for museum exhibition, requirements
analysis should be implemented first.

• The core of an exhibition is the exhibits. We reconstruct the reality-based digital
models through laser scanning [23] and photogrammetry [23] (Fig. 1). But the created
models are composed by millions of polygons and high-resolution images, which are
not benefited to interact or upload in the virtual world. To deal with these problems,
the models are optimized by reducing their faces but kept their high-resolution
images. In our system, we digitalize 200 collections based on Changsha Museum and
generate their 3D virtual models’ data set.

HTC VIVE

Reality-based Digital 
Models

Laser Scanning:
Geometric Data

Photogrammetry:
High Resolution 

Images

Optimized the 
Mesh

Maintained the 
Images

3D Object Generation 

CAD Map of the Hall The Wall Map 
Extraction

UV UnfoldingThe Proportional 
Virtual Hall

Proportional Virtual Hall Generation 

Unity3D

Exhibits Module

Cabinets and Lights 
Module

Posters Module

Walls Module

Fig. 1. Flowchart of the proposed system

• The proposed system is used to help the exhibition designers to realize the form
design. The virtual scenes are arranged according to the exhibition halls in the phys‐
ical world. We generate the 3D virtual exhibition halls by using the tool in 3ds Max
with the halls’ CAD maps (Fig. 1). Thus, the halls’ models are in accordance with
the real proportion. To match the virtual models of the exhibits, we build the exhi‐
bition halls’ models of Changsha Museum, China.
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• Form design for an exhibition is a collaborative process, integrating the disciplines
of architecture, landscape architecture, graphic design, audiovisual engineering,
digital media, lighting, interior design, and content development to develop an audi‐
ence experience. The proposed system combines part of these to improve designers’
efficiency, such as graphic design, lighting design, interior design and exhibits
arrangement.

3.2 VR Implementation and Devices

The proposed system is built using the Unity3D game engine. Unity3D [22] is a
commercial game engine application that allows fast implementation time and the
management of externa devices for the integration of the user’s movements and coop‐
eration. And a HTC VIVE is used as the hardware. HTC VIVE is a VR head-mounted
display (HMD) to provide 360° virtual and immersive environment, and it also has two
controllers to make the users interact with virtual objects much naturally and conven‐
iently. Compared to other HMDs, the HTC VIVE has 2160 × 1200 resolution across
two screens, 90 Hz refresh rate, 110° field of view and two Lighthouses to track position
[13], which make the HTC VIVE be suitable for our system. On the other hand, the HTC
VIVE allows the user to move and walk in the physical world to enhance immersion
and interaction with a 3 m × 4 m activity space instead of standing or sitting in one place.

3.3 Virtual Contents Design

In the proposed virtual system, a virtual exhibition hall is reconstructed and decorated
with exhibits, posters, lights and cabinets. The user can visit the virtual exhibition in the
similar way as a real exhibition. And the user can modify and decorate everything in the
hall. Figure 2 shows the virtual exhibition hall.

• Arrangement of the exhibits is most important because the exhibits will determine
which poster and text-introduction should be arranged, and what type of the cabinet
and light should be used. The proposed system designs the arrangement of the
exhibits as the main operation. The user can press the Application Menu key to trigger
the Exhibits User Interface (UI), and this UI is bounded with the user’s controller,
when user’s hand moves or rotates, the UI will follow the hand to move and rotate.
On the Exhibits UI, there are many buttons to provide user to select which exhibit
he wants to arrange. The user can place an exhibit everywhere after he selects it,
following a cabinet and lights will occur with the placed exhibit.

• Decoration of the walls with different textures is also needed. The user can select a
wall in the exhibition hall using the controller, and the Wall User Interface (UI) will
occur bounded with the user’s controller. The user selects a texture and the wall will
be decorated with this selection. In the same way, the posters also can be arranged
and decorated.
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Fig. 2. Virtual exhibition hall

During the design process, the user could get the real-time effects. If the user doesn’t
satisfy with the design, he can destroy the unpleasant objects and arrange them again.
The proposed system provides an initial scene which is a simple exhibition hall without
any decorations and exhibits. It is popular with the users who want to design an exhi‐
bition completely according to their will.

4 Experimental Results

In this section, we evaluated the practical value and visual design of the proposed system
based on an informal user study.

This study was based on a task-based [9] comparison between a conventional PC-
based VR interactive system and our proposed HMD-based VR interactive system. Both
interactive systems had the same virtual environments and tasks except their peripherals.
In the PC-based VR interactive system, a monitor displayed the virtual scenes and the
mouse and keyboard helped to finish the whole interaction. Differently, in the HMD-
based system, the HTC VIVE was used to provide 360-degree virtual environment with
its controllers providing the interaction.

As shown in Fig. 3, the tasks were to modify the posters, to decorate the walls and
to arrange some exhibits in the virtual museum. The study was conducted by 16 users
aged 22–34 (9 females and 7 males), and all users were asked to finish these 8 tasks.
These 16 users were divided into two sample groups, one was asked to finish the PC-
based version first and the other was done the HMD-based version first.

These results were examined based on the time spent for finishing each task.
Figure 4 shows the average time users spent for each task. It indicated that the users
were faster with conventional PC devices (the blue bars) than the HMD (the red bars),
but there was not a significant difference for the average time. According to the users’
interviews, we found the reasons were:
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• The users didn’t very familiar with the interactive ways using HMD compare to the
mouse or keyboard.

• The users needed to cooperate the virtual objects which had the same proportion with
the real objects in physical world, it increased the difficulty of interaction.

• In HMD-based virtual environment, the users had the first-person perspective and
it’s easy to lose the sense of directions.
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Fig. 4. Average time users spent for each task. The blue bars show the PC-based VR system and
the red bars show the HMD-based VR system. (Color figure online)

After finishing the tasks, the users were given the questionnaires regarding their
impression on the compared systems. The questionnaire has 16 questions that are to be
evaluated using 7-point Likert scale (ranging from 1 which means “strongly disagree”
to 7 which means “strongly agree”) [24]. The questionnaire items and the results are

Task5. Arrange the Exhibit

Task6. Modify the Poster

Task7. Arrange the Exhibits

Task8. Decorate the Wall

Task5. Arrange the Exhibit

Task6. Modify the Poster

Task7. Arrange the Exhibits

Task8. Decorate the Wall

Task1. Modify the Poster

Task2. Arrange the Exhibit

Task3. Decorate the Wall

Task4. Modify the Poster

Fig. 3. The 8 tasks which the user was asked to finish.
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presented in Table 1. Figures 5 and 6 shows the means and the standard deviations of
each question.

Table 1. The means, standard deviations of each question.

Items HMD-based PC-based
M SD M SD

Immersion
I feel the 3D simulated environment provided by this
system is realistic

6.25 0.89 4.25 1.79

I feel the 3D simulated environment provided by this
system is immersive

6.69 0.85 3.63 1.29

I feel that the 3D environment makes me concentrate
more while designing

6.56 0.61 5.13 1.22

I have strong sense of directions 6.25 0.75 4.13 1.62
Interaction
I can easily observe 3D objects from various
perspectives

6.31 0.68 4.13 1.73

I can easily move in the virtual scene 5.63 1.22 5.75 1.09
I can easily arrange the virtual objects 5.56 1.12 5.56 1.22
I can easily change the materials of the virtual
objects

5.56 1.06 5.38 1.41

I can easily use the UI (User Interface) 5.63 0.93 5.50 1.46
Imagination
I can easily understand the design tasks 5.75 1.20 5.94 1.20
I can easily know the spatial structure 5.94 0.83 4.06 1.71
I can easily understand the size and the shape of the
virtual objects

5.81 0.88 4.13 1.69

I must use plenty of 3D space knowledge to design 3.94 1.64 3.94 1.60
Aided Design
I can design a simple exhibition by using this system 5.25 1.44 5.38 1.32
I can get the real-time design effects 6.31 0.68 5.25 1.48
I can learn the exhibits’ knowledge 4.44 1.46 3.75 1.35

These results indicate that the HMD-based version is better than the conventional
PC-based version in some respects. The head-mounted display (HMD) device and its
controllers help create 360-degree virtual environment and provide high immersive and
natural interaction. The HMD-based VR interactive system can help the users gain better
senses of spatial structure and the space design.
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5 Conclusions

We propose a computer-aided-design system based on virtual reality for museum exhi‐
bition that helps designers to design a new exhibition more efficiently. The proposed
system integrates multiple information and the users can get more interactive and visual
experiences compared to the conventional way of exhibition design. We selected to work
with a data set of 200 collections based on Changsha Museum, China. The proposed
system helps to improve designers’ awareness of the 3D space structure and the design
effects in the process of exhibition design. We integrate and visualize the multiple exhi‐
bition information in 3D environment with the purpose of supporting the collaborative
process. We evaluate the practical value and visual design of the proposed system based
on an informal user study. And the experimental results show that the proposed design
system can provide real-time design effects and high immersion.
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As future work, we aim to further improve our system by adding exhibition halls
and exhibits from other museums. And to prevent the size of the data too huge to affect
the quality of the system, we will develop web-based exhibition design system using
dynamic resource loading module in Unity3D. The system will make the user decide
which models they need, and the system will upload the relevant resources.
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Abstract. Describing the dynamically waving characteristic is one of the key
points in simulation of sea battled-field environment. The waving phenomenon
generated by underwater explosion in sea battled-field is simulated in this paper.
The state of art of waves modeling technology is introduced. The method based
on wave spectrum is employed to model ocean waves in natural situation. The
wave caused by the falling of water column generated by underwater explosion
is modeled from the viewpoint of energy transforming. The Gerstner wave and
Sine wave are used to describe the shape of the wave. The simulation results of
waving phenomena generated by single explosion source and multi-explosion
sources are presented. The proposed method and results enrich the means of
wave simulation in sea battled-field environment.

Keywords: Energy transforming
Water waves generated by underwater explosion � Wave spectrum
Wave superposition � Sea battled-field simulation

1 Introduction

The simulation of ocean wave, which played an important assistant role in various
activities of the sea battlefield, is the main component of virtual sea battlefield envi-
ronment. At present, the simulation of ocean wave in sea battlefield is mainly con-
centrated in two aspects.

On the one hand, the simulation of ocean wave is about the ocean’s surface in
natural situations. There are four kinds of methods about ocean wave modeling [1].
Modeling method based on the geometric shape, including bump mapping, Stocks
mode, Peachy model and Gerstner model. Such as, Tong and Wang simulated water
waves which caused by raindrops and ripples which caused by gentle breeze through
using Peachy model [2]. Modeling method based on dynamic model, including particle
system and cellular automaton. Such as, Based on the theory of small amplitude wave
and cellular automaton model, Yang et al. applied the idea of a neighborhood’s spread
to do dynamic modeling of ocean waves [3]. Modeling method based on the physics,
which is essentially based on Navier-Stockes equations in fluid mechanics. Such as,
Chen et al. used a numerical iterative method to work out simplified two-dimensional
navier-stokes equations [4]. Stam presented a kind of stable fluid’s method to solve the
three-dimensional Navier-Stockes equations, and the method make solution of equa-
tions to be unconditionally stabilized. Modeling method based on ocean wave
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spectrum, which is based on the results of the Marine observation ocean wave spec-
trum, apply the inversion method of appropriate ocean waves spectrum to simulate the
wave. There are 2 kinds of common inversion methods including linear filtering
method and linear superposition addition [5]. Such as, From this respect of the fre-
quency domain Tessendorf [6] used the FFT method to complete a rapid inversion of
ocean wave spectrum, which can simulate discretionarily large sea area by using
Fourier transform’s periodicity [6].

Among four methods, modeling method based on the geometric shape is simpler
than others, but the scene which is generated by this method is lack of authenticity and
full of artificial mark. Modeling method based on dynamic model simulates ocean
waves from the angle of the motion. It does not simply pursue similarity in shape but it
is not fully compliant with physics laws. Modeling method based on the physics can
realistically simulate all kinds of natural phenomenon. But the complexity of the
method is high. It needs a large amount of calculation. So it is not convenient for
real-time display and interaction. Modeling method based on ocean wave spectrum
[14] is easy to widely used due to its clearly physical concept and more achievable
algorithm. Meanwhile, the parameters which are obtained by a long time ocean
observation possess certain truth.

On the other hand, the simulation of ocean wave is about the track of warship and
the exploding of water column. At present there are two common methods including
dynamic texture mapping technology and particle system modeling [7]. Dynamic
texture mapping technology, according to required expressive special effects which
begin texture mapping by using a series of two-dimensional image. Meanwhile
according to the exchange of time and space, it dynamically adjusts on the texture
image and texture coordinates, in order to achieve the required dynamic effect. Particle
system modeling adopts a lot of randomness of particle elements to describe irregular
fuzzy scene in nature. At different times any particle in the system has different size,
color, transparency, direction and speed of movement etc. in attributes. Particle system
can present a complicated natural or man-made phenomenon by a small amount of
particle’s combination. Such as Li et al. used particle system to generate the head
waves and wakes of warship [8]. Lu Zhihui accomplished the track of warship and the
special effects of water column’s exploding through particle system [7]. Lasse Staff
Jensen [9] adopted dynamic texture mapping technology to achieve the effect of the
surface’s foam, which labeled foam’s texture across all the sea surface. Based on Lasse
Staff Jensen method, Liu Zhendong [10] advanced the new method based on Gauss
curvature texture simulation method, and use particle system to simulate the generation
mechanism of spray.

However, in the sea battlefield environment the research about wave superposition
between waves caused by the falling of water column of ammunition explosion under
gravity and ocean waves in natural situations is less. Based on the own properties of the
sea battlefield environment, this paper first studied on the property of waves in natural
situations and waves caused by the falling of water column of ammunition explosion
under gravity. Second, this paper experimented on wave’s superposition between
waves caused by the falling of water column of multi-ammunition explosion and waves
in natural situations. In the end, it obtains the relevant analytical data and simulation
results.
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2 Waves Modeling Algorithm

The wave simulation based on sea battle-field environment not only has the common
properties with wave in nature situation, but also has its own properties. When
ammunition explodes under the water, the explosion energy releases quickly. It makes
the surrounded pressure to increase immediately. Under the huge impact surrounded
water molecules quickly spread, form the shock wave [7]. The wave in the water which
speeds faster than the sound speed spreads to the free surface. It forms small amplitude
fluctuations whose radius is a certain length and whose center is explosive source. The
ocean surface is exploded, then the water column roll over. Finally, the water column
by gravity will fall back into the water and the surface creates the transmission of ocean
waves.

Because there have been a large number of papers and data, which studied shock
wave caused by ammunition explosion under water. Therefore, other two main prob-
lems are studied in this section. First, the mathematical model of ocean waves in natural
situations is studied. Second, the transmission properties and mathematical model of
waves caused by the falling of water column of ammunition explosion is studied.

2.1 The Mathematical Model of Ocean Waves in Natural Situations

Through the last section of analysis for ocean wave modeling technology, it is con-
cluded that the modeling method based on ocean wave spectrum is easy to realize
ocean waves in natural situations. In this situation, FFT method based on Phillips
spectrum is adopted, which is proposed by Tessendorf [6]. Some improvements are
done in the experiments of spectrum formula.

Statistical Models and Phillips Spectrum. Oceanographers got some statistical
model of water body from empirical observation. These models can describe the water
wave spectrum in different environment. In statistical models, the wave height hðx; tÞ is
a random variable. It is related to the horizontal position and time. On the height field,
generally the fast Fourier transform (FFT) is used, and the spatial domain information
is calculated by frequency domain from statistical model.

Wave height field based on FFT expresses height hðx; tÞ at horizontal position
x ¼ ðx; zÞ as the sum of sine function with a series of complicated, amplitudes changed
over time:

hðx; tÞ ¼
X
~k

~hð~k; tÞ � expði~k � XÞ ð1Þ

where~k is a two-dimensional vector ðkx; kzÞ. It represents the angular velocity of each
harmonic component in the Fourier decomposition. kx ¼ 2pn=Lx; kz ¼ 2pm=Lz;
n and m are integers. Meanwhile, Constraint condition are �N=2 � n\N=2,
�M=2 � m\M=2. Lx and Lz are dimensions of the two directions in a generating
wave height filed area. N and M is number of discrete height values generated in the
two directions.
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Oceanographic observation results show that Eq. 1 can well express the ocean’s
surface height field driven by a wind. According to statistical methods, the sea-buoy,
photos, and radar monitoring data were analyzed. So marine scientists found that the
spectrum coefficient ~hð~k; tÞ of wave height is in line with stable and independent
normal distribution by:

Phð~kÞ � j~h�ð~k; tÞj2 ð2Þ

where j~h�ð~k; tÞj2 ¼ j~hð~k; tÞj2, So Phð~kÞ � j~hð~k; tÞj2, and it is also the energy spectrum of
surface height. There are some semi-empirical model to Phð~kÞ. Phillips spectrum is
often used in wave model driven by a wind, as follows:

Phð~kÞ ¼ A
expð�1=ðj~kjLÞ2Þ

j~kj4
~k � ~x
��� ���2 ð3Þ

where L ¼ V2=g is the largest waves under continuous wind of speed v, g is gravi-
tational acceleration, ~x is wind’s direction, A is a constant which can adjust the value

of energy spectrum. The ~k � ~x
��� ���2 is used to eliminate waves which are orthogonal to the

direction of wind. Phillips spectrum is simpler. But when j~kj is larger, the model has
poor convergence properties. A simple correction method is to inhibit the wave height
and make the wave height l << L. So Phillips spectrum is multiplied by
expð�1=ðj~kjLÞ2Þ.
The Coefficient of Spectrum. The spectrum coefficient ~hð~k; tÞ of wave height is in
line with normal distribution. Phð~kÞ � j~h�ð~k; tÞj2 ¼ j~hð~k; tÞj2. So to t ¼ 0, ~hð~k; tÞ by:

~hð~k; 0Þ ¼ 1=
ffiffiffi
2

p
ðn21 þ in22Þ

ffiffiffiffiffiffiffiffiffiffiffi
Phð~kÞ

q
ð4Þ

where n1 and n2 are random number, which meet the standard normal distribution, with
mean 0 and deviation 1. So

~hð~k; 0Þ
��� ���2¼ ðn

2
1 þ n22
2

ÞPhð~kÞ � Phð~kÞ ð5Þ

In order to simulate the wave propagation effect, the spectrum coefficient of
moment t is changed according to a certain acceleration. According to the Tessendorf
[6] method, suppose the angular velocity xð~kÞ, so

~hð~k; tÞ ¼ ~hð~k; 0Þ expfixð~kÞgþ ~h�ð�~k; 0Þ expf�ixð~kÞg ð6Þ

Finally, in order to get spectrum coefficient, the equation of angular velocity xð~kÞ is
needed to know. To deep sea area, the classic formula is
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x2ð~kÞ ¼ gk ð7Þ

where g is the gravitational acceleration. So, the spectrum coefficient can be gotten.
Finally, the wave height information can be restored by IFFT (inverse fast Fourier
transformation).

Choppy Waves. Waves generated by Phillips spectrum are tend to be rounded, but
sometimes even in good weather the wave crest can be sharp. In order to show more
real effect, choppy waves can be realized by making vertexes of the surface mesh to do
certain horizontal displacement.

To the value of horizontal displacement, Tessendorf [6] gave a good quantitative
formula:

Dðx; tÞ ¼
X
~k

�i
~k

j~kj
~hð~k; tÞ � expði~k � xÞ ð8Þ

where Dðx; tÞ is horizontal displacement of one point, which is changed over time. The
other parameters are in accordance with Eq. 1. So now x is x þ kD(x,t), but height is
still hðx; tÞ. k is an identified constant, which is used to adjust the horizontal shaking
degree of one point. By adjusting the value of k, all different kinds of choppy waves are
simulated.

2.2 The Mathematical Model of Waves Caused by the Falling of Water
Column of Ammunition Explosion

The wave caused by the falling of water column after underwater explosion has the
characteristics of gravity waves. This section provides calculation of wavelength and
wave height, together with the wave equation.

Calculation of Wavelength and Wave Height. As shown in Fig. 1(a), assume that
the water column caused by an underwater explosion is a cylinder without air bubbles.
Denote the radius of the cylinder as r and the height of the cylinder as h0. Then the
gravitational potential energy of the cylinder can be calculated as:

E0 ¼ qpr2h0gh0=2 ð9Þ

where q is the density of water, g is the acceleration of gravity.
The water column falls down and generates a wave propagating outwards, as

shown in Fig. 1(b). The wavelength is denoted as k, the wave height is h1 and wave
velocity is c. As can be seen in Fig. 2, the potential energy of the wave can be
calculated as:

Ep ¼ 2pðrþ 0:5kÞ � 1
2

Zk

0

qgz2dx ¼ pðrþ 0:5kÞ
8

qgh21k ð10Þ
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The kinetic energy of the wave is equal to its potential energy [11], namely Ek =
Ep. The gravitational potential energy of the cylinder is converted into the kinetic
energy and potential energy of the wave, and then we have:

E0 ¼ qpr2h0gh0=2

¼Ek þEp

¼ 2� pðrþ 0:5kÞ
8

qgh21k

ð11Þ

(a) The water column caused by underwater explosion 

(b) The wave propagating outwards

λ
h1 

c c 

The free surface of water 

h0 

r 

Fig. 1. The sketch map of the water column and wave caused by underwater explosion

x

z

r+λO dx

h1

r

Fig. 2. The sketch map of calculating the potential energy of the wave. The coordinate origin is
the circle center of the water column bottom surface. The vertical upwards direction is the
positive direction of z axis.

Research on Waves Simulation of the Virtual Sea Battled-Field 173



Simplify Eq. 11, and then we have:

r2h20 ¼
ðrþ 0:5kÞkh21

2
ð12Þ

There are some constraints on the wavelength and wave height: h1=k cannot be
greater than 1/7 [11], otherwise, the wave will be tattered. For the deep water wave, the
following inequality should be satisfied [11]: k

2 � water depth.
Besides, the velocity of deep water wave is related to its wavelength [11]:

c ¼
ffiffiffiffiffiffi
gk
2p

r
ð13Þ

And during the process of propagation the wave height is decreasing along with the
energy attenuation because of water molecule viscosity consuming, air resistance and
so on.

Wave Equation. We select two types of wave equations to describe the shape of wave
generated by the falling of water column after underwater explosion: Sine wave and
Gerstner wave (Fig. 3). Gerstner waves describe the real shape of ocean wave. If a
point on the free surface is labeled X0 ¼ ½x0; z0� and its undisturbed height is y0 = 0.
When a single wave with amplitude A passed by, the height of point on the surface at
time t can be calculated as [6]:

x ¼ x0 � K=kð ÞA sin kx0 � xtð Þ
y ¼A cos kx0 � xtð Þ ð14Þ

0 1 2 3
0

0.2

0.4

0.6

Gerstner Wave
Sine Wave

Fig. 3. Gerstner wave and Sine wave
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where K is the wave vector. K has magnitude k: k ¼ 2p=k (k is the wavelength).
Comparing to Sine wave, the wave crest of Gerstner wave is sharper and the trough of
wave is smoother.

Analysis of Wave Superposition. When there are more than one explosion sources,
the phenomenon of wave superposition will appear after the waves generated by the
falling of water columns after underwater explosions approaching each other. In the
area of wave superposition, the wave height is summation of height of free water
surface and wave heights generated by each explosion source.

3 Simulation Results

This section first presents the computing result of wavelength and wave height of the
wave generated by the falling of water column after underwater explosion. Then the 2D
and 3D simulation results of wave superposition when there exit multi-explosion
sources are provided.

3.1 Calculation of Wavelength and Wave Height

The values of r and h0 are set through empirical estimation. The wavelength and wave
height satisfy the constraints discussed in Sect. 2.2. Assume k ¼ 10h1 and some
computing results are listed in Table 1.

3.2 Wave Superposition When There Exit Multi-explosion Sources

In the real sea battled-field, there are more than one explosion source, and the waves
caused by different explosion sources will mutually superimpose during propagation.
The wave generated by the falling of water column after underwater explosion can be
described by Sine wave or Gerstner wave. In the 3D simulation, the WAFO Matlab
toolbox [12, 13] is employed to generate the free sea surface based on Phillips spectrum
method.

The 2D and 3D simulation results of waves generated by one single explosion
source and two explosion sources are shown in Table 2. The location of explosion
source is randomly set. As can be seen, during the process of propagation the wave
height is decreasing along with the energy attenuation because of water molecule
viscosity consuming, air resistance, etc.

Table 1. Computing results of wavelength and wave height

Name Value (meter)

r 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7
h0 1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4 2.6 2.8 3.0 3.2 3.4
k 2.9 3.5 4.1 4.7 5.3 5.9 6.5 7.1 7.6 8.2 8.8 9.4 10.0
h1 0.29 0.35 0.41 0.47 0.53 0.59 0.65 0.71 0.76 0.82 0.88 0.94 1.00
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The 3D simulation result of wave superposition when there exist three explosion
sources are shown in Fig. 4. The bright part in the figure is the superposition of three
wave crests, which means superimposing of multi-wave crests will generate large wave
fluctuation.

Table 2. The 2D and 3D simulation results of waves generated by one single explosion source
and two explosion sources

Description 2D result 3D result

Single 
explosion 

source

0 1 2 3 4 5 6
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

6λ = , h1=0.6

Two 
explosion 
sources 

0 1 2 3 4 5 6 7 8
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

1 6λ = , 2 3λ =

Wave no. 1

Wave no. 3 

Wave no. 2 

Fig. 4. The 3D simulation result of wave superposition when there exist three explosion
sources.
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4 Conclusions

The modeling method of the wave caused by the falling of water column generated by
underwater explosion is proposed in this paper. The Gerstner wave and Sine wave are
employed to describe the shape of the wave. The simulation results of waving phe-
nomena generated by single explosion source and multi-explosion sources are pre-
sented. The proposed results have certain reference significance in furthering the
research on simulation of the dynamically waving properties of sea battled-field. The
future work includes: performing experiments of underwater explosion to collect and
analyze the data of generated water column and wave, investigating the simulation of
waving phenomena caused by underwater explosion under high-wave-level environ-
ment, etc.
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Abstract. The aerial target detection and recognition are very challenging due
to large appearance, lighting and orientation variations. We propose a Deep-patch
Orientation Network (DON) method, which is general and can learn the encoded
orientation information based on any off the-shelf deep detection framework, e.g.,
Faster-RCNN and YOLO, and result into higher performance in airplane target
detection and classification tasks. Most existing methods neglected the orientation
information, which in DON is obtained based on the structure information
contained in the patch training samples. In testing process, we introduce an orien‐
tation based method to exploit patches for whole target localization. Also, we
analyzed how to improve agnostic-target detection framework by tailoring the
reference boxes. Experimental results on two datasets show that, our proposed
DON method improves the recall at high precision rates for the deep detection
framework and provide orientation information for detected targets.

Keywords: Aerial target detection · Orientation information · Faster-RCNN
YOLO

1 Introduction

Reliable aircrafts detection system from aerial images is required for many critical
applications nowadays. Civilian applications such as aerial visual surveillance in
airports and many essential military applications. The detection of aircrafts as aerial
targets is difficult and challenging, mainly for two reasons; Firstly, targets with
various orientations have wide appearance and color variations, also the aspect ratios
of aerial targets vary with their orientations, which brings difficulty for target local‐
ization. Secondly, different weather conditions, altitudes and complex back grounds
decrease aerial target detectability. Figure 1 shows typical scenarios of aerial
images. Former works [1–3] achieved average accuracy by using hand-crafted
shallow features to discriminate aerial targets form complex airport scenes. Then,
accuracy slightly and gradually increased by combining these shallow features [4]
for detection task. Recently, deep features have been used for the same task. Where,
in [5], Binarized normed gradients (BING) [6] objectness detector was applied to
feed a three layers Convolutional Neural Networks (CNN) with region proposals to
extract deep features. Although this combination approach enhances the detection
accuracy but the light CNN weaken the abstraction level of the extracted features.
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The Region based Convolution Neural Network (R-CNN) detection framework [7]
was presented in [8] based on Alexnet [9] to detect the aerial targets by concate‐
nating multiple features from different network layers. Although [8] achieved high
mean Average Precession (mAP), but at the expense of heavy computational cost
which obviously appeared in R-CNN training/testing time and high feature dimen‐
sion. This cost made the detection time of proposed system by [8] more than 50 s/
image. Aerial target detection is a critical task requires high detection accuracy
achieved in a reasonable time. Lately, Fast R-CNN [10] has been proposed to handle
the limitations of the RCNN and achieved better accuracy with speedup to 25×.
Nowadays, Faster R-CNN [11] and YOLO [12] outperformed Fast R-CNN and
became most successful frameworks for agnostic target detection in real time. Both
of them are purely CNN-based method without using low-level features. The former
comprises two main components: a fully convolutional Region Proposal Network
(RPN) for regions proposal coarse candidate. Where RPN detects the presence of an
object or not and also propose a box location. Followed by Fast R-CNN [10] for
classification task and fine localization. The later unites the detection framework by
unifying the distinct components of object detection into a single deep neural
network. The architectural design of this network includes two main stages: feature
extraction and detection stages. The feature extraction stage comprises 24 convolu‐
tional layers followed by 2 fully connected layers as a detection stage. YOLOv1 [12]
detection layer performs poorly in detecting small aerial targets captured with high
altitudes. This mainly because, the detection was carried out on low-resolution
feature map (usually with a size 7 * 7). YOLOv2 [13] preserved the structure of
YOLOv1, but alleviated these limitations by eliminating one pooling layer to
increase the feature map resolution to (13 * 13). Moreover, the detection will be
carried out directly from the last convolutional layer feature maps by means of k
anchors. These anchors will resolve the spatial constraints of YOLOv1 and increase
the IOU (Intersection Over Union) with GT (Ground truth) bounding boxes. In this
paper, we propose a DON with Faster R-CNN and YOLOv2 to improve aerial target
detection accuracy and provide orientation information within the detection task. Our
contributions are three folds: (1) We propose a novel approach to train and test deep
detection frameworks to increase their accuracy for aerial target detection. (2) A
comprehensive study was carried out for tailoring the reference boxes (Anchors) for
each framework (Faster RCNN and YOLO). (3) Our proposal will provide orienta‐
tion information for each detected target at testing time. To know why predicting the
target orientation is important? Considering scenarios in Fig. 2, which illustrates how
a tracker based [14–16] on searching window framework seeks for the target in all
possible directions (blue dashed-line window). Orientation information will reduce
computational power and increase the accuracy by guiding the searching window in
the direction of target orientation (yellow dashed-line window).
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Fig. 1. Aerial images with multiple targets with different orientations and altitudes were taken
in different weather conditions, best viewed in color.

Fig. 2. The orientation information will aid the tracking system by guiding the searching window
from blue dashed one to yellow one. Best viewed in color.

2 Deep-Patch Orientation Network

We investigate how to exploit the target patches in detection task for decreasing the false
negative rate (FNR). In other words, the DON proposal will increase the likelihood of
detecting missing targets by using features of their patches. Moreover, it will give more
information about the detected targets which will be their orientations. Consequently,
our DON proposal approach comprises three main parts:
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2.1 Patch-Based with Encoded Orientation

The DON approach starts by representing targets by their semantic patches. Where, each
airplane in training set will be separated to relevant patches e.g. plane-head and plane-
tail. According to the altitude and the input image resolution, these patches will be
annotated also with encoded orientation angle from 1 to 4 or from 1 to 8 to cover 90 or
45° from plan view, respectively. Where the encoded orientation describes the heading
of the patch-based target in terms of numbers, simply one for patch-based target looking
right (from −45 to +45°), two for patch-based looking upward (from +45 to +135°) and
so on. E.g. plane-head-two is a head for a plane looking upward. Figure 3 shows how
patch-based with encoded orientations was carried out.

Fig. 3. Four (right) and eight (left) encoded orientations for patch-based airplane taken anti
clockwise direction.

2.2 Aerial Target Anchors

In this section, we investigate how to deduce the reference boxes of Faster RCNN and
YOLO for aircrafts in aerial images. Thus, the detection framework will regress the
Bounding Boxes (BBs) for specific-class (aircraft) not for agnostic class. We used
publicly available dataset [17] for aircraft detection in aerial images which involves (600
images with 3210 airplanes). The BBs of the training set (areas and aspect ratios) (illus‐
trated in Fig. 4) have been used to infer appropriate reference boxes for Faster RCNN.
We found that, the log-normal is the best distribution for BBs areas histogram, where it
has the lowest Anderson-Darling statistic (AD) with highest P-value.

P(x) =
1

x𝜎
√

2𝜋
exp −

[
ln x − 𝜇

𝜎2

]

(1)
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Fig. 4. Histogram of target bounding boxes Areas (Top) and their aspect ratios (Bottom) with
corresponding Pdfs.

The geometric mean of the log-normal distribution is given by eμ and geometric
standard deviation is eσ. The mode is the point of global maximum of that distribution
and it is given by:

Mode(x) = e𝜇−𝜎
2 (2)

Which will give us (Area ≈ 3245) for a square reference box length side ≈ 57 pixels.
By the same way we found that, normal distribution will fit aspect ratios histogram with
μ = 1.018 and σ = 0.125. Thus, we have three aspect ratios for width and height of the
reference BBs. For YOLOv2 [13] anchors, we used k-mean clustering with Euclidean
distance. We deduce anchors for the training dataset as follows: Each BBs (width and
height) tuple is rescaled by multiplying by the ratio between the network input resolution
and the size of the input image contains that BB.

(
wr, hr

)
=

(
Wn

Wi

∗ wt,
Hn

Hi

∗ ht

)
(3)

Where, (wt, ht) and (wr, hr) are GT BB and rescaled BB width and height, respectively.
(Wn, Hn) and (Wi, Hi) are the network input resolution and the input image width and
height, respectively. All rescaled BBs will be clustered by means of k-mean clustering
algorithm. We choose k which gives the highest silhouette average coefficient [18]. The
resulting k centroids tuples (wc, hc) were divided the by feature map stride featst of the
network.

(
wa, ha

)
=

(
wc

featst

,
hc

featst

)
(4)
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We have k (wa, ha) tuples, each one is the resulting anchors (width and height). featst
is the last feature map stride, which represents the number of pixels on the input image
corresponding to one-pixel stride on the feature map. Here, featst = 32.

2.3 Manipulating Patch-Based Bounding Box Method

At testing time for Deep patch-based proposal, we have BBs with patch-based labels;
head − orientation or tail − orientation. For target localization/scale, we applied orien‐
tation based process on patch-based BBs as follows:

– Two BBs with patch-based labels (head and tail) have the same encoded orientation
(e.g. head-three, tail-three) and located near to each other (The distance between their
centers within an empirical threshold). Both of them will be combined to get one BB
with plane − orientation label. Finally, the plane BB will be reported with the average
score of its patch-based scores.

– BB with patch-based label (head or tail) alone and located far away from the comple‐
mentary patch. In this case, the orientation information will be used to expand the
patch-based BB to get the missing complementary part. E.g. if we have only a patch-
based label head − two (head for airplane looking upward) then we expect to find its
complementary part (tail) beneath of it, then its BB will expand downward by same
aspect ratio of that head. Finally, plane BB will be reported with the same score of
its patch-based. Figure 5 shows the patch-based BBs manipulating policy.

Fig. 5. Shows how the patch-based bounding boxes combined (a) or expanded (b) and (c) to
detect the whole plane. Targets within dashed boxes on left column are missed by detection system
but captured by our proposal.
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3 Implementation Details and Experiments

Each framework was trained twice with orientation information and anchors adoptions,
but once with patch-based and one more without it (baseline). We made overlap 40%
between the patch-based patches. We experimented Faster R-CNN with the ZF network,
adapted the 9 (anchors) as mentioned in Sect. 2.2. The cross-boundary anchors during
fine-tuning were activated like [19].

We set the NMS to 0.3. Other parameters of RPN and Fast R-CNN are as in [11].
On the other hand, regarding YOLOv2, the input resolution is 608 * 608. We got 6
anchors (k-mean centroids) as explained in Sect. 2.2 which values are: (0.80, 1.29),
(1.59, 2.32), (1.71, 3.82), (0.82, 2.03), (1.1, 2.77), (1.19, 1.70). The last convolutional
layer output feature map (filter size) was set to 78. It is very important to mention that;
the flipping in the training phase was disabled to achieve the correct detection for orien‐
tations in horizontal case. Other training parameters were set as in [13]. Qualitatively,
Figs. 6 and 7 show the output of our proposal with both frameworks YOLOv2 and faster
R-CNN, respectively. Here, we can notice that, most aircrafts were detected successfully
by two overlapped patches with same encoded orientations or only one patch with
encoded orientation. Quantitatively, the evaluation done according to the PASCAL
VOC [20] object detection evaluation protocol, a detected bounding box and a ground
truth are recognized as matched if their IOU is greater than 50%. Table 1 summarizes
the Recall at high precession rates on the testing set of the first dataset [17] for Faster
R-CNN and YOLOv2 with and without DON. Thus, we have more than 3% and 1%
enhancements in recall at 0.9 precision for faster R-CNN and YOLOv2, respectively.
We used the first dataset’s trained models directly with the testing set of second dataset
[21] to approve the generalization of our DON proposal. As mentioned in Table 2, we
have more than 12% and 14% enhancements in recall at 0.9 precision for faster R-CNN
and YOLOv2, respectively. We argue that, this increasing due to successfully detected
missing targets FN (False Negative) at high recall value (low confidence scores).

Fig. 6. DON proposal results with YOLO detection framework.
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Inferring that, the DON will improve Recall at high Precision rates, which is crucial for
the aerial target detection system (Figs. 8 and 9).

Fig. 7. DON proposal results with Faster RCNN detection framework.

Table 1. Recall at different high precision rates of Faster R-CNN and YOLO with and without
DON proposal on first dataset [17].

Method Rec. at 0.8 Pr. Rec. at 0.85 Pr. Rec. at 0.9 Pr.
Faster R-CNN 0.9693 0.9565 0.9335
Faster R-CNN + DON 0.9761 0.9702 0.9659
YOLO 0.9812 0.9804 0.9787
YOLO + DON 0.9898 0.9898 0.9872

Table 2. Recall at different high precision rates of Faster R-CNN and YOLO with and without
DON proposal on second dataset [21].

Method Rec. at 0.8 Pr. Rec. at 0.85 Pr. Rec. at 0.9 Pr.
Faster R-CNN 0.6887 0.6512 0.6159
Faster R-CNN + DON 0.7991 0.7704 0.7395
YOLO 0.6392 0.6755 0.6093
YOLO + DON 0.8124 0.7925 0.7461
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Fig. 8. Precision-Recall curve with and without DON proposal for first dataset [17].

Fig. 9. Precision-Recall curve with and without DON proposal for the second dataset [21].

4 Conclusion and Discussion

The proposed DON network will enhance the detection framework performance and
involve the orientation information with the detection task. Also, we investigate how to
tailor the anchors of the deep detection framework. We applied our proposal with two
deep detection frameworks (Faster R-CNN and YOLOv2) on two different datasets. Our
proposal with that investigation improve the recall at high precision rates for both
frameworks. In the future, we are looking forward to exploit the orientation information
to aid the tracking systems.
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Abstract. Salient object detection allows to take into account the visual content
of images. In this paper, we train a real-time saliency model based on fully
convolutional network (FCN), and then combine the energy maps with Gaussian
filters to generate a multi-resolution image. The proposed method has been tested
both qualitatively and quantitatively, by considering a representative set of ground
truth images labeled with corresponding salient objects. Experimental results
demonstrate that the proposed deep model significantly is superior to the-state-
of-the-art approaches.

Keywords: Saliency detection · FCN · Real-time

1 Introduction

Visual saliency has been studied by researchers in computer vision for a long time, and
there are many applications for visual saliency, for example, video summarization,
content-aware image editing, image/video compression. Salient object detection
approaches can be classified into two main groups: bottom-up and top-down methods.
For the bottom-up methods, local and global information are generally used for detecting
salient region. While the contrast between each element (pixel, region, or patch) and its
locally surrounding neighborhood are considered as the salient cues in local methods
(e.g. [1, 2]), the global contrast based method is used to separate a large-scale object
from its surroundings [3]. For the top-down methods, the prior knowledge semantic
information can be used to improve the performance, which is usually task-dependent,
such as flash cues [4], boundary and background priors [5], and other interesting priors
(e.g. [6, 7]).

In this paper, we propose a novel real-time method for salient object detection. We
first train a deep network for salient object detection to predict the salient area. Then we
use the Gaussian filter for non-salient area blurring. The proposed salient object detec‐
tion approach has been tested and compared, both qualitatively and quantitatively,
against state-of-the-art approaches, which shows the effectiveness of the proposed
approach in terms of preservation of salient regions.
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2 Saliency

We predict the salient pixels contained in the image by the properties of the FCN.

2.1 Architecture

The FCN is originally introduced for semantic segmentation task on images [8], which
can take arbitrary size of input and produce a dense map with corresponding size. As is
shown in Fig. 1, we use the AlexNet [9] and cast it into fully convolutional form as
suggested in [8] by replacing fully connected layers with corresponding convolutions,
which we call FCN-32s. Then we define a skip architecture to extend the FCN-32s into
a two-stream net (FCN-16s) with sixteen pixel stride and extend it into three-stream net
(FCN-8s) with eight pixel stride. Different from the traditional semantic segmentation
problem, the proposed approach segments an image only into two classes: the fore‐
ground with visual salient information and the background with ignored visual infor‐
mation. The network is fine-tuned from the pre-trained AlexNet model [9].

Fig. 1. Our nets learn to combine coarse features produced by shallow layers with fine features
produced by high layers. Pooling and prediction layers are represented by grids that reveal relative
spatial coarseness, while intermediate layers are represented by bi-vertical lines. First row
(FCN-32 s): Our single-stream net with upsampling stride size of 32 back to original size in one
single step. Second row (FCN-16s): finer details produced by combining predictions from both
the final layer and the pool2 layer with stride 16, retaining high-level semantic information. Third
row (FCN-8s): deeper predictions by combining the final layer and pool1 with stride 8, provide
further precision.

2.2 Neural Network Training

The size of the input image that the model requires is [500, 500, 3], a finer dense map
with the same size is output. The feature maps that pass through our model can be treated
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as a three dimensional volume of size [h, w, c], which h and w are the height and width
of the feature map respectively, and c is the channel of the feature map. A raw image
can be treated as input feature map, and it passes our architecture with basic components,
including convolutional operation, pooling operation, and activation function:

f t+1
i,j = hk,s(f

t

i,j) (1)

where f t
i,j is the feature vector at location (i, j) in tth layer, and f t+1

i,j  in (t + 1)th layer.
Besides, k and s denotes the kernel size and stride, respectively, and hk,s denotes the
layers type: matrix multiplication for convolutional layer, max operation for pooling
layer, an element-wise nonlinear operation for activation function. Finally, we calculate
the loss based on following function:

l(x, m;𝜃) =
∑

i,j

l′(x, mi,j;𝜃) (2)

where x is the input RGB image, m is the dense map that we need to learn, and θ is

model parameter. The loss value is the sum of each pixel loss 
∑
i,j

l′(x, mi,j;𝜃) with location
(i, j) over the spatial domain.

To generate the finer results, we use the bilinear interpolation to convert the pixels
from coarseness to denseness which is corresponding to the deconvolution layer. We
compute the output yi,j from the nearest four inputs by a linear map that only depends
on relative positions of the input and output cells:

yi,j =

1∑
𝛼,𝛽=0

|1 − 𝛼 − {i∕f }||1 − 𝛽 − {i∕j}|x⌊i∕f ⌋+𝛼,⌊j∕f ⌋+𝛽 (3)

where f is the upsampling factor, and {•} denotes the fractional part.

3 Content-Aware Image Blurring

Content-aware image blurring smooths non-salient area in order to emphasize salient
regions. Differing saliency maps will emphasize different areas in the resulting image.
Our trained model outputs two probability maps for each class (including background
and foreground) of corresponding size. To generate the multi-resolution results, we first
smooth the whole image based on Gaussian filter. The output pixel’s value g(i, j) is
determined as a weighted sum of input pixel values f(i + k, j + l):

g(i, j) =
∑
k,l

f (i + k, j + l)h(k, l) (4)

where h(k, l) is the weight at the location (k, l) in Gaussian kernel. Then we blur the non-
salient visual information and extract the salient visual information as:
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P(i, j) = pbg(i, j) × g(i, j) + pfg(i, j) × f (i, j) (5)

where P(i, j) is the output value at location (i, j), pbg(i, j) is the probability value in non-
saliency map at location (i, j), and pfg(i, j) is the probability value in saliency map at
corresponding location.

4 Experiment

4.1 Experiment Setup

Benchmark Datasets. We evaluate the performance of our method on six public data‐
sets: MSRA10K [3], ECSSD [10], PASCALS [11], DUT-OMRON [12], HKU-IS [13]
and SED1 [14]. MSRA10K dataset contains the pixel accurate salient object labeling
for 10000 images from MSRA dataset. ECSSD dataset contains 1,000 images with a
variety of image from Internet. PASCALS dataset contains 850 natural images built
from the validation set of PASCAL VOC 2010 segmentation challenge. DUT-OMRON
dataset contains 5168 images with one or more salient objects and relatively complex
background. Note that none of the existing saliency models has achieved a high accuracy
on this dataset. HKU-IS dataset contains 4447 challenge images. SED1 dataset has 100
images only containing one salient object. All the datasets contain manually annotated
ground masks for its corresponding images.

Evaluation Criteria. We evaluate the performance of our model using precision-recall
(PR) curves and mean absolute error (MAE) score. We convert the continuous dense
map into binary masks by using discrete thresholds, and then compare these binary
masks against the corresponding ground truth. The PR curve is drawn by calculating the
average precision and recall over saliency maps in the dataset. Besides, MAE calculates
the average numerical distance of each pixels between the saliency map S and the binary
ground truth G:

MAE =
1

w × h

w∑
i=1

h∑
j=1

|S(i, j) − G(i, j)| (6)

which is useful to estimate the performance of a saliency model in segmentation task.

Implementation. Our proposed model is implemented based on Caffe [15], an open
source deep learning framework. At present, the pixel-wise ground truth annotation of
the MSRA10K dataset is the largest dataset that is suitable for salient object detection,
however, it still suffers from overfitting when being used for 10,000 images, so we
augment the MSRA10K dataset for fine-tuning. The dataset is augmented 10 times as
follows: we first resize each image into [500, 500, 3], then sample random patches from
the images with size of [400, 400, 3] due to center-bias of this dataset, and finally perform
random horizontally flips and resize images into [500, 500, 3]. We divide our augmented
dataset into two parts: 90,000 images are selected randomly for training and the
remaining 10,000 images are selected for validation. We resize all the images with the
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size [500, 500, 3] for training, and set the batch size to 20. Although there is a consid‐
erable oscillation, but it has no effects on the results with such batch size. The three
networks are trained by stochastic gradient descent (SGD). In all cases, gradient descent
is run with a momentum of 0.9, an L2 penalty on the network’s parameters of 0.0005
and doubled learning rate for biases. We fine-tune the single-stream FCN-32s, the two-
stream FCN-16s and the three-stream FCN-8s sequentially. In each stage the net is
learned end-to-end, and initialized with the parameters of the former net. We start to
train with a fixed learning rate of 1e−4, then the learning rate is dropped 100 times in
each initialization. It takes around one month to train our deep learning model on the
PC with NVIDIA Titan X GPU and core i7 6700 k CPU. Finally, after fine-tuning the
three substructures, the loss value of the three-stream decreases to 0.04805.

4.2 Comparison with the State of the Art

We compare our saliency model against such methods, as COV [16], DSR [17], FES
[18], GR [19], KSR [20], LPS [21], MC [22], PCA [23], RBD [24], RC [3] and SWD
[25]. As can be seen from the visual comparison as shown in Fig. 2, our model shows
more accurate saliency maps than most of challenging cases. As part of the quantitative
evaluation, we first evaluate our method using precision-recall (PR) curves. As shown
in the first row of Fig. 3, our method achieves the high precision in almost the entire
recall range on all datasets. Moreover, we report a quantitative comparison with MAE
in Table 1. Our model has the lowest score on MSRA10K, SED1, ECSSD and HKU-IS
datasets, and the second lowest score on PASCALS dataset. However, our model reaches
the relative low score on DUT-OMRON dataset, which shows that our model can
generate the high performance on most of the public benchmarks. At the same time, we
also quantitatively compare the average running time of all 12 methods, and the
processing refers to inputting the arbitrary size and output the corresponding saliency
map. As is shown in Table 2, our model can process 45 fps which is faster than any other
methods except SWD. However, as shown in Fig. 3, the PR curves of the method SWD
in each dataset are lower than that of our method obviously in each graph. Moreover,
the MEA scores of our model are lower than those of the SWD model in every dataset.
It can be seen from the above comparisons that our model shows its best performance
among all these methods, which means that our model can achieve real-time image
processing and can be applied to video saliency detection.
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Fig. 2. Visual comparison of saliency maps generated from 12 different methods. Each two rows
correspond to an example. The ground truth (GT) is shown at the location of (1, 2). We compare
our method against COV, DSR, FES, GR, KSR, LPS, MC, PCA, RBD, RC, and SWD.

Fig. 3. Precision (vertical axis) and recall (horizontal axis) curves of saliency methods on 6
popular benchmark datasets, including MSRA10K, SED1, DUT-OMRON, ECSSD, HKU-IS, and
PASCALS.
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Table 1. Comparison of quantitative results based on MAE (smaller is better). Red: best, blue:
second best, green: third best.

Table 2. Quantitative comparison in terms of average running time (frames per second). Red:
best, blue: second best.

4.3 Content-Aware Image Blurring

The performance of a content-aware image blurring strongly depends on the saliency
map. As described in the previous section, we propose a quick blur method based on
Gaussian filter to build and select the area during the blurring. Figure 4 shows the
content-aware background blurring examples from MSRA10K dataset with variable
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kernel size. Each row corresponds to an example. The first and the second column show
the original images, ground truth images and the saliency maps. From the fourth to the
ninth columns show the background blur results with 6 different kernel sizes which is
positive and odd, respectively, leading to blurring the non-salient pixels but emphasize
the salient area. We choose the probability maps rather than the final binary maps
because it will generate the sharp boundary when using the binary mask and lead to be
uncomfortable and unnatural for viewers. The blurring processing is also real-time when
we run the code based on C++.

Fig. 4. Example of content-aware background blurring with variable kernel size. Each row
corresponds to an example. The columns are the original images, ground truth images, saliency
maps, background blur results with 6 different kernel sizes, respectively.

5 Convolutions

In this paper we have introduced a real-time content-aware saliency detection method
which exploits information extracted through training an end-to-end deep network for
saliency detection, and then we apply this real-time method to content-aware image
blurring. Firstly, we train a saliency model based on FCN to establish the energy maps.
We compare the model against the-state-of-the-art eleven saliency models on six popular
public benchmarks. Experimental results demonstrate that our deep model outperforms
most of the state of the art approaches. Then we extract the important information based
on saliency maps and combine probability maps with Gaussian filter to emphasize the
visual salient information.
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Abstract. 2D views of objects play an important role in 3D object
recognition. In this paper, we focus on 3D object recognition using the
2D projective views. The discriminativeness of each view of an object
is first investigated with view saliency using 2D Zernike Moments. The
proposed view saliency is then used to boost a multi-view convolutional
neural network for 3D object recognition. The proposed method is com-
pared with several state-of-the-art methods on the ModelNet dataset.
Experimental results have shown that the performance of our method
has been significantly improved over the existing multi-view based 3D
object recognition methods.

Keywords: 3D object recognition · Convolutional neural networks
View saliency · 2D Zernike moments

1 Introduction

The rapid development of 3D sensors (such as LiDAR and RGB-D cameras) in
recent years leads to a significant growth of 3D data. 3D scene understanding
have been widely used in numerous applications, including self-driving cars and
autonomous robots. As one of the most challenging tasks for scene understand-
ing, 3D object recognition have been extensively investigated in 3D computer
vision and computer graphics. Although significant progress has been achieved,
there still remain several challenges.

One crucial step for 3D object recognition is to extract informative and dis-
criminative features of 3D objects. Traditional hand-crafted 3D shape feature
extraction methods are designed according to specific tasks [7,8]. These features
have been widely used in the fields of 3D object recognition and retrieval [7].
However, these features highly rely on the domain knowledge of the designer
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or the specific task to be addressed. Consequently, it is challenging for these
task-specific feature to work on large-scale 3D object repositories from different
domains or tasks.

With the availability of large-scale public 3D object repositories [2,22,26],
deep neural network based feature learning is growing rapidly. Existing deep
neural network based 3D object recognition methods can be divided into two
categories according to their data representation: 3D data based and 2D view
based methods. The 3D data based methods learn features from voxels or point
clouds of 3D shapes. These methods extend 2D filters to 3D filters and then
implement different 3D neural networks on sparse or dense occupancy grid rep-
resentations of 3D shapes [6,12,15,18,19,26]. Similarly, deep neural network can
also be worked on 3D point clouds directly [11,14,16]. These methods have
achieved a high category recognition accuracy for 3D object recognition. How-
ever, the computational complexity of 3D deep neural networks grows rapidly
with respect to 3D data resolution. Furthermore, it is difficult to build 3D com-
plete models (especially mesh models) for many real-world applications, which
is essential for 3D data based methods.

In contrast, a 3D object can also be represented with a set of 2D projection
views rendered by a specific rule. As a result, several promising 2D CNN models
pretrained on image datasets (e.g., ImageNet [4]) can be used to achieve 3D
object recognition using 2D multi-view representation [10,15,23,27]. 2D multi-
view representation is more effective than 3D data representation since the ren-
dered 2D views have a higher resolution than the corresponding 3D data. Conse-
quently, 2D multi-view representation is possible to achieve a higher recognition
accuracy than 3D data based methods [15,23]. However, most multi-view meth-
ods assume that a fixed number of viewpoints are provided and each viewpoint
contributes equally for object recognition. In fact, a 3D object can be easily
discriminated from other objects by some particular viewpoints but confused by
other viewpoints. It is clear that the difference between viewpoints is overlooked
in the previous 2D view based methods. Johns et al. [10] extracted the informa-
tion of viewpoints for object recognition. Specifically, an image sequence is first
divided into a set of image pairs over unconstrained camera trajectories. Then,
each pair is classified and a final prediction is made by weighting the contribution
of image pairs.

Motivated by [10], view saliency is introduced to analyze the different con-
tribution of each 2D view for 3D object recognition. Since different views com-
prise different information of a 3D object, object recognition performance can
be improved by investigating the recognition contribution of each view. In this
paper, a new method is first introduced to measure the discriminativeness (i.e.,
saliency) of each view, and the weight of each view is computed according to
its saliency. Then, a modified multi-view CNN architecture is proposed for 3D
object recognition using the weighted view information. Experimental results
show that our view saliency boosted method achieves a higher category recog-
nition accuracy on benchmark datasets.
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The remainder of this paper is organized as follows. The view saliency and
view weights are studied in Sect. 2.1. The proposed View Saliency boosted Multi-
View CNN (VS-MVCNN) is presented in Sect. 2.2. Experimental results and
analyses are provided in Sect. 3. Finally, the conclusion and discussion are given
in Sect. 4.

2 View Saliency Boosted Multi-view CNN

In this section, the view saliency is analyzed based on the confusion of different
views using 2D Zernike moments, a view saliency boosted CNN architecture
is then proposed for feature learning. Next, linear SVMs are trained for each
view to classify 3D objects using their image features learned by the proposed
CNN. Finally, score-level fusion of multiple SVM outputs is used to determine
the category of the input 3D object. An illustration of the framework of our
proposed method is shown in Fig. 1.

Fig. 1. The framework of our 3D object recognition method. 80 different images are
firstly rendered using the Phong reflection model [13]. View saliency boosted CNN is
then used to extract image features. Finally, linear SVMs with view saliency are used
to predict the object category.

Different from [23], we use multi-view representation of 3D shapes without
assumption on consistent upright orientation of objects. For rendering, 20 virtual
cameras are placed at the 20 vertices of an icosahedron enclosing the object (as
shown in Fig. 1). Each camera centroid is directed towards the object centroid
and the resolution of each view is set to 224 × 224. Four different views are
generated for each camera by rotating the camera around the virtual optical
axis by 0, 90, 180, 270◦. Consequently, 80 views are obtained for each object.

2.1 View Saliency

Human vision is always selectively sensitive to object parts. It implies us that
only a few parts of an object (which attract human attention) are useful for
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object recognition while the others are not. For a particular object, only a spe-
cific set of parts can be seen from a fixed viewpoint. Therefore, images rendered
from different viewpoints contribute unequally to 3D object recognition. Conse-
quently, object recognition performance can be improved by employing the view
saliency of each view.

Figure 2 illustrates some confusing views of 6 different objects. From some
views (third row in Fig. 2), the objects can be easily classified. In contrast, other
views may contain limited distinctive information of an object, as shown in the
second row in Fig. 2. It is clear that different views have different contributions
for 3D object recognition. To improve the recognition performance, the contribu-
tion of each view should be measured. Wang et al. [25] quantitatively evaluates
the view saliency using category classification performance. It is observed that
the discriminativeness of each view is quite different and some views may puz-
zle the object recognition method. Consequently, the discriminativeness of each
view was measured using the shortest Mahalanobis distance between different
categories. A significant improvement has been achieved for 3D object retrieval
using the proposed measure.

Fig. 2. View examples of six 3D objects with different discriminativeness. The first row
shows the model of the six objects, the second and the third rows show the projection
images acquired from different views.

For 3D object recognition, a view with a high discriminativeness should be
helpful for distinguishing an object from objects of other categories and clus-
tering objects of the same category. Different from [25], a new saliency measure
is developed using both the inter-class and intra-class distances. The saliency
measure is different in training and testing stages.

Given a training set X = {X1,X2, · · · ,XN} from N categories, Ni objects
are presented in the training set Xi = {Xi,1,Xi,2, · · · ,Xi,Ni

} for category i.
For each object, K views are obtained. A 56-dimensional Zernike moment x is
then extracted for each training view, resulting in a set of features X =

{
xk
i,n

}
,

where i = 1, 2, · · · , N , n = 1, 2, · · · , Ni, and k = 1, 2, · · · ,K. The saliency for
the training set is P =

{
pki,n

}
.



Boosting Multi-view Convolutional Neural Networks 203

During the training phase, the distance between the k-th view of object n in
category i and all the views in other categories is defined as:

d
(
xk
i,n,V

)
= min

v∈V
d

(
xk
i,n,v

)
(1)

where V is the set of X excluding Xi, d (x,y) denotes the Mahalanobis distance
between the features of two views. d

(
xk
i,n,V

)
represents the shortest distance

from all views of other categories to xk
i,n. A large distance value means that the

view xk
i,n is discriminative. Therefore, the view saliency of xk

i,n during training
can be defined as:

pki,n =
d

(
xk
i,n,X/Xi

)

K∑

k=1

d
(
xk
i,n,X/Xi

) (2)

Since the category information is available in the training set, the inter-class
distance is not used.

During the testing phase, the saliency is generated by the training set. Given
an object in the testing set, K views are firstly obtained. Then, a 56-dimensional
Zernike moment yk is extracted for each view. The saliency for the testing views
are donated as Q =

{
qk

}
. The distance between the given view and all the

training views belonging to category j can be defined as:

dj
(
yk,Xj

)
= min

v∈Xj

d
(
yk,v

)
(3)

where j = 1, 2, · · · , N . Then, a set of distances dk = {dj} is obtained. The
shortest distance is:

d
(
yk,X

)
= min

v∈X
d

(
yk,v

)
(4)

The second shortest distance can be defined as:

d̃
(
yk,X

)
= smin

j
dj

(
yk,Xj

)
= smin

j

{
min
v∈Xj

d
(
yk,v

)}
(5)

The distance set dk provides low-level discriminative information for object
classification. That is, the shortest distance d

(
yk,X

)
provides the category

information of the test view yk. The second shortest distance d̃
(
yk,X

)
indicates

the most similar category from other categories to yk. If d̃
(
yk,X

)
is large and

d
(
yk,X

)
is small, the view yk is discriminative. We can then define the view

saliency during testing as:

qk =
αk

K∑

k=1

αk

(6)

where αk =
˜d(yk,X)
d(yk,X)

.
Figure 3 shows the saliency values during training for different views of 3

objects in the ModelNet10 dataset. 12 views is showed for each object and the
top 5 discriminative views are highlighted by red boxes. It can be seen from
Fig. 3 that the views with high saliency contain significantly more information
for the discrimination of 3D objects.
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Fig. 3. The view saliency values of 3 sample objects in the ModelNet10 dataset. (Color
figure online)

2.2 Recognition Based on View Saliency Boosted Multi-view CNN

Our proposed architecture consists of two parts: multi-view CNN based feature
learning and linear SVMs based object recognition.

Feature learning. Our network is implemented with the VGG-M architecture
[3], which consists of 8 trainable layers (5 convolutional layers and 3 fully con-
nected layers) and a softmax classification layer. The network is pre-trained on
the ImageNet Large Scale Visual Recognition Challenge 2012 (ILSVRC 2012)
dataset [17], which contains 1,431,167 labeled images of 1000 categories. The
network is then fine-tuned using the 2D views of 3D objects in the training set.
The view saliency is used in the last softmax layer with the loss function. For
each batch with a size of B given to the network, the overall loss l is obtained
by the view saliency pb and the loss lb of each view using Eq. 7.

l =
B∑

b=1

lbpb (7)

The output of the fully connected layer after ReLU (i.e., fc7) is used as the
learned descriptor, which is a 4096 dimensional vector.

Object recognition. For object recognition, the learned image features are
used to train a one-vs-rest linear SVM for each category and each view is used
as a separate training sample. During testing, for each view of a given object, the
SVM decision values Sk =

{
sk1 , s

k
2 , · · · , skN

}
are obtained, where ski denotes the

prediction probability of belonging to category i for the k-th view. To improve
the recognition performance, the saliency qk of each view is used to weight the
decision values over the K views as:

si =
K∑

k=1

qkski (8)

where si denotes the prediction probability of belonging to category i for an
object. Finally, the object class c is determined by the one with the highest
prediction probability.

c = argmax
i

{si} (9)
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3 Experiments

We tested our 3D object recognition method on the Princeton ModelNet dataset
[26] and compared our method to the state-of-the-arts. The ModelNet10 and
ModelNet40 are two commonly used subsets in ModelNet, which contain 4,899
shapes from 10 categories and 12,311 shapes from 40 categories, respectively.
All the shapes in ModelNet10 are clean and manually aligned while the shapes
in ModelNet40 are clean but not aligned. In our experiments, the training and
testing datasets are split following the same setting as [26].

The GPU-accelerated multi-view CNN network was implemented with the
MatConvNet library [24]. Training was conducted on a machine with an Intel
Core-i7 CPU, an NVIDIA GTX1080 GPU, and a 48 GB RAM. The training time
is less than 2 h on ModelNet10 and less than 6 h on ModelNet40. The linear SVM
was implemented on the same machine with the liblinear library [5] using cross
validation.

3.1 Recognition Experiments

To evaluate our 3D object recognition method, a Stochastic Gradient Descent
(SGD) with a momentum value of 0.5 and view saliency were used to fine-tune
our network. The average category recognition accuracy achieved by our method
and the state-of-the-arts are shown in Tables 1 and 2.

Table 1. Recognition accuracy results achieved by our method and the state-of-the-art
2D view based methods on the ModelNet10 and ModelNet40 datasets. Best results and
our results are shown in bold face. The result of MVCNN [23] on ModelNet10 (as shown
in italic font) was obtained by our implementation. ‘-’ means that the corresponding
result is not provided.

Method Data representation ModelNet10 ModelNet40

DeepPano [20] Panoramic image 88.66% 82.54%

Geometry image [21] Geometry image 88.4% 83.9%

CNN [23] Greyscale image
Single-view

- 85.1%

MVD-ELM [27] Depth image
Multi-view (20 views)

88.99% 81.39%

MVCNN [23] Greyscale image
Multi-view (80 views)

93.0% 90.1%

MVCNN-v2 [15] Greyscale image
Multi-view, Multi-resolution

- 91.4%

Pairwise [10] Greyscale+Depth image
Multi-view (12 constrained views)

93.2% 91.1%

FusionNet [9] Volumetric+Greyscale image
Multi-view (60 views)

93.11% 90.8%

VS-MVCNN Greyscale image
Multi-view (80 views)

93.5% 90.9%
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Table 2. Recognition accuracy results achieved by our method and the state-of-the-
art 3D data based methods on the ModelNet10 and ModelNet40 datasets. Best results
and our results are shown in bold face. ‘-’ means that the corresponding result is not
provided.

Method Data representation ModelNet10 ModelNet40

3D ShapeNets [26] Volumetric 83.54% 77.32%

VoxNet [12] Volumetric 92.0% 83.0%

ORION [18] Volumetric 93.8% -

LightNet [28] Volumetric 93.39% 86.9%

PointNet [6] Volumetric 77.6% -

Voxception [1] Volumetric 93.28% 90.56%

VRN [1] Volumetric 93.61% 91.33%

VRN Ensemble [1] Volumetric 97.14% 95.54%

PointNet [14] Point clouds - 89.2%

Deep Kd-Networks-15 [11] Point clouds 94.0% 91.8%

Set-conv [16] Point clouds - 90.0%

VS-MVCNN Greyscale image
Multi-view (80 views)

93.5% 90.9%

It can be observed from Table 1 that our method outperforms the existing
2D view based methods on the ModelNet10 dataset. It achieves a high accuracy
of 93.5%. Meanwhile, a significant high accuracy of 90.9% is achieved by our
method on the ModelNet40 dataset. It is clear that our method outperforms the
single-view networks (i.e., [20,21,23]). That is mainly because, our method is
benefited from the multi-view data representation. Compared to the multi-view
networks, significant improvement in recognition performance is obtained by our
method due to the use of view saliency. Compared to [23], although the same
basic CNN structure is used in our view saliency boosted network, a higher
recognition accuracy is achieved by our method on the ModelNet40 dataset.
Compared to the multi-view networks with data fusion [9,10], our method uses
a simple greyscale image representation and achieves almost the same recognition
performance. It is clearly demonstrated that the view saliency used in this paper
enhances the ability of our method to learn discriminative features.

Table 2 shows the results achieved by our method and 3D data based meth-
ods. The VRN Ensemble method [1] achieves the best performance on both
the ModelNet10 and ModelNet40 dataset. Our method achieves a compara-
ble recognition performance among the unensemble methods (the methods in
Table 2 except VRN Ensemble). This observation further demonstrates that view
saliency can be used to boost the 3D recognition performance.
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3.2 The Number of Views

We then tested our VS-MVCNN method and MVCNN [23] on the ModelNet10
dataset with different number of views for an object. The results are shown in
Fig. 4, it is shown that our method consistently outperforms MVCNN [23]. That
is because, our method is benefited from the view saliency. When the number of
views is increased to 20, the performance of our model and MVCNN is increased.
The recognition performance reaches its peak value when the number of views is
larger than 20. That means the discriminativeness power of the learned feature
does not increase further when the number of views is larger than 20. That is,
the projection images acquired from 20 views of an object have provided the
majority discriminative information of an object.
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Fig. 4. Recognition accuracy achieved by our VS-MVCNN and MVCNN methods on
the ModelNet10 dataset with different number of views.

4 Conclusion

In this paper, we have proposed a view saliency boosted multi-view CNN to
exploit the discriminativeness of each view for 3D object recognition. The inter-
class and intra-class distances of 2D Zernike Moments are used to measure the
view saliency. Then, the view saliency information is used to boost a multi-view
CNN. The view saliency is able to obtain discriminative information of a 3D
object. Experiments have demonstrated that our proposed method outperforms
all the 2D view based CNNs and several 3D data based methods (such as 3D
ShapeNets and VoxNet). Our method also achieves the state-of-the-art recogni-
tion performance on the ModelNet10 dataset.
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Abstract. Component detection of spacecraft is significant for on-orbit
operation and space situational awareness. Solar wings and main body
are the major components of most spacecrafts, and can be described by
geometric primitives like planes, cuboid or cylinder. Based on this prior,
pipeline to automatically detect the basic components of spacecraft in
3D point clouds is presented, in which planes, cuboid and cylinder are
successively detected. The planar patches are first detected as possible
solar wings in point clouds of the recorded object. As for detection of
the main body, inferring a cuboid main body from the detected patches
is first attempted, and a further attempt to extract a cylinder main
body is made if no cuboid exists. Dimensions are estimated for each
component. Experiments on satellite point cloud data that are recovered
by image-based reconstruction demonstrated effectiveness and accuracy
of this pipeline.

Keywords: Component detection · Structure analysis · Spacecraft
Point clouds

1 Introduction

Three dimensional (3D) models, compared to two dimensional (2D) images, are
free of perspective projection and can represent the spatial characters of objects,
e.g. position, orientation, dimensions and shape. 3D models of space objects have
enormous potential for aids in advanced space missions such as autonomous ren-
dezvous, docking and on-orbit self-serving [1,9,10,13]. And detection of specific
components, such as solar wings and main body, is a critical task. However, the
raw and unstructured point cloud data, which could be acquired by laser scan-
ning [1] or recovered from multi-view images [19], is still primary and can not
directly represent the structural information of the recorded object. Addressing
on this problem, this paper proposes an automatic pipeline to detect the basic
components of spacecrafts, i.e. solar wings and main body.

Recent advances made in 3D acquisition technologies result in a broad avail-
ability of 3D models and point clouds, and it further facilitates development of
c© Springer Nature Singapore Pte Ltd. 2018
Y. Wang et al. (Eds.): IGTA 2017, CCIS 757, pp. 210–218, 2018.
https://doi.org/10.1007/978-981-10-7389-2_21
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approaches to process and analyze these data [2,6]. For most of these approaches,
detection of geometric primitives in the scene is a crucial procedure [8,15]. To
construct 3D building models, plane detection is generally employed for rooftop
segmentation [3,14], and to model installations in industrial sites, cylinders,
which are frequently encountered in industrial scenes, are detected as descrip-
tion of pipes or part of other complex installations [11,12]. As for spacecrafts,
most of their solar wings and main bodies can be described as specific geometric
shape like plane, cuboid and cylinder. Therefore, higher-level structural repre-
sentations could be generated by detection of such geometric primitives.

In our proposed pipeline, planar primitives are first detected by Hough trans-
form (HT) paradigm [4,7], and subsequently updated to planar patches which
are treated as possible solar wings. Next, through checking pair-wise geometry
relations among these detected patches, existence of cuboid main body is iden-
tified. Then the cuboid main body is further estimated with the patches (faces)
belong to it if there exists one, otherwise, the detection of cylinder main body is
performed in the residual points. Simultaneously, dimension information is esti-
mated for each detected component. Experiments are conducted on point cloud
data of satellites that are recovered by image-based method [5,16,17,19]. The
results of detection and dimension estimation demonstrate the effectiveness and
accuracy of the proposed pipeline.

The rest of this paper is organized as follow. Section 2 gives a detailed descrip-
tion of the proposed pipeline of successive detections for planes, cuboid and
cylinder, along with the dimension estimation. Experiment results of the pro-
posed pipeline is presented and analyzed in Sect. 3. A final conclusion of this
paper is presented in Sect. 4.

2 Detection Pipeline

The block diagram of the proposed pipeline is shown in Fig. 1. It consists of
four stages of processing, namely preprocessing, successive detections of possible
solar wings, cuboid main body and cylinder main body. All the four stages are
respectively explained as follow.

2.1 Preprocessing

The point cloud data used in our cases are generated by reconstruction from
images. These data, compared to laser scanning data, contain severe noise and
outliers. Statistical analysis of the k nearest neighbor (knn) can effectively iden-
tify outliers that are randomly distributed. However, outliers can be also more
structured, as shown in Fig. 3(a), outliers in form of high-density clusters exist
separating from the object points. To remove such outliers, clustering method
implemented by region growing is used. The input point clouds is clustered into
groups by region growing, and only the biggest group is regarded as set of object
points.



212 Q. Wei et al.

Fig. 1. Block diagram showing the proposed pipeline. (a) Preprocessing; (b) detection
of possible solar wings; (c) detection of cuboid main body; and (d) detection of cylinder
main body.

Furthermore, to handle the scale variation in different point cloud data, a
relative dimensional unit aref is adaptively defined. In our experiments aref is
set as kD3, where D3 is the dimension along the last eigenvector (λ1 ≥ λ2 ≥ λ3)
of the covariance tensor of the object points. To keep a balance between the
precision and efficiency, k is set to 0.01.

2.2 Detection of Solar Wings

In our plane detection approach, a 3D plane Π is formulated as sxX + syY +
szZ + sd = 0, and three separate Hough detections are performed in parallel.
For each Hough detection, to uniquely define the plane, one parameter among
sx, sy and sz is fixed to 1 and the other two parameters are discretized in range
[−1, 1]. Π is finally defined as the plane that has the most points among the three
separate detection results. In this way, planes with all possible orientations are
considered, and trade-off between the accuracy and computation consumption
can be easily adjusted too. Besides, only neighborhood of the normal vector
need to be voted for each point, when putting the noisy normal information into
detection, it accelerates the computation a lot.

Surface points, which belong to the detected plane, are then verified by dis-
tance proximity and orientation proximity. However, these points may belong
to multiple coplanar solar wings and part of component surfaces that intersect
the determined solar wing. To separate these points, a distance proximity based
region growing approach is utilized. The group that has the maximum size is
kept and finally accepted as possible solar wing if its size is big enough.

Since a solar wing is a bounded planar patch rather than a infinitely extended
plane, we update the detected plane primitive to a patch in the dimension esti-
mation step. First the surface points are fitted by the least squares method and
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all these surface points are projected to the fitted plane. Then two edge direc-
tions u, v, as well as the dimensions along these edge directions, are estimated
by finding the minimum bounding rectangle (MBR) of the projected points.

Multiple patches are iteratively detected, until no point is residual or the
current detected patch is too small. Before inferring the cuboid faces, all these
detected patches are treated as possible solar wings.

2.3 Detection of Cuboid Main Body

Faces of the cuboid main body, if exist, may also be detected as patches, as shown
in Fig. 3(c-1). An inferring approach is proposed to distinguish these patches. As
for a cuboid, there are two kinds of pair-wise geometry relations among its 6
faces, the opposite faces and the adjacent faces. To identify the existence of such
cuboid, criteria to verify there relations are exploited.

1. Criterion for two opposite faces: (a) their plane normals are parallel and
edges of them are respectively parallel too; (b) the line passing their centers
is parallel to the plane normal.

2. Criterion for two adjacent faces: (a) their plane normals are perpendicu-
lar and edges of them are respectively parallel or perpendicular; and (b) they
have one common edge.

Fig. 2. Criteria for opposite (left) and adjacent (right) faces. The gray patch is a
reference patch, the green one passes all the criteria, while the red ones do not satisfy
the orientation (case 1 and 2) or position (case 3) requirements. (Color figure online)

For criteria of both opposite and adjacent faces, condition (a) constrains the
orientation relations so that case 1 and case 2 in Fig. 2 can be filtered, condition
(b) constrains the position relations so that case 3 in Fig. 2 can be filtered. A
group of cuboid faces, among which each pair of patches satisfy the opposite or
adjacent criterion, can be extracted if there exists a cuboid. Then orientation
and dimensions of this cuboid is further estimated as follow.

First, the edge confidence coefficient is estimated. For one edge E of some
patch Πq, all the surface points are projected to E, and the distribution range of
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the projected points along E is split into NBin (NBin = 10 in our experiments)
bins. The confidence associated with E is then estimated as

conf =
−ΣNBin

i=1 (pi ln pi)
ln NBin

(1)

Where pi = ni/NPts, ni is the number of points that fall in the i-th bin, NPts

is the total number of surface points of Πq. En = −ΣNBin
i=1 (pi ln pi) represents

the distribution entropy, and EnMax = ln NBin is the maximum value that En
can reach when these points are uniformly distributed.

Then, three orthogonal directions are estimated to define the orientation.
Each patch has three orthogonal direction vectors, i.e. one plane normal and
two edge vectors. The plane normal is preferred as it is generally more accurate
and credible than the edge ones. For a face direction nf of the cuboid, assume
there are Nn (Nn ≤ 2) plane normals nn

i , i = 0, 1, ..., Nn, and Ne (Ne ≤ 4)
edge directions ne

j , j = 0, 1, ..., Ne, that are associated with nf . Then nf is
estimated as

n̂f =

⎧
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(2)

Where e is the fitted error of the surface plane, confi is the confidence asso-
ciated with ne

i . To guarantee the orthogonality of the estimated face directions,
the diagonal matrix of SVD of the direction matrix is set to identity.

The dimensions of the cuboid is finally estimated. For each patch, it can offer
2.5 size information, i.e. two edge lengths and an intercept along the face vector.
The intercept is also preferred to be used. For the face direction n̂f , assume
the projections of center of the Nn perpendicular planes are lni , i = 1, 2, ..., Nn,
and projections of center of the Ne perpendicular edge pairs are ae

j and be
j ,

j = 1, 2, ..., Ne, then the dimension along n̂f is estimated as

D
n̂f =

⎧
⎪⎪⎨

⎪⎪⎩

abs(ln1 − ln2 ) Nn = 2,

max
q=a,b

{abs(ln1 − med(qe
j ))} Nn = 1,

abs(med(ae
j) − med(be

j)) Nn = 0.

(3)

Note that, due to the noise and detail of the cuboid main body, a face might
be detected as multiple patches. To handle these cases, patches that are close to
a face of the detected cuboid and can be mostly included by that face will be
merged into the cuboid.

2.4 Detection of Cylinder Main Body

If no cuboid main body is detected in Sect. 2.3, a subsequent attempt will be
made to detect a cylinder one, on the assumption that there is at least one
cuboid or cylinder main body in one spacecraft.



Spacecraft Component Detection 215

Based on the observation that the surface normals would always intersect
with the symmetry axis, an axial-symmetry-based method to detect cylinder is
proposed. First, normal of each point is drawn in a discretized 3D space, points
(voxels) at which more than 5 normals intersect are then used to estimate the
symmetry axis by PCA. The axis is defined as the line that is parallel to the
first eigenvector and passes the mean location of these intersections.

To verify the surface points of the determined cylinder, normal vector and
radius are successively used. A point is initially accepted as a surface point if
the vertical distance of its normal to the symmetry axis is small. Then a mean
radius R is evaluated with these verified points. And for each verified points, it is
re-verified with the radius information. Only points located around the cylinder
faces with radius R are final accepted. R is updated at last, and the length of
the cylinder is defined as the dimension of the surface points along the axis.

3 Experiment

Point cloud data used in our experiments are recovered from simulated images
sequences [18,19]. The objects recorded in these data are Helios-2A (1st row in
Fig. 3) and Tiangong-1 (2nd row in Fig. 3). Thresholds and parameter values used
in our experiments, which have been obtained by trial and error experiments,
can be found in Table 1.

Table 1. Parameters for detections in the proposed pipeline

Parameters Value

Discretization accuracy for sx, sy and sz 0.01

Discretization accuracy for sd 1 × aref

Distance threshold in planar surface points verification (Tdis) (2 − 4) × aref

Angle threshold in planar surface points verification (Tang) 15◦

Angle deviation for parallel and perpendicular patches 5◦

Distance deviation for adjacent planes 5 × aref

The component detection results of Helios-2A and Tiangong-1 are illustrated
in Fig. 3. Note that the main body detection result of Helios-2A do not include
the loads below, which complicate the shape of main body. And the main body of
Tiangong-1 is treated as a whole cylinder while it actually contains two capsules.
Our pipeline effectively detect the solar wings and main bodies except for solar
wing of Helios-2A. Due to the lack of texture, the solar wing of Helios-2A is few
recovered except for its frame, and our pipeline failed to detect plane in such
sparse points.

To quantitatively evaluate the accuracy of the detection results, the relative
dimension ratio (RatioEst) of each detected component is computed, along with
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Fig. 3. Results of component detection. (a) Input point clouds that contain severe noise
and high-density clustering outliers. (b) Outliers (in green) are effectively identified.
(c) Planes are detected and updated to planar patches. (d) Infer a cuboid main body
from the patches or detect a cylinder one from the residual points. (e) A clear view of
the detected components. (Color figure online)

its ground truth (RatioGT ), which is directly measured from the models. The
comparison is presented in Table 2, dimension ratios of solar wing and cuboid
main body are in form that l1 : l2 : l3 (l1 ≤ l2 ≤ l3), and dimension ratio of a
cylinder is ratio of its length to its radius. The deviations are all less than 20%.

Table 2. Relative dimension ratio of each component

Object Component RatioGT RatioEst Deviation (%)

Helios-2A Cuboid MB 1 : 1 : 1.25 1 : 1.00 : 1.17 0.03, 6.4

Solar wing 1 : 2.43 Undetected –

Tiangong-1 Cylinder MB 1 : 5.94 1 : 6.09 2.5

Solar wing 1 : 2.54 1 : 2.08 18.1

1 : 2.24 11.8

4 Conclusion

In this paper, a pipeline is proposed to automatically detect the basic compo-
nents of spacecrafts, which results in a higher structural level representations.
The basic components are treated as geometric primitives such as planes, cuboid
or cylinder. Therefore, detections for such primitives are successively conducted.
To detect the cuboid, an approach to infer a cuboid from group of patches is
proposed. Specifically, criteria to determine cuboid faces are proposed, as well as
methods to estimate the orientation and dimensions of the cuboid. And a novel
axial-symmetry-based cylinder detection approach is also presented, in which
the cylinder is robustly detected through detection of its axis and verification
of its surface points. The experiment performance on the recovered point cloud
data, which are relative sparse and inhomogeneous on the one hand, and surfer
from severe noise and outliers on the other hand, verified the effectiveness and
accuracy.
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To further improve this pipeline, more structure details, such as antennas,
imaging sensors and supporting structure, should be considered in, as well as
shape refinement of the detected components. Global structure properties of
the object and relations of different components could be further exploited to
improve the accuracy.
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Abstract. With the steady and fast economical development and the protection
of resource and environment, the demand for high accuracy of coal resource
exploration is strict. Generally, conventional coal exploration results are shown
in two-dimensional geological maps. It is very difficult to represent three-dimen‐
sional spatial distribution of geological body in direct and visual way. Based on
borehole, two-dimensional topographic and geologic map, coal seam floor
contour maps and geological cross sections, this paper reconstructs 3-dimensional
spatial distribution of ground surface, coal seam, shape of main faults in study
area. Based on multi-source geological data, three-dimensional geological
modeling results clearly show us coal seam shape features, coal accumulating
scope and intensity of each sedimentary cycle, structural outline characteristics.
Therefore, it is a very effective means using three-dimensional geological
modeling for the analysis of the coal bed deposition, structure.

Keywords: Three-dimensional modeling · Constrained triangulation
Coal seam floor reconstruction · Faults reconstruction

1 Introduction

The concept of three-dimensional geological modeling (3DGM) was firstly proposed
by Canadian scholar Houlding in the early 1990s [1]. As a newly developing technology,
3DGM is very useful for the study of Coal geological structure [2]. Coal seam roof,
floor, unconformity and fault are very important interfaces of geological body. The
reconstruction methods for these interfaces have always been the basis and hot issues
of geological 3D modeling [3]. Surface spline interpolation method was firstly intro‐
duced by Yu [4] to reconstruct coal seam floor surface and it had acquired very good
application effect. Fractal method was used by Yfantis [5] and Rakawak [6] to simulate
geological interface and ground surface. NURBS method was used by Fisher [7] and
Zhong et al. [8] to simulate geological surface and entity. 3-D Bezier was used to simu‐
late complex geological structures by De Kemp [9]. Complexly folded surfaces was
reconstructed by mathematic methods by Moore and Johnson [10]. Wu and Xu [11]
mathematically described the spatial geometry of faults using the method of single plane
or multiple plane fitting fault plane, Because the sampling data is usually spatially sparse
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and heterogeneously distributed. The data model is also usually not uniform [12], mean‐
while, the geological data have characteristics such as multi-source, multi-scale and
multi-temporal, etc. These all above make geological study objects have classic typical
characteristics of gray information [13] which determines the complexity and uncer‐
tainty of 3DGM. At present, the data for 3-dimensional mining modeling is usually
single which are mostly confined to borehole data and ground surveying data. A great
deal of geological cross-section maps which include abundant expert knowledge have
not been fully utilized. This paper has integrated multi-source geological data (including
43 boreholes, 3 coal seam floor maps, 1 ground topographic & geological map, 13 cross
sections) by converting data from different sources and types (including converting
original MapGIS data, CAD data and text file into corresponding file format of 3-
dimensional geological modeling platform “3D geological engineer assistant” (D3A
software). The authors have reconstructed three-dimensional geological model of Sanlu‐
tian exploration area in Muli area of Qinghai province in China by expanding function
module of D3A software through VC++, OpenGL programming.

2 Coal Seam Floor and Ground Surface Reconstruction
of Sanlutian

2.1 Basic Modeling Principle

2.1.1 Two Dimensional-Delaunay Triangulation
Triangle is the simplex in plane domain, triangulation network is particularly suitable
for fitting complex topography surface, geological interface, etc. In other words, trian‐
gulation network mainly represents surface in the 3D solid geometric modeling system.
The circumcircle of each triangle in Delaunay Triangulation does not contain any other
point inside. 2D Delaunay triangulation has strict mathematical definition and complete
theoretical basis. Meanwhile, it has good capability of representing boundaries and
constrained adaptability, so it is widely used in three dimensional geological modeling
fields. Complex geological bodies often contain a lot of faults. The relationship among
these faults is also very complex. These faults can be seen as constrained condition of
triangulation for geological interfaces cut by faults. Currently the most popular
constrained Delaunay triangulation algorithm was proposed by Chew in 1989. The basic
idea is that constrained lines are divided into smaller sub-lines and then triangulation is
carried out. 3D scattered point set on the non-overlapping single-value surface is gener‐
ally transfered through projection transformation into 2D plane points and then
Delaunay triangulation is carried out to fulfill the construction of 3D TIN surface. For
multi-Z value geological surface such as overturned folds, they are usually divided into
two single-value surfaces and are reconstructed separately [14]. In this paper,
constrained Delaunay triangulation is carried out based on constrained condition such
as fault lines, coal seam boundary lines, contour lines, etc. to reconstruct coal seam floor
surface and ground surface.
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2.1.2 Fault Line, Boundary Line and Contour Line Intersection Algorithm
In China, Coal seam floor contour map is always drawn by MapGIS/AutoCAD software.
When geological engineering technicians draw the map, they only label elevation value
beside the contour lines, while seam floor contour map is still 2-dimensional graphic. It
does not reflect ups and downs of coal seam floor surface from real 3D angle. So we
need to set these 2D floor contour lines with elevation value to transfer into 3D contour
lines. Then Delaunay triangulation is carried out based on constrained condition of seam
floor contour lines to make it real 3D coal seam floor map.

Similarly, both fault line and boundary line in the floor contour map are 2D lines.
Compared with floor contour lines, they even do not have elevation attribute values.
Therefore, we need to obtain three-dimensional both fault lines and floor contour lines.
To achieve this aim, this paper carries out line intersecting operation between each fault
line and its adjacent floor contour line. In the same way, the line intersecting operation
is done between each coal seam boundary line and its adjacent floor contour line. As
results, a series of new intersection points are generated both in fault line and coal seam
boundary line, then we set them with elevation value in association with corresponding
contour line. So we obtain a series of intersection points with real 3D coordinate. Finally,
3D fault line and coal seam boundary line are obtained through linear interpolation. Here
the key algorithm is 2D line intersection algorithm. It is basic problem of CAD,
Computer Graphics, GIS, etc. Line section can be expressed by mathematical formula
below:

{
x = xm + s ∗ (xn − xm)

y = ym + t ∗ (yn − ym)
(0 ≤ s ≤ 1, 0 ≤ t ≤ 1) (1)

where (xm, ym), (xn, yn) are two endpoints of a line section, s, t are the two parameters to
be solved. Given two lines MN and KL in which the start point and end point are (xm, ym),
(xn, yn), (xk, yk), (xl, yl) separately. Two variables can be calculated based on the line
formula in Eq. (1).

s =
(xn − xm)(ym − yk) − (yn − ym)(xm − xk)

(xn − xm)(yl − yk) − (yn − ym)(xl − xk)
(2)

t =
(xl − xk)(ym − yk) − (yl − yk)(xm − xk)

(xn − xm)(yl − yk) − (yn − ym)(xl − xk)
(3)

If the value of s, t are between [0,1], then there is a intersection point of Line MN
and Line KL. We substitute s into parametric equation of Line MN or substitute t into
parametric equation of Line KL, then we can obtain the coordinate of intersection point.
If the value of s,t are out of [0,1], there is no intersection point between Line MN and
Line KL.

In this paper, we integrate 43 boreholes, 1 ground surface and geological map, 3 coal
seam floor contour maps, 13 cross sections to reconstruct 3D geological model.
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2.2 Data Preprocessing

In this paper, the original coal seam floor surface contour map and ground surface and
geological map are drawn by MapGIS software. We need to do some work about data
preprocessing before 3D geological modeling. Firstly, irrelevant lines and characters in
the map should be deleted. For coal seam floor surface contour map, only floor contour
lines, fault lines and boundary lines should be left. For geological ground surface map,
only contour lines should be left. Secondly, there are some cases in which contour lines
are discontinuous when cartographers draw the map using MapGIS software: (1) in order
to mark elevation value, contour lines are broken off; (2) when topographic-geological
map is drawn, cartographers usually need to add lithologic symbol in some area of the
map which cover the contour lines; (3) sometimes the same long contour line is made
up of several small line segments because of some kinds of reason. In such cases above,
we need to re-connect these line segments. In this paper, the authors carry out constrained
triangulation based on constrained condition of boundary lines, fault lines, floor contour
lines. to reconstruct coal seam bottom surface (Fig. 1).

Fig. 1. Three cases of Incontinuity of original contour line

2.3 Coal Seam Floor and Ground SurFace 3D Reconstruction

Coal seam floor contour map contains elevation level of coal seam in stratum, geological
structure and their mutual relationship, etc. It is foundation of coal mining design,
improvement, extension, etc. It is also basis of coal reserve calculation, dynamic change
management and mining engineering production design [15]. Meanwhile, it is a good
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and effective way to reconstruct 3D coal seam using floor contour map with its abundant
geological information.

The coal seam floor contour maps collected in study area include floor contour map
of top-4 top-5 and bottom-1 coal seam. Topographic-geological map and 43 borehole
data are also collected. Based on the geological data above, floor surfaces of the three
coal seam and ground surface are reconstructed. Meanwhile, modeling result is validated
by borehole data. The overall technique route map of coal seam floor surface recon‐
struction of Sanlutian exploration area is shown in Fig. 2.

Fig. 2. Coal seam floor surface reconstruction technology route map

Processing of bottom-1 coal seam floor contour map data is taken as example. The
original data of bottom-1 coal seam floor contour map is MapGIS file. Firstly, original
data should be preprocessed and input the data into D3A software. Secondly, both fault
lines and coal boundary lines are intersected with coal seam floor contour lines with
elevation value to get real 3D fault lines and coal boundary lines. The original coal seam
is cut by faults into several pieces of small coal seams. In order to make 3D modeling
convenient, each piece of small coal seam is reconstructed separately. Each small piece
of coal seam is carried out constrained delaunay triangulation by relevant coal seam
boundary, fault lines and floor contour lines. Figure 3(a) is the constrained delaunay
triangulation mesh of bottom-1 coal seam floor in which Y axis points to the North.
According to the same principle, 3D topographical-geological map is constructed based
on 2D topographical-geological map, as shown in Fig. 3(b). Figure 3(c) is the borehole
distribution map in exploration area. In order to show borehole data effectively, trans‐
parent display is adopted for ground surface to show how each borehole extend to the
depths of underground. Figure 3(d) is the three coal seam floor overlay map in which
top-4 coal seam is displayed in red color, top-5 coal seam is displayed in blue and
bottom-1 coal seam is displayed in black. The ground surface and coal seam floor overlay
map is as shown in Fig. 3(e).
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(a) Bottom-1 coal seam floor constrained triangulation

(b) Ground surface model     (c) Borehole distribution model

(d) Three coal seam floor overlay map (e) Ground surface and coal seam floor overlay map

Fig. 3. Coal seam floor and ground surface 3D reconstruction (Color figure online)

3 Main Fault Surface Reconstruction

There are both normal faults and reserve faults in the exploration area. For normal faults,
constrained triangulation is carried out with intersection line of broken coal as
constrained line to reconstruct normal fault surface. For reverse faults, constrained
triangulation is carried out with fault lines in 13 cross sections as constrained line to
reconstruct reverse fault surface. Because reconstruction procedure of normal fault is
relatively easy, it is not introduced in detail. Here the process of reserve faults 3D
modeling is explained in detail.

3.1 Real 3D Cross Section Generating

It is an important method to reconstruct 3D fault surface using cross sections generated
by coal geological exploration. Firstly, conventional 2D cross sections should be
converted into real 3D ones. In other words, real 3D cross sections need to be generated.
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Here the key point is how 2D points in cross sections are converted into 3D spatial
coordinate system. The transformation principle and implementation method of 2D cross
section converted to real 3D ones is: (1) Firstly, 2D cross section is divided into several
small parts based on the start point, the end point of cross section line and borehole
orifice point in the prospect line; (2) Secondly, 3D cross section framework is established
based on 2D prospect polyline; (3) Finally, feature points in 2D cross section is trans‐
formed into 3D spatial coordinate system step by step. Meanwhile, turning control points
are added for the long lines which step across turning points of cross section.

Concretely speaking, as original cross section is two-dimensional, the points on the
cross section only have the x and y coordinates. The y coordinate usually corresponds
to the z coordinate in real three-dimensional coordinate system, while the x coordinate
corresponds to the x or y coordinate. So the y coordinate values can be transformed to
the z coordinate in real three-dimensional space based on the reference of elevation line
and map scale. For the exploration lines with multi directions, the directions of every
sub-line need to be determined through the angle between sub-line and x axis, then the
three-dimensional coordinates of all nodes on the prospecting polyline can be calculated.
Through programming, the transformation from two-dimensional exploration lines to
three-dimensional ones is realized. There are 13 cross sections in the exploration area
and the format of the original map is MAPGIS data format. Firstly, the data should be
transformed to DXF format and then imported into D3A platform to transform them into
D3A format. To make it convenient for establishing three-dimensional model, the cross
sections in D3A format should be pre-processed, and the lines of cross sections should
be divided into many sub-layers, such as fault line layer, stratum interface line layer,
drill line layer, ground surface line layer, elevation line layer and so on. Then, the same
code number for fault lines on 13 cross sections of the same fault is assigned. The code

(a)2D cross section of prospecting line1 (b) 

Corresponding 3D cross section after           

transformation(red lines represent fault lines)

(c) 3D real cross sections of all prospecting lines in exploration area

Fig. 4. Transformation from 2D cross sections to real 3D cross sections (Color figure online)
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numbers are like F1, F2, F26, F27, F28, and so on. The original 2D cross section of
prospecting line 1 drawn in MapGIS software is shown in Fig. 4(a) Meanwhile, the
corresponding 3D real cross section transformed by programming is shown in Fig. 4(b).
Figure 4(c) is the overall effect map of real 3D cross sections in exploration areas.

3.2 Fault Surface Reconstruction

Based on fault line coding number above, minimum span length distance algorithm is
adopted to carry out constrained triangulation with the same code of fault line as
constrained boundary. Minimum span length distance algorithm is also called minimum
diagonal line algorithm which is the most common local optimized algorithm. It is
archived by three steps: (1) Step1: All outlines or fault lines should be projected, zoomed

(a)Code number for faults in adjacent (b)Fault surface triangular mesh reconstruction 

cross sections

(c)Reverse faults constructed by real (d)All faults graph after rendering in 

3D cross sections exploration area

(e)Ground surface and faults overlay map (f) The cut of bottom-1 coal seam by faults

Fig. 5. Faults 3D reconstruction
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and moved to similar-size rectangle to make sure that two adjacent line have the same
shape and center; (2) Step2: Search the best starting point; (3) Step3: Extend the trian‐
gular mesh step by step and choose the shorter one between two diagonal lines as
extended line. The minimum diagonal line algorithm is simple and easy to be imple‐
mented. Generally speaking, it would generate model with good quality when outlines
have similar trend, shape and location. Based on the principle above, 3D reverse fault
surface of all coding number is generated. It is a simple example of coding number for
fault lines in adjacent cross sections as shown in Fig. 5(a). The triangulation mesh of
each reverse fault is constructed based on fault lines with the same coding number is
shown in Fig. 5(b). The final 3D graph of reverse fault is shown in Fig. 5(c) which has
no illumination rendering effect. The illumination rendering effect graph of all fault
surfaces including both normal faults and reverse faults is shown in Fig. 5(d). The ground
surface and fault overlay graph is shown in Fig. 5(e). Figure 5(f) shows us that how the
faults in exploration area cut bottom-1 coal seam. The reconstructed result of faults
clearly shows us that how the faults extend to the depths of underground and how the
faults cut the main coal seam and make the coal seam move. Obviously, it provides
important reference to mining engineering technician about how they could design and
arrange laneway. Due to the inefficiency of original data, the reconstructed fault surface
is only part of real fault, how to extend these faults both to ground surface and to the
depth of underground deep in the earth should be further considered.

4 Fault Surface Smooth

The fault surfaces generated by the method above always tend to be stiff, so they need
to be processed to become more smooth. In short, virtual fault line between original fault
lines should be added to reconstruct fault surface triangular mesh in order to make
reconstructed fault surface become more smooth. Because points in original fault line
are homogeneously distributed, they do not need any processing. In the smoothing
process of original fault triangulation mesh, it must meet this constraint condition: the
post-processed fault surface must go through original fault lines. In other words, it must
go through all the points of original fault lines. In this paper, Cardinal spline curve is
used to transform surface smooth processing into polyline smooth processing to recon‐
struct fine triangular mesh. Cardinal spline is piecewise interpolation cubic curve, and
furthermore tangent is appointed at every endpoint location. Meanwhile, it is not neces‐
sary to provide tangent value of endpoint. In Cardinal spline, slope value of control point
can be calculated by adjacent control point coordinate. A Cardinal spline is fixed by four
consecutive control points in which two control point is endpoint of curve segment while
the other two points are used to compute slope value of endpoint. It is assumed that there
are four consecutive control points Pk–1, Pk, Pk+1, Pk+2 and P(u) is parameter cubic func‐
tion formula of Pk and Pk+1 (u is parameter), then the constraint condition for building
Cardinal spline using four control points from Pk–1 to Pk+2 is:

Research on 3D Modeling of Geological Interface Surface 227



P(u) =
[

u3 u2 u 1
]
∗ Mc

⎡⎢⎢⎢⎣

PK−1
PK

PK+1
PK+2

⎤⎥⎥⎥⎦
(4)

In which Cardinal matrix is

MC =

⎡⎢⎢⎢⎣

−s 2 − s s − 2 s

2s s − 3 3 − 2s −s

−s 0 s 0
0 1 0 0

⎤⎥⎥⎥⎦
(5)

where s = (1 − t)∕2, t is tension coefficient.
The concrete step using Cardinal spline to achieve fault surface fine expression is as

below: (1) Step1: the elevation scope should be determined. Meanwhile, the upper
boundary should both rounded up and the lower boundary should be rounded down in
order to expand the scope a little (e.g. from 2650 to 4200); (2) Step2: Appropriate
elevation interval should be chosen; (3) Step3: For each fault line, maximum and
minimum elevation value should be determined (e.g. 3000, 3850); (4) Step4: For each
fault line, a series of adopting elevation points with the same interval should be produced
using linear interpolation (e.g. 3000, 3050, 3100, …, 3800, 3850); (5) Step5: For the
lower boundary point of fault curve surface, the larger adopting elevation value between
the lowest adopting elevation points of two adjacent fault lines is used to determine
appropriate interpolation point number based on the distance between the two adopting
elevation points and then carry out interpolation using Cardinal spline. The same inter‐
polation method is used for upper boundary points of fault curve surface; (6) Step6: For
both upper and lower boundary, a virtual elevation point should be generated at the same
elevation interval using linear interpolation; (7) Step7: For sampling points and virtual
points with the same elevation value, appropriate interpolation point number should be
determined by the distance between points, then Cardinal spline is used; (8) Step8:
triangulation is carried out for all fault points and interpolation points.

Figure 6(a) is the triangular mesh of F27 fault before smooth in the exploration area
and Fig. 6(b) is corresponding illumination rendering effect map. Meanwhile, Fig. 6(c)
is the triangular mesh of F27 fault after smooth and Fig. 6(d) is corresponding illumi‐
nation rendering effect map. The illumination rendering effect map of main reverse faults
in the exploration area is shown in Fig. 6(e). It is obvious that both the boundary and
inside of fault surface are much more smooth than original graph after Cardinal spline
function is used.
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(a)F27 fault triangular mesh before smooth       (b)Corresponding mesh illumination

rendering effect

(c)F27 fault triangular mesh after smooth     (d)Corresponding mesh illumination rendering 

(e) The overall effect map of reverse faults after rendering 

Fig. 6. 3D surface smooth results of faults

5 Brief Geological Analysis Based on 3D Modelling

This paper has established fine 3D geological model based on multi-source geological
data in the exploration area. The 3D modeling results clearly show the shape feature of
coal seam, coal accumulation range and intensity of each sedimentary cycle, structure
outline, etc. The faults in the study area are divided into three group of faults including
Northwest directional reverse faults, Northeast directional normal faults and Northwest
directional normal faults according to 3D modeling results. It is clearly found that, from
bottom-1 coal seam to top-5 coal seam to top-4 coal seam, coal seam distribution range
is becoming smaller and smaller based on 3D reconstruction of coal seam floor. Mean‐
while, the thickness of coal seam is becoming thinner and thinner according to borehole
data. Combined with geological survey data, it can be concluded that from Jurassic
period coal accumulating intensity of each sedimentary cycle is becoming weaker and
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weaker. Meanwhile, 3D reconstruction of geological structure feature clearly reflects
the cut of coal seam by fault which make up for the shortage of 2D fault line in geological
plane map and cross sections. Due to paper limited length, detailed geological analysis
based on 3D modeling are not discussed here, it would be discussed in another paper.

In sum, 3D geological modeling results clearly show coal seam shape features, coal
accumulating scope and intensity of each sedimentary cycle, structural outline charac‐
teristics. Therefore, it is a very effective means using three-dimensional geological
modeling for the analysis of the coal bed deposition, structure. Finally, it can be predicted
that 3D geological modeling would be helpful to geological horizon calibration and
shape modeling of gas hydrate newly found in the study area which would have impor‐
tant directive significance.

6 Conclusion

This paper has reconstructed 3D important geological interface surface, such as coal
seam floors, main faults and ground surface in Sanlutian exploration area, Muli coal
mine according to common geological map in coal mine. From the view of reconstruc‐
tion of 3D model, it is obviously economic, quick and accurate method to reconstruct
real 3D coal seam floor by adopting constraint Delaunay triangulation technique based
on coal seam floor map compared with the methods used in references [8, 9, 12]. Based
on cross sections, the reconstructed underground faults are relatively accurate and
reasonable because of strong constraint condition of borehole data and reasonable infer‐
ence from geological expert when cross sections are drawn. However, the reconstructed
faults above tend to be stiff, this paper adopts Cardinal spline to smooth fault surface
and it is proved to obtain good effect. In sum, it is an effective method proposed by this
paper to reconstruct 3D geological interface model in the study area. Obviously, the 3D
modeling result is very useful to carry out tectonic analysis, sedimentation analysis and
it would strengthen our profound comprehension of geological phenomenon in the study
area.
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Abstract. The Chan-Vese model using variational level set method (VSLM)
has been widely used in image segmentation, but its efficiency is a challenge
problem due to high computation costs of curvature as well as the Eiknal
equation constraint. In this paper, we propose a continuous Max-Flow
(CMF) method based on discrete graph cut approach to solve the VSLM for
image segmentation. Firstly, we recast the original Chan-Vese model to a
continuous max-flow problem via the primal-dual method and solve it using the
alternating direction method of multipliers (ADMM). Then, we use the pro-
jection method to recover the continuous level set function for image segmen-
tation expressed as a signed distance function. Finally, some numerical
examples are presented to demonstrate the efficiency and accuracy of the pro-
posed method.

Keywords: Image segmentation � Variational level set method
The Chan-Vese model � Continuous Max-Flow method

1 Introduction

Image segmentation is of great importance in image analysis, which has found a lot of
applications in the fields of computer vision, medical imaging processing, remote
sensing imaging analysis, etc. Its task is to divide an image into different parts
according to image features without vacuum and overlapping. It can be accomplished
by variational methods through minimizing a specific energy functional. Among of the
existing approaches, the Mumford-Shah model [1] is a fundamental approach, but it is
difficult to solve due to different space definitions of variables. The Chan-Vese model
[2] can overcome this problem based on a reduced Mumford-Shah model and varia-
tional level set method (VLSM) [3, 4] with the concept of total variation (TV) [5].

© Springer Nature Singapore Pte Ltd. 2018
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The Chan-Vese model not only can solve a lot of problems of two-phase image
segmentation, but also has become fundamental approach to various variational
multi-phase image segmentation models [6]. Moreover, its idea can be extended to solve
the related variational multi-phase image segmentation models, thus have received a lot
of attentions recently. For the problem of two-phase segmentation X ¼ X1 [ X2,
X1 \ X2 ¼ ;, the Chan-Vese model based on the reduced Mumford-Shah model can
be described as

Min
c1;c2;/

Z
X
Q1H /ð Þdxþ

Z
X
Q2 1� H /ð Þð Þdxþ c

Z
X
d /ð Þ r/j jdx

� �
ð1Þ

where, Q1 ¼ a1 c1 � fð Þ2, Q2 ¼ a2 c2 � fð Þ2, c1 and c2 represent piecewise constant
approximations of the original image f in regions X1 and X2 respectively. The function
/ xð Þ denotes a level set function. H /ð Þ, d /ð Þ are Heaviside function and Dirac
function of / xð Þ. H /ð Þ, 1� H /ð Þ are characteristic functions of X1 and X2 respec-
tively. If / xð Þ is defined as a signed distance function, it must fulfill the following
Eiknal equation

r/j j ¼ 1 ð2Þ

Equations (1) and (2) constitute a constrained optimization problem. After c1 and
c2 are estimated, / xð Þ can be obtained by solving the following gradient descent
equation [2]

@/
@t ¼ r � r/

r/j j
� �

þ Q2 � Q1ð Þ
� �

d /ð Þ x 2 X

r/ �~n ¼ 0 x 2 @X

(
; ð3Þ

@w
@t þ sign /ð Þ rwj j � 1ð Þ ¼ 0

w 0; xð Þ ¼ / t; xð Þ
�

: ð4Þ

In order to avoid the re-initialization process of (4), [7] has augmented the con-
straint (2) into (1) via the penalty function method as below:

Min
/

Z
X
Q1H /ð Þdxþ

Z
X
Q2 1� H /ð Þð Þdxþ c

Z
X
d /ð Þ r/j jdxþ h

2

Z
X

r/j j � 1ð Þ2dx
� �

;

ð5Þ

Thus, (3), (4) can be replaced with

@/
@t ¼ r � r/

r/j j
� �

þ Q2 � Q1ð Þ
� �

d /ð Þþ h D/�r � r/
r/j j

� �� �
x 2 X

r/ �~n ¼ 0 x 2 @X

(
: ð6Þ
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But the computation of the curvature in (6) using finite difference scheme is highly
complex. The Split Bregman projection (SBP) method designed by [8] can circumvent
this difficulty by making use of a generalized thresholding formula and projection
method in the alternating optimization process. The alternating iterative formulation
can be presented as below.

/kþ 1;~wkþ 1
� �

¼ Arg Min
/;~w: ~wj j¼1

R
X Q1H /ð Þdxþ R

X Q2 1� H /ð Þð Þdx
þ c

R
X d /ð Þ ~wj jdxþ h

2

R
X ~w�r/�~bkþ 1
��� ���2dx

8<
:

9=
;;

ð7aÞ

~bkþ 1 ¼~bk þr/k �~wk; ~b0 ¼ ~w0 ¼~0: ð7bÞ

A similar alternating direction method of multipliers projection (ADMMP) method
is proposed in [8], which is given by

/kþ 1;~wkþ 1� �
¼ Arg Min

/;~w: ~wj j¼1

R
X Q1H /ð Þdxþ R

X Q2 1� H /ð Þð Þdx
þ c

R
X d /ð Þ ~wj jdxþ R

X~s
k � ~w�r/ð Þdxþ h

2

R
X ~w�r/j j2dx

( )
:

ð8aÞ

~skþ 1 ¼~sk þ h ~wkþ 1 �r/kþ 1� �
: ð8bÞ

The SBP method and ADMMP method are motivated by the SB method and
ADMM method for the equivalent model of Chan-Vese model [9]

Min
c;kðxÞ2 0;1f g

Z
X
Q1kdxþ

Z
X
Q2 1� kð Þdxþ c

Z
X
rkj jdx

� �
: ð9Þ

After c is estimated, k can be obtained via the fast SB method [10], and ADMM
method [11] which were originally proposed to solve TV models for image restoration.

Another fast method to solve (9) is the graph cut approach [12] which recasts it to a
Max-Flow/Min-Cut problem on a graph [13]. Also its continuous Max-Flow coun-
terpart was proposed by [14–16] to avoid graph construction and complex data
structures. In this paper, we will design the Continuous Max-Flow (CMF) method for
(1) to provide a new fast implementation of it and lay the foundation for multi-phase
image segmentation, 3D image segmentation, etc.

The paper is organized as follows. Section 2 briefly introduces the Continuous
Max-Flow method for Chan-Vese model of convex optimization. The CMF method for
classic Chan-Vese model under VSLM framework is designed in Sect. 3. In Sect. 4,
the numerical experiments are conducted to compare the proposed method with some
current fast approaches. Finally, concluding remarks and outlook are given in Sect. 5.
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2 The Continuous Max-Flow Method for Equivalent
Chan-Vese Model

As one can see that (9) is a minimization problem with two variables, it can be tackled
using the alternating optimization strategy. After c is estimated, another sub-problem of
minimization on k is as follows.

Min
kðxÞ2 0;1f g

Z
X
Q1kdxþ

Z
X
Q2 1� kð Þdxþ c

Z
X
rkj jdx

� �
: ð10Þ

The procedure of convex optimization to solve it is based on the relaxation of
k 2 0; 1f g to k 2 0; 1½ �, and the thresholding formula for the final results. The relaxified
version of (10) can be transformed into the Max-Min problem [14–17] as below.

Max
pt :0� pt �Q1

Max
ps:0� ps �Q2

Max
~P:~pj j � c

Min
kðxÞ2 0;1½ �

R
X ptkdxþ

R
X ps 1� kð Þdxþ R

X r �~pkdx
¼ R

X psdxþ
R
X pt � ps þr �~pð Þkdx

( )
: ð11Þ

Due to the following dual formulas

Z
X
Q1kdx ¼ Max

pt :0� pt �Q1

Z
X
ptkdx; ð12aÞ

Z
X
Q2 1� kð Þdx ¼ Max

ps:0� ps �Q2

Z
X
ps 1� kð Þdx; ð12bÞ

c
Z
X
rkj jdx ¼ Max

~P:~pj j � c

Z
X
r �~pkdx: ð12cÞ

Then, (11) can become the following Continuous Max-Flow optimization problem

Max
ps

Z
X
psdx; ð13aÞ

s:t: pt � ps þr �~p ¼ 0; 0� pt �Q1; 0� ps �Q2; ~pj j � c: ð13bÞ

which can be solved via the ADMM method as given by

pkþ 1
t ; pkþ 1

s ;~pkþ 1
� �

;

¼ Arg Max
pt :0� pt �Q1
ps :;0� ps �Q2

~p:~pj j � c

R
X ps þ kk pt � ps þr �~pð Þ � l

2 pt � ps þr �~pj j2
� �

dx; ð14aÞ

kkþ 1 ¼ kk � l pkþ 1
t � pkþ 1

s þr �~pkþ 1� �
: ð14bÞ

where l is a penalty parameter, k is a Lagrangian multiplier.
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3 The Continuous Max-Flow Method for the Chan-Vese
Model

For the classic Chan-Vese model (1), (2) under the VLSM, after c has been estimated, it
can be transformed into the following constrained optimization problem

Min
/

R
X Q1H /ð Þdxþ R

X Q2 1� H /ð Þð Þdxþ c
R
X rH /ð Þj jdx	 


s:t: r/j j ¼ 1

(
: ð15Þ

In order to solve it, [2] has introduced the regularized Heaviside function He /ð Þ and
the regularized Dirac function de /ð Þ as

He /ð Þ ¼ 1
2
þ 1

p
arctan

/
e

� �
; ð16aÞ

de /ð Þ ¼ 1
p

e

/2 þ e2
: ð16bÞ

Here e is a small positive parameter and He /ð Þ 2 0; 1½ �. Let k ¼ He /ð Þ, then (15)
becomes

Min
k2 0;1½ �

R
X Q1kdxþ

R
X Q2 1� kð Þdxþ c

R
X rkj jdx	 


s:t:
k ¼ He /ð Þ
r/j j ¼ 1

�
8><
>: : ð17Þ

The first formulation is just the relaxified version of (10), so its solution can be
obtained via the CMF method as (14a), (14b) i.e.

pkþ 1
t ; pkþ 1

s ;~pkþ 1� � ¼ Arg Max
pt : 0� pt �Q1

ps : 0� ps �Q2

~p : ~pj j � c

Z
X

~ps þ kk pt � ps þr �~pð Þ � l
2
pt � ps þr �~pj j2

� �
dx

ð18aÞ

kkþ 1 ¼ kk � l pkþ 1
t � pkþ 1

s þr �~pkþ 1� �
; kkþ 1 2 0; 1½ �: ð18bÞ

In fact, (18a) can be divided into the following sub-problems of minimization in
terms of alternating optimization respectively,

pkþ 1
t

� � ¼ Arg Max
pt :0� pt �Q1

Z
X

kk pt � pks þr �~pk� �� l
2

pt � pks þr �~pk�� ��2� �
dx; ð19aÞ
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pkþ 1
s

� � ¼ Arg Max
ps:0� ps �Q2

Z
X

ps þ kk pkþ 1
t � ps þr �~pk� �� l

2
pkþ 1
t � ps þr �~pk�� ��2� �

dx;

ð19bÞ

~pkþ 1� � ¼ Arg Max
~p:~pj j � c

Z
X

kk pkþ 1
t � pkþ 1

s þr �~p� �� l
2

pkþ 1
t � pkþ 1

s þr �~p�� ��2� �
dx:

ð19cÞ

And their solutions are given by

~pkþ 1
t ¼ pks �r �~pk þ kk

l

pkþ 1
t ¼ Max 0;Min ~pkþ 1

t ;Q1
� �� �

(
; ð20aÞ

~pkþ 1
s ¼ pkþ 1

t þr �~pk� �þ 1�kk

l

pkþ 1
s ¼ Max 0;Min ~pkþ 1

s ;Q2
� �� �

(
; ð20bÞ

�rkk þ lr pkþ 1
t � pkþ 1

s þr � ~~pkþ 1
� �

¼ 0 x 2 X

kk � l pkþ 1
t � pkþ 1

s þr � ~~pkþ 1
� �

¼ 0 x 2 @X

8<
:

~pkþ 1 ¼ ~~pkþ 1

Max 1; ~~pkþ 1j jð Þ

8>>><
>>>:

: ð20cÞ

Also, the solution of (18b) is given by

~kkþ 1 ¼ kk � l pkþ 1
t � pkþ 1

s þr �~pkþ 1
� �

kkþ 1 ¼ Max 0;Min ~kkþ 1; 1
� �� �(

: ð21Þ

One can see that the constraints in (17) can recast the continuous level set function
as a signed distance function. It can be implemented by the ADMMP method as

ð/kþ 1; ~wkþ 1Þ
¼ Arg Min

/;~w

1
2

R
X k� Heð/Þð Þ2dxþ R

X~r
k � ~w�r/ð Þdxþ l0

2

R
X ~w�r/j j2dx

n o
;

s:t: ~wkþ 1
�� �� ¼ 1

8>><
>>:

ð22aÞ

~rkþ 1 ¼~rk þ l0 ~wkþ 1 �r/kþ 1� �
: ð22bÞ

Now, by applying the alternating optimization strategy to (22a), we can obtain
/kþ 1 using the standard variational method while fixing ~wk as

He /ð Þ � kð Þde /ð Þþr �~rk � l0r � r/�~wk
� � ¼ 0

�~rk þr/�~wk
� � �~n ¼ 0

�
: ð23Þ
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Finally, (23) can be solved through Gauss-Seidel scheme approximately. Then, we
can get ~wkþ 1 while fixing /k as

~rk þ l0 � ~~wkþ 1 �r/kþ 1
� �

¼ 0

~wkþ 1 ¼ ~~wkþ 1

Max ~~wkþ 1j j;1ð Þ

8<
: : ð24Þ

Now we summarize the algorithm introduced in this section as follows.

Algorithm A. Fast algorithm based on the CMF for the Chan-Vese model
Set the starting values 1

sp , 1
tp , 1p and 1λ , let 1k = and start k th−

iteration, which includes the following steps, till converge:
1) Compute 1k

tp
+ according to (20a);

2) Compute 1k
sp

+ according to (20b);
3) Compute 1kp + according to (20c);
4) Compute 1kλ + according to (21);
The constraints in (16) can be realized by the ADMMP method as:
5) Compute 1kφ + according to (23);
6) Compute 1kw + according to (24);

Let 1k k= + return to the 1k + iteration till converge.

4 Numerical Experiments

In this section, we present some numerical experiments to compare the effectiveness
and efficiency of our proposed continuous max-flow method with the current fast
algorithms (SBP, ADMMP) through the segmentation of three classic images. The
experiments are implemented on PC (Intel (R) Core (TM) i5 Duo CPU @3.30 GHz
3.30 GHz; memory: 4 GB; code running environment: Matlab R2010b). Figure 1
shows the three images for segmentation. The segmentation results using SBP,
ADMMP and the CMF method are shown in Figs. 2, 3, and 4. Here, we draw a red
outline to represent the segmented contour.

(a)           (b) (c) 

Fig. 1. Tested images for image segmentation: (a) liver image, (b) cameraman image,
(c) irregular graphic picture.
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One can observe from Fig. 2 that the blood vessels of liver are more accurately
separated by the proposed CMF method than SBP, ADMMP (see the middle blood
vessels of liver). Figure 3 demonstrates that the cameraman and the background are
separated more clearly by the proposed CMF than the SBP, ADMMP (see the right of
the cameraman image). The results in Fig. 4 shows that the CMF method provides
better segmentation of irregular picture components than the SBP and ADMMP
methods (see the edge of the irregular graphic picture).

(a)           (b)      (c) 

Fig. 2. Segmentation results of Fig. 1(a) by (a) SBP, (b) ADMMP, (c) CMF, respectively.
(Color figure online)

(a)                (b) (c) 

Fig. 3. Segmentation results of Fig. 1(b) by (a) SBP, (b) ADMMP, (c) CMF, respectively.
(Color figure online)

(a)               (b)         (c) 

Fig. 4. Segmentation results of Fig. 1(c) by (a) SBP, (b) ADMMP, (c) CMF, respectively.
(Color figure online)
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To further illustrate the effectiveness of CMF method, the processing result using
level set function of the three tested images are compared, as shown in Figs. 5, 6 and 7,
respectively. It can be seen that all the three method achieve good performance on liver
image, cameraman image and irregular graphic picture.

In order to compare the efficiency of the proposed CMF with the SBP and
ADMMP, we list the numbers of iterations and CPU time of them in Table 1. It can be
seen that our proposed method CMF needs much fewer iterations and CPU time, which
proves that the computational efficiency of CMF method is faster than the current fast
SBP method and ADMMP method.

(a)             (b) (c) 

Fig. 5. The result of level set function of Fig. 1(a) by (a) SBP, (b) ADMMP, (c) CMF,
respectively.

(a)                (b)         (c) 

Fig. 6. The result of level set function of Fig. 1(b) by (a) SBP, (b) ADMMP, (c) CMF,
respectively.

(a)                 (b)    (c) 

Fig. 7. The result of level set function of Fig. 1(c) by (a) SBP, (b) ADMMP, (c) CMF,
respectively.
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5 Conclusions and Future Topics

Graph cut is a fast algorithm for the min-cut on graphs in computer vision, it is dual to
the max-flow method on networks. The continuous max flow method inspired by its
discrete counterpart has been proposed to solve some variational model in image
processing. In this paper, we design the continuous max flow method for classic
Chan-Vese model for image segmentation under the framework of variational level set
with constraints of Eiknal equations. Firstly, the Chan-Vese model is transformed into a
max-min problem by using dual formulations, based on it, the continuous max flow
method is proposed using the alternating direction method of multipliers. Then, the
Eiknal equation is solved by introducing an auxiliary variable and ADMM method.
Numerical experiments demonstrate that this method is better than the current fast
methods in efficiency and accuracy. The investigations in this paper can be extended to
the problems of multiphase image segmentation and 3D image segmentation naturally.
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Abstract. Deep learning methods have been successfully applied to feature
learning in medical applications. In this paper, we proposed a Deep Stacked Auto-
Encoder (DSAE) for liver segmentation from CT images. The proposed method
composes of three major steps. First, we learned the features with unlabeled data
using the auto encoder. Second, these features are fine-tuned to classify the liver
among other abdominal organs. Using this technique we got promising classifi‐
cation results on 2D CT data. This classification of the data helps to segment the
liver from the abdomen. Finally, segmentation of a liver is refined by post
processing method. We focused on the high accuracy of the classification task
because of its effect on the accuracy of a better segmentation. We trained the deep
stacked auto encoder (DSAE) on 2D CT images and experimentally shows that
this method has high classification accuracy and can speed up the clinical task to
segment the liver. The mean DICE coefficient is noted to be 90.1% which is better
than the state of art methods.

Keywords: Deep learning · Liver · Segmentation · Classification

1 Introduction

Liver detection is the most difficult task where the intensity level of each pixel is almost
similar to nearby organs. In many clinical treatments, an accurate detection and segmen‐
tation of a liver are the most challenging job in CT images. The most progressive treat‐
ments are radiotherapy [1], liver resection, and transplantation. Some senior radiologists
reported the accurate results using manual segmentation but it is a time-consuming job.
Therefore, automatic and semi-automatic methods are most promising in this manner.
However, there are still several problems and challenges in computer aided liver
segmentation reported previously (see Fig. 1). The first challenge is the low contrast
among the different organs which is difficult to detect the liver boundaries. Another
challenge is the high intensity of a tumor in the liver. In addition, under segmentation
and leakage problem is also occur in the abnormal liver where the intensity based method
is used for segmentation. In some cases, shape prior methods are used to distinguish the
neighboring organs where the high variation of the liver shapes makes it a challenging
task.
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Fig. 1. Represent the challenges in liver segmentation. The presence of pathologies in the liver
and weak boundaries.

The image based methods having low-level image information can be addressed as
gradient, intensity, and low-level features. These methods are thresh-holding [2], region-
growing [3] and graph-cut [4] which might be automatic or semi-automatic. The organs
with similar intensities are the challenging job in the gray level method to cause the
leakage and under segmentation. In semi-automatic liver segmentation methods need
the limited interaction of the user to complete the task which required thresh-holding or
morphological operations, achieved better results [5]. To deals with fuzzy boundaries,
vibrational energy method [6] is used for surface smoothness and regional appearance
while a convex vibrational model is used which based on seed constraint in the fore‐
ground and background [7]. These methods need user interaction and are very sensitive
to initial contours but achieved a better result and good performance.

In recent years, deep learning (Convolutional Neural Network - CNNs) [8, 9]
achieved better results in image segmentation. CNNs are the multilayer neural networks
in which raw images captures the hierarchy of features from a low level to high-level
features and a special information is also encoded in extracted features. Several works
on CNNs have been reported as infant brain segmentation [10] and Knee cartilage
segmentation [11]. Many researchers have been addressed as a fully CNN and graph cut
approaches to achieve automatic CT scan segmentation. Some learned information and
probability map of the liver generated by CNN combined into the graph cut as a penalty
term [12].

Comparing with the shape based methods, these methods are fully automatic and no
deformation and initialization of complex shape positions. However, there are some
limitations of heterogeneous due to the presence of pathologies and intrahepatic veins.
Stacked de-noising auto encoder [13] is used for segmentation of brainstem in MRI
images. This method is successfully applied to get the promising results against other
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deep learning and SVM techniques. In recent years, stacked auto-encoders have been
used for different classification task in deep learning literature [14].

In this work, we focus on Deep Stacked Auto-Encoders (DSAE) to learn the un-
supervised features and then fine-tuned with a Soft-max layer using the given labels of
the images. Moreover, instead of using a pixel by pixel mapping, we are using a patch
based learning which reduced the complexity of our training algorithm and giving very
efficient classification results for liver segmentation. Our contribution in this work is, to
reduce the classification error among the liver and other organs. We found that, to
increase the number of datasets in DSAE, that effect on the classification accuracy. It
improves the performance of segmentation as well. Our whole model is represented
below (see Fig. 2). The paper is structured as follows, Sect. 2 and 3 describe the proposed
method and results, respectively and finally, Sect. 4 concludes the report.

Testing Training

Import CT images for 
Testing

Import CT images for 
Training

Preprocessing
Normalization , Noise 

reduction

Hu windowing, Rotation 

Unsupervised feature 
learning

Fine tuning for the whole 
NN

Classification of a liver based 
on DSAE

(DSAE based model)
Initial liver segmentation

Post Processing

Final liver segmentation

Fig. 2. Model of our system. Training (Right) and Testing (Left).
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2 Proposed Method

2.1 Clinical Datasets

In our experiment, we used SLiver07 dataset that consists of 20 training and 10 testing
datasets. This dataset available online by the organizers of SLiver07 website (http://
sliver07.org). It is the combination of different types of pathologies which include cysts,
metastases, and different size of tumors. Using different scanners all the images are
contrast enhanced in the central venous phase. Each dataset varies the slice number from
64 to 502, the axial dimension of 512 × 512 pixels. The other dataset is 3dircadb which
is also publically available having 20 datasets with their ground truths, having a large
number of variations and pathologies. The number of slices varies from 64 to 502. The
3dircadb dataset has been segmented by a single radiologist. This work is done in
MATLAB 2016b with Intel core i7 3.60 GHz CPU and 24 GB of RAM. All the experi‐
ments have been done with the window level recommendation of the abdomen for CT
images.

2.2 Pre-processing

Preprocessing is the essential part of a segmentation task. First, we applied Hounsfield
unit with window level [−100, 400] recommended for a liver to remove the irrelevant
parts. This improves the learning rate and reduces the complexity of dataset. We
enhanced the contrast of images at a certain level for each dataset.

A Gaussian filter is used for noise reduction. The normalization is performed on the
whole dataset with zero mean and unit variance. Figure 3 shows the enhancement of the
liver images with contrast and normalization. We crop the images at the certain level
and rotate the dataset. This helps us to more optimize our training time and save the
physical memory.

Fig. 3. Raw liver image (left), Applied Hounsfield unit on an image with windowed level [−100
400] (middle), the final contrast-enhanced and normalized image (right)
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2.3 Feature Learning and Fine Tuning

Our method is based on classification to segment the liver from CT images. For this
purpose, we have learned the features from Stacked Auto-Encoder which is an unsu‐
pervised learning method. In this method, we distributed each image into the number of
patches which are given as an input to the Stacked Auto-Encoder. We designed the
overlapping patches from CT images with a stride of 1 and selected those patches which
are over the boundaries of a liver and within the liver. It helps us to separate the liver
from the abdominal parts.

Figure 4 shows the orange and blue patches. However, orange patches exist within
a liver and boundary of the liver which is given as an input to DSAE without labeling.
The architecture of our deep stacked auto-encoder is shown below (see Fig. 5). We
trained different patch sizes on our model but 19 × 19 patch size exhibit promising
classification results. For this purpose, two auto-encoder layers are designed to learn the
representation of the patches. In first auto-encoder (AE1) layer, we trained the features
from 50 hidden neurons with the feature vector of 361 for each patch. The output of
AE1 is given as an input to second auto-encoder (AE2) layer with 25 hidden neurons.

Fig. 4. Orange patches are selected for feature learning from the boundary of a liver and within
the liver. The blue patches are not selected for training (left). Central pixel is selected for patch
labeling (right), each patch size is 19 × 19 pixels. (Color figure online)

Input layer
361 units

First Auto-encoder 
(AE1) 50 units

Second Auto-encoder 
(AE2) 25 units So -max layer Output layer

2 unit

Fig. 5. An architecture of DSAE for the proposed method.

In the feed forward propagation method of auto-encoder, the sigmoid function is
used to calculate the weighted sum from input layer [15].

f (x) =
1

(1 + exp (−x))
(1)

Deep-Stacked Auto Encoder for Liver Segmentation 247



a2 = f (z1) = f
∑m

i=1
w1x1 + b1 (2)

Where x is the input to the network, a2 is the activation values of layer 1, z1 is the
weighted sum from the input layer, w1 is the weight matrix for the input layer, and b1 is
the bias for the first layer. The following formula is used for calculating an error between
decoding representation and input using the cost function.

J(W, b) =
1
m

∑m

i=1

[1
2
‖‖hW,b(x) − x‖‖2

]
+

a

2
∑2

i=1

∑sl

i=1

∑sl+1

j=1

(
Wl

ji

)2
(3)

hw,b(x) = a3 = f
(
z3) (4)

Where W represents the weighting matrix of the whole network, b is the bias matrix
of the entire network, the number of training cases represented by m, and a is the weight
decay parameter. The minimum value of J(W, B) is the goal of the encoder. The input
representation of the x is hw,b(x).

W1 = W1 − 𝛽
𝜕J(W, b)

𝜕W1 (5)

b1 = b1 − 𝛽
𝜕J(W, b)

𝜕b1 (6)

Where 𝛽 is representing the learning rate of the auto encoder and W is the connecting
weight matrix. When training of the first layer is completed then learned features are
given as an input to the next layer. In the next step, Soft-max layer is used to classify
the feature vectors because of its good fitting capability and computational proficiency.
The input of Soft-max layer is unsupervised features with the corresponding label of the
patches, using sigmoid function as the activation function.

2.4 Post Processing

The initial segmentation is performed through DSAE based classification. There are
some holes in the liver surface. These holes are filled by post processing using morpho‐
logical operations. Due to misclassification, the other muscles are also included in the
class of a liver. These small regions which are not a part of the liver, removed by post
processing. After the post processing, we got the satisfactory segmentation results.

3 Results and Discussion

In this section, we have discussed the results of classification and segmentation. We
trained the system on 2D CT data for liver segmentation. Table 1 shows the comparative
training results of DSAE and SVM. Using deep learning, it is observed that increasing
the number of datasets in training constantly improve testing performance. The segmen‐
tation results are also improved with a good training. Therefore, we have randomly
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selected Sliver07 and 3dircadb datasets for feature learning and training. The details of
classification parameters are given in [16].

Table 1. Classification accuracy of training using deep stacked auto-encoder with soft-max layer
and SVM

Classification methods Specificity (%) Sensitivity (%) Accuracy (%)
DSAE (our) 99.1% 95.7% 98.6%
SVM 99.1% 91.3% 96.2%

We trained DSAE and SVM on the same datasets for classification. The performance
of DSAE is obvious in Table 1. To compare with other methods DSAE is simple and
faster. Patch selection process is more simple and robust which reduce the complexity
of algorithm during a training process. For labeling, we got the central pixel of the patch
from a labeled image.

It is also observed that Deep Stacked Auto Encoder based feature learning needs
larger data for training. On smaller datasets, there are more misclassifications. Patch
based technique for feature learning helps the system to reduce training time. Selection
of patches from the image around the liver and within the liver is the best for optimizing

A. Original CT image  B. Initial Segmentation C. Final Segmentation D. Segmented Liver

Fig. 6. Column A shows original CT Abdominal images after preprocessing, column B represents
the initial results of liver segmentation, column C is the final refined liver using post processing
and column D is the segmented liver.
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the training time and save the system physical memory. The results of the liver segmen‐
tation are given above (see Fig. 6), where the liver is segmented from the CT scan images.

We tested the performance of our model on 650 CT abdominal images where 420
of them are normal and 230 having the abnormality. It has been concluded that Mean
DICE coefficient score is 90.1%, which is better than state of the art techniques. The
results of segmentation are given in Table 2 below.

Table 2. Segmentation results of the liver using Deep Stacked Auto-Encoders.

Patients Number of images Mean dice coefficient
Normal liver 420 92.5%
Abnormal liver 230 87.7%
Total 650 90.1%

4 Conclusion

Deep Stacked Auto-Encoder (DSAE) is proposed for liver segmentation. DSAE learned
the features in an unsupervised manner. Soft-max layer fine-tuned the network and also
classify the liver region among other parts in the abdomen. After the initial segmentation
morphological operations applied to fill the holes and filter some outer regions which
are not a part of a liver. We successfully achieved 90.1% mean DICE coefficient for the
liver segmentation.
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Abstract. The detection of texts from natural scene images is a challenge due
to the clutter background and variation of illumination and perspective. Among
the methods proposed so far, the maximally stable extremal region (MSER)
method, as a connected component based one, has been pursued and applied
widely. In this paper, we propose an efficient method, called flattening method,
to quickly prune the large number of overlapping MSERs, so as to improve the
speed and accuracy of MSER-based scene text detection. The method evaluates
the character-likeliness of MSERs and retains only one MSER in each path of the
MSER tree. Our experimental results on the ICDAR 2013 Robust Reading
Dataset demonstrates the effectiveness of the proposed method.

Keywords: Scene text detection · Maximally stable extremal region (MSER)
Flattening

1 Introduction

The detection and recognition of scene texts plays an important role in image data mining
and semantic understanding. With the popular use of digital cameras, smartphones and
tablets, the number of digital images is increasing rapidly. This poses the need and
challenge of information extraction from images. Since many images contain texts,
which carry direct and easily understandable information, the detection and recognition
of texts from scene images draw high attention from both researchers and users. Scene
text detection and localization, as a pre-requisite of text recognition, is a non-trivial
problem and has attracted numerous research efforts.

Texts in natural scenes include those on buildings, signboards, goods and so on. Due
to the clutter background of texts, the variation of illumination and perspective of
imaging (Fig. 1), text detection from scene images remains a challenge. In the past two
decades, many efforts have been devoted to scene text detection, as evidenced by the
many propose methods and some competitions of Robust Reading at ICDAR 2003 [1],
ICDAR 2005 [2], ICDAR 2011 [3] and ICDAR 2013 [4]. The public datasets released
at the competitions have triggered the research significantly.
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Fig. 1. Examples of text in natural scene images.

The methods of scene text detection proposed so far can be grouped into two cate‐
gories: sliding window based methods [5] (also known as texture-based method) and
region-based methods [6–8] (also known as connected component based). Sliding
window methods extract text candidate regions by shifting a text/non-text classifier on
windows. The text/non-text classifiers usually extract texture features such as histogram
of oriented gradient (HOG), local binary pattern (LBP) [13], or original pixel features.

Depending on the connected components segmentation method, region-based
methods can be divided into ones of binarization, stroke width transform (SWT) [7],
maximally stable extremal region (MSER) method [9], and so on. The binarization
method obtains text candidate regions by binarizing image. Classic image binarization
methods include the OTSU algorithm [10] and the Niblack’s local binarization algorithm
[11]. Epshtein et al. proposed a stroke width transform [7] which calculates the local
stroke width and transforms the origin image to stroke width map. This method segments
the image according to the width of the strokes. MSER method is based on the stability
of region to segment image. This method can achieve high recall rates. However, MSER
method produces a lot of redundant regions that affect efficiency.

In recent years, deep neural networks, especially the convolutional neural network
(CNN) has been applied to scene detection and recognition with superior performance
[17–19]. CNNs are powerful in learning discriminative features and can separate better
texts from non-texts. Despite the superior performance of them, however, CNNs
consume much higher computation resource in both training and testing. It’s hard to run
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them on PC and mobile phone. In order to save computations, the method based on
connected component and simple classification still has large potential of application.

In this paper, we propose a method to improve the speed and accuracy of maximally
stable extremal region (MSER) based scene text detection. The proposed method, called
flattened maximally stable extremal region (FMSER), is aimed to prune the large number
of MSERs in the MSER tree, so as to save computation and reduce noise disturbance in
filtering MSERs. The flattening algorithm is simple without the need of training, but can
eliminate about 70% of MSERs without losing the accuracy of text detection.

The rest of paper is organized as follows. Section 2 presents our approach in details.
Section 3 presents the experimental results, and Sect. 4 provides concluding remarks.

2 Proposed Method

The overall process of our text detection approach is shown in Fig. 2. First, we use MSER
method [9] to extract character candidates. Then, flattened MSER (FMSER) method is
used to prune the MSER tree so that a large number of redundant MSERs could be
removed. And then, we use the AdaBoost trained character classifier to verify the
extracted character candidates. Finally, we group the refined character candidates into
text regions to get the result.

Fig. 2. Overall process of our approach

2.1 Maximally Stable Extremal Region (MSER)

Let I denote an image

𝐈:𝐒 → 𝐆, (1)
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which is a mapping from two dimensional pixel space S ⊂ N2 to grey value space G. N
is natural number set and G is {0, 1, …, 255}. A ⊂ S × S is an adjacency relation set
when all 

((
px, py

)
,
(
qz, qy

))
∈ A satisfy that ||px − qx

|| ≤ 1, |||py − qy
||| ≤ 1, (px, py) and

(qx, qy) are not the same point.
Region R of an image I is a subset of S that is ∀ p, q ∊ R, ∃ a1, a2, …, an ∊ R that (p,

a1), (a1, a2), …, (an, p) ∊ A. Outer region boundary R = {p ∊ S\R | ∃q ∊ R, (p, q) ∊ A}.
Extremal Region (ER) is a region whose outer boundary pixels have strictly higher

(or lower) values than the region itself that is ∀p ∊ ER, ∀q ∊ ER satisfying I(q) > I(p)
(or I(q) < I(p)). We can easily obtain ERs of an image by thresholding the image and
building an ER tree using an inclusion relationship between the extracted ERs. As shown
in Fig. 3, an exemplary input image and some of the threshold images are analyzed
during the creation of the ER tree. Each node of the ER tree is assigned the corresponding
gray value t at which it was determined.

(a) Threshold images at gray level t (b) Corresponding Nodes of ER tree

Fig. 3. ERs of an image and ER tree.

Maximally Stable Extremal Region (MSER) is an ER whose variation is locally
minimal. The variation is defined as
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v
(
ER

t

)
=

|ER
t−t′

||−|ER
t
||

|ER
t
| (2)

where ERt−t’ represents the parent node of ERt and |ERt| represents the pixel number of
ERt. ERt is a MSER if and only if

v
(
ER

t

)
< v

(
ER

t+t′

)
, v

(
ER

t

)
< v

(
ER

t−t′

)
. (3)

According to this condition, we can get all MSERs in ER and construct MSER tree
by traversing the ER tree.

2.2 Flattened MSER

Since the MSER method generates a large number of redundant candidate regions, which
brings challenge to the character classification, we design a Flattened MSER (FMSER)
method to reduce the redundant region nodes in MSER tree. We mainly process the
nodes have one child node and multiple child nodes.

The first step is to deal with nodes that have only one child. Characters usually have
sharper borders and fixed aspect ratio. So the MSERs with larger variation and unusual
large or small aspect ratios are more likely not characters. Let ar be the ratio of a MSER
node. The aspect ratios of characters are expected to fall in 0.2 to 1.2. We define the
regularized variation (rv) as

rv(MSER) =

⎧⎪⎨⎪⎩

v(MSER), 0.2 ≤ ar ≤ 1.2
ar
1.2

v(MSER), ar > 1.2
0.2
ar

v(MSER), ar < 0.2
. (4)

If rv(MSERp) > rv(MSERc), parent note MSERp will be pruned and vice versa. The
process of pruning for nodes have one child node is shown in Fig. 4.

Fig. 4. The process of pruning for nodes have one child.

The next step is to deal with nodes that have multiple child nodes. The stroke width
is a very important feature for a character. In general, characters tend to maintain fixed
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stroke width, therefore we prune nodes that have unstable stroke width. Stroke width
can be calculated from a stroke boundary to another along gradient direction. For a pixel
(x, y) in a connected component, we define h(x, y), v(x, y), b1(x, y), b2(x, y) as the
connected pixels number of horizontal, vertical, 45° inclined, 135° inclined direction
respectively. Let

sw(x, y) = min(h(x, y), v(x, y), b1(x, y), b2(x, y)) (5)

and sw(x, y) can roughly measure the stroke width of this point(x, y). If a MSER node
is a character, stroke width of the node tends to be uniform. The standard deviation of
sw in text node should be less than the non-text one. For each path from the root node
to the leaf node, the node with the minimum standard deviation is selected as the result
of flattened MSER. The result is shown in Fig. 5.

Fig. 5. The process of pruning for nodes have multiple child nodes.

2.3 Text Regions Classification and Grouping

After character candidates are extracted by FMSER method, we use double threshold
classification and text tracking by hysteresis method mentioned in literature [16] to
obtain credible characters. These character candidates are represented using the MLBP
feature and verified using an AdaBoost trained classifier [12]. The overall structure
consists two blocks of cascaded classifiers, each with a threshold value that satisfies
precision of 99.0% and 90.0% in the training set, respectively. For training the classifiers,
we gathered about 62,000 positive samples, together with about 71,000 negative
samples. These samples are normalized to a size of 18*18. In double threshold classi‐
fication, all candidates goes through the first cascade block, and are classified as strong
text or non-strong text. Non-strong text candidates goes through the second cascade
block, and are classified as weak text or non-text. Whenever weak text satisfies the
similar text properties against strong text, the status is converted from weak text to strong
text. We include all these strong texts in the final result.

In the text grouping stage, letter candidates are grouped into word. We also apply
the same rules for grouping mentioned in literature [16], two candidates are compared
on spatial location, size, color and aspect ratio using the same threshold values in text
tracking by hysteresis. If two letters satisfy the properties, they will be grouped into the
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same word. Finally, we can get the word bounding box. The final grouping results are
shown in Fig. 6.

(a) Character candidates (b) Strong texts (c) Weak texts 

(d) Hysteresis based tracked texts (e) Grouping results                        

Fig. 6. Classification and grouping results on a scene image.

3 Experimental Results

We evaluated the performance of the proposed approach on ICDAR 2013 robust reading
competition dataset [4]. The dataset is comprised of 229 images for training and 233
images for validation. For the evaluation of text detection results we make use of the
framework proposed by Wolf and Jolion [14].

Our method was coded with C ++ in Windows 7 on a PC with Intel(R) Core(TM)
i5-2400 CPU-3.1 GHz. 756,755 MSERs are extracted and 233,761 are reserved as
FMSERs. We reduce the redundant regions by about 70%. The average processing time
per image is reduced from 1.43 s to 0.89 s.

The test performance is shown in Table 1. We can see that the recall of FMSER is
almost the same as the recall of MSER and FMSER obtains higher precision. The result
demonstrates FMSER could effectively reduce noise and get better performance.

Table 1. A comparison of text detection using MSER and FMSER on ICDAR 2013 competition
test set

Method Recall (%) Precision (%) F (%)
MSER 71.2 83.0 76.7
FMSER 71.2 92.8 80.6
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We also make a comparison between text detection with ER and with flattened ER.
Table 2 shows that Flattened ER also obtains higher performance than ER and slightly
higher than flattened MSER. But the speed of the program will drop significantly, Flat‐
tened ER method spends 1.7 times as much as FMSER method.

Table 2. A comparison of text detection using ER and flattened ER on ICDAR 2013 competition
test set

Method Recall (%) Precision (%) F (%)
ER 67.4 71.9 69.5
Flattened ER 71.7 93.7 81.2

We compare the performance of our method with the results of other systems in
ICDAR 2013 (Table 3).

Table 3. Text detection results on ICDAR 2013 competition Test Set

Method Recall (%) Precision (%) F (%)
Our method 71.2 92.8 80.6
USTB TexStar [4] 66.5 88.5 75.9
Text spotter [8] 64.8 87.5 74.5
I2R_NUS_FAR [4] 69.0 75.1 71.9
I2R_NUS [4] 66.2 72.5 69.2
TH-TextLoc [4] 65.2 69.9 67.5
Text detection [15] 53.4 74.1 62.1

Some text detection examples of the proposed algorithm are presented in Fig. 7.
Some characters with large stroke width are mistakenly removed in FMSER method
leads to these unsuccessful result (see Fig. 7(b)).
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(a)Successful samples

(b)Unsuccessful samples

Fig. 7. Examples of text detection result by the proposed method.

4 Conclusions

In this paper, we propose an efficient algorithm to prune and flatten the MSER tree for
improving the speed and accuracy of MSER-based scene text detection. Our experi‐
mental results on the ICDAR 2013 Competition dataset show that our method can prune
about 70% of MSERs while the text detection accuracy (F measure) is improved slightly.
Our results show that the recall rate of text components extraction by MSER is not high
though the precision is very high. In the future, we will consider other candidate compo‐
nent extraction. We will also consider adjusting the parameters of MSER extraction so
as to improving the recall rate though the number of MSERs may increase.
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Abstract. To improve the image quality of low-dose CT, this paper proposes a
modified algorithm which combined with the projection domain de-noising and
reference-based non-local means (RNLM) filtering in the image domain. A
generalized Anscombe transformation (GAT) is used to improve the effectiveness
of the stabilization and filtering. The exact unbiased inverse of the GAT is also
applied to ensure accurate de-noising results. The experimental results demon‐
strate that the proposed method could significantly improve the quality and
preserve the edges of low-dose CT images.

Keywords: Computed tomography · Low-dose · Non-local means

1 Introduction

As an X-ray imaging technique, computed tomography (CT) is widely used in disease
diagnosis and screening [1]. Due to the risk of inducing secondary harm through radi‐
ation exposure, low-dose CT has become a popular research topic in recent years [2–4].
It is desirable to apply lower-intensity X-rays or to use fewer projection views or less
angular coverage [5]. Low-dose collection schemes increase noise contamination,
yielding poor image quality. Noise reduction approaches are applied to improve the raw
data (sinogram) followed by standard FBP based reconstruction in projection domain
[6, 7]. In addition, iterative reconstruction algorithms and image field noise reduction
approaches can be utilized to reduce noise [8]. In previous work [9], a pipeline with
effective de-noising was demonstrated in the low-dose CT. On account of photon star‐
vation, the feature of projection data noise approximately follows a non-stationary
Gaussian distribution [10], an improved low-dose CT image reconstruction based on
joint the projection domain de-noising and the adaptive RNLM filtering in the image
domain is presented in this paper.

In the following section, the noise model is introduced firstly. Then, the schemes
involved in the proposed method are described in Sect. 3. The results and discusses are
presented in Sect. 4, and the conclusions are summarized in Sect. 5.
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2 Noise Model

X-ray photons are produced with high-speed electrons from cathode to the anode impact
on the target materials in CT imaging system. The radiation composed of X-ray photons
possesses exclusive statistical properties [11]. Although the compound Poisson model
is more accurate for the description of the noise [10], it is numerically challenging to
implement this model for data noise simulation. To describe the nature of measured data,
the compound Poisson-Gaussian statistical model is used, that is assumed in [6] and is
also verified in [12]. The model is defined as

P̃
(
𝛽k, u, v

)
= Possion

(
P
(
𝛽k, u, v

))
+ Gaussian

(
mE, 𝜎2

E

)
(1)

Consider P̃
(
𝛽k, u, v

)
 as pixels from the noisy datum under the 𝛽k-th projection view,

where (u, v) are spatial coordinates. P
(
𝛽k, u, v

)
 is the mean number of photons or the

noise-free transmission datum, mE and 𝜎2
E
 are the mean and variance of the electronic

noise respectively.

3 Methodologies

The projection domain de-noising with the RNLM filtering in the image domain is
combined in the proposed method. It consists of three major steps in the scheme: (a)
Direct Feldkamp–Davis–Kress (FDK) image reconstruct from the original low-dose
projection data P̃

(
𝛽k, u, v

)
 [13], and then get the denoised image ĨFDK

TV−denoised
 by total

variation (TV) method; (b) Projection domain restore using data adjustment with block-
matching and 3D filtering (BM3D) de-noising, and get FDK reconstruction image
ĨFDK

sinodenoised
 from the final projection data PIVST; (c) RNLM filtering with an average

weights related to both step (a) and (b). An overview of the proposed pipeline is given
in Fig. 1. In the following subsections, the steps (b) and (c) are presented in detail.

TV 

De-noising 

Noisy
Projection Data 

GAT BM3D

 De-noising 

Inverse 

VST 

FDK 

Reconstruction 

FDK 

Reconstruction 

RNLM
Filtering

Final
Reconstruction 

Images 

Fig. 1. Overall schematic of the proposed pipeline.

264 W. Zhang and Y. Kang



3.1 Projection Domain Restoration

3.1.1 Data Adjustment for De-Noising Processing
It is difficult to accomplish directly on account of having signal-dependent noise in CT
imaging [14]. According to the noise model (1), it is commonly executed by using
variance stabilizing transformations (VST) to adjust the signal-dependent projection
data [15, 16]. The generalized Anscombe transformation (GAT) is one of the well-
known VST for Poisson-Gaussian variables [17]. For all projection angles 𝛽k of the
original low-dose projection data P̃

(
𝛽k, u, v

)
, where u, v are pixel locations at the 𝛽k-th

projection angle, the GAT is defined as

f
(
P̃
(
𝛽k, u, v

))
=

⎧
⎪
⎨
⎪
⎩

2
√

P̃
(
𝛽k, u, v

)
+

3
8
+ 𝜎2

E
, P̃

(
𝛽k, u, v

)
> −

3
8
− 𝜎2

E

0, P̃
(
𝛽k, u, v

)
≤ −

3
8
− 𝜎2

E

. (2)

Where f
(
P̃
(
𝛽k, u, v

))
 is the stabilized projection data, which can be modeled as

corrupted exclusively by standard Gaussian noise. The noise parameter 𝜎2
E
 could be

estimated by fitting a global parametric model into locally estimated expectation/
standard deviation pairs [18].

3.1.2 Remove the Projection Data Noise
The noise could be treated as additive independent Gaussian white noise with unitary
variance after stabilizing the variance by GAT. The denoised projection data Pdenoised

could be gotten by using BM3D approach from the projection data f
(
P̃
(
𝛽k, u, v

))
. There

are two main steps in the BM3D de-noising method. First, the denoised image is esti‐
mated using hard-thresholding of the transformed coefficients during filtering, and then
the original noisy image and the basic estimate image obtained from the first step are
combined to yield the final estimate.

3.1.3 Inverse VST
The final projection data is obtained by inverting the denoised data Pdenoised with the
exact unbiased inverse of the generalized Anscombe transform f −1

EUI
, as proposed in [19]:

PIVST = f −1
EUI

(
Pdenoised

)
=

1
4

P2
denoised

+
1
4

√
3
2

P−1
denoised

−
11
8

P−2
denoised

+
5
8

√
3
2

P−3
denoised

−
1
8
− 𝜎2

E
.

(3)

3.2 RNLM Filtering

Using the NLM method to reduce noise in kth slice of images IFDK
direct

 reconstructed by FDK
from the original projection P̃, and let related kth slice of images ĨFDK

direct
 serve as the
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reference image, this yields the final images Î. This method uses the following expres‐
sion:

Î =
∑

j∈Ni

𝜔(i, j)IFDK

direct,k. (4)

Where the weight 𝜔 is defined as follows:

𝜔(i, j) =

exp
(
−
‖‖‖IFDK

direct,k

(
Ni

)
− ĨFDK

sinoDenoised,k

(
Nj

)‖‖‖
2

2,a
∕h2

)

∑
j
exp

(
−
‖‖‖IFDK

direct,k

(
Ni

)
− ĨFDK

sinoDenoised,k

(
Nj

)‖‖‖
2

2,a
∕h2

) . (5)

Where the neighborhood windows Ni and Nj in size 7 × 7 are located at i and j,
respectively; ‖⋅‖2

2,a denotes the Gaussian distance between two similarity windows with
a standard deviation a; h is usually a function of the standard deviation σ of the image
noise, which controls the decay of the exponential function in Eq. (5), it can be deter‐
mined with

h2 = k�̄�2 (6)

Where �̄� is the standard deviation of the images IFDK
direct,k which can be estimated by

using the reference image ĨFDK
sinoDenoised,k.

4 Results and Discussion

By using the Matlab environment, the algorithm was implemented and tested on sets
obtained from the RANDO head phantom images. The images and parts of codes are
provided by courtesy of the tomographic iterative GPU-based reconstruction (TIGRE)
toolbox project [20]. The images were reconstructed by using the FDK algorithm. The
CT image reconstruction parameters are given in Table 1. Figure 2 presents the 64th slice
image reconstructed by the different schemes. The image profiles along the central lines
of the images are illustrated in Fig. 3. It could be observed that the profile of our result
is much closer to the original image. The quantitative comparisons are carried out to

Table 1. The parameters of CT image reconstruction.

Parameter Value
Detector unit number 512 × 512
Distance source detector/mm 1536
Distance source origin/mm 1000
Image resolution 256 × 256
Pixel size/mm 2.0
Number of views 200
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further prove the validity of our method. The signal to noise ratio (SNR) of the
reconstructed images in Fig. 2 is defined by

SNR = −20 log10
(
‖x − y‖2∕‖x‖2

)
. (7)

(a)                               (b) (c ) (d)

Fig. 2. The 64th reconstructed image of different processing procedures (a) Reconstructed from
noise-free projection data; (b) Reconstructed from noisy projection data directly; (c)
Reconstructed image with TV de-noising; (d) Reconstructed image using the proposed algorithm.
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Fig. 3. Image profiles along the central line of the images

In addition, the root mean square error (RMSE) is calculated and the degree of simi‐
larity between the reconstructed and phantom images is evaluated by universal quality
index (UQI) [21], which are formulated as follows:

RMSE =
√
‖x − y‖2∕N. (8)
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UQI =
4𝜎xyx̄ȳ

(
𝜎2

x
+ 𝜎2

x

)[
(x̄)2 + (ȳ)2] . (9)

x̄ =
1
N

∑N

i=1
xi,ȳ =

1
N

∑N

i=1
yi. (10)

𝜎2
x
=

1
N − 1

∑N

i=1
(xi − x̄)2, 𝜎2

y
=

1
N − 1

∑N

i=1
(yi − ȳ)2 (11)

𝜎xy =
1

N − 1
∑N

i=1
(xi − x̄)(yi − ȳ). (12)

Where x represents the ideal image, and y represents the reconstructed image, i

indexes the pixels in the image. N is the total number of pixels in the image. Table 2
lists the SNR, RMSE and UQI measures of the images reconstructed by different
schemes. A higher SNR indicates that the image is of higher quality. An RMSE value
close to zero suggests high similarity to the ideal phantom image. A UQI value closer
to one suggests better similarity to the true image. It can be seen that the gains from the
proposed method is more comparative advantage than those from the other two methods,
which in terms of the SNR, RMSE and UQI. It indicates that the proposed approach
yielded obvious noise reduction with no significant boundary information lost.

Table 2. The quantitative measures for the compared schemes.

FDK directly TV-denoised Proposed method
SNR 21.3802 22.9211 23.3371
RMSE 0.0496 0.0416 0.0396
UQI 0.9709 0.9791 0.9808

5 Conclusions

This study presents a new low-dose CT image noise reduction algorithm that combines
projection domain de-noising and RNLM filtering in the image domain. The algorithm
exploits the GAT and its exact unbiased inverse to adjust the CT projection data. The
performance of the proposed method was proved by using the experimental data. The
de-noising results indicate that the proposed method could suppress image noise signif‐
icantly and preserve the edges of the image effectively. In future work, the scanning
protocol in clinical treatment between dose and image quality will be optimized, and
the graphics processing unit (GPU) will be expanded for the parallel processing.
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