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Preface

Energy demand has been rising remarkably due to increasing population and
urbanization. Global economy and society are significantly dependent on the energy
availability because it touches every facet of human life and its activities. Trans-
portation and power generation are major examples of energy. Without the trans-
portation by millions of personalized and mass transport vehicles and availability of
24 × 7 power, human civilization would not have reached contemporary living
standards.

First International Conference on ‘Sustainable Energy and Environmental
Challenges’ (SEEC-2017) was organized under the auspices of ‘International
Society for Energy and Environmental Sustainability’ (ISEES) by the ‘Center of
Innovative and Applied Bioprocessing’ (CIAB), Mohali, from February 26–28,
2017. ISEES was founded at IIT Kanpur in January 2014 with the aim of spreading
knowledge in the fields of energy, environment, sustainability, and combustion.
The society’s goal is to contribute to the development of clean, affordable, and
secure energy resources and a sustainable environment for the society and to spread
knowledge in the above-mentioned areas and spread awareness about the envi-
ronmental challenges, which the world is facing today. ISEES is involved in various
activities such as conducting workshops, seminars, conferences in the domains of
its interests. The society also recognizes the outstanding works done by the young
scientists and engineers for their contributions in these fields by conferring them
awards under various categories.

This conference provided a platform for discussions between eminent scientists
and engineers from various countries including India, USA, South Korea, Norway,
Malaysia, and Australia. In this conference, eminent speakers from all over the
world presented their views related to different aspects of energy, combustion,
emissions, and alternative energy resource for sustainable development and a
cleaner environment. The conference started with four mini-symposiums on very
topical themes, which included (i) New Fuels and Advanced Engine Combustion,
(ii) Sustainable Energy, (iii) Experimental and Numerical Combustion, and
(iv) Environmental Remediation and Rail Road Transport. The conference had 14
technical sessions of topics related to energy and environmental sustainability and a
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panel discussions on ‘Challenges, Opportunities and Directions of Technical
Education and Research in the Area of Energy, Environment and Sustainability’ to
wrap up the 3 day technical extravaganza. The conference included 2 plenary talks,
12 keynote talks, 42 invited talks from prominent scientists, 49 contributed talks,
and 120 posters. A total of 234 participants and speakers attended this three-day
conference, which hosted Dr. V. K. Saraswat, Member NITI Ayog, India, as a chief
guest for the award ceremony of ISEES. This conference laid out the road map for
technology development, opportunities, and challenges in this technology domain.
The technical sessions in the conference included Advances in IC Engines and
Fuels; Conversion of Biomass to Biofuels; Combustion Processes; Renewable
Energy: Prospects and Technologies; Waste to Wealth–Chemicals and Fuels;
Energy Conversion Systems; Numerical Simulation of Combustion Processes;
Alternate Fuels for IC Engines; Sprays and Heterogeneous Combustion of
Coal/Biomass; Biomass Conversion to Fuels and Chemicals—Thermochemical
Processes; Utilization of Biofuels; and Environmental Protection and Health. All
these topics are very relevant for the country and the world in the present context.
The society is grateful to Prof. Ashok Pandey for organizing and hosting this
conference, which led to germination of this series of monographs, which included
16 books related to different aspects of energy, environment, and sustainability.
This is the first time that such voluminous and high-quality outcome has been
achieved by any society in India from one conference.

The editors would like to express their sincere gratitude to the authors for
submitting their work in a timely manner and revising it appropriately at short
notice. We would like to express our special thanks to Dr. Sminu Bhaskaran,
Prof. Sudip Ghosh, Prof. Pankaj Kalita, Prof. Malay Karmakar, Prof. Mayank
Kumar, Dr. Chanchal Loha, Prof. H. S. Mukunda, Prof. V. Prabu, Prof. M. R. Ravi,
and Prof. R. Vinu, who reviewed various chapters of this monograph and provided
their valuable suggestions improving the manuscripts. We acknowledge the support
received from various funding agencies and organizations for the successful
conduct of the first ISEES conference SEEC-2017, where these monographs
germinated. These include Department of Science and Technology, Government of
India (special thanks to Dr. Sanjay Bajpai); TSI, India (special thanks to Dr. Deepak
Sharma); Tesscorn, India (special thanks to Sh. Satyanarayana); AVL India;
Horiba, India; Springer (special thanks to Swati Mehershi); CIAB (Special thanks
to Dr. Sangwan).

Gasification provides a clean alternative approach over direct combustion for
production of electricity, fuels, fertilizers, and other useful chemicals from any
carbonaceous feedstock, such as coal, oil, gas, biomass, and municipal solid wastes.
The product of gasification consists of a mixture of H2/CO, commonly referred as
syngas, which may be directly used in gas engines, spark ignition engines, and solid
oxide fuel cells, produce electricity by burning it in gas turbine of an integrated
gasification combined cycle power plant, produce combined heat and power, used
to produce methanol and hydrogen, or converted into synthetic fuel via the Fischer–
Tropsch process. Besides the quality of feedstock, several other parameters influ-
ence the efficiency of gasification, such as operating temperature, pressure, and the

vi Preface



type of reactor. Several types of gasifiers are currently available for commercial use:
moving bed, fluidized bed, entrained flow, and plasma gasifier. Research is being
directed to study gasification in different gasifiers and optimize their design, reduce
tar, increase conversion efficiency, cleaning of hot gases, to name a few.

In this book, science and technology of gasification process are described. It also
covers state-of-the-art experimental techniques, modeling and numerical simula-
tions of gasification, and environment-friendly approaches, such as integration with
solar energy, utilization of municipal solid wastes. The recent advances and future
directions of research in the field of gasification are also discussed. The book is
envisaged to benefit a relatively broad audience, including beginners, graduate
students in chemical and thermal engineering, seasoned researchers, and engineers
working in designing and operating gasifiers.

The monograph is intended for engineers/practitioners who are working in the
area of gasification. We hope that the book would be of great interest to the
professionals and postgraduate students involved in gasification technology,
experimentation, and numerical simulation of gasification. The main objective of
this monograph is to promote a better and more accurate understanding of gasifi-
cation and related technologies, besides recent advances and future challenges. The
topics are organized into four different sections: (i) fundamentals of gasification,
(ii) experiments, modeling and numerical simulations of gasification, (ii) integration
of renewable energy and utilization of wastes, and (iv) advanced topics of
gasification.

Kanpur, India Santanu De
Kanpur, India Avinash Kumar Agarwal
Guwahati, India V. S. Moholkar
Dehradun, India Bhaskar Thallada
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Part I
Fundamentals of Gasification



Feedstock Characterization for Pyrolysis
and Gasification

B. Rajasekhar Reddy and R. Vinu

Abstract Gasification and pyrolysis are promising thermochemical processing
technologies for the conversion of complex feedstocks like coal, lignocellulosic
biomass and refuse-derived fuels (RDF) into energy and fuels. The quality of the
products such as syngas and liquid oil and the process efficiencies depend greatly
on the operating parameters of the process, which in turn depend on feedstock
characteristics. Hence, it is imperative to map the salient properties of the feedstock
to the process characteristics. This review highlights the techniques adopted for
characterizing different varieties of coal, biomass and RDF. The various physico-
chemical and thermal properties discussed in this chapter include density, porosity,
specific surface area, thermal conductivity, specific heat, calorific value, thermal
stability, pyrolysate composition, proximate and elemental composition, and ash
composition. A compendium of proximate analysis (moisture, volatile matter, fixed
carbon, ash), ultimate analysis (elemental C, H, N, S, O) and higher heating value
data for a large number of solid fuels is provided. The implications of these on the
process and product characteristics are addressed. As ash is known to act as a
catalyst in the pyrolysis process and cause issues like corrosion and deposition in
gasifier systems, the effect of its composition on relevant process parameters is
discussed. Finally, the existing challenges and requirements in fuel characterization
are discussed.

B. Rajasekhar Reddy ⋅ R. Vinu (✉)
Department of Chemical Engineering and National Center for Combustion Research and
Development, Indian Institute of Technology Madras, Chennai 600036, India
e-mail: vinu@iitm.ac.in

B. Rajasekhar Reddy
e-mail: rajasekharreddy104@gmail.com
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1 Introduction

There is an increasing global interest in thermochemical conversion technologies
for the conversion of renewable, non-renewable and waste feedstocks to liquid,
solid and gaseous fuels to meet the increasing energy and fuel demands. The
Technology Roadmap for Bioenergy for Heat and Power by International Energy
Agency [1] envisages a threefold increase in world’s bioenergy supply from 50 EJ
in 2012 to 160 EJ in 2050, with 100 EJ used up for heat and power generation.
Moreover, biofuels are projected to contribute to 27% of the transportation fuels by
2050 by replacing petroleum-based gasoline, diesel, kerosene and jet fuels (Tech-
nology Roadmap-Biofuels for Transport, International Energy Agency [2]). In order
to meet these preset targets, it is vital to improve the conversion efficiency, cost and
overall sustainability of the existing technologies. The promising thermochemical
technologies for the production of energy (heat and power), fuels and fine chemi-
cals include combustion, gasification, pyrolysis, hydrothermal liquefaction and
hydropyrolysis. Of the above, the first three technologies have reached commercial
stage, while the last two are still in pilot and demonstration stages. Gasification is a
versatile thermochemical process as it can handle a wide variety of feedstocks to
produce energy, fuels and chemicals, while combustion and pyrolysis primarily
cater to delivering energy and liquid products, respectively. The primary product of
gasification, called as synthesis gas or syngas or producer gas, is a mixture of CO
and H2. Syngas can be combusted using air for thermal power, converted to
high-energy hydrogen fuel through water-gas shift reaction or converted to
hydrocarbon fuels via catalytic Fischer–Tropsch synthesis process.

Gasification refers to thermochemical conversion of any carbonaceous feedstock
to a gaseous product with a reasonable heating value, which is then used as a fuel
gas or feedstock for chemicals. Gasification includes pyrolysis, partial oxidation
and hydrogenation processes. In the initial stages up to 600 °C, pyrolysis occurs,
and at high temperatures, 700–1600 °C, partial oxidation and hydrogenation occur.
Gasification eventually results in the production of syngas by partial oxidation. In
partial oxidation, oxidant can be oxygen, air and/or steam. Partial oxidation can be
applied to solid, liquid and gaseous feedstocks, such as coals, residual oils and
natural gas. The ratio of carbon monoxide to hydrogen depends on the type of
feedstock, its properties and the operating conditions. The overall gasification
process includes three major operations, viz. (a) pretreatment of the feedstock
(characterization of feedstock, drying, crushing, grinding, pelletization), (b) gasifi-
cation itself, and (c) gas clean-up. In many cases, pretreatment of feedstock is
performed to increase the output gas and gas quality. Figure 1 depicts the typical
gasification process which involves primary treatment, reaction and flue emissions
which include ammonia and carbonyl sulphide (COS).

During gasification, the gases are generated via several reactions of the original
fuel with the gasifying agent at high temperatures. The gas can be used for com-
bined production of heat and power or for the production of alternative fuels. In the
case of autothermal gasification, the gasifying agent is oxygen. The reactions of
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oxygen are exothermic, while that of a moderator is endothermic. In the case of
allothermal gasification, the gasification agent is composed only of a moderator
(steam, carbon dioxide), and the heat needed for the endothermic process has to be
supplied from an external source. Moderator controls the process by consuming the
heat generated by exothermic reactions of oxygen. At the same time, it introduces
additional oxygen, which is needed for the higher conversion of carbon in the fuel
to gases. At present, in most cases, steam is used as the moderator for gasification,
but carbon dioxide can play a very similar role and is sometimes considered for the
following two reasons: (a) the CO2 available from a carbon capture technology can
be used and (b) to avoid the formation of NOx at high temperatures by replacing N2

with CO2. However, the substitution of H2O with CO2 affects the gas composition
and the overall process behaviour, because CO2 acts as a moderator for biomass
gasification. Various factors such as coal rank, pore structure and ash behaviour
have important influence on coal and biomass char gasification reactivity. Figure 2
depicts the sequence of steps and the major transformations involved in gasification.

Feedstock

Drying and Crushing

Gasification
Steam
Air

Purification

Low heat content gas (2-3 MJ/m3)

Gasification Steam
Oxygen

N2, CO, H2, CO2, CH4,
H2S, NH3, COS

N2, CO, H2, CO2, CH4,
H2S, NH3, COS

Shift and 
Purification

H2S, NH3,
CO2, COS

Methanation Synthesis gas

High heat content gas  (3.5-4.5 MJ/m3)

H2S, NH3,
CO2, COS

Medium  heat content gas (3-3.5 MJ/m3)

Fig. 1 Schematic of the major steps involved in gasification in air and oxygen ambience

Solid carbonaceous 
material (coal, biomass)

Pyrolysis gases
(CO, H2, CH4, H2O etc.)

Tar, Oil, 
Naphtha

Oxygenated 
Compounds 
(Phenols, Acid)

Char
Char –gas reactions

(Gasification, combustion)
CO, H2, CH4, CO2, H2O

Gas phase reactions

(Cracking, reforming,
combustion, CO shift)

CO, H2, CH4, CO2, H2O
& cracking products

Fig. 2 Sequence of major reactions in gasification. Redrawn from Higman and Tang [3]
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Importantly, pyrolysis is a subset of gasification, and it involves a complex set of
cracking reactions that leads to the formation of tarry volatile compounds, hydro-
carbons, oxygenates and non-condensable gases. The composition of the pyr-
olysates is complicated as it hugely depends on the type of feedstock and its
biochemical or maceral composition. The condensable volatiles are further
decomposed in the gas phase via secondary reactions such as cracking, reforming,
combustion and CO shift to form the non-condensable gases as depicted in Fig. 2.
During the gasification of solid carbon, whether in the form of coal, coke, biomass
or char, the principal chemical reactions involving carbon, carbon monoxide,
hydrogen, water (or steam) and methane are given below [4]. The enthalpies of the
reactions are also provided. The negative and positive values signify exothermic
and endothermic reactions, respectively. Owing to the high gasification tempera-
ture, thermodynamically as well as in practice, no hydrocarbons are present in
appreciable quantities in syngas except methane.

C +
1
2
O2 → CO − 111MJ ̸kmol ð1Þ

CO +
1
2
O2 → CO2 − 283MJ ̸kmol ð2Þ

H2 +
1
2
O2 → H2O − 242MJ ̸kmol ð3Þ

Boudouard reaction,

C + CO2 ⇔ 2CO +172MJ ̸kmol ð4Þ

Water gas reaction,

C + H2O⇔CO + H2 + 131MJ ̸kmol ð5Þ

Methanation reaction,

C + 2H2 ⇔CH4 − 75MJ ̸kmol ð6Þ

CO shift reaction,

CO + H2O⇔CO2 + H2 − 41MJ ̸kmol ð7Þ

Steam methane reforming reaction,

CH4 + H2O⇔CO2 + 3H2 + 206MJ ̸kmol ð8Þ

For real fuels including coal, which also contains hydrogen, the overall reaction
can be written as
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CnHm +
n
2
O2 ⇔ nCO +

m
2
H2 ð9Þ

where for a gas, such as pure methane, m = 4 and n = 1; hence, m/n = 4, and
for oil, m/n ≈ 2; hence, m = 2 and n = 1, and
for coal, m/n ≈ 1; hence, m = 1 and n = 1.

Feedstock characterization plays an important role in achieving the required syngas
composition. The composition of feedstocks such as coal, biomass and wastes is very
complex and varies spatiotemporally. The detailed petrographic composition of the
organic components of the coal, often characterized by maceral analysis, has little
influence on most gasification processes [5]. The essential parameters for gasification
are fixed carbon content, which is identified by the maturity of coals, water and ash
content, and ash characteristics. However, for biomass-based feedstocks, the amount
of volatile matter and the organic composition of the volatiles are important because
they determine the secondary gas phase cracking to form non-condensable gases. As
coal is the main feedstock for gasification even today on a commercial scale, a
majority of the analyses techniques that are established are based on coal.

Figure 3 depicts the Van Krevelen diagram, in which the various feedstocks and
liquid fuels are laid on a scale of atomic H/C and O/C ratios. An understanding of
the elemental composition of the feedstock would provide the parametric infor-
mation required for the optimization of pyrolysis or gasification process. From the

Fig. 3 Van Krevelen diagram for coals, biomasses and petroleum/biomass-derived products. The
bio-oil and biochar data correspond to Prosopis juliflora biomass pyrolysis. Redrawn and modified
from [6]
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figure, it is evident that renewable feedstocks such as biomasses are rich in oxygen,
whereas coal is rich in carbon. The presence of oxygen in biomass leads to a lot of
issues when it comes to both pyrolysis and gasification. The oxygen present in
biomass is not free oxygen, but bound by covalent bonds in the polymeric cellulose,
hemicellulose and lignin. Pyrolysis of these components results in the release of
oxygenates comprising a number of functional groups like alcohol, acids, aldehy-
des, ketones and esters [7]. Owing to such a complex mixture, the chemistry of gas
phase combustion of these vapours will certainly affect the gasifier performance. In
terms of pyrolysis oil, which is a condensed form of these volatiles, these com-
ponents lead to storage issues and poor heating value among other variations in
physicochemical properties. The composition of bio-oil is also depicted in the
figure, which shows that catalytic treatments are required to improve the quality of
pyrolysis oil derived from biomass (also known as bio-oil), especially in terms of
further reducing the oxygen and increasing the hydrogen content, to make it
equivalent to petroleum-derived fuels. Similarly, the oxygen content in biochar
should be reduced so that it is similar to high-rank coal.

This chapter is intended to uncover the fundamentals of characterization of
various solid fuels such as coal, lignocellulosic biomass and refuse-derived fuel,
especially in terms of their composition, physicochemical and thermodynamic
properties. After classifying the feedstocks based on their availability, their com-
position and molecular structure are discussed. The salient properties such as
density, porosity, specific surface area, thermal conductivity and heat capacity are
discussed in reference to gasification process. The chemical characterization of
solid fuels using thermogravimetric analysis, proximate analysis, ultimate analysis,
heating value determination, ash composition analysis and ash fusion temperature is
examined. Besides presenting the different properties for salient feedstocks from the
literature and their implications on pyrolysis and gasification process, this chapter
also provides a list of standard methods for the determination of the aforesaid
properties.

2 Classification of Feedstocks

Solid fuels used as feedstocks for pyrolysis and gasification can be broadly clas-
sified into two major groups, viz. non-renewable and renewable feedstocks. Fig-
ure 4 depicts the salient categories. Coal is the major non-renewable feedstock.
Based on the carbon content and heating value, coal is further classified into
anthracite (highest rank), bituminous/sub-bituminous (medium rank), peat/lignite
(low rank). Pyrolysis coal chars represent a form of densified coals and are also
included in this category. The renewable feedstocks include lignocellulosic bio-
mass, municipal solid wastes (MSW) and refuse-derived fuel (RDF). Lignocellu-
losic biomass can be further divided into woody and non-woody or agro-residue
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biomass. Examples of woody biomass include sawdust, wood bark, wood chips and
construction debris composed primarily of wooden materials. There are a number of
agro-residues known today, and the important ones in the Indian context include
rice straw (or paddy straw), wheat straw, sugarcane residues like bagasse, tops and
leaves, Prosopis juliflora, rice husk, maize, cotton, empty palm fruit bunch and
oilseeds. In fact, India ranks third in the world in the agro-residue generation after
China and Brazil with annual generation 620 million metric tons [8]. MSW rep-
resents a complex mixture of a number of waste components including biomass
wastes, plastics, garden wastes, paper, metals, inerts, cloths, jute, organic and food
wastes. MSW also contains significant moisture. RDF is a valorized form of MSW,
which can include dried and pelletized MSW or moderately segregated plastic
wastes. Usually, the heating value of RDF is more than that of MSW. To gain a
reasonable understanding of pyrolysis and gasification processes, and deduce the
reactor behaviour, a thorough characterization of feedstocks is imperative.

3 Constituents of Different Feedstocks

3.1 Coal

Coal is formed from ancient plant material accumulated in subsurface environ-
ments, which prevents the complete decay of the organic matter. The formation
occurs by the reduction of plant debris to simple forms such as pure carbon and
simple compounds of carbon and hydrogen (hydrocarbons). In the initial stages of
decay of dead plants, a soft, woody material known as peat is formed. Peat is not
considered as a good fuel, because it burns poorly and releases a lot of smoke. If
peat is allowed to remain in the ground for longer periods of time, it eventually
becomes compacted as layers of sediments due to overburden or lithostatic

Feedstock for 
pyrolysis/gasification

Coal/ Coal char
Lignocellulosic biomass

and
Agro residues

Municipal solid wastes 
(MSW)

Refuse derived fuels

Peat/Lignite

Bituminous/
sub bituminous coal

Anthracite coal

Pyrolyzed coal chars

Wood waste

Rice husk/rice straw

Empty fruit bunch 

Prosopis juliflora

Organic waste
(kitchen waste, leaves etc)

Toxic waste
(Paints, chemicals etc)
Recyclable
(paper, plastics etc)

Soiled waste

Secondary fuels

Substitute fuels

Solid recovered fuels (SRF)

Others

Fig. 4 Schematic of feedstock classification
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pressure. The additional pressure and heat of the overburden gradually converts
peat into another form of coal known as lignite or brown coal. Continued com-
paction by overburden then converts lignite into bituminous (or soft) coal and
finally into anthracite (or hard) coal.

Coal is classified according to its heating value and relative content of elemental
carbon. Anthracite contains highest amount of pure carbon (about 86–98%) and has
the highest higher heating value (31.4–36.3 MJ/kg) among all forms of coal.
Bituminous coals contain lower amount of carbon (from 46 to 86%) and relatively
lower higher heating values (19.3–36.3 MJ/kg) [9]. Bituminous coals are often
subdivided on the basis of their heating value as low-, medium-, and high-volatile
bituminous and sub-bituminous coals. Lignite is the poorest of the true coals in
terms of higher heating value (12.9–19.3 MJ/kg), and contains about 46–60%
carbon [9]. As shown in Fig. 5, in matured coals such as anthracite and bituminous
types, aromatic rings occupy 80–85% of the coal molecular structure, and the
remaining is constituted by hydroxyl groups, and nitrogen and sulphur compounds.
Pyrolysis of medium- to low-rank coals results in pyrolysates that contain signifi-
cant amount of phenols and naphthalene derivatives owing to the cracking of these
functional units.

H3C

O

NH

HO

H2C

H2C CH

CH

CH CH2

CH2

CH

CH

CH2

H

O

CH

C

S

H H

CH2

CH2

CH

CH2

CH2

H2CH2C
CH2

OH

CH2

CH

H2
C

CH

H2
C

H2C

O

CH2

CH2

H

Fig. 5 Model structure of bituminous coal [10]

10 B. Rajasekhar Reddy and R. Vinu



3.2 Lignocellulosic Biomass

Lignocellulosic biomass is composed of three different types of natural polymers,
viz. cellulose, hemicellulose and lignin. Biomass is typically composed of 65–85 wt
% of sugar polymers (principally cellulose and hemicellulose) with another 10–25
wt% of lignin [11]. The molecular structures of cellulose, hemicellulose and lignin
are provided in Figs. 6 and 7. Cellulose is a linear polymer made of repeating
glucose units which are linked together by β-1, 4-glycosidic bonds. It is a major
constituent as it accounts for 40–50 wt% of dry wood. It contains intramolecular,
intermolecular, interchain and intersheet hydrogen bonds, which imparts crys-
tallinity and strength to the plant fibres. The typical number of glucose units in
cellulose ranges from 5000 to 10000 [11]. Hemicellulose is an amorphous, bran-
ched polymer made up of hexose (e.g. glucose, galactose, mannose) and pentose
sugars (usually xylose and arabinose) all of which are highly substituted with acetic
acid. Unlike cellulose, the number of monomeric repeat units in hemicelluloses is
only c.a. 150. Lignin, which constitutes the third main component of biomass, is an
amorphous, three-dimensional polyphenolic material with no exact structure [11].
Lignin fills the space in the cell wall between the cellulose fibres and hemicelluloses
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Fig. 6 Structure of cellulose and hemicellulose [12]
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bundles. It is covalently linked to hemicellulose and cellulose via lignin–carbo-
hydrate complexes, and it acts a binder of fibrous carbohydrate structures.

The structure of lignin is complex and is yet to be fully understood. In raw
lignocellulosic biomass, lignin is primarily a complex, cross-linked and branched
macromolecule that adds strength and rigidity to cell walls. It is widely accepted
that lignin composition and its content in biomass vary with the type of plant
species. For example, lignin accounts for 30% by weight in softwood, while this
share falls to 20–25% in hardwood. Herbaceous biomasses such as grasses contain
only 10–15% of lignin. As shown in Fig. 7, lignin is made of three major phenolic
sub-units, viz. sinapyl (3, 5-dimethoxy, 4-hydroxycinnamyl), coniferyl (3-methoxy
4-hydroxycinnamyl) and p-coumaryl (4-hydroxycinnamyl) alcohols, joined by
ether and C-C linkages [13]. The three monolignol compounds are also known as
syringyl (S), guaiacyl (G) and p-hydroxyphenyl (H) sub-units. Table 1 depicts the
distribution of primary lignin units in different types of biomasses.

Generally, softwood lignin contains more guaiacyl units, hardwood lignin
contains more guaiacyl and syringyl units, and grass lignin presents a mixture of all
three aromatic units. Figure 8 depicts a model structure of lignin with specific
linkages such as α-O-4, β-O-4, β-β, 4-O-5, β-5, 5-5 and dibenzodioxocin [7].
During thermal treatment, these bonds are essentially cleaved to produce smaller
molecules. More literature on the experiments and kinetics of lignin pyrolysis can
be found in Ranzi et al. [14] and Zhou et al. [13].

In addition to cellulose, hemicellulose and lignin, biomass contains minor
amount of extractives and ash. Extractives are those components like fats, waxes,
alkaloids, proteins, pectins, gum, resins, starches and oils that can be extracted from
biomass using polar and non-polar solvents [11]. Ash represents inorganic metals
and salts. The biochemical composition of a number of Indian biomass varieties is
shown in Table 2.

O O

OH

HO

O

OH

HO

OH

HO

H3C CH3 CH3

Sinapyl Alcohol (S) Coniferyl alcohol (G) p-Coumaryl alcohol (H) 

Fig. 7 Structure of monolignols, the primary building blocks of lignin [13]
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4 Physical Properties

Theoretically, almost all feedstocks with moisture content in the 5–30% range can
be gasified. However, it is known that feedstock properties, such as (a) specific
surface area, (b) size, (c) shape, (d) moisture content, (e) volatile matter and
(f) carbon content, affect gasification process and gasifier performance. Therefore,
understanding the physical properties would give an idea about the right

Table 1 Abundance of the primary lignin units in different types of plants [7]

Monolignol Grass (%) Coniferous wood (%) Broadleaf wood

Sinapyl alcohol (S) 25–50 0–1 50–75%
Coniferyl alcohol (G) 25–50 90–95 25–50%
p-coumaryl alcohol (H) 10–25 0.5–3.4 Trace

Fig. 8 Representative model structure of lignin. Redrawn from [7, 13]

Table 2 Biochemical composition (%) of different biomasses [15]

Components Bagasse Casuarina
leaves

Coir
pith

Groundnut
shell

Rice
husk

Sawdust Wheat
husk

Cellulose 40.8 40.2 26.8 33.7 34.8 34.5 37.8
Hemicellulose 21.8 16.8 17.2 17.3 26.7 19.7 30.8
Lignin 19.2 22.2 30.5 29.7 20.3 29.7 22.5
Extractives 13.4 17.34 22.0 15.0 4.2 7.8 7.5
Ash 4.8 2.86 3.7 3 17 9 1.6
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pretreatment technique to be adopted for a particular feedstock [16]. The properties
such as size, shape, specific surface area and the moisture content of the feedstock
govern the type and scope of pregasification operations like storage, conveyance,
crushing, drying and feeding systems. The content of volatile matter, carbon and the
calorific value are crucial for the selection of gasification process and its conditions.
As discussed earlier, gasification involves pyrolysis and char oxidation as the major
sub-processes. Besides the feedstock characteristics, the nature and behaviour of
char are crucial for the overall efficiency of gasification. This is partly signified by
the amount of fixed carbon in the feedstock. Effect of feedstock particle size on the
gasification is clearly described and reported in the literature. Generally, with
increase in particle diameter, the syngas evolution also increases, as the larger
particles contain high-volatile matter for the same mass as compared to the smaller
particles. However, heating rate is significantly low for bigger particles compared to
smaller ones [17]. Moreover, drying to lower the moisture content may be prob-
lematic and has not been optimized for biomass conversion processes. The emis-
sions during drying involve the release of low molecular weight C1–C3 oxygenates
and particulate emissions besides water. It is reported that at low drying tempera-
tures (under 100 °C), the emissions consist mainly of monoterpenes and
sesquiterpenes [18]. As far as pyrolysis is concerned, high moisture content in the
feedstock affects the oil quality, especially the heating value, density, viscosity and
storage stability of the oil. Predrying the feedstock is a common practice when the
final product of interest is pyrolysis oil, which is either used directly for secondary
heating applications or further catalytically upgraded to chemicals and fuels.

4.1 Density and Specific Gravity

Feedstock density plays an important role in commercial processes. Increasing the
bulk density of the feedstock by pelletization is a common practice to facilitate the
transportation of large quantities of the material. This is very much applicable to
low-dense materials like biomass and MSW feedstocks. Simple mechanical
pressing is a common technique to remove moisture from mixed feedstocks like
MSW. The process of slow pyrolysis at low temperatures (200–300 °C), also called
as torrefaction, is employed to remove the physicochemically bound moisture and
small molecule oxygenates to densify the feedstock [19]. Such processes improve
both the physical density and energy density. Coals are usually denser compared to
biomass and mixed wastes.

There are different types of density measurements for porous solids such as coal.
They are (a) true density, (b) apparent density, (c) particle density, (d) bulk density
and (e) in-place density [16]. The true density of coal is defined as the mass divided
by the volume occupied by actual, pore-free solid in coal. While determining the
mass of coal is straightforward, determining the volume presents some challenges.
The precise determination of true density requires complete filling of the structure
with a fluid that has no interaction with the solid. No fluid meets these requirements
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completely. Helium has traditionally been considered as the fluid of choice as it is
not significantly adsorbed by coal at room temperature. The use of helium gives a
more accurate determination of coal density, but there is evidence that part of the
pore system may be inaccessible to helium as well [20]. Therefore, when helium is
used as the agent for determining coal density, the density, sometimes called as
helium density, may differ from the true density and may actually be lower than the
latter.

The density of coal varies widely depending on the coal type. The relative
density of anthracite coal is of the order of 1.3–1.55, whereas that of bituminous
coal and lignite is 1.45 and 1.25, respectively [21, 22]. Table 3 depicts the typical
bulk densities of different coals and biomasses. The standard method for the
determination of true density (i.e. true specific gravity) of coal/coke is ASTM
D-167. Empirical correlation from elemental analysis is also available to determine
the true density and is given by Speight [16],

ρHe = 1.534 − 0.05196 %H½ � + 0.0007375 %O½ � − 0.02472 %N½ � + 0.0003853 %S½ �
ð10Þ

where ρHe is the helium density (g/cm3) and H, O, N and S are the respective weight
per cent of the various elements on dry ash-free basis.

Coal density is a useful parameter for deducing the spatial structure of coal
molecules. The relationship between density and porosity suggests that emphasis
must be given to density and its determination. Porosity measurement, in turn,
provides useful information on the technical behaviour of coal towards its end use.
Particle density is required for calculating the porosity of individual coal particles.

Table 3 Bulk density and thermal conductivity data for biomass materials [23, 24]

Sample Bulk density
(kg/m3)

Thermal conductivity (W/
(m-K))

Heat capacity (J/
(g-K))

Brown (High
volatile) coal

910 0.088 1.347

Bituminous (Hard
coal)

1160 0.157 1.270

Anthracite 1530 0.228 0.907
Pine 406 0.086 –

White wood 506 0.102 –

Cherry 534 0.108 –

White oak 615 0.113 –

Sewage sludge 760 0.130 –

Softwood 360 0.009 –

Pinewood 450 0.110 –

Maple 710 0.158 –

Fir 540 0.140 –
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The apparent density of coal is determined by immersing a weighed sample of
coal in a liquid followed by accurate measurement of the liquid that is displaced
using a pycnometer [21]. For this procedure, the liquid should (a) wet the surface of
the coal, (b) not absorb strongly onto the coal surface, (c) not cause swelling of coal
and (d) penetrate the pores of the coal. The particle density is the weight of a unit
volume of solid, including the pores and cracks. The bulk density is the mass of an
assembly of coal particles in a container divided by the volume of the container
[25]. The in-place density (or bank density) of coal is the means by which coal in
the seam can be expressed as tons per acre per foot of the seam thickness and/or
tons per square mile per foot of the seam thickness. The in-place density must be
determined on water-saturated samples to accommodate the equilibrium moisture
that exists under the in-place (seam) conditions.

4.2 Porosity and Specific Surface Area

The pore structures of coals and chars have been shown to have important effects on
the combustion and oxidation of carbon particles [21, 26, 27]. Oxidation rates are
higher for high surface area chars. However, the small pores in coal may restrict the
transport of reactants and products to and from the internal surfaces. Porosity is the
fraction (or percentage) of the volume of coal that is occupied by pores and can be
calculated from the equilibrium moisture content [20]. Since coal is a porous
material, porosity can have a large influence on coal behaviour during mining,
preparation and utilization operations. Porosity dictates the rate at which methane
can diffuse out of the coal in the seam. The preparation and pretreatment operations
can also influence the porosity of coal via removal of mineral matter during
washing and removal of light volatiles during the drying step. The calculation of
porosity is derived from the determination of the true specific gravity (ASTM
D-167), and the relationship is as follows:

Porosity = 100− 100
apparent specific gravity
true specific gravity

� �
ð11Þ

Another method of determining porosity involves measuring the density of coal
by helium and mercury displacement. Thus, the porosity of coal is calculated from
the relationship.

P = 100 × ρHg
1
ρHg

−
1
ρHe

 !
ð12Þ

where P is the porosity, ρHg is the mercury density, and ρHe is the helium density.
By determining the apparent density of coal in fluids of different but known

dimensions, it is possible to calculate the pore size (or pore volume). The open pore
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volume (V), i.e. the pore volume accessible to a particular fluid, can be calculated
from the relationship.

V=
1
ρHg

−
1
ρa

ð13Þ

where ρa is the apparent density in the fluid under consideration. Pore volume can
be calculated from the relationship

Vp =
1
ρHg

−
1
ρHe

ð14Þ

While the above methods are well established, nitrogen adsorption–desorption
porosimetry is adopted nowadays to evaluate all the pore-related parameters
including specific surface area and pore size or pore volume distribution. The BET
(Brunauer–Emmett–Teller) theory applies to systems of multilayer adsorption and
usually utilizes inert gases that do not react with material surfaces as adsorbates to
quantify the specific surface area. Specific surface area is a scale-dependent prop-
erty, with no single true value of specific surface area definable, and thus, quantities
of specific surface area determined through BET theory may depend on the
adsorbate molecule utilized and its adsorption cross section. Further details are
available elsewhere [28]. There is no direct relationship between specific surface
area and the rank of coal. However, high-rank coals exhibit comparatively low
specific surface area when compared to low-rank coals. Coal and biomass chars
exhibit high specific surface areas owing to the devolatilization during the pyrolysis
process. The specific surface area data for representative coal, biomass and their
chars are available in Table 4.

Table 4 Specific surface
area of different coals and
biomass materials [29, 30, 31]

Feedstock BET surface area (m2/g)

High-volatile bituminous coal 2
Low-volatile bituminous coal 4
Anthracite coal 2
Switchgrass 1.3
Sorghum 1.0
Red cedar 2.1
Rice husk char 90.5
Corn straw char 89.6
Sawdust char 52.3
Bituminous coal char 7.1
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5 Thermodynamic Properties

5.1 Heat Capacity

The heat capacity of a material is the heat required to raise the temperature of unit
weight of a substance by 1 degree. The ratio of the heat capacity of one substance to
the heat capacity of water at 15 °C in the specific heat. The heat capacity of coal can
be measured by standard calorimetric methods that have been developed for other
materials (ASTM C-351). The specific heat of coal usually increases with its
moisture content, decreases with carbon content and increases with volatile matter,
whereas mineral matter has little influence on the specific heat. Estimates of the
specific heat of coal have also been made according to the Kopp’s law which
assumes that the molecular heat of a solid material is equal to the sum of the atomic
heats of the constituents. The atomic heat so derived is divided by the atomic
weight to give the (approximate) specific heat. From the data for various coals, an
empirical relationship between the specific heat (Cp) and the elemental composition
has been developed [16].

CP J ̸g ̸Kð Þ = 0.189 %C½ � + 0.874 %H½ � + 0.491 %N½ � + 0.360 %O½ � + 0.215 %S½ �
ð15Þ

5.2 Thermal Conductivity

Thermal conductivity plays a very important role in gasification. As gasification is
carried out at high temperatures, feedstock should possess minimum thermal con-
ductivity, so that thermal lag in the gasifier can be eliminated. Thermal conductivity
(k) is the rate of transfer of heat by conduction (Q) through a unit area (A) across a
unit thickness (d) of the sample causing a unit difference in temperature (T2–T1) and
is given by Carslaw and Jaeger [32]:

Q= k
A T2 −T1ð Þ

d
ð16Þ

From the literature, it is evident that monolithic coal is considered to be a
medium conductor of heat. The thermal conductivities of anthracite and bituminous
coals fall in the range of 0.209–0.376 W/(m K) and 0.127–0.292 W/(m-K),
respectively [16]. Pulverized coals possess lower thermal conductivity than the
monolithic counterparts. The thermal conductivity of coals generally increases with
increase in the apparent density of the coal as well as with volatile matter content,
ash content and temperature. There is little information about the influence of water
on the thermal conductivity of coal. However, as the thermal conductivity of water
is about three times higher than that of coal, the thermal conductivity of coal is
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expected to increase in the presence of water. Table 3 depicts the thermal con-
ductivities of representative coals and biomasses. There are other properties such as
plastic and agglutinative properties, agglomeration index and free swelling index
which are not directly relevant to pyrolysis and gasification. Therefore, they are not
discussed here.

6 Characterization Techniques

6.1 Thermogravimetric Analysis

Thermogravimetric (TG) analysis is a standard method to determine the typical
temperature regimes of decomposition of fossil fuels, biomass and solid wastes. It is
a valuable technique to study the kinetics of pyrolysis and gasification using a small
amount of sample (few tens of milligrams). The TG analysis provides a rapid,
sensitive and reproducible measurement of residual mass of the sample when (a) the
temperature is increased at a particular rate (dynamic) or (b) the sample is held at a
particular temperature for desired time period (isothermal). To study pyrolysis of
solid fuels, inert gas such as nitrogen or helium can be used, while for gasification
studies, air or CO2 can be used as the medium. The primary output of TG analysis
includes a three-column matrix of time, temperature and sample mass retained. The
first derivative of the mass remaining is called as derivative mass loss or differential
thermogram (DTG).

Figure 9 depicts the typical mass loss and differential mass loss data for high ash
coal and rice husk under pyrolysis conditions. Three distinct regimes of mass loss
can generally be observed in the TG and DTG profiles. The initial mass loss in 100–
120 °C range corresponds to the removal of physically bound water from the
material. The wide region after the moisture removal corresponds to active pyrol-
ysis. The specific temperature range of mass loss in active pyrolysis depends on the
material pyrolyzed. For coals, the evolution of volatiles starts at 350 °C, whereas
for biomasses devolatilization starts at 220 °C. From the DTG of rice husk in
Fig. 9, it can be observed that specific components of biomass decompose in dif-
ferent temperature regimes. The hump at 300 °C corresponds to hemicellulose
degradation, while cellulose decomposes in a well-defined temperature regime of
300–400 °C. Lignin decomposition starts at around 200 °C and end at 700–800 °C.
Figure 10 depicts the DTG curves of a variety of biomasses and coals in CO2

atmosphere. It is evident that pyrolysis takes place initially, and at high tempera-
tures (900–1100 °C), gasification takes place via the Boudouard reaction [33].

Mathematical modelling to predict the product gas composition during pyrolysis
and gasification requires the knowledge of reaction kinetics of devolatilization of
the feedstock. Thermogravimetric analysis is very useful in determining the
apparent kinetics of pyrolysis and gasification using empirical models available in
the literature. The interested reader is referred to the articles by Oyedun et al. [34],
Muller et al. [35] and Varhegyi et al. [36].
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Fig. 9 Thermogravimetric mass loss and differential mass loss data for high ash coal and rice
husk. Experiments were done in N2 ambience (100 mL/min) at 10 °C min−1

Fig. 10 Differential mass loss curves for different coals and biomasses in CO2 atmosphere (20%
in N2) at 20 °C min−1. GK-Godavarikhani, BM-Bellampalli, BS-Bilaspur, NL-Neyveli lignite,
EFB-Empty fruit bunch, CE-Causurina equisetifolia Adapted from Naidu et al. [33] with
permission from Springer
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It is important to note that TG analysis provides only the overall mass loss data of
the solid fuel, while it does not provide information about the volatiles released at
various time periods. For this purpose, it is valuable to integrate a gas
chromatograph/mass spectrometer (GC/MS) or Fourier transform infrared spec-
trometer (FTIR) with the TG analyser, so that the identity of the vapours/gases or
functional groups can be understood. These hyphenated techniques are valuable to
propose mechanisms of transformation of coal, biomass and mixed solid wastes.
Figure 11 depicts the TG-FTIR profiles of different solid fuels including waste tyre
rubber, biomass waste, MSW plastic and RDF [37]. It is evident that the species
evolution pattern is different from these feedstocks. Increase in absorbance corre-
sponding to a particular wave number is indicative of the increase in concentration of
a functional group. This study showed that CO and OH groups evolve in significant
concentrations from a majority of the feedstocks. The MSW plastic pyrolysis is
characterized by the evolution of hydrocarbon C-H functional groups, which is
expected. It is worthwhile to note that hyphenated techniques generate a huge data
set that needs to be processed with care to decipher valuable product evolution and
mechanistic information. Besides TG-FTIR, TG-MS can yield valuable information
on the concentration profiles of calibrated organic species with temperature and time.

In recent times, analytical fast pyrolysis integrated with GC/MS has gained
increasing interest in pyrolysis studies to understand the organic composition of
primary pyrolysis vapours. This involves pyrolyzing a small sample mass (<1 mg)
at fast heating rates (>1000 °C/s) and analysing the products using a GC/MS.
Owing to kinetically limited conditions, the pyrolysis vapours are representative of
primary products of cracking. Under gasification conditions, these pyrolysates are

Fig. 11 TG-FTIR profiles of pyrolysis of a waste tyre rubber, b pinewood waste, c MSW plastic
and d RDF. The temperatures corresponding to 30 min, 50 min, 70 min and 90 min are 325 °C,
525 °C, 725 °C and 900 °C, respectively. Adapted from [37], with permission from Elsevier
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oxidized in the gas phase. Thus, this information will be valuable in developing
secondary gas phase pyrolysis and combustion mechanisms. Figure 12 depicts a
typical GC chromatogram when medium ash Indian coal is fast pyrolyzed at
700 °C. It is evident that the products of Indian coal pyrolysis include a number of
linear chain alkanes and alkenes in C6–C20 range along with some phenols and
aromatic hydrocarbons. This data will also be useful for the design of efficient
pyrolysis reactors for recovering oil from coal as well as biomass for liquid fuel
applications. The interested reader is referred to the articles by Tsuge et al. [38] and
Vinu et al. [39] for a better understanding of pyrolysis GC/MS.

6.2 Proximate Analysis

Proximate analysis involves the determination of moisture, volatile matter, fixed
carbon and ash content in the feedstock. This is a standard characterization used to
determine the rank of coals and to understand the potential of a particular feedstock
for pyrolysis or gasification. Generally, high-volatile matter and low fixed
carbon-containing feedstocks such as synthetic polymers and plastics are suitable
for pyrolysis process, as they yield more amount of liquid products. The amount of
volatile matter in the feedstock is the theoretical maximum amount of condensable
organics that can be derived via pyrolysis process. However, high fixed
carbon-containing materials like coals are suited for gasification and combustion.
Biomass is amenable to both gasification and pyrolysis as their composition lies in

Reten on me (min)

Fig. 12 GC/MS total ion chromatogram obtained from fast pyrolysis medium ash Indian coal at
700 °C using analytical pyrolyzer. The coal contains 31.2 wt% volatiles, 21.8 wt% ash, 47 wt%
fixed carbon, 58 wt% C, 4.15 wt% H, 1.7 wt% N and 0.25 wt% S. For the experiments, 0.3 mg of
powdered coal sample was taken in a stainless steel cup and dropped into the quartz furnace of a
single-shot micropyrolyzer (Frontier Lab, Japan). The pyrolysates were analysed using a Shimadzu
GC/MS (QP-2010 Plus). The flow rate of the vapours through the UA-5 alloy capillary column
was 1.59 mL/min. The column oven was initially maintained at 40 °C for 1 min followed by a
ramp at 10 °C/min to 300 °C, and held at 300 °C for 15 min. The electron ionization voltage was
70 eV, and the compounds were scanned in a mass range of 10–400 Da
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between polymers and coals. High moisture content in the feedstock is indicative of
low heating value (or calorific value), while high-volatile matter/fixed carbon ratios
are related to the reactivity of the fuel. Ash deeply influences the transport, handling
and management costs. It is also influential in corrosion and slag formation.
A number of standard methods are available to perform proximate analysis. ASTM
specifies the analysis conditions for the determination of various properties. These
include ASTM E-871 for moisture (UNE-EN 14774 for biomasses); ASTM E-830,
D-1102 or UNE-EN 14775 for ash; ASTM E-872 and ASTM E-1755 for volatile
matter [40, 41]. Fixed carbon is usually determined by difference. Generally,
moisture is determined by heating the sample to 105 °C from room temperature at
10–15 °C/min and maintaining for a specified period of time. The decrease in mass
of the sample is noted as moisture content. The sample temperature is then
increased to 950 °C in inert atmosphere at a specific heating rate (typically 16 °C/
min) and maintained at this temperature for 7–10 min. This leads to the release of
organic volatiles by thermal decomposition of the feedstock. After the sample mass
reaches a steady value at the final temperature, the mass difference is noted to
determine the volatile matter. To determine the fixed carbon, the ambience is
changed from inert to reactive air and the sample is maintained isothermally at
850 °C. The final sample left is noted as the amount of ash. Fixed carbon can be
determined as the oxidized portion of the residue left after volatile generation, i.e. %
fixed carbon = 100 − (%Ash + %Volatile matter).

Proximate analysis can be performed using a simple muffle furnace or in a TG
analyser. TG analysers are preferred these days as the heating rate and sample
temperature can be controlled well. Table 5 represents the proximate analysis
results of different ranks of coals (entries 1–14), biomasses (entries 15–44) and
MSW (entries 44–50). It can be seen that coals contain high amounts of ash,
biomasses contain high-volatile matter and sewage sludge and MSW contain sig-
nificant amount of moisture. It is important to note that composite fuels like MSW
and RDF are heterogeneous, and hence, the results can vary if the sample taken for
proximate analysis is not representative. Therefore, it is important to utilize more
quantity of the sample while using these feedstocks. While the ASTM methods are
originally developed for coals, specific European standard methods are also
available for biomasses. The various standard methods are listed in Appendix A.

6.3 Elemental Analysis

Elemental or ultimate analysis involves the determination of C, H, N, S and O in the
feedstock. The carbon in the feedstock includes carbon present as organic carbon
and any carbon present as mineral carbonate. Hydrogen includes hydrogen present
in the organic components as well as hydrogen in all of the water associated with
the feedstock. Nitrogen is usually assumed to occur within the organic matrix of
coal or biomass. Sulphur generally occurs in three forms in coal, viz. as organic
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Table 5 Proximate, ultimate and higher heating value (or calorific value) analysis of different
feedstocks

S. No. Fuel Proximate analysis
(wt%, db)

Ultimate (elemental) analysis
(wt%, daf)

HHV
(MJ/kg)

Ref.

VM FC Ash C H N S O*

1 Indian coal 35.2 43.1 21.7 72.3 5.1 2.2 0.2 20.2 17.9 A

2 Indonesian coal 47.7 43.5 8.82 69.1 5.1 0.2 3.1 22.5 30.0 A

3 Yilan
sub-bituminous
coal

36.7 40.2 23.1 66.8 5.5 1.4 0.4 25.9 B

4 Colombian coala 32.3 42.3 25.4 76.6 5.4 1.6 1.9 14.5 23.6 C

5 Bituminous coalb 39.0 50.6 9.8 78.1 5.2 2.8 1.1 12.8 30.5 D

6 Taiwan coal 31.7 54.6 13.7 86.6 4.9 1.7 0.6 6.2 27.3 E

7 Australian coal 29.6 54.2 16.2 77.2 5.4 0.9 0.4 16.1 25.8 F

8 Indonesian coala

(Open blue)
50.8 46.4 2.8 70.2 5.6 3.3 0.3 20.7 15.4 F

9 Indonesian coalb

(Wara)
49.5 46.5 4.1 72.5 5.2 1.1 0.2 21.0 17.2 F

10 South African
coal

14.4 77.5 8.1 93.5 3.1 1.6 0.6 1.2 31.8 G

11 Sulcis coal 43.3 42.6 14.2 73.6 5.2 1.9 8.3 11.0 25.3 G

12 Godavarikhani
coal

30.5 40.2 29.3 79.1 5.7 2.2 0.8 12.1 23.0 H

13 Bellampalli coal 33.0 42.9 24.1 74.3 6.4 1.6 0.5 17.3 19.7 H

14 Bilaspur coal 29.6 19.8 50.5 66.4 5.6 2.9 1.2 23.9 11.7 H

15 Oil palm shell 39.7 58.9 1.4 42.7 3.3 0.4 1.1 52.5 I

16 Bagasse 81.8 15.3 2.9 45.1 6.0 0.4 48.5 16.3 I

17 Coconut coir 82.1 17.0 0.9 48.0 5.8 0.2 46.0 14.7 I

18 Coconut shell 79.6 19.7 0.7 50.6 5.7 0 43.7 20.5 I

19 Groundnut shell 78.1 16.0 5.9 51.3 6.1 0.8 41.8 18.7 I

20 Millet husk 66.1 15.8 18.1 52.2 7.3 0.1 40.3 17.5 I

21 Rice husk 62.4 14.1 23.5 50.8 6.7 0.8 41.8 15.3 I

22 Rice straw 64.3 15.9 19.8 46.0 6.2 0.5 47.3 16.8 I

23 Wheat straw 74.5 14.3 11.2 53.5 6.1 0.1 40.3 18.0 I

24 Corn stakes 74.7 18.5 6.8 45.0 5.7 0 49.4 16.5 I

25 Corn cob 83.0 14.2 2.8 49.0 5.1 0 45.9 18.1 I

26 Subabul wood 84.8 14.3 0.9 48.6 5.9 0 45.5 19.8 I

27 Wood pine chips 80.0 19.4 0.6 52.1 6.1 0.3 41.5 21.0 J

28 Willow SRC 83.4 15.0 1.59 51.0 6.0 0.1 42.9 18.9 J

29 Miscanthus
giganteus

82.1 16.4 1.5 49.4 6.4 0.3 43.9 19.9 J

30 Switchgrass 82.9 14.4 2.7 48.2 6.0 0.4 45.4 19.1 J

31 Straw–wheat
straw

71.9 17.8 10.3 44.3 6.0 3.9 45.8 18.2 J

32 Lignin 74.6 22.0 3.4 53.1 5.9 1.1 39.8 22.2 J

33 Celluloseb 88.3 11.0 0.74 43.6 6.5 0.2 49.7 17.4 J

34 Red maple 83.0 14.7 0.03 47.3 6.3 2.3 0 44.1 19.3 D
(continued)
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sulphur compounds; as inorganic sulphides that are, for the most part, primarily iron
sulphides, pyrite and marcasite (FeS2); and as inorganic sulphates (e.g. Na2SO4,

CaSO4) [16]. A number of studies report the oxygen content in the feedstock as a
difference, i.e. %O = 100—%C—%H—%N—%S—%Ash. However, oxygen can
also be determined absolutely using elemental analysers. Lignocellulosic biomass
usually contains negligible amount of sulphur and low amount of nitrogen (<2 wt
%) in it. Importantly, the analytical values may be represented in as received basis,
dry basis (db) or dry ash-free basis (daf). Trace elements that occur in coal are often
included as a part of the ultimate analysis. In order to carry out proper calculations,
elemental composition and the standard heat of formation of the fuels are essential.
A typical elemental analysis system consists of a combustion tube in which the
feedstock is heated to >1000 °C. The gases are then passed through a GC with
thermal conductivity detector (TCD). The nitrogen, carbon, hydrogen and sulphur
in the material are converted to N2, CO2, H2O and SO2, respectively, as the material

Table 5 (continued)

S. No. Fuel Proximate analysis
(wt%, db)

Ultimate (elemental) analysis
(wt%, daf)

HHV
(MJ/kg)

Ref.

VM FC Ash C H N S O*

35 Yellow poplar 81.7 15.9 0.53 48.1 6.4 2.2 0 43.3 18.6 D

36 Melon seed husk 77.3 2.0 20.7 47.5 6.1 0.8 0.1 45.5 19.1 K

37 Wood chips 79.7 19.4 0.9 58.1 6.2 0.1 0 35.5 20.0 K

38 Wood 80.8 19.2 0 51.5 5.3 0.2 0 43.0 20.3 G

39 Empty fruit bunch 76.4 16.6 7.0 76.8 8.4 1 5.4 8.4 15.5 H

40 Casuarina
equisetifolia

75.4 19.1 5.6 54.9 6.7 2.2 0.6 35.7 17.8 H

41 Switchgrass 78.0 16.9 5.1 43.2 5.7 0.6 0.3 50.2 7.4 I

42 Sorghum 75.1 19.3 5.6 40.7 6.4 0.5 0.2 52.2 9.4 I

43 Red cedar 78.5 17.0 4.5 47.5 6.3 0.4 1.1 44.7 9.1 I

44 Corncob 82.5 15.9 1.6 46.8 6.0 0.3 0.2 46.7 I

45 Sewage sludge 53.9 7.6 38.5 54.8 7.5 8.4 2.9 26.4 14.1 L

46 Sewage sludgeb 62.3 6.5 31.2 52.3 8 6.7 0.7 32.3 11.3 O

47 Refuse-derived
fuela

46.6 21.2 32.2 46.4 6.8 1.6 0.1 45.1 14.3 M

48 MSW-A 83.1 13.5 3.4 53.3 8.0 0.7 0.1 37.9 23.7 N

49 MSW-B 86.7 10.7 2.7 59.7 9.4 0.6 0.1 30.2 27.4 N

50 Treated MSW 71.0 6.3 22.7 58.5 8.2 1.2 32.2 17.8 I

Db—dry basis, daf—dry ash-free basis, VM—volatile matter, FC—fixed carbon, C—carbon, H—
hydrogen, N—nitrogen, S—sulphur, O—oxygen
HHV—High heating value, * By difference
A—[42]; B—[43]; C—[44]; D—Singh et al. [45]; E—[46]; F—[47]; G—[48]; H—[49]; I—[50]; J—[51];
K—[52]; L—[53]; M—[54]; N—[55] (model municipal solid waste mixtures); O—[56]
aMoisture content in this fuel is 45.2%
bMoisture content in this fuel is 70%
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is combusted, and these are analysed using GC-TCD. Nitrogen is converted to NOx,
which is then reduced to N2 using a copper-based catalyst.

The standard method for ultimate analysis of coal and coke (ASTM D-3176) and
for biomass (UNE-EN 15104) includes the determination of elemental carbon,
hydrogen, sulphur and nitrogen together with the ash in the material as a whole. The
test methods recommended for elemental analysis include the determination of
carbon and hydrogen (ASTM D-3178), nitrogen (ASTM D-3179) and sulphur
(ASTM D-3177; ISO 334; ISO 351, UNE-EN 15289), with associated determi-
nation of moisture (ASTM D-3173, UNE-EN 14774) and ash (ASTM D-3174,
UNE-EN 14775) to convert the data to daf basis. Table 6 depicts the carbon,
hydrogen and oxygen on daf basis for different ranks of coals. It is evident that
anthracite coal contains highest carbon content (94 wt%) and peat contains lowest
carbon. Table 5 depicts the elemental composition of different feedstocks including
coal, biomass, MSW and RDF. It can be seen from the table that biomasses contain
high amount of oxygen (40–50 wt%), while coals contain high amount of carbon
(70–90 wt%).

Elemental analysis is vital to close the mass balance in pyrolysis and gasification
processes. Elemental analysis of solid residue (char) and condensates (pyrolysis oil
or tar) together with a comprehensive non-condensable gas composition can aid in
mass balance calculations. In pyrolysis studies that focus on pyrolysis oil, carbon
selectivity is usually reported to evaluate the potential of the process for fine
chemicals and biofuels production. Carbon content in ash and the feedstock can be
used to calculate the carbon conversion (CC) in the gasifier using the following
expression:

CC= 100−
mash × %Cash

mfeed × %Cfeed

� �
ð17Þ

where mash, mfeed, %Cash and %Cfeed denote the mass of ash residue, mass of
feedstock, carbon content in ash and carbon content in the feedstock, respectively.
Moreover, in practice, the information about trace elements such as chlorine is also
important, as it causes fouling and corrosion problems. Other elements that deserve
importance include mercury, arsenic and selenium.

Table 6 Elemental
composition of different
varieties of coals (Higman
and Tam [3])

Coal rank Carbon Hydrogen Oxygen
% w/w dry ash free

Peat 58 6 35
Lignite 71 5 23
Sub-bituminous 75 5 16
Bituminous
High volatile
Low volatile

81 6 10
88 4 4

Anthracite 94 3 2
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6.4 Calorific Value

Calorific value refers to the heat produced by combustion of a unit quantity of
feedstock in a bomb calorimeter with oxygen under a specified set of conditions
(ASTM D-121; ASTM D-2015; ASTM D-3286; ISO1928; UNE-EN 15149). For
the analysis of solid carbonaceous fuel, the calorific value is determined in a bomb
calorimeter either by a static (isothermal) method or by an adiabatic method, with a
correction made if net calorific value is of interest. The calorific value is a direct
indication of the heat content (or energy value) and represents the combined heats
of combustion of the carbon, hydrogen, nitrogen and sulphur in the organic matter.
The calorific value is usually expressed as gross calorific value (GCV) or the higher
heating value (HHV), and net calorific value (NCV) or lower calorific value (LHV).
The difference between HHV and LHV denotes the latent heat of condensation of
the water vapour produced during the combustion process. The HHV assumes that
all of the vapour produced during the combustion process is fully condensed, while
the LHV assumes that the water is removed with the combustion products without
being condensed. HHV of the feedstock is widely used in many calculations. The
HHVs of coal, biomass and other feedstocks vary considerably, depending on the
ash, moisture content and the amount of oxygen. Coals are also classified according
to their HHVs (ASTM D-388). For quick reference, Table 5 presents the typical
HHVs of different feedstocks.

A number of empirical models have been developed to evaluate the HHV from
proximate and ultimate analysis of the feedstocks. The energy content of coal can
be expressed as the useful heating value (UHV), which requires both ash and
moisture content [16].

UHV kcal ̸kgð Þ = 8900 − 138 × Ash wt.%ð Þ + Moisture wt.%ð Þ½ � ð18Þ

To estimate HHV from elemental composition data, the Dulong’s correlation is
widely used, which is given by Channiwala and Parikh [57] and Vargas-Moreno
et al. [58]:

HHV MJ ̸kgð Þ = 0.3383 %C½ � + 1.443 %H½ � − %O½ � ̸8ð ÞÞ + 0.0942 %S½ � ð19Þ

The Dulong’s correlation is best suited for low-oxygen feedstocks. For high
oxygen-containing coals, the deviations are as large as 5–7%. The Starche and Lant
correlation is a modified version of Dulong’s correlation with an accuracy of 2% for
the whole range of coals. It is given by Channiwala and Parikh [57] and
Vargas-Moreno et al. [58]:

HHV MJ ̸kgð Þ = 0.3406 %C½ � + 1.4324 %H½ � − 0.1532 %O½ � + 0.1047 %S½ � ð20Þ

While a number of correlations are available for biomasses, we present here a
relation proposed by Vargas-Moreno et al. [58] that is applicable for a wide variety
of plant types:
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HHV MJ ̸kgð Þ = 0.3491 %C½ � + 1.1783 %H½ � − 0.1034 %O½ � + 0.1005 %S½ � − 0.0151 %N½ � − 0.0211 %Ash½ �
ð21Þ

The interested reader is referred to the review article by Vargas-Moreno et al.
[58] for a compendium of empirical correlations for HHV of a variety of feedstocks
including, coal, biomass including woods, agro-residues, plastics, MSW, RDF,
petroleum crude oils, biomass-derived oils and sewage sludge.

6.5 Equilibrium Moisture

One of the important factors which affects pyrolysis and gasification is the moisture
content of the feedstock. High moisture content may pose adverse effect on the
pyrolysis oil and syngas quality. Moreover, high moisture content reduces the
operating temperature, which in turn hinders the efficiency, stability and quality of
output syngas. Therefore, reducing the moisture content of the feedstock to a certain
level prior to gasification process is essential. However, it is challenging and
requires special conditions such as lower humidity and higher temperature envi-
ronment. In a large-scale plant, installing a drying unit to reduce the moisture
content in the feedstock prior to gasification or pyrolysis is often a commercial
decision rather than technical one. Most of the feedstocks are hygroscopic in nature
and are usually affected by the humidity and temperature of the surroundings during
their storage [59, 60]. While reducing the moisture content of the feedstock is
important, maintaining the moisture content within stipulated levels for a specific
period of time is also essential. The design and selection of proper storage system to
maintain the moisture content requires the knowledge of equilibrium moisture
content (EMC). Partial information can be obtained from the psychrometric chart.
However, EMC depends on specific gravity, porous nature and other properties of
the feedstock. While limited literature is available on this, EMC varies significantly
depending on location and atmospheric conditions. Therefore, a continuous mon-
itoring is required to determine EMC of the feedstock.

6.6 Ash Analysis

The mineral matter content of the feedstock greatly impacts their utilization in
combustion and gasification systems. The inorganic components present in coal and
biomass can lead to the formation of deposits on heat transfer surfaces, thereby
reducing the thermal efficiency, and cause corrosion and erosion of structural
materials. Moreover, some mineral species such as MgO, NaO, SiO2 are known to
act as catalysts in pyrolysis of, especially, biomasses and lead to variation in the
composition of the volatile fraction [49]. The catalytic effect is broadly seen in
biomass feedstocks than with coals. Different techniques are available to analyse
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the mineral matter. These include (a) chemical fractionation, which is used to
determine the organically bound inorganics of low-rank coals, (b) X-ray fluores-
cence analysis and (c) X-ray diffraction (XRD). Figure 13 depicts the ash com-
position of different coals, biomasses and municipal solid waste. Inorganic
materials such as Si, Al, Ti, Ca, Mg, Na, K, Fe, P are determined in the form of their
oxides. For biomasses, the concentration of these elements can be determined
according to UNE-EN 15290 method, whereas Mn, Zn, Cu, Ni and Cr present in
ppm levels can be determined according to UNE-EN 15297 method. From Fig. 13,
it can be seen that SiO2 content is high in coals followed by Al2O3, while CaO and
K2O are high in some biomasses like casuarina and empty fruit bunch. SiO2 content
is high in rice husk and also high in rice straw. The review articles by Vassilev et al.
[61] and Baxter et al. [62] provide the typical proximate, elemental and ash com-
position of a variety of biomasses. A general trend is observed in the ash com-
position of different types of biomass feedstocks. Woody biomasses are rich in
CaO, MgO and Mn, while herbaceous biomass and agro-residues are rich in K2O,
SiO2, Cl, MgO and P2O5. Other types of contaminated biomass may contain Cl and
S in addition to some of the aforesaid constituents.

6.7 Ash Fusion Temperature

The ash fusion temperature (AFT) characterizes the melting of solid ash and its
transformation to liquid state. This temperature is an important parameter for the

Fig. 13 Ash composition (wt% in ash) of different feedstocks [63, 49]
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design and operation of gasification systems. For ash fusion temperature analysis,
ash sample is moulded in the form of a cone and combusted in a furnace. The
transformation of ash is monitored continuously using a high-resolution camera,
and four key transition temperatures corresponding to change in configuration of
the cone are noted. According to ASTM D1857, these include initial deformation
temperature, softening point temperature, hemisphere temperature and floating
temperature. Importantly, ash composition determines the various transition tem-
peratures. For fluid bed processes, it determines the upper limit of the operating
temperature, since above this temperature, agglomeration of the particles occurs.
For entrained flow process, the gasification temperature must be above the floating
temperature to allow the molten ash to be drawn off as molten slag. Importantly,
entrained flow processes operate significantly above the floating temperature, owing
to slag viscosity requirements.

The salient operation-related issues due to ash in typical gasifiers are listed in
Fig. 14. Another important ash characteristic is the relationship between the fusion
temperature and ash viscosity. This requires the determination of ash viscosity at
high temperatures, which is a challenge. There has been much effort devoted to
determining a method to predict the AFT from the chemical composition of the ash,
but the validity of the results obtained has generally been limited to coals of similar
origin that were used to test the proposed model, at least with any degree of
accuracy. Coals with high SiO2 content possess AFT around 1450 °C [63], while
for biomasses containing high CaO and K2O, the AFT is around 1350–1400 °C.
Recent works using thermodynamic models such as FactSageTM have eased the
understanding of multicomponent and multiphase equilibria existing in molten ash
and their fusion temperatures. Song et al. [65] systematically varied the amounts of
SiO2, Al2O3, CaO, Fe2O3 and MgO added to four different Chinese coal ashes
under an inert (Ar) atmosphere, and studied the phase composition, phase behaviour
and liquidus temperatures using FactSageTM software. They observed that the ash
AFTs decreased initially with increasing CaO, Fe2O3 and MgO addition, while they
again increased with further increase in content of these oxides. Interestingly, AFTs

Gasifier Type

Fixed bed gasifier issues:
1. Slagging and bed 

agglomeration
2. Syngas exit blockage*
3. Slag mobility issues and 

refractory degradation*

Fluidized bed/Transport 
gasifier issues:
1. Bed agglomeration and 

defluidization

2. Ash deposition and 
fouling

Entrained flow gasifier 
issues:
1. Slag mobility issues

2. Refractory degradation
3. Syngas cooler fouling and 

plugging

Fig. 14 Operation-related issues due to mineral matter in various types of gasifiers (*specific to
slagging of fixed bed gasifiers) [64]
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increased with increase in SiO2/Al2O3 ratio, which was also verified by thermo-
dynamic simulations. It is imperative to note that such variations are often specific
to a particular type of coal ash and cannot be extrapolated to different varieties of
coal/biomass ash.

7 Conclusion and Future Prospects

In this chapter, a number of fundamental characteristics of solid fuels like coal,
lignocellulosic biomass and mixed wastes like MSW and RDF are discussed for
their use in pyrolysis and gasification processes. These are complicated feedstocks
in terms of their molecular structure. An understanding of the physicochemical and
thermal properties of the feedstock like bulk density, size, porosity, specific surface
area, thermal conductivity, specific heat, heating value, pyrolysate composition and
elemental composition will aid in optimizing the reactor/reaction conditions to
achieve better yield of syngas via gasification and oil via pyrolysis process. The
experimental techniques to determine the salient properties are also described in this
monograph. A number of ASTM standard methods available today to determine the
above properties are based on coal as the feedstock, although a few European
standards are now available to characterize renewable feedstocks like biomass (refer
Appendix A), which are very different compared to coal. The major issue in
characterizing mixed solid wastes like MSW or RDF lies in the heterogeneity of the
feedstock, which warrants a reasonable mass of sample being taken for character-
ization techniques. In this regard, studies that utilize milligrams of samples in TG
analysers or analytical elemental analysers should report the standard deviation in
data corresponding to multiple sample analyses. Moreover, reporting the data on a
dry basis or dry ash-free basis will essentially mask the moisture and ash content in
these mixed feedstocks, as these two parameters directly or indirectly influence the
effectiveness of gasification and pyrolysis. Therefore, reporting the data on as
received basis assumes importance.

For biomass feedstocks, an understanding of biochemical composition is also
valuable to develop kinetic and reactor models for pyrolysis and gasification
reactions. Ranzi and co-workers[14, 66, 67] have developed robust methods to
describe the structure of complex solid fuels in terms of reference species, which is
then utilized to describe the mechanism of devolatilization and gasification of these
feedstocks. The semi-empirical kinetic models involving homogeneous gas phase
reactions and heterogeneous reactions of solid char can be used to describe the
process in terms of both particle and reactor scales. One of the major issues in
process industries that utilize coals, biomasses and RDF for energy generation via
gasification lies in ash handling during and after the process. As discussed in
Sect. 6.7, ash composition determines the phase behaviour of ash, which in turn
affects the ash fusion temperature. Ash composition and process conditions also
determine the type of problem that one might encounter, i.e. clinkering, slagging
and fouling. In this direction, focused research on ash behaviour from a wide variety
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of coal and biomass materials is required, especially in terms of development of
empirical, yet predictive models to reasonably describe the phenomena. One of the
experimental difficulties lies in the determination of viscosity of molten ash or slag
at high (gasification) temperatures. Development of a comprehensive database of
ash composition versus their behaviour at different conditions will be a useful
contribution in this direction.
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Appendix A: List of Standard Methods for the
Determination of Various Properties of Coal and Biomass

ASTM D-121. Standard Terminology of Coal and Coke.
ASTM D-167. Standard Test Method for Apparent and True Specific Gravity

and Porosity of Lump Coke.
ASTM C-351. Standard Test Method for Mean Specific Heat of Thermal

Insulation.
ASTM D-388. Standard Classification of Coals by Rank.
ASTM E-830. Standard Test Method for Ash in the Analysis Sample of

Refuse-Derived Fuel.
ASTM E-871. Standard Test Method for Moisture Analysis of Particulate Wood

Fuels.
ASTM E 872. Standard Test Method for Volatile Matter in the Analysis of

Particulate Wood Fuels.
ASTM D-1102. Standard Test Method for Determination of Ash in Woody

Biomass.
ASTM E-1755. Standard Test Method for Ash in Biomass.
ASTM D-1857. Standard Test Method for Fusibility of Coal and Coke Ash.
ASTM D-2015. Standard Test Method for Gross Calorific Value of Coal and

Coke by the Adiabatic Bomb Calorimeter.
ASTM D-3173. Standard Test Method for Moisture in the Analysis Sample of

Coal and Coke.
ASTM D-3174. Standard Test Method for Ash in the Analysis Sample of Coal

and Coke from Coal.
ASTM D-3176. Standard Practice for Ultimate Analysis of Coal.
ASTM D-3177. Standard Test Methods for Total Sulfur in the Analysis Sample

of Coal and Coke.
ASTM D-3178. Standard Test Methods for Carbon and Hydrogen in the

Analysis Sample of Coal and Coke.
ASTM D-3179. Standard Test Methods for Nitrogen in the Analysis Sample of

Coal and Coke.
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ASTM D-3286. Standard Test Methods for Gross Calorific Value of Coal and
Coke by the Isoperibol Bomb Calorimeter.

ISO 334. Determination of Total Sulfur: Eschka Method.
ISO 351. Determination of Total Sulfur: High Temperature Combustion

Method.
ISO 1928. Determination of Gross Calorific Value and Calculation of Net

Calorific Value.
UNE-EN 14774. Standard Test Method for Determination of Moisture content in

Biomass.
UNE-EN 14775. Standard Test Method for Determination of Ash Content in the

Biomass.
UNE-EN 14918. Standard Test Method for Determination of Higher Heating

Value in Biomass.
UNE-EN 15290. Standard Test Method for Determination of Si, Al, Ti, Ca, Mg,

K, Na, Fe and P Content of Biomass Ash.
UNE-EN 15297. Standard Test Method for Determination of Mn, Zn, Cu, Ni

and Cr Content of Biomass Ash.
UNE-EN 15104. Standard Test Method for Determination of C, H, N Content in

Biomass.
UNE-EN 15289. Standard Test Method for Determination of Cl, S Content in

Biomass.
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Thermodynamics and Kinetics
of Gasification

M. R. Ravi and Sangeeta Kohli

Abstract This chapter deals with the basic thermodynamics and chemical kinetics

pertaining to the various physicochemical phenomena that are collectively termed

as the phenomenon of gasification. Although the phenomena associated with the

gasification of various feedstocks differ from each other in detail, the underlying

thermodynamics is more or less common and is attempted to be captured here. The

technology of gasification also has a wide variety, and this results in different phe-

nomena having varying grades of importance in each. Thermodynamics of a phe-

nomenon is described in terms of conservation equation for mass and the first law,

often discussed under the headings of stoichiometry and energetics of a phenom-

enon, and in terms of the second law, which determines the equilibrium state at the

end of the phenomenon, and thus defines the product compositions in gasification

when the reactor is maintained at a given pressure and temperature. The variety of

phenomena involved in gasification, namely drying of feedstock, its pyrolysis, homo-

geneous and heterogeneous reactions which form part of the gasification in the form

of oxidation and reduction reactions, proceed at different rates in a given system,

and also vary widely between different types of gasification systems. Hence, it is

important to study the kinetics of these phenomena, in addition to the study of ther-

modynamic equilibrium states pertaining to these phenomena. Owing to the fact that

each of these phenomena is extremely complex, in mathematical modelling of these

phenomena, often apparent mechanism and their thermodynamics and kinetics are

studied. This leads to a variety of models and thermodynamic and kinetic data in the

literature, often in apparent conflict with each other. This chapter also attempts to

identify some of these conflicts through the experience of the authors in modelling

gasification phenomena.
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1 Introduction

Liquid and gaseous fuels from petroleum origin are being depleted at an ever-

accelerating rate, and gaseous fuels from fossil origin have also been employed to

greater and greater extents in the recent years. Mankind seems to have an insatiable

appetite for energy, so much so that the definition of development has become almost

synonymous with an increase in per capita consumption of energy. While the valid-

ity of such a model of development in itself is a matter of debate, various projec-

tions regarding energy scenario for the future have been pinning the hopes of energy

security of mankind on the utilization of coal as well as renewable resources such as

biomass, solar and wind energies. Thermochemical and biochemical conversion of

solid fuels into gaseous and liquid fuels helps in extending the utility of solid fuels

to applications where a liquid or gaseous fuels alone can be used.

1.1 Historical Background

Gasification of coal was discovered in the eighteenth century and was the prime

source of energy for lighting and indoor heating in England in the latter half of the

nineteenth century. Town gas was actually a by-product when coke was produced

by heating coal [4, 18]. With the advent of electric bulb in early 1900s and liquid

fuels for indoor heating subsequently, town gas became obsolete. During World War

II, after the allied forces destroyed German refineries, synthesis of hydrocarbon liq-

uids for aviation and water gas to run road vehicles was widespread in Germany.

Again, in post-war period, the technology fell out of favour owing to resurgence of

oil as fuel. Subsequently, the oil embargo in 1974 renewed the interest in gasifica-

tion, and research on gasification resumed and pilot units were installed. Once oil

crunch relented in the 1980s, interest in gasification again dipped lower.

Amongst coal gasification technologies, oxy-gasification in place of air gasifica-

tion became feasible after commercial cryogenic separation of oxygen was demon-

strated in the 1920s. Fluidized bed gasification was initiated in the 1930s, and the

entrained flow gasification technology found the light of the day in the 1940s. South

African oil giant Sasol had the largest commercial gasification system by the 1970s,

where coal gas was converted to hydrocarbons using the Fischer–Tropsch synthesis

[18].

The flexibility of the technology to different types of feedstock has also led to the

use of gasification phenomenon for different solid and liquid residues of petroleum

refineries, for municipal solid wastes, etc. Co-firing of multiple feedstocks based on

availability has also been in practice. Integration of coal gasification in combined-

cycle power plants is also in pilot demonstration stage.

In India, biomass gasification using moving bed downdraft gasification systems

has been in commercial use at small scales up to about 1250 kWe [9]. Notwithstand-

ing all developments in the technology, owing to the lack of clarity at policy level,
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commercial success of these technologies does not appear feasible in near future.

While coal gasification, despite its high cost, is promoted under the banner of clean

coal technologies, biomass gasification, which is clearly a nonentity in comparison

with the former in terms of feasible scales of feedstock availability, often is made

to compete in economic terms with the fossil counterparts. The net result is that

biomass gasification loses out in economic terms: this again is the result of the inter-

national pricing policy of fossil fuels, which treats these fuels as income rather than

asset [34], and does not account for the cost of the lost opportunity with its deple-

tion. A clear policy framework on the pricing and use of biomass energy would go a

long way in empowering the sectors of the society which have an abundance of bio-

mass feedstock and create business opportunities in renewable energy. In addition to

economic criteria, the ethical considerations also need to be borne in mind. If pol-

icy does not regulate utilizing land resources for cultivating biomass which would

eventually end up being utilized for automotive fuel in another part of the world,

the population supplying feedstock may be at a disadvantage: while they produce

biomass that supplements fossil fuels elsewhere, they would be paying for their own

energy at prices determined by fossil fuel pricing policy decided elsewhere. It should

also be recognized that cultivation of biomass for fuel may also compromise on the

land available for growing foodgrains. Policy framework should promote the use of

decentralized resources like biomass in a decentralized manner, so as to empower

communities that have an abundance of this resource.

2 Thermochemical Conversion Processes

2.1 Basic Phenomena in Thermochemical Conversion

Conversion of a solid fuel into a liquid or gaseous fuel through heating is termed

as thermochemical conversion. Basu [4] states the motivation of conversion of fuel

from one form to another as:

(i) Improvement in the heating value of the fuel by rejecting non-combustible com-

ponents such as water and nitrogen

(ii) Removal of elements such as sulphur or nitrogen in fuel which when oxidized

can constitute harmful emissions

(iii) Reduction in the carbon-to-hydrogen mass ratio of a fuel

When a solid fuel is heated, it first loses moisture and becomes dry. This process

is referred to as drying. On further heating, volatile matter present in the solid fuel

gets liberated, leaving behind char, which is mostly carbonaceous, and ash, which

contains non-combustible inorganic mineral matter. This process is referred to as

pyrolysis or devolatilization.

In the presence of oxygen, further heating of the solid fuel results in oxidation of

the volatiles and the char and the extent of oxidation would depend on the amount of
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oxygen available for the process. In case of biomass combustion in excess oxygen,

near-complete oxidation takes place releasing heat of combustion of char and volatile

matter, and producing carbon dioxide and water vapour as major products, besides

oxidation products of other constituents of the solid fuel such as sulphur. However

in the case of gasification, oxygen supply is substantially lower than stoichiometric

requirements for complete combustion. In such a case, oxygen is typically consumed

by the most reactive constituents of the volatile matter and partly by the char, and in

the reducing environment that ensues, products of complete oxidation such as carbon

dioxide and water vapour undergo a reduction process, resulting in final products that

contain substantial quantities of carbon monoxide and hydrogen and small quantities

of methane. This fuel is often referred to as producer gas or syngas.
It is often desirable to enhance the hydrogen content of the producer gas since a

higher hydrogen content makes the producer gas a fuel with higher calorific value

and more desirable values of combustion properties such as flame speed. This is

even more important in the case of feedstocks that have low hydrogen content such

as some coals. In order to achieve this, a metered quantity of steam is introduced

into the reactor. The processes listed above may produce solid, liquid or gaseous

fuels depending on the process parameters, as discussed below.

2.2 Types of Thermochemical Conversion of Fuels

Thermochemical conversion processes could be classified based on the desired end

product and the process followed. When the desired end product is a solid fuel of

higher quality, the processes are charcoal making or charring and torrefaction. While

charring is carried out at atmospheric pressure, torrefaction is carried out at low

pressures. When the desired product is a liquid fuel, the processes are fast pyrolysis,
flash pyrolysis and ultra-rapid pyrolysis. Both above sets of processes use pyrolysis

as the main thermochemical conversion process. When the pyrolysis is carried out at

low rates of heating the feedstock (<10
◦
C/min), volatile yield is low and char yield

is high, and this is desirable when solid fuel is the desired product. On the other hand,

when liquid fuel is the desired product, the heating rate should be substantially higher

(>1000
◦
C/min). At such high heating rates, the char yield is practically eliminated,

and nearly all the feedstock is converted to volatile matter, which is subsequently

condensed to make bio-oil.

Gasification methods are adopted when the desired product is a gaseous fuel.

Gasification is classified based on the process adopted: when the feedstock particles

are large, and are allowed to flow by gravity, the gasification process happens in a

moving bed. If the flow of airgas is upwards, i.e. in countercurrent with the feedstock

flow, the gasifier is termed as updraft or countercurrent gasifier. If the flow of air/gas

is downwards, i.e. co-current in the direction of flow of feedstock, the gasifier is

a downdraft or co-current gasifier. Similarly, there are cross-draft gasifiers where

the flow directions of feedstock and air are perpendicular to each other. Ironically,
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moving bed gasifiers are also referred to as fixed bed gasifiers, to contrast them with

fluidized bed gasifiers.

When the particles are smaller, and are fluidized by the air or oxygen (and steam

where applicable) used to gasify them, the gasifier is a fluidized bed gasifier, and

depending on the extent of fluidization, there are bubbling fluidized bed and circu-

lating fluidized bed gasifiers. When the feedstock particles are fed into the stream of

air/oxygen (and steam) so that the particles are entrained in a highly turbulent flow

of the gaseous medium, the gasifier is called an entrained flow gasifier. These gasi-

fication systems could be operated at atmospheric pressure or at elevated pressures

depending on process requirements.

When oxygen is used in place of air in gasification, the gas has a much higher

fraction of combustibles and hence much higher calorific value as compared to when

air is used; since in the latter case, nearly half of the producer gas is nitrogen. Also,

since the inert constituent is practically absent, the temperatures of the reactor can

be much higher in the former case.

Hydrogasification and catalytic hydrogenation processes are used to add hydro-

gen to char in a hydrogen environment leading to the production of methane. These,

and the Fischer–Tropsch synthesis processes lead to the production of hydrocarbons

such as substitute natural gas (SNG) from gasification products.

3 Modelling of Gasification Phenomena

Any system needs to be modelled so that its input–output relations can be obtained

even before a real system is built, so that the design could be optimized for desired

operation even before it is built. Once a system is designed, a model can also help

in predicting the performance of the system at design as well as off-design condi-

tions. Modelling a gasification system from first principles needs an understanding

the thermodynamics and reaction kinetics underlying the gasification process. This

section throws light on what these models can do and what their limitations are.

3.1 Thermodynamic Modelling

Thermodynamics has the special characteristic of being able to describe a process

and predict its outcome with almost no regard to the details of the system in which

the process happens. This feature of thermodynamics is of great value to modelling

of phenomena and predicting their outcomes even before the conceptual design of a

system is undertaken. After the system is erected and commissioned, thermodynamic

laws help in identifying the optimal points of operation of the system at which its

performance is the most desirable. Thus, thermodynamic analysis of a system is a

powerful tool at the design as well as operation stage. The primary laws governing
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the process used by thermodynamics are the conservation law of mass, first law of

thermodynamics and the second law.

In understanding gasification, it is necessary to know the composition of the feed-

stock either in the form of an empirical/molecular formula or in terms of its ultimate

analysis (elemental contents of C, H, O, etc., of the feedstock on mass or molar

basis). Since pyrolysis is an important process in gasification, it is also necessary to

know the proximate analysis of the feedstock, i.e. the moisture, volatile matter, ash

and residual char content of the fuel under normal conditions of combustion. The

most important necessity of any thermodynamic process is the conservation of the

elemental atoms/mass, and the total mass of the feedstock, air/oxygen, steam, etc.,

during gasification. These provide a few basic equations that need to be always sat-

isfied, and this is the first ingredient of a thermodynamic model of the phenomena.

The second most fundamental equation in thermodynamic analysis of any system

is the first law of thermodynamics, which is a statement of conservation of energy

in the appropriate form needed for the phenomenon. This law needs to be satisfied

at all the levels of the system or process: the entire gasification system needs to sat-

isfy first law; at the same time, each component of the system should also satisfy

conservation of energy. The entire gasification process should satisfy energy con-

servation laws, and so should each basic phenomenon that constitutes gasification,

viz. drying, pyrolysis, oxidation, reduction, etc., should each satisfy the first law of

thermodynamics.

Since most basic phenomena of gasification are chemical reactions, the first law

for these phenomena would involve the basic enthalpies of formation of all species

considered in the reactions. The detailed chemical reaction mechanisms of pyrolysis,

oxidation and reduction are extremely complex. Often, these phenomena are mod-

elled by a minimal reduced set of representative reactions, details of which would be

presented in Sect. 4. The energetics of these reactions constitute the application of

first law to the phenomena that they represent, viz. pyrolysis, oxidation or reduction.

The favoured direction of a reaction is decided by its spontaneity, which is the

domain of the second law of thermodynamics. Given the temperature, pressure and

the participating species, second law of thermodynamics is used to determine the

end state of a reaction at which the system would go to thermodynamic equilibrium,

given adequate time for the equilibrium to establish. The species composition at

equilibrium would give the end product of gasification in a thermodynamic model

of gasification.

In summary, thermodynamic model of a gasification system would need as input

the following [18]:

(i) elemental composition/proximate and ultimate analysis and standard heats of

formation of the feedstock fuels and their higher/lower heating values

(ii) standard enthalpy and entropy data along with temperature dependence for all

the species of substances involved in the various phenomena
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It would use the equations of :

(a) elemental balance of the species involved (C, H, O, N, S) and conservation of

mass equations including that for ash. Ash is treated as one substance, and its

elemental composition is not considered,

(b) first law of thermodynamics corresponding to the various processes that takes

into account the enthalpies of formation of the constituent streams and the sen-

sible and latent heat addition/ subtraction in the various processes and

(c) the equilibrium conditions either in the form of equilibrium constants of con-

stituent reactions as a function of temperature or in the form of Gibbs functions

of constituent streams that can eventually be minimized for the process to obtain

equilibrium conditions.

The model would be capable of predicting:

1. gas composition

2. required proportions of feedstock, oxidizer and steam

3. effects of various operating thermodynamic conditions such as pressure, tem-

perature, feedstock to air/oxygen/steam ratios, etc., on the gas composition

4. overall efficiency of the conversion process at different operating conditions

5. optimal conditions of operation, based on the above predictions.

However, since the time of residence of the reacting species in the system is not

infinitely long, the predictions obtained from a thermodynamic model are usually the

maximum achievable yields of the desired product from a reacting system [4, 22].

Since a thermodynamic model does not account for the details of the gasification

system and the time of residence of reactants in the system, thermodynamic model

predictions are restricted in practical applicability.

3.2 Kinetic Modelling

In order to account for the finite time available for the reactions, a kinetic model is

necessary, which considers the progress of a reaction as it happens in the reactor,

accounting for the geometry and fluid flow and hence the residence time.

In a moving bed gasifier, the particle sizes are larger (> 15–20 mm), and hence the

time needed for the diffusion phenomena of heat and mass are significantly higher.

Residence time requirement in such gasifiers is determined by the time scale of diffu-

sion, which is the slowest phenomenon, especially in the regions where devolatiliza-

tion occurs. The rates of oxidation are significantly higher, and in the presence of the

high temperatures resulting out of rapid oxidation, the particle sizes also decrease

in this region. As the particles move into the reduction zone, particle sizes decrease

further owing to consumption of char by surface reactions. In the reduction reactions

involving solid char, consumption rates are determined by the reaction rates at the

surface. Thus in a moving bed gasification system, the lengths of drying, devolatiliza-

tion, oxidation and reduction zones reflect the rates at which these reactions proceed:
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oxidation zone is the shortest, followed by reduction and pyrolysis zones. Drying

zone being the farthest from the exothermic oxidation zone is usually the longest.

In the fluidized bed and entrained flow reactors, particle sizes are smaller (< 10
mm). As the particle sizes decrease, the residence time requirement also falls expo-

nentially [18]. The extent of devolatilization in such reactors depends on the final

temperatures attained by the particles. It is desirable to provide adequate resi-

dence times so that the particles attain the required temperature to complete the

devolatilization, without which the volatiles may contaminate the product gases in

the form of tar, much as it happens in moving bed gasifiers. The kinetics of oxida-

tion of the products of devolatilization is the least understood, but fortunately, since

oxidation is a rapid phenomenon, its kinetics are not as important [18]. In the char

gasification (reduction) process where the products of oxidation react with the char

to produce the final products, the overall reaction rate is determined by the surface

reactivity of the char, which is a function of the porosity and crystal structure of

char/fixed carbon and the catalytic effects of the ash components. If we consider

the resistance offered by the reaction rate constant at the surface, internal diffusion

rates of gaseous reactants through the pores of individual particles and the surface

diffusion rates of gaseous reactants that hinder the progress of a reaction, surface

reactivity can be expressed as the reciprocal of the sum of these resistances. Higman

and Burgt [18] delineate the different temperature regimes of char gasification:

∙ Low-Temperature Zone: chemical reaction is slow and is the rate contolling step.

∙ Medium-Temperature Zone: chemical reactions are faster, but the rate-limiting

step is the internal diffusion of gaseous reactants into the pores of solid particles.

∙ High-Temperature Zone: the bulk surface diffusion of the gaseous reactants is the

rate-limiting step.

In addition to the classification of a model as thermodynamic or kinetic, gasification

models are also classified on the basis of the way they handle spatial variation of the

phenomena in a reactor, as discussed below.

3.3 Classification of Gasification Models

Based on how a gasifier model treats spatial distribution of the phenomena in a reac-

tor, gasification models could be classified as zero-, one- or multi-dimensional mod-

els. In fact, since in many gasification systems the predominant phenomena in dif-

ferent parts of the gasifier may be one of drying, pyrolysis, oxidation or reduction, it

is also possible to use thermodynamic or kinetic model for each phenomenon differ-

ently in different parts of the reactor: for example, one may choose an equilibrium

model for oxidation in the combustion zone of a gasifier, while using kinetic models

in the pyrolysis and reduction regions. In the following paragraphs, some of these

features of modelling are discussed briefly.
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3.3.1 Zero-Dimensional Models

These are the most rudimentary models of gasification. They consider the entire gasi-

fier as a single control volume, and apply the conservation of mass/elements, energy

and thermodynamic equilibrium equations for determining the product composition

and temperature at the end of gasification. Often, drying and pyrolysis phenomena

are not modelled and the oxidation - reduction equations are solved for equilibrium.

Such models are good as a quick estimate of product composition of a gasifier and are

suitable where the reactions are reasonably fast so that the residence time is adequate

to assume equilibrium. These models are also referred to as well-stirred reaction
models of gasification.

3.3.2 One-Dimensional Models

In many types of gasification systems, different geometric regions can be identi-

fied where different phenomena predominate. For example, the region immediately

downstream of oxidizer inlet is the oxidation zone, where oxidation reactions pre-

dominate, so much so that the other phenomena occurring there could be ignored

or treated with less importance. In a downdraft moving bed gasification system, the

topmost zone is the drying zone; the zone immediately upstream of the oxidation

zone is the pyrolysis zone and that which is immediately downstream of the oxida-

tion zone is the gasification or reduction zone. In such cases, the reactor could be

divided into control volumes in the flow direction and each control volume could

model the various phenomena using different approaches depending on the temper-

ature and composition of the gases and solids in the control volume. The flow from

one control volume to another is also appropriately modelled, accounting for the

pressure losses in the gasifier. Then the gasifier model consists of a one-dimensional

sequence of control volumes, each of which is treated as well-stirred in itself, and

the variation from one control volume to another is computed. Such models are also

referred to as plug flow models.

3.3.3 Multi-dimensional Models

The models which resolve the spatial variation of the various quantities such as

temperature, pressure and composition and also account for the flow phenomena of

solids and gases using the respective momentum equations in addition to the other

constitutive thermodynamic and kinetic equations governing gasifications can be

classified as multi-dimensional models. General purpose CFD simulation software

could be used for this purpose. Such models are also referred to as CFD models.
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3.3.4 Discussion

Although there is an increased amount of information generated by the models as

we progress from zero-dimensional to multi-dimensional models, the cost of com-

putation grows nonlinearly as well. And, contrary to popular perception that more

detailed models should always be better than the less detailed ones, it is observed

that the additional information available from more detailed models comes at such

a large additional time, effort and cost that one often looks for the most judicious

choice amongst these models. One-dimensional models with appropriate phenom-

enological representation of all basic phenomena occurring in a gasifier are most

often found to be adequate and appropriate. For example, a CFD model is justified

only when one would like to know what effect a particular shape of the air/oxygen

nozzle has on the gasification process, and if the question is about the number and

size of the nozzles rather than their shape or position, it is unnecessary to resort to

CFD. Comparing the time required for simulations, a three-dimensional CFD model

often takes a thousand times or more computational time taken by a one-dimensional

simulation. Thus, a judicious choice of the phenomenological representation of the

process often pays better dividends than a large spatially resolved computation, and

the decision in favour of one or the other must be based on what improvements in

predictions one is looking for.

4 Mechanisms of Gasification Phenomena

In this section, a brief discussion on the mechanisms of the basic phenomena of

gasification introduced in Sect. 2.1 is presented, enabling the reader to visualize the

phenomena and understand the ways to simplify and model these phenomena.

4.1 Drying

Moisture content in a given feedstock can have seasonal variations. It can also vary

from feedstock to feedstock. Since moisture in the feedstock absorbs energy to evap-

orate, a lower moisture content permits higher reactor temperatures in a gasifier and

hence is better for the gasification process. Complete absence of moisture is also

not desirable in gasification, as the presence of moisture improves the H-C ratio and

hence yields gas of higher calorific value. In biomass gasification, 10–15% moisture

is usually deemed desirable. Fresh wood has moisture content usually in the range

from 30 to 60%. But it can also be as high as 80% for feedstocks like paddy straw

[19]. In such cases, pre-drying of biomass before use in a gasifier is recommended.

Moisture content of coal feedstock also varies with the rank and grade of the coal,

which vary from source to source.
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Heat liberated in the reactor by the exothermic reactions such as oxidation of

volatiles and char is transferred to the fresh feedstock through a combination of heat

transfer mechanisms. These include conduction through the feedstock particles and

between particles of feedstock, radiation from the hot zones of the reactor to the

feedstock and convection from the hot gases in contact with the feedstock particles.

Depending on the particle size, the time required for heat transfer from the surface

of a particle to its interior would vary. The moisture from the interior of the particle

has to diffuse out due to gradient in moisture concentrations and departure of the

particle from its equilibrium moisture content at the prevailing surrounding temper-

ature around the particle. Thus, the drying process is determined by the rate of heat

and mass transfer in the feedstock bed and in the particles.

Since thermal diffusivities are often a few orders of magnitude higher than mass

diffusivities, it is assumed that the feedstock particle is in thermal equilibrium with

the surrounding medium, implying that heat transfer is faster than mass transfer.

Hence under this assumption, mass transfer determines the rate of drying. This

assumption usually holds true in moving bed gasifiers. Hence, there the mecha-

nism of drying can be assumed to be through diffusion. As the feedstock moves

progressively to higher temperature zones, there is greater departure from thermal

equilibrium between the particle and the surrounding medium. In these stages of

moving bed gasification, the loosely bound moisture is irreversibly removed. Heat

conduction from the high-temperature region further assists in this process. Drying

continues until a temperature of about 200◦C is attained.

McCabe et al. [26] determined the analytical solution for one-dimensional mass

diffusion in a spherical particle of wood, and this expression is commonly used to

model drying of particles in a moving bed gasifier.

Xm,out − Xm,eqb

Xm,in − Xm,eqb
= 8

𝜋2

(
e−𝛼1𝛽 + 1

9
e−9𝛼1𝛽 +⋯

)
(1)

Here Xm denotes the mass fraction of moisture in biomass, subscripts in, out and eqb
denote inlet, outlet and equilibrium conditions. 𝛼1 is the first eigenvalue and is equal

to (𝜋∕2)2 and 𝛽 is the Fourier number given by (Dtres∕r2p) with D being the diffusion

coefficient and tres the residence time of a particle in a control volume. The value of

diffusion coefficient is by and large of the order 10−10 as suggested by Simpson [39],

who also performed experiments and gave the following expression for equilibrium

moisture content in wood.

Xm,eqb =
1800
W

(
Kh

1 − Kh
+

K1Kh + 2K1K2K2h2

1 + K1Kh + 2K1K2K2h2

)
(2)

where the coefficients K, K1, K2 and W are functions of temperature, obtained by

Simpson [38] from an absorption model due to Hailwood and Horrobin [17]:
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h =
𝜔a

𝜔a,sat
=

𝜔a
pv,satMw

paMa

W = 349 + 1.29T + 0.0135T2

K = 0.805 + 0.000736T − 0.00000273T2

K1 = 6.27 − 0.000938T − 0.000303T2

K2 = 1.91 − 0.0407T − 0.000293T2

T is the temperature in
◦
C, 𝜔a is the specific humidity of the incoming air in kg/kg

dry air, pv,sat is the saturation vapour pressure of water vapour at temperature T and

Mw and Ma are molecular weights of water and air, respectively.

4.1.1 Kinetics of Drying

As the particle sizes are made smaller, as in the case of fluidized bed or entrained flow

gasifiers, the time required for the conduction of heat into the particle and diffusion

of moisture from the particle becomes smaller and smaller, so much so that the time

taken for these phenomena becomes negligibly small compared to that required for

gasification [4]. In such a case, the drying phenomenon is often modelled as instan-

taneous, and the above expressions are not used. It is also customary to model the

drying process as a first-order reaction of the form

Wet Feedstock

k
dry

←←←←←←←←←←←←←→ Dry Feedstock + Moisture (3)

The rate constant k
dry

is obtained using thermogravimetric analysis of the feedstock

in the range of temperatures less than 200
◦
C where drying happens. Thermogravi-

metric analysis involves heating a small sample of the feedstock under controlled

temperature rise rates in controlled atmosphere of inert gases to obtain mass loss as

a function of time and hence mass loss rate. Then, using the expression for the rate

of the first-order reaction in Eq. 3, the rate constant k
dry

is evaluated:

−
dm

WF

dt
= k

dry
m

WF
(4)

Depending on the type of gasifier and the kind of data/equipment available, drying

is modelled using either an equilibrium or a kinetic model.

4.2 Pyrolysis

Pyrolysis is thermal decomposition of feedstock by virtue of heating. No external

agent like an oxidizing agent is needed in pyrolysis. The thermal decomposition
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Fig. 1 C-H-O diagram of

the gasification process [4]

leads to breaking of large hydrocarbon compounds of feedstock into smaller sim-

pler gaseous molecules and char. Typical temperatures at which pyrolysis occurs in

gasification systems range from 300 to 650◦C. Depending on the heating rates, the

products composition and yields of pyrolysis can vary [29]. If the time required to

heat the fuel to the pyrolysis temperature is much longer than the characteristic pyrol-

ysis reaction time, then the pyrolysis is considered slow, else it is fast. One important

trend is that the char percentage in the pyrolysis products decreases with increasing

pyrolysis temperature. Referring to Fig. 1, the solid biomass during slow pyrolysis

moves towards the carbon corner of the ternary diagram, and more char is formed.

On the other hand, the process moves towards the C-H axis, opposite to the oxygen

corner, in the case of fast pyrolysis.

Rapid heating of biomass to a moderate temperature of around 400–600
◦
C yields

higher volatiles and hence more liquid, whereas slower heating to similar temper-

atures will produce more char. Debdoubi et al. [10] reported that the liquid yield

from Esparto increased from 45 to 68.5% when the heating rate increased from 5–

25
◦
C/min to 400–500

◦
C/min. However, heating rates alone do not determine the

pyrolysis products. Residence time also plays an important role in this regard. If

heating is slow, the removal of volatiles from the reactor is slow and gradual which

permits secondary reactions to occur between char particles and volatiles, leading to

secondary char formation. A more detailed classification of pyrolysis is delineated

in Table 1.

Pyrolysis is a complex phenomenon which leads to numerous products which

vary greatly with the feedstock used apart from the heating rates and temperature.
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Table 1 Characteristics of some pyrolysis processes [4]

Pyrolysis process Residence time Heating rate Final temperature

(
◦
C)

Products

Carbonization Days Very low 400 Charcoal

Conventional 5–30 min Low 600 Char, bio-oil, gas

Fast <2 s Very High 500 Bio-oil

Flash <1 s High <650 Bio-oil,

chemicals, gas

Ultra-rapid <0.5 s Very High 1000 Chemicals, gas

Vacuum 2–30 s Medium 400 Bio-oil

Hydropyrolysis <10 s High <500 Bio-oil

Methanopyrolysis <10 s High <700 Chemicals

Pyrolysis can be seen as two-stage process. The initial step leads to condensable

gases and char. Subsequently, these condensable gases break down to non-condensable

gases like CO, CO2, H2O, CH4, etc. The final products can be said to be in three cat-

egories, namely solid (primarily char), liquids (tar, heavy hydrocarbons and water)

and gaseous products (CO2, H2O, CH4, C2H6, etc.). Although char is usually thought

to be carbon, more generally it contains oxygen and hydrogen as well. Biomass con-

tains very low amounts of inorganic ash. Biomass char has a lower heating value

(LHV) of 32 MJ/kg as reported by Diebold and Bridgwater [11] which is higher than

the biomass itself. On the other hand, the LHV of the liquid products, also known as

tar, bio-oil or bio-crude, is in the range of 13 to 18 MJ/kg. While the parent biomass

usually has a LHV in the range of 19.5 to 21 KJ/kg.

Shafizadeh [35] reported that the pyrolysis products of wood can be seen as the

combination of thermal responses of its three major components: cellulose, hemi-

cellulose (xylan) and lignin. It was found that hemicellulose component is the least

stable and decomposes at 225–325
◦
C while the cellulose component decomposes

at higher temperatures in narrower range of 325–375
◦
C and lignin decomposes

gradually within the temperature range of 250–500
◦
C. For cellulose, the Broido–

Shafizadeh model [7] is most common and has also been applied to biomass [6]. As

per this model, pyrolysis involves a first reaction which gives active cellulose. This is

an unstable species. It is followed by two parallel competing reactions: dehydration

and depolymerization. Dehydration further involves decarboxylation and carboniza-

tion and is more prominent at low temperatures (less than 300
◦
C) [42] and slow

heating rates [31]. Depolymerization further involves scission, formation of tar and

condensable gases. This is prominent at high temperatures (over 300
◦
C) [42] and

faster heating rates [31]. If the condensable vapor is allowed to escape the reactor,

it can condense as bio-oil or tar, and if it is held within the reactor, it can undergo

secondary reactions leading to cracking of the vapor into secondary char, tar and

gases. Figure 2a summarizes this model.
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(a) Modified Broido-Shafizadeh model of cellulose [7]

(b) Reaction sequence for gasification of coal or biomass [18]

Fig. 2 Some models proposed in literature for pyrolysis of cellulose and biomass

Solomon [41] presents a detailed review of work done on coal, which shows that

the mechanisms of pyrolysis of coal and biomass are quite similar in nature but differ-

ent in detail. Higman and Burgt [18] also indicate that the mechanisms of pyrolysis

of coal and biomass follow a similar path, in two stages as shown in Fig. 2b. Mallick

et al. [25] present a review of the mechanisms available in the literature for pyrolysis

of coal and biomass.

The following tentative design norms are used for heating in a pyrolyzer:

∙ For maximizing char production, slow heating rate (<0.01–2.0
◦
C/min), a low

final temperature and a long gas residence time are used.

∙ For maximizing liquid yield, high heating rate, a moderate final temperature (450–

600
◦
C) and a short gas residence time are used.

∙ For maximize gas production, slow heating rate, a high final temperature (700–900

◦
C) and a long gas residence time are used.

4.2.1 Kinetics of Pyrolysis

Modelling pyrolysis kinetics requires the specification of rate constants of the con-

stituent reactions. Table 2 gives the rate constants of the reactions of the Broido–
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Table 2 Rate constant parameters for pyrolysis of cellulose according to the Broido–Shafizadeh

Model [7]

Reaction Ai (1/s) Ei (kJ/mol) Source

I. First degradation

(active cellulose)

2.8 × 1019 243 [7]

II. Dehydration (char

and gas)

1.31 × 1010 153 [7]

III. Depolymerization

(tars)

3.16 × 1014 198 [7]

IV. Secondary

cracking (gas, char)

4.28 × 106 107.5 [23]

Shafizadeh model [7] for cellulose. Hemicellulose produces lesser tar and char con-

tent as compared to cellulose while lignin produces around 55% char [42]. Here,

the reaction rate constant ki of each stage I – IV can be expressed in terms of the

pre-exponential factor Ai and activation energy Ei as

ki = Ai exp
Ei

RT

The Broido–Shafizadeh model, although a more accurate model for pyrolysis of

biomass, is not so frequently used in gasification modelling owing to the complex

nature of the model. Rather simpler one stage global pyrolysis models and two-stage

semi-global models are more commonly used. The generalized reaction for one stage

global model is:

Biomass

k
dry

←←←←←←←←←←←←←→ Volatiles + Char (5)

The rate of pyrolysis can then be given as

−
dMb

dt
= k

pyr
(Mb −Mc) (6)

where Mb is the mass of biomass remaining in the volume of interest and Mc is the

mass of char remaining after complete pyrolysis of the volume of interest, and k
pyr

is the apparent rate constant of the single-step reaction in Eq. 5. Reliable data on

the pre-exponential factor A and the activation energy E are not easily available for

fast pyrolysis [31]. For slow pyrolysis, there are some values available in literature.

Table 3 gives these rate constants.

The composition of volatiles can vary depending on the type of gasifier and feed-

stock used. Usually, the low molecular weight (CO, CO2, H2, H2O) gases are taken

explicitly while the rest of the gases are lumped into representative gas composi-

tions with a general composition of CxHyOz, labelled as tar or heavy hydrocarbons,
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Table 3 Kinetic rate constants for the one-step single-reaction global model for biomass feedstock

Constituent Fuel temperature

(K)

E (kJ/mol) A (1/s) Source

Cellulose 520–1270 166.4 3.9 × 1011 [27]

Hemicellulose 520–1270 123.7 1.45 × 109 [27]

Lignin 520–1270 141.3 1.2 × 108 [27]

Wood 321–720 125.4 1.0 × 108 [30]

Wood – 150.96 7 × 107 [33]

Almond shell 730–880 95–121 1.8 × 106 [14]

Beech sawdust 450–700 84 (T > 600 K) 2.33 × 104 [1]

and methane equivalent (me) or light hydrocarbons, often simplified to CH4. The

pyrolysis reaction is then represented in a simplified form as

Biomass
kpyr
←←←←←←←←←←←←←→ nCOCO + nCO2

CO2 + nH2
H2 + nH2OH2O + nmeCH4 + ntarCxHyOz + ncharC

(7)

Three of the unknowns in the above equation are determined using atomic balances

of elements C, H and O, respectively, and the remainder is obtained using experi-

mental results available in the literature.

Similar literature for coal pyrolysis in moving bed gasifiers is available. The more

recent designs of coal gasification systems are less pyrolysis-dominated and more

partial oxidation-dominated, and the rate equations for drying and pyrolysis are often

not needed in determining the product composition of gasification of coal [18].

4.3 Oxidation and Reduction

The primary route to thermochemical conversion of a solid fuel into a liquid or

gaseous fuel is either pyrolysis or partial oxidation or a combination of these two.

As discussed in the earlier sections, pyrolysis determines the overall rate when the

particle sizes are large and the diffusion of mass is the rate-determining step. On the

other hand, when the particle sizes are small, the heating rates automatically become

higher at any point in the solid feedstock, and this leads to a larger fraction of volatile

matter and less and less char. For production of gaseous fuels from pyrolysis alone,

temperatures at the end of pyrolysis are required to be higher than those needed for

the production of liquid fuels.

Partial oxidation often provides the source of heating required for the pyrolysis

reactions in most gasification systems. In the case of moving bed gasifiers, pyrolysis

and partial oxidation happen in distinctly different parts of the gasification reactor,

so much so that distinct drying zone, pyrolysis zone, oxidation zone and reduction
zone get established in such gasifiers, and heat released in the exothermic reactions in
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Table 4 Homogeneous reactions in a gasifier along with their rates

Reaction Reaction rate Reference

H2 +
1
2
O2 → H2O r1 = 1.0 × 1011 exp

(
−42000

RT

)
[H2][O2] [47]

CH4 +
3
2
O2 →

CO2 + 2H2O
r2 = 9.2 × 106 exp

(
−80000

RT

)
[CH4]0.5[O2] [8], [47]

C6H6.2O0.2 +
4.45O2 →
3.1H2O + 6CO

r3 = 9.2 × 106 exp
(
−80000

RT

)
[C6H6.2O0.2]0.5[O2] [8]

CO + 1
2
O2 → CO2 r5 = 1.0 × 1011 exp

(
−126000

RT

)
[CO][O2]0.5[H2O]0.5 [8]

CH4 + H2O →
3H2 + CO

r9 = 9.1 × 1010 exp
(
−131000

RT

)(
[CH4][H2O] −

[CO][H2]3

Keq9

)
[44]

CO + H2O →
CO2 + H2

r6 = 2.78 exp
(
−12600

RT

)(
[CO][H2O] −

[CO2][H2]

0.0265 exp
(
− 32900

RT

)

)
[24]

the oxidation zone is transferred to the other endothermic zones through appropriate

heat transfer mechanisms as discussed in Sect. 4.1. Basu [4] illustrates a separate

combustion zone and gasification zone in fluidized bed and entrained flow gasifiers,

where the region closest to the inlet of the oxidizer acts as the combustion zone and

the downstream region after all oxygen has been consumed acts as the gasification

region.

In all gasifiers, solid particle is heated to undergo drying and pyrolysis first. Sub-

sequently, the volatiles, as well as char, undergo oxidation in the presence of oxygen.

Once the oxygen is exhausted by the oxidation reactions, since the supply of oxygen

to such reactors is only a fraction of the stoichiometric oxygen required for complete

oxidation of the solid fuel, there is a reducing environment, with char particles acting

as reducing agents for the remaining gaseous compounds. Thus, the chemical reac-

tions associated with oxidation and reduction are a combination of homogeneous

(gas phase) reactions and heterogeneous (gas-solid) reactions involving char parti-

cles. Tables 4 and 5 summarize the reactions occurring in the gasifier along with

their rates.

In a gasifier, there are four possible gasification reactions of char, namely with

oxygen, hydrogen, steam and carbon dioxide. Usually, the rate of gasification with

oxygen is the fastest, followed by gasification with steam, carbon dioxide and hydro-

gen in that order [4]. The combustion of char with oxygen (C + O2 → CO2) is one of

the most exothermic reactions occurring in the gasifier (𝛥H◦
R = −394 kJ/mol). This

heat of reaction is useful in sustaining the pyrolysis and even the char gasification

reactions which are primarily endothermic.

In Table 5, 𝜌i is the partial density of species i, T is the temperature in kelvin, Av
is the surface to volume ratio of char, Mi is molecular mass of species i in kg/kmol,

DC is the diffusion coefficient, dc is the diameter of char particles, Re is the Reynolds

number, Sc is the Schmidt number, R is the universal gas constant in kJ/kmol-K, Pi
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Table 5 Heterogeneous reactions in a gasifier along with their rates

Reaction Reaction rate Reference

C + 1
2
O2 → CO rc1 = 𝜌O2

Av

(
2Mc

MO2

)(
hD1K1
hD1+K1

)

K1 = 1.74T exp
(
−9×103

T

)

hD1 =
0.8DC

dc
(2 + 1.1Re0.6Sc1∕3)

[8]

C + CO2 → 2CO rc2 = 1.3 ×

108 exp
(

−215000
RT

)( PCO2
105

)0.38
× mfchar

[2]

C + H2O → CO + H2 rc3 = 2.62 ×

108 exp
(

−231000
RT

)( PH2O

105

)0.57
× mfchar

[3]

C + 2H2 → CH4 rc4 = 𝜌H2
Av

(
Mc

2MH2

)(
hD1K2
hD1+K2

)

K1 = 104T exp
(
−21700

T

)

hD1 = 0.8DCdc(2 + 1.1Re0.6Sc1∕3)

[47]

Here, 𝜌i is the partial density of species i, T is the temperature in kelvin, Av is the surface to volume

ratio of char, Mi is molecular mass of species i in kg/kmol, DC is the diffusion coefficient, dc is the

diameter of char particles, Re is the Reynolds number, Sc is the Schmidt number, R is the universal

gas constant in kJ/kmol-K, Pi is the partial pressure of species i and rci = reaction rate of reaction i
in kg of char consumed per m

3
per second. All the concentrations are in kmol/m

3
and reaction rates

in kmol/m
3
s

is the partial pressure of species i and rci = reaction rate of reaction i in kg of char

consumed per m
3

per second. All the concentrations are in kmol/m
3

and reaction

rates in kmol/m
3
s. As already highlighted, char is not just pure carbon but also con-

tains hydrogen and oxygen. However, most gasification models assume char to be

pure carbon. The char from biomass is usually more porous and reactive than coal

char. While the porosity of biomass char is in the range from 40 to 50%, the porosity

of coal char is around 2 to 18% (Encinar et al. [12]). Also, the values of reactivity

of char from various sources are different. It is generally observed that the reactivity

of char from coal decreases with char conversion while that of char from biomass

increases. Such a reverse trend for char from biomass is attributed to alkali metal

constituents in biomass which have catalytic activity in char reactivity [32].

5 Case Study: Modelling a Downdraft Biomass Gasifier

In this section, a case study of the authors’ experience in modelling of downdraft bio-

mass gasifiers is discussed to demonstrate the modelling approaches discussed in this

chapter. Firstly, the work of Kumar [20] is presented, which involved the modelling
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of a 20 kWe downdraft biomass gasifier using a one-dimensional phenomenolog-

ical model. This work was subsequently augmented by Kumar [21] to incorporate

a radiation model between the hot oxidation zone and the remaining zones. Sutar

[43] adapted the model to simulate a 4 kWth downdraft biomass gasifier. Golchha

and Jatrele [16] developed a two-dimensional CFD model for the 20 kWe downdraft

biomass gasifier. The following paragraphs summarize the models and experience

of the aforementioned work.

5.1 Gasifier Model of Kumar [20]

Kumar [20] developed the phenomenological model of a 20 kWe gasifier at IIT

Delhi. The fluid flow through the gasifier was modelled by appropriately accounting

for pressure drops in the gasifier and the gas cooling and cleaning systems. The pres-

sure loss coefficients of various components were determined experimentally. The

pressure loss in the fuel bed was modelled using the Ergun equation [13], and minor

losses were accounted for using standard pressure loss coefficients. Heat transfer in

the gasifier was modelled by one-dimensional steady-state heat conduction equation,

using an effective thermal conductivity model due to Slavin et al. [40] that correct for

the effects of radiation. Drying was modelled using Eq. 1. Kinetic rate of pyrolysis

was modelled using Eq. 6, and the rate constant k
pyr

was taken from Roberts [33] as:

k
pyr

= 7 × 107 exp
(
−1560

T

)
(8)

Pyrolysis product gas composition was modelled as a mixture of CO, CO2, H2, H2O,

methane equivalent (me) (C1.16H4), tar (C6H6.2O0.2), and char was modelled as pure

carbon. Char fraction was determined from the composition of wood in terms of

cellulose, hemicellulose and lignin, and the data from Tillman et al. [45] on char

fractions of these substances at the end of pyrolysis. Gas composition was deter-

mined from the elemental balances of C, H and O. The three additional equations

needed to close the system were obtained from the ratio of CO/CO2, H2O/CO2 and

me/CO2 as a function of temperature, using curve-fits to the data of Boroson [5].

Oxidation was modelled using a heuristic model for oxygen consumption in the

order of decreasing affinity for oxygen, followed by water gas shift equilibrium equa-

tion at the temperature of the respective control volume. Reduction reactions were

modelled using a kinetic model consisting of the fifth reaction in Table 4 (the water

gas shift reaction) and the last three reactions listed in Table 5, but using the reac-

tion rate constants recommended by Wang and Kinoshita [46] and Giltrap [15]. Char

reactivity factor in each of the reduction reactions was taken to be 1000 as per rec-

ommendations of Giltrap [15].

Thermodynamic and transport property data were obtained from handbooks and

curve-fitted for use in the model. Each module was individually validated against

available references, and the predictions of temperatures and gas compositions were

verified against measurements from the same gasifier by Kumar [20]. Figure 3 shows

the comparison of measured and predicted temperature profiles and CO and H2 con-
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tent [20], which show a good agreement. These results were also published in Sharma

et al. [36].

5.2 Radiation Model of Kumar [21]

Figure 3 shows a temperature profile which has an unusually sharp rise at the begin-

ning of the oxidation zone, which is identified by the location of the tuyeres for air

inflow in the model. This is owing to the shortcoming of the effective conductiv-

ity model representing the effect of radiation. In order to correct this, Kumar [21]

implemented a radiation model in the above simulations. He used the Schuster–

Schwarzschild approximation of one-dimensional heat transfer due to radiation [28],

also known as the flux method. Here, the entire sphere around any point in a partic-

ipating medium is divided into two hemispheres, in the positive and negative direc-

tions of the one-dimensional coordinate, and the radiant flux to and from both direc-

tions is accounted for in the energy balance of the one-dimensional control volume.

Kumar [21] assumed that the gas is completely transparent and does not participate

in radiation. Thus, he wrote separate energy equations for the gaseous and solid parts

of each control volume, and obtained the temperature profiles of both phases sepa-

rately, while accounting for the heat transfer between the phases. Radiant fluxes, as

mentioned above, were taken into account only in the solid phase energy equation.

This resulted in a substantial improvement in prediction of temperatures, as illus-

trated in Fig. 4. Sutar [43] made improvements to the thermodynamic and transport

property data of the model and adapted it to predict the temperatures and gas com-

positions for a 4 kWth gasifier, a much smaller system compared to the one analysed

by Kumar [20] and Kumar [21]. He also made measurements of these quantities and

compared the predictions with these values. He found that the predictions of temper-

ature were in quite good agreement with measured values, but the gas compositions

showed significant variations. This may be due to the smaller size of the gasifier, for

which the assumptions on the validity of the equilibrium model for oxidation and

kinetic models for pyrolysis and reduction may need to be reviewed.

Fig. 3 Comparison of predictions and measurements of Kumar [20]
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Fig. 4 Comparison of

predictions on Kumar [21]

with measurements of

Kumar [20]

5.3 CFD Model of Golchha and Jatrele [16]

Golchha and Jatrele [16] developed a two-dimensional axisymmetric CFD simula-

tion model using the commercial software ANSYS Fluent for the 20 kWe downdraft

biomass gasifier. The fuel bed was treated as a porous bed with negligible solid veloc-

ity. Models for fluid flow and heat transfer were similar to that of Kumar [20] but in

the two-dimensional form. Drying, pyrolysis, oxidation and reduction were modelled

using the kinetics approach presented in Sect. 4. Table 6 shows the results obtained

from the work and its comparison with the range of values from experimental data

in the literature. Figure 5 shows the temperature profile along the axis of the gasifier

as predicted by the model in comparison with experimental data of Kumar [20]. As

can be seen from these results, a good agreement was obtained with experimental

data in terms of temperature profiles as well as gas composition.

5.4 Discussion

Although a substantial body of literature seems to be available on the phenomena of

gasification and their modelling, when one sets out to implement the models pub-

Table 6 Predicted gas compositions Golchha and Jatrele [16] compared with experimental data

from literature

Species Golchha and Jatrele [16] Range in literature

(mole fractions %) (mole fractions %)

H2 11.6 8–10

CO 19.5 22–25

CH4 4.5 3–4
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Fig. 5 Temperature profile

along gasifier centreline

Golchha and Jatrele [16] and

comparison with

experimental data Kumar

[20]

lished in literature for simulating an existing gasifier, one is faced with several hur-

dles and inconsistencies. For example, the implementation of pyrolysis model in the

work of Kumar [20] and Sharma et al. [37] seemed to be a straightforward one. How-

ever, while working on the implementation of the model published by established

researchers in the subject, basic inconsistencies were encountered: the proportions

of cellulose, hemicellulose and lignin and the respective C-H-O contents did not add

up to that of wood used in such publications. Eventually, after an elaborate search

in literature for consistent data, the experimental work of Boroson [5] was found

helpful in closing the system of equations.

Similarly, when Golchha and Jatrele [16] set out to model the chemistry of gasi-

fication, which also seemed to have been well-researched, they found that none of

the sets of apparent rate constants in any one publication in the literature could be

directly used. Whenever one tries to verify the rate equations in one publication

with its respective cited source, one often encounters errors in units, transcription

or typography. It was thus necessary to pick up all available threads in the literature

and trace each of them back to their origins in order to get the most consistent set

of rate constants for use in the work of Golchha and Jatrele [16]. Thus, although

there is a substantial progress in the understanding of the basic phenomena, there is

a lot left to be desired in the literature in terms of correctness of published models

or their presentation. Given the fact that the number of publications in every area

has increased substantially, it is rather taxing on young researchers to learn not to

trust any single work in the literature until it is found (a) to be consistent with its

sources and (b) it really works and produces credible predictions when used. Having

said this, it is sincerely believed that the rate expressions given in Tables 4 and 5 are

correct.

6 Conclusions

Thermochemical conversion of solid fuels into gaseous fuels and its thermodynam-

ics and kinetics formed the subject matter of this chapter. It started with basic intro-
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ductions of the processes and technologies and went on to describe what constitutes

thermodynamic and kinetic modelling of these phenomena. It also brought out the

limitations and restrictions of the different types of modelling approaches in predict-

ing the temperatures, gas compositions and in optimizing desired performance and

process parameters. The chapter ended with presentation of a few case studies of

modelling downdraft biomass gasifiers using thermodynamic and CFD models, and

the difficulties one encounters while implementing such models.
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Gasifiers: Types, Operational Principles,
and Commercial Forms

Chanchal Loha, Malay K. Karmakar, Santanu De
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Abstract Carbonaceous solid materials are converted into gaseous fuel through the
gasification process. A limited supply of steam, air, oxygen, or a combination of
these serves as gasifying agent. Depending upon the gasifying agent used, the fuel
gas will contain mainly hydrogen, carbon monoxide, carbon dioxide, methane,
higher hydrocarbons, and nitrogen (if air is used). In gasification, different tech-
nologies are used depending upon the requirement. Technologies used for gasifi-
cation can broadly be classified into four groups; fixed bed or moving bed
gasification, fluidized bed gasification, entrained bed gasification, and plasma
gasification. In the present chapter, a detail discussion on the design, working
principle, merits and demerits of different types of gasifiers are presented. Some of
the important commercial gasifiers installed worldwide are also discussed.
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1 Introduction

Gasification is the thermochemical conversion process through which the car-
bonaceous solid fuels are converted into a gaseous fuel. The gaseous fuel contains
hydrogen, carbon monoxide, water vapor, carbon dioxide, methane, nitrogen, and
higher hydrocarbons. The gaseous fuel also contains some contaminants like char
particle, ash and some higher hydrocarbons, or tar. Gasification is basically a partial
oxidation process. The term partial oxidation means that less oxygen is used in
gasification than it is required for complete combustion of the same amount of fuel.
Gasification generally occurs in a gasifier at an elevated temperature/pressure where
a gasifying agent is directly contacted with the carbonaceous material causing a
series of chemical reactions to occur that convert the feed to fuel gas and ash/ slag.
The heat released by partial oxidation provides the heat required for gasification
reactions. A limited supply of steam, oxygen, air, or a combination of these serves
as gasifying agent. Gasification with steam or oxygen produces fuel gas with
medium to higher calorific value. The gasification with oxygen is not economic, yet
because it requires huge investment for production of oxygen. Gasification with
steam is snatching more attention in the recent years because it produces fuel gas
which contains higher amount of hydrogen, it is capable of maximizing the fuel gas
production involving higher heating rate, it has advantageous residence time
characteristics, and it is capable of efficient tar and char reduction through steam
reforming [1]. On the other hand, the gasification with air dilutes the gas due to the
presence of nitrogen in the air. Gasification offers better option compared to more
established combustion process to convert carbonaceous solid fuels into electricity
and other useful products. With the advancement of gasification technology and its
advantageous features will make it an increasingly important part of the world’s
energy and industrial markets, particularly in clean energy generation. The process
of gasification is quite complex which comprises of a series of physical and
chemical reactions within the gasifier. In a gasifier, the carbonaceous fuel undergoes
different processes and/or reactions. In order to carry out the gasification process,
different types of gasifiers could be used. These gasifiers have their own advantages
and disadvantages. Different types of gasifiers with their principle of operation,
advantages, and disadvantages are discussed below in detail.

2 Fixed Bed Gasifiers

Fixed bed gasifiers are the oldest gasifiers. They are also known as moving bed
gasifiers. There are three major kinds of fixed or moving bed gasifiers which are
updraft gasifier, downdraft gasifier, and cross-draft gasifier. These names are given
based on the directions of the flows of the fuel and the oxidant in the gasifier. Fixed
bed gasifiers are suitable for small-scale application up to 10 MW. Therefore, fixed
bed gasifiers are mostly used for decentralized power generation using biomass.
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2.1 Updraft Gasifier

Figure 1 shows the schematic diagram of an updraft gasifier. It consists of a fixed
bed of carbonaceous fuel through which the gasifying agent flows. Fuel in the form
of large particles is loaded into the top of the gasifier. The gasifying agent is
introduced at the bottom of the gasifier. The fuel moves slowly from top to the
bottom and reacts with the gasifying agent which flows countercurrently upward in
the gasifier. Therefore, the updraft gasifier is also called countercurrent gasifier. The
basic configuration of an updraft gasifier is similar to the common configuration of
a blast furnace. Typical reaction zones of an updraft gasifier are shown in Fig. 1.
The fuel moves down through a drying zone where the moisture is removed from
the fuel, followed by a pyrolysis zone where volatiles are evaporated from the fuel
and char is produced. Water vapor goes upward and leaves the gasifier along with
the product gas. Char continues to move downward and gets reduced in the gasi-
fication zone and finally it’s combusted in the oxidation zone where the gasifying
agent is introduced [2]. Because of high temperature (up to 1300 °C) in the oxi-
dation zone, ash is mostly removed as liquid. Here, the risk of ash fusion or
solidification of slag is less due to the presence of oxidation zone at the bottom of
the reactor which prevents the blockage in the flow path of the reactor when
proceeding to the zone with lower temperature. The gaseous pyrolysis products are
carried upward by the upward flowing hot gas stream. The product gas from the
gasifier consists mainly of the pyrolysis products and the gaseous products from
char reduction and oxidation reactions. The product gas passes over a relatively
cold drying region before exit. The fuel used for these types of gasifiers must have
high mechanical strength and should form a porous bed. The thermal efficiency of
this type of gasifier is high but the throughput is relatively low. As the pyrolysis
product passes over a relatively cold drying zone but not through the
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high-temperature oxidation zone, the exit gas temperature is relatively low. Due to
relatively low gas temperature, the production of tar (∼50 g/Nm3) is significant
from these types of gasifiers.

Advantages

• Effective heat transfer due to countercurrent flow
• Can process fuel with high moisture as the product gas dries the wet fuel as it

moves downwards
• Less sensitive to the amount of ash in the fuel because the highest temperature is

attained at the bottom of the reactor near the ash discharge point [3]
• Less complex fuel preparation is required due to the use of coarse fuel particles
• Product gas leaves the gasifier at relatively low temperature which eliminates the

need of expensive high-temperature heat recovery system
• High cold gas efficiency
• High methane content in product gas
• Relatively simple and low-cost process

Disadvantages

• Higher amount of tar in the product gas [4]
• Not suitable for scale-up due to the possibility of channeling through the bed

which can be dangerous and explosive situations may occur
• Limited ability to handle fines from fuel
• Requires carefully controlled feed size distribution because of long feedstock

residence time and slag flow characteristics.

2.2 Downdraft Gasifier

Figure 2 shows the schematic diagram of a downdraft gasifier. Here, the solid fuel
is introduced from the top, the gasifying agent is introduced at some intermediate
level, and the product gas is taken out from the bottom. As the solid fuel and the gas
move in the same direction, the downdraft gasifier is also called co-current gasifier.
The product gas leaves the downdraft gasifier at high temperature. Heat from the
product gas is generally recovered by preheating the gasifying agent which may
result in higher efficiency almost equivalent to the updraft gasifier. Tar which is
produced in downdraft gasifier passes through a hot bed of char which converts
much of the tar to gaseous product. Typical reaction zones of a downdraft gasifier
are shown in Fig. 2. Fuel introduced from the top gets dried in the drying zone. The
water vapor produced during drying flows downward and adds to the water vapor
formed in the oxidation zone. Some amount of water vapor reacts with the char in
the reduction zone and rest leaves the gasifier with the product gas. Then the fuel
comes to the pyrolysis zone where char and gaseous species are produced. The
pyrolysis products (gas and char) flow downwards into the oxidation zone. As can
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be seen from the figure that there is a throat in the oxidation zone where the
gasifying agent is introduced and the oxidation reactions take place. The pyrolysis
gas and char are partially combusted in the oxidation zone, and a sharp rise in the
temperature occurs. The products from the oxidation zone move downward into the
reduction zone. In the reduction zone, the gases and char coming from the oxidation
zone get reduced and finally a combustible fuel gas is produced. The sensible heat
of gases and char provide the heat required for reduction reactions. In downdraft
gasifier, the reaction products are thoroughly mixed in the high-temperature tur-
bulent oxidation zone around the throat which helps in tar conversion. Some tar
conversion also takes place below the throat on a residual charcoal bed where the
gasification process is completed. As a result of tar conversion, tar production in
downdraft gasifiers is less than in the case of updraft gasifiers [5]. In these types of
gasifiers, the maximum fuel size is limited to the size of the throat. The arrangement
of the reaction zones in downdraft gasifier restricts the use of high ash fuel. In this
type of gasifier, some of the ash constituents may melt at the high-temperatures
oxidation zone which could form bigger lumps upon cooling in the gasification
zone. These lumps formation frequently put obstruction to the overall flow of solid
and also to the ash discharge at the bottom of the gasifier.

Advantages

• The major advantage of downdraft gasifier is the production of relatively clean
gas which contains less amount of tar, ash, and shoot [4]

• The downdraft gasifier is easier to control than the updraft gasifier
• Low sensitivity to the fines from fuel [6]
• Requires minimal tar cleanup from the product gas
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• Fuel minerals remain with the char/ash which generally reduce the need for a
cyclone separator

• Relatively simple and low-cost process

Disadvantages

• Downdraft gasifiers are fuel-specific. Fluffy and low-density materials may
create flow problems and also excessive pressure drop [7]

• Fuel needs to be dried to a low moisture content [7]
• It generally suffer from many problems when high ash content fuel is used
• Lower efficiency due to lower carbon conversion and exit of product gas at high

temperature (without heat exchanger)
• Impractical for scale-up because it requires to maintain high temperature over a

given cross-sectional area (throat).

2.3 Cross-Draft Gasifier

Figure 3 shows the schematic diagram of a cross-draft gasifier. Here, the fuel is
introduced from the top of the gasifier. The gasifying agent is introduced from one
side of the gasifier, and the product gas is taken out from the other side. The exit of
the product gas and the entry of the gasifying agent are kept almost at the same
level. As the fuel moves down through the gasifier, it is dried, devolatilized, pyr-
olyzed, and finally gasified before leaving the gasifier. The oxidation zone is located
near the entry of the gasifying agent, and the gasification zone is located near the
exit. The pyrolysis zone is located above the oxidation/reduction zone, and the
drying zone is located above the pyrolysis zone. In cross-draft gasifier ash bin,
oxidation zone and reduction zone are separated which impose the restriction for
using different type of fuels. The exit gas temperature in cross-draft gasifier is very
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high which has an effect on gas composition like it produces gas with higher carbon
monoxide content and low hydrogen and methane content.

Advantages

• Cross-draft gasifiers are compact and can be operated at small scale
• Gas cleaning requirement is less
• Start-up time is much faster compared to downdraft and updraft gasifiers
• The load following ability is quite good due to concentrated high-temperature

zone with temperature up to 2000 °C
• Do not need grate because ash falls to the bottom and does not come in the way

of normal operation

Disadvantages

• Poor carbon dioxide reduction and high gas velocity
• Requires low ash fuel because of separated ash bin, oxidation, and reduction

zones
• High exit gas temperature reduces its thermal efficiency [8]
• Not suitable for scale-up.

3 Fluidized Bed Gasifiers

Fluidization is the operation by which a bed of solid particles is transformed into a
fluid-like state by the application of gas. The fluidized bed system requires the
feedstock to be finely ground into small particles, and the gasifying/fluidizing gases
are introduced through a distributor plate near the bottom of the reactor. In fluidized
bed gasifier drying, pyrolysis, oxidation, and reduction zones are not apparent at
any specific region of the gasifier like in fixed bed gasifiers. These processes occur
in the entire gasifier, and thus the fluidized bed gasifiers are more homogeneous
type of reactors. In a fluidized bed gasifier, the gasifying agent also acts as the
fluidizing agent to fluidize the particle bed. The distinct advantages of fluidized bed
over fixed bed gasifiers are uniform and controllable temperature due to excellent
gas–solid mixing, high carbon conversion rate, low tar production, flexibility in
terms of use of different types of fuel, feed rate, particle size, and moisture content
[9]. In fluidized bed gasifiers, reaction rates are much faster than in the fixed bed
gasifiers because of intimate gas–solid contact and the increased solids surface area
resulted from smaller particle size. Because of the aforementioned features, scale-up
and operation of the fluidized bed gasifiers are much easier. The fluidized bed
gasifiers are designed to be accompanied by a cyclone separator downstream of the
gasifier to capture the particles that are entrained by gas and leave the gasifier as a
result of the fluidity of the bed and the velocity of the gas rising through the bed.
After separation, these particles are either recycled back into the gasifier or removed
from the gasifier. Most of the problems associated with the fixed bed gasifiers could
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be overcome in fluidized bed gasifiers. Therefore, fluidized bed gasifiers are more
popular than fixed bed gasifiers. There are different types of fluidized bed gasifiers
like bubbling fluidized bed gasifier, jetting fluidized bed gasifier, circulating flui-
dized bed gasifier, and dual fluidized bed gasifier. The residence time of fuel
particles in fluidized bed gasifiers is generally less than that of fixed bed gasifiers.
However, the residence time may be increased by re-circulating the particles again
and again like in circulating fluidized bed gasifiers. Fluidized bed gasifiers are
suitable for small to medium scale (500 kW to 50 MW) application. Although the
fluidized bed gasifiers are used for gasification of both coal and biomass, but they
are becoming more popular for biomass gasification due to lower gasification
temperature of biomass compared to coal. Different types of fluidized bed gasifiers
are discussed below.

3.1 Bubbling Fluidized Bed Gasifier

Figure 4 presents the schematic diagram of a bubbling fluidized bed gasifier. In a
typical reactor with solid particles, when the velocity of fluidizing gas is increased, a
situation is reached when the solid particles are just suspended by the upward
flowing gas. At this situation, the drag force between particles and fluid counter-
balance the weight of particles and the pressure drop between any two points along
the height of the bed equals the weight of fluid and particles in that section. At this
point, the bed is called to be at minimum fluidization condition and corresponding
velocity is called the minimum fluidization velocity. With an increase in velocity
beyond the minimum fluidization velocity, bubble formation starts. These small
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bubbles grow in size while traveling through the bed. On the way up through the
bed, bubbles withdraw particles from surroundings and thereby set the particles in
motion. On reaching the bed surface, bubbles burst and particles splash into free-
board region [3]. However, the bed of particles does not expand much beyond its
volume at minimum fluidization condition. Such a bed is called bubbling fluidized
bed. In bubbling fluidized bed gasifier, generally an inert bed material is used where
the gasification of fuel takes place. Solid fuel is introduced either from the top of the
gasifier on the bed of particles or deep inside the bed. The deeper introduction of the
fuel into the gasifier will allow sufficient residence time for fine fuel particles that
would otherwise be entrained by the fluidizing gas. In bubbling fluidized bed, the
volume flow rate of gasifying/fluidizing agent is such that its velocity is sufficient to
suspend the solid particles but not high enough to blow them out from the gasifier.
The result is a bed of solids which simulate a boiling action ensuing intimate
contact between solid and gas which lead to a uniform temperature distribution
inside the gasifier. Solid particles flow rapidly and repeatedly from bottom to top of
the bed and back again, while the gas flows up through void space in between solid
particles and in the bubbles with higher velocity. Some of the small particles are
transported with the gas and leaves the gasifier at the top. A cyclone separator is
used to trap these particles that exit from the fluidized bed gasifier, and these
particles are either returned to the bed of the gasifier or removed from the system as
fly ash. But, most of the fine ash particles fall back to the bed and can be contin-
uously removed from the bottom of the gasifier as bottom ash. In bubbling fluidized
bed gasifier, the height of the freeboard region should be enough to restrict bed
materials from blown out of the system. The tar production in bubbling fluidized
bed gasifier is less than the updraft gasifier but more than the downdraft gasifier.
The rate of gasification and the movement of particles in bubbling fluidized bed
gasifier largely depend upon the size of fuel particles. With small particles, the
gasification process is rapid and it might be complete near the fuel feeding zone
before reaching to the center of the bed, resulting in oxygen slip and a void center in
the bed. For this reason, fuel feeding is done through multi-feeding points in
bubbling fluid bed gasifier. The typical superficial gas velocity in a bubbling flui-
dized bed is around 1–2 m/s.

Advantages

• Nearly uniform temperature distribution inside the gasifier due to intense
gas-particle mixing [10]

• Fuel flexibility and ability to accept wide range of fuel particle size distribution
• Possibility to scale-up
• Ash does not melt due to the lower operating temperature and can easily be

removed from the reactor
• Sulfur- and chlorine-containing constituents of the fuel can be absorbed in the

inert bed material, thus eliminating the fouling hazard and reducing the main-
tenance cost

• Load flexibility and high heat transfer rates
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• Gives the possibility to use catalyst to increase tar conversion
• Ability to operate with various throughputs with same diameter unit by

changing the appropriate bed material

Disadvantages

• Large size bubbles may create problem result of gas bypassing through the bed
• The gasification reactions cannot reach to their chemical equilibrium because of

relatively short residence times
• Tar formation is more than downdraft gasifier (without catalyst).

3.2 Jetting Fluidized Bed Gasifier

Figure 5 shows the schematic diagram of a jetting fluidized bed gasifier. It is
basically a bubbling fluidized bed with a high-velocity gas jet of gas applied at the
center. A part of the fluidizing agent is fed through the center jet and the remaining
part is fed to the rest of the inlet with minimum fluidized bed velocity to keep entire
bed in fluidized condition. Vertically upward injecting gas jet results in the for-
mation of a bubble plume or a flame-like permanent jet, depending on the properties
of bed particles. Presence of a high-velocity jet in the fluidized bed gasifier
increases the solid circulation rate which in turn enhances the gas-particle contact
resulting in a better carbon conversion in the gasifier [11].
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Advantages

• A high-temperature central region increase the carbon conversion
• Keeps the bed fluidize even with small agglomerates by breaking and

re-circulating them [11]
• Higher throughput compared to the bubbling fluidized bed

Disadvantages

• Possibility of clinker formation at high temperature
• Overheating at the freeboard zone.

3.3 Circulating Fluidized Bed Gasifier

Figure 6 shows the schematic of a circulating fluidized bed gasifier. Generally, it
consists of a high-velocity riser, a cyclone separator, a downcomer, and a loop-seal/
L-valve. If the velocity of gasifying agent is increased beyond the bubbling flui-
dized bed, solid particles are distributed across the whole riser height and most of
the particles are entrained by the gas. Particles are separated from the gas with the
help of cyclone separator, come down through the loop-seal through the
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downcomer, and return to the bottom of the riser, forming a solids circulation
loop. Then it becomes a circulating fluidized bed or fast fluidized bed gasifier. In
circulating fluidized bed, particles arrested by cyclone separator are generally fed
back to the riser either by using a loop-seal or L-valve. The solid circulation flux is
controlled by the gas velocity in the riser and as well as in the loop-seal. The driving
force for the solid circulation is the pressure difference in different parts of the
circulating fluidized bed system. Higher gas velocity in circulating fluidized bed
results in more intense mixing of the gas and particles in the bed which provides
excellent gas–solid contact [12]. High relative velocity between the gas and par-
ticles also enables it for very high heat and mass transfer rates within the circulating
fluidized bed system. Unlike bubbling fluidized bed, there is no distinct separation
between dense particle zone and dilute particle zone. The advantage of circulating
fluidized bed over bubbling fluidized bed is mainly due to the longer overall res-
idence time. The residence time of solid particles in the circulating fluid bed gasifier
is determined by the solids circulation rate, collection efficiency of the solids in the
cyclone separator, and the number of circulations. In a circulating fluidized bed
gasifier, a fuel particle generally takes 1–10 s to complete one circulation, and thus,
the total residence time could be as high as 10,000 s by re-circulating many times
[13]. Due to higher gas velocity and recycling of the particles, complete mixing
could be achieved regardless of fuel type. Generally, the circulating fluidize bed
designs are more flexible but are still limited by the amount of fine particles that can
be processed. The typical gas velocity in a circulating fluidized bed may vary from
5 to 10 m/s [14].

Advantages

• High conversion rates due to re-circulation of particles
• Low-quality fuel with high ash, low heating value, high sulfur, and moisture can

be utilized
• Throughput is very high [2]
• Suitable for rapid reactions
• High possibility to scale-up of the gasifier
• High heat and mass transport rates are possible
• Low tar production

Disadvantages

• Temperature gradients occur in the direction of solid flow
• The size of fuel particles determines minimum transport velocity
• High velocity of particles may result in erosion
• Heat exchange is less efficient compared to a bubbling fluidized bed gasifier [15]
• The high gas velocities and the re-circulation of solids make it more expensive.
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3.4 Dual Fluidized Bed Gasifier

Another form of fluidized bed system which is also used for gasification of high
volatiles fuel is the dual fluidized bed gasifier as shown in Fig. 7. It consists of two
fluidized bed chambers, one is gasification chamber and the other is combustion
chamber [16]. The gasification chamber is generally in bubbling fluidized bed
condition, and the combustion chamber is in fast fluidized bed condition. In the
gasification chamber, the gasifying agent (mostly steam) is brought into contact
with the solid fuel to be gasified. There is continuous discharge of bed material with
un-reacted char particles from the gasification chamber, which is then fed to
combustion chamber generally operated with air where the remaining char is
burned and the bed material is heated. Then the hot bed material from the com-
bustion chamber is circulated to the gasification chamber to supply the heat required
for the endothermic steam gasification reactions. A controlled amount of excessive
fuel may be used to provide sufficient heat required to achieve a particular gasifi-
cation temperature in the gasification chamber. The gasification with steam pro-
duces a hydrogen-rich product gas with higher calorific value compared with that of
air gasification [17]. The dual bed gasification technology is especially suitable for
gasification of biomass because of higher volatiles content in biomass compared to
coal. Here, only the volatile part of biomass is used for the fuel gas production. The
fixed carbon is transferred to the combusted chamber where it is combusted to
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supply the heat. In this process, the slow gasification reactions of fixed carbon with
steam/carbon dioxide could be avoided.

Advantages

• Gasification and combustion reactions are separated
• Nitrogen-free product gas could be obtained without having any air separation

unit [18]
• No external heat supply is required even if the gasification is done using steam

[17]. Heat required for gasification is supplied from combustion chamber by
circulation of hot particles

• Fuel containing high amount of volatiles could be gasified very efficiently
• Possibility to scale-up

Disadvantages

• Difficult to maintain continuous circulation of particles
• Relatively complex construction makes it expensive
• Difficult to avoid slight gas mixing between two chambers.

3.5 Vortex Chamber Fluidized Bed Gasifier

Figure 8 shows the schematic of a vortex chamber fluidized bed. The shape of the
vortex chamber is cylindrical. Gas is inserted tangentially into the chamber through
multiple inlet slots located at the periphery of the vortex chamber. Gas leaves the
vortex chamber through centrally located chimney. Gas flow inlet and outlet
directions are shown in figure. Vortex is formed inside the chamber due to

Fig. 8 Vortex chamber
fluidized bed [19]
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tangential injection of gas. While particles are injected into the vortex chamber,
particles are fluidized and a rotating bed of particles is formed inside the vortex
chamber due to the contact of particles and gas. Particles experience a radially
outwards centrifugal force due to their rotational motion. Particles also experience a
radially inwards gas-particle drag force due to the movement of gas from periphery
to the centrally located chimney. When the radially outwards centrifugal force on
particles dominates the radially inwards gas-particle drag force, a stable rotating bed
of particles is formed against the outer cylindrical wall of the vortex chamber. The
value of the centrifugal force is determined by the rotational speed of particle, and
its value could be a multiple of earth gravity which allows the vortex chamber
fluidized bed to operate at much higher fluidization gas velocities and increased
gas–solid slip velocities compared to the conventional fluidized beds [19].

Advantages

• Fluidization at higher slip velocity (1–10 m/s) [20]
• Higher particle loading per unit volume of the reactor
• Shorter residence time
• Enhanced heat and mass transfer
• Very fine particles can be fluidized [21]

Disadvantages

• High power requirement due to high gas velocity
• High attrition due to high shear in rotating particle bed.

4 Entrained Flow Gasifier

Figure 9 shows the schematic diagram of an entrained flow gasifier. Here, solid
fuel and the gasifying agent are fed from the top and they flow co-currently to the
gasifier. Very fine fuel particles are required for entrained flow gasifier compared to
the fluidized bed gasifiers. Oxygen or air both can be used as the gasifying agent, but
most of the commercial plants use oxygen as the gasifying agent. Here, the velocity
of gasifying agent is even higher than in circulating fluidized bed gasifier. The small
fuel particles are entrained by the gasifying agent, and they flow through the gasifier
in a dense cloud. The residence time of particles is very less which requires the
entrained flow gasifier to be operated at high temperature (about 1200–1500 °C).
High temperature and extremely turbulent flow inside the gasifier cause rapid fuel
conversion which also allows high throughput. The gasification reactions occur at a
very high rate. Product gas from entrained flow gasifier contains lesser amount of tar
and condensable gases due to high-temperature operation. The major part of the ash
is removed as slag because the operating temperature of the gasifier is well above the
ash fusion temperature. It has the ability to gasify any type of fuels. However, fuels
with low moisture and ash content are favored to reduce the oxygen consumption.
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Entrained flow gasifiers are suitable for large-scale application (>100 MW). It is a
well-researched and developed technology for gasification of fossil fuel like coal,
refinery waste. The entrained flow gasification technology has been commercialized
in large-scale integrated gasification combined cycle (IGCC) coal power plants. In
most cases, the gasifiers are operated under pressure (∼20–50 bar) with pure oxygen
and with capacities in the order of several hundreds of MW [13]. However, the
application of entrained flow gasifiers in biomass gasification is still under devel-
opment. Most of the integrated gasification combined cycle (IGCC) plants installed
worldwide used the entrained flow gasification technology.

Advantages

• High throughput and suitable for high capacities [22]
• High carbon conversion efficiency
• High-quality product gas
• Low tar yield due to high-temperature operation
• Short residence time

Disadvantages

• Fuel preparation cost is high due to very fine particle size requirement
• More sophisticated reactor design due to high-temperature operation
• Some fuels can form corrosive slag which may damage the inner wall
• Low cold gas efficiency [23]
• Higher amount of gasifying agent requirement.
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5 Plasma Gasifier

Figure 10 shows the schematic diagram of a typical plasma gasifier. Here, the
gasifier is heated by a plasma system (plasma torch or plasma arc) located near the
bottom of the gasifier. In the gasifier, the fuel is generally introduced from the top of
the gasifier and it passes through the plasma zone. Gasifying agent is introduced
near the plasma system and work as ionized gas. Gasification takes place at very
high temperatures driven by the plasma system [24]. The high operating temper-
ature breaks down the fuel into their respective elemental constituents which sig-
nificantly increases the rate of the various reactions occurring in the gasification
zone and also helps to converts all organic materials into a fuel gas. The gas is taken
out from the top of the gasifier. Any residual material from inorganic constituents of
the fuel is melted and produces a vitrified slag.

Advantages

• Hazardous and toxic materials like municipal solid waste, hospital waste can
safely be gasified [25]

• Waste material can be fed without prior segregation
• Greatly reduce the waste volume
• Produce stable slag which is highly resistant to leaching
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Disadvantages

• Highly energy consuming process
• High capital cost
• Net energy production is small or sometimes negative.

6 Commercial Gasifiers

Gasification is a century-old technology which flourished before and during World
War II. After World War II, the gasification technology was largely abandoned due
to the ready availability of liquid fuels at reasonable cost. Thereafter, the interest in
gasification technology has undergone many ups and downs, driven by energy and
chemical markets, and geopolitical forces. The first commercial-scale coal gasifi-
cation technology was established in South Africa in 1955 for the production of
coal-to-liquids. During the 1970s, the thrust was given in the USA for the devel-
opment of coal gasification technology to generate energy from domestic coal and
to reduce the reliance on imported oil. The growth of gasification technology
continues from 1980s to 1990s with the installation of coal-to-natural-gas plants
and integrated gasification combined cycle (IGCC) plants in USA, Europe, Japan,
and China. The projects on development gasification technology for production of
cleaner energy from coal were accelerated rapidly in the early 2000s because the
energy prices continued to increase very rapidly. Thereafter, the projects on the
development of coal gasification technology in USA slowed down significantly
with the drop in natural gas prices as well as the utilization of shale gas resources.
However, up to the early 2010s, the development of coal gasification technology
continues in China to feed its industrialization-driven demand for chemicals.
Recently, the growth in the coal gasification industry has in general slowed down
throughout the world and there is renewed interest in biomass gasification tech-
nology due to increased environmental concerns of using fossil fuels along with
their availability and price. In the present paragraph, some of the important com-
mercial gasifiers installed worldwide are presented below.

LURGI Gasifier

LURGI gasifier is the first and most widely used commercial fixed bed gasifier. The
Lurgi process was developed in two directions. In one direction, the pilot plant was
built to carry out the gasification at pressures up to 100 bar. By increasing the
pressure, the methane content of the gas was increased from 9 to 17 vo1% and the
thermal efficiency of the process was increased from 80 to 8.5%, while the amount
of converted coal also roughly doubled. Another development of the Lurgi process
is the slagging gasifier technology. Figure 11 shows the schematic diagram of a
Lurgi slagging gasifier [26]. Here, coal is used as the fuel and steam and oxygen are
used as the gasifying medium. Coal is introduced at the top of the gasifier through a
lock hopper. From the lock hopper, coal is fed to the gasifier via a rotary distributor.
The gasifying agent is introduced from the bottom, and the produced fuel gas leaves
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the gasifier around 500 °C. The fuel gas leaving the gasifier is cooled and quenched
to condense tar and oil. In order to cool the gasifier, a water jacket is provided
inside the gasifier which also produces some amount of steam used in the gasifier.
Thus, the steam consumption can greatly be reduced. The temperature at the bottom
of the gasifier is approximately 2000 °C. Thus, ash is removed in the form of slag
and it is removed in molten state. Therefore, another advantage is that the material
obtained by cooling the molten slag immobilized heavy metals and other pollutants
in its matrix, thus its disposal is less problematic [27].

High-Temperature Winkler (HTW) Gasifier

High-temperature winkler (HTW) gasifier is an improved version of the original
Winkler gasifier. The HTW gasifier is a pressurized circulating fluidized
bed gasifier which can gasify a wide range of fuels like coal and biomass. The
schematic of a typical HTW gasifier is shown in Fig. 12. Fuel is pressurized in a
lock hopper and then stored in a charge bin. Fuel is fed to the gasifier either through
a gravity pipe or through a screw feeder. Air or oxygen and steam are used as the
gasifying agent, which are injected into the gasifier through separate nozzles. The

Fig. 11 LURGI slagging
gasifier [26]

Gasifiers: Types, Operational Principles, and Commercial Forms 81



Fig. 12 Winkler gasifier [28]

nozzles are arranged in several levels which are located in both the fluidized bed
region and the freeboard region. The purpose of injecting the gasifying agent at the
freeboard is to improve the gas quality and the conversion rate by increasing the
temperature. The gasifier is operated at about 10 bar pressure. The temperature at
the bed is 800–1000 °C, and at the freeboard is 900–1200 °C [28]. There are two
temperature zones which exist of about 800 °C. The temperature is maintained
below the ash-softening point to avoid particle agglomeration. Fine ash
and char particles entrained by the fuel gas are removed through cyclone separator.
The solid particles removed from the gas in the cyclone separator are recirculated to
the gasifier in order to maximize the carbon conversion. The fuel gas exits from the
gasifier at high temperature and does not contain any higher hydrocarbons like tar.
Ash is removed from the bottom of the gasifier by means of an ash discharge
system which generally consists of an ash screw, lock hopper, and discharge bin.
The key advantage of this technology is that it can also gasify low-rank coals with a
higher ash-softening temperature.

FOSTER WHEELER Atmospheric CFB Gasifier

It is an atmospheric pressure circulating fluidized bed gasifier as shown in Fig. 13
[29]. The reactor is refractory-lined reactor. Air is used as the gasifying agent.
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Fig. 13 FOSTER
WHEELER atmospheric CFB
gasifier [29]

Depending upon the fuel and the application, the operating temperature in the gasifier
varies from 800 to 1000 °C. Fuel is fed into the gasifier above certain distance from
the distributor plate. Fuel undergoes gasification and produces fuel gas and char. Big
char particle flows down to the more dense bed in the riser, and small char particles
flow up together with gas. These smaller particles are separated by cyclone separator
and return to the bottom of the riser. Ash is collected from the bottom.

Kellogg, Brown, and Root (KBR) Transport Gasifier

KBR transport gasifier is basically a circulating fluidized bed gasifier which con-
sists of mixing zone, riser, disengager, cyclone separator, loop-seal, standpipe, and
J-leg [30]. A typical KBR CFB gasifier is shown schematically in Fig. 14. Steam
and air/oxygen are used as the gasifying agent. The gasifying agent is introduced at
lower mixing zone as well as at upper mixing zone. Fuel is introduced at the upper
mixing zone and reacts with the gasifying agent to produce fuel gas. The gas and
solids move up through the riser and enter the disengager. In disengager, larger
particles are separated from gas by gravity. Most of the particles are separated at the
disengager and remaining particles are separated in the cyclone separator. Particles
separated at disengager directly come to the standpipe while particles separated at
cyclone come to the standpipe via loop-seal. These particles are recycled back to the
gasifier through the J-leg.

MILENA Gasifier

Energy Research Centre of the Netherland (ECN) developed the MILENA gasifi-
cation process to convert solid biomass into gas that can be used in gas engine/gas
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turbine/fuel cell after purification [31]. The MILENA gasification process is shown
schematically in Fig. 15. It consists of two integrated reactors; riser/gasifier and the
bubbling fluidized bed combustor. Biomass is injected at the riser/gasifier, and it is

Fig. 14 KBR CFB gasifier
[30]

Fig. 15 MILENA gasifier [3]
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gasified by using steam. Biomass is converted into fuel gas and char. Most of the
char is separated from the fuel gas and falls down in the combustor. Remaining fine
char particles are entrained by the fuel gas and left with the fuel gas from the top of
the riser/gasifier. Air is used in the combustor to burn the char. The flue gas produced
and remaining ash leave the combustor bed from a side port. The heat required for
the endothermic gasification reactions in the riser/gasifier is provided by transferring
hot bed material from the combustor through the opening between riser/gasifier and
combustor at the bottom. Here, the yield of hydrocarbons in the product gas is
generally high like the CH4 concentration could reach more than 12 vol.%. Higher
amount of hydrocarbons in the product gas has a positive effect on the efficiency.
Therefore, the higher cold gas efficiency (79–82%) could be achieved.

GE ENERGY Gasifier

GE ENERGY gasifier is a single stage, downward-feed, entrained flow gasifier
developed to generate fuel gas from coal/water slurry [32] as shown in Fig. 16.

Fig. 16 GE ENERGY
gasifier [32]

Gasifiers: Types, Operational Principles, and Commercial Forms 85



However, the gasifier is also operated with wide range of fuel like natural gas,
heavy oil, coal, and petcoke. Oxygen is used as the gasifying agent. Coal slurry and
oxygen are introduced from the top of the gasifier. The coal is gasified at high
temperature (∼1200–1500 °C) and pressure (>2 MPa) and produces fuel gas
and slag. The product gas mostly contains hydrogen (H2) and carbon monoxide
(CO). No hydrocarbon liquids are produced in this high temperature. Syngas is
cooled using a radiant syngas cooling system before leaving the gasifier, and
high-pressure steam is generated. Slag is quenched in a water pool located at the
bottom and removed from the gasifier through a lock hopper. Fine particulate matter
and char are collected from the fuel gas and recycled back to the gasifier.

SHELL Gasifier

Shell coal gasification process (SCGP) uses entrained flow gasifier which can
operate with wide variety of fuels like coal, petcoke, and biomass [33]. The con-
figuration of a typical SHELL gasifier is shown in Fig. 17. Here, pulverized coal is

Fig. 17 SHELL gasifier [33]
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used as the fuel and mixture of oxygen, and steam is used as the gasifying agent.
Coal is introduced through pressurized lock hoppers. Coal reacts with oxygen at
about 1500–1600 °C temperature and pressure around 2.4–4.0 MPa to pro-
duce syngas which consists only small amounts of carbon dioxide. Inside the
gasifier, refractory line with water/steam tube membrane wall is used which can
produce steam required for gasification. Ash is converted into molten slag which is
vitrified due to cooling and forms a protective layer against the refractory. Produced

Table 1 Commercial gasifies installed worldwide

Country Type of gasifier Capacity Plant/project name

USA Downdraft 1 MW CLEW
Downdraft 40 KW Stwalley Engg.
Lurgi 1900.3 MW Great Plains Synfuels Plants
GE ENERGY 1150 MW Edwardsport IGCC

Canada SHELL 1025 MW Long Lake Intergated Upgrading
Project

Germany SHELL 984.3 MW Leuna Methanol Plant
Italy GE ENERGY 1300 MW SARLUX IGCC Project

GE ENERGY 1203 MW ISAB Energy IGCC Project
South
Africa

Lurgi 7048 MW Sasol Synfuels II (West)
Lurgi 7048 MW Sasol Synfuels II (Eest)

Austria CFB 10 MW Zeltweg BioCoComb Project
Dual CFB 8 MW Gussing
CFB 35 MW Pols Bark Gasification Project

Finland FOSTER WHEELER
CFB

60 MW Lathi Kymijarvi Project

FOSTER WHEELER
CFB

65 MW ECOGAS Energy Plant Varkaus

India Downdraft 8 MW Balamurugan Chemical Pvt. Ltd
Downdraft 1.5 MW BMC Pvt. Ltd.
Downdraft 1.8 MW ITC Ltd
Downdraft 1.05 MW Acclaim Technology Services
Downdraft 1 MW Gomathy, Arashi
Downdraft 600 kW Sri Sasthaa Energy Pvt. Ltd.

Brazil CFB 32 MW Brazillian BIG-GT Plant
Malaysia SHELL 1032.4 Bintulu GTL Plant
China GE ENERGY 1750 Shenhua Baotou Coal-to-Olefins

Plant
GE ENERGY 1167 Sanwei Neimenggu Mechanol

Plant
SHELL 1124 Tianjin Chemical Plant
SHELL 861 Shenhua Erdos
SHELL 3373 Inner Mongolia Chemical Plant
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slag flows down the reactor and collected into a water bath where it is removed
through a lock hopper arrangement. The syngas which leaves the gasifier at rela-
tively high temperature is utilized to produce superheated steam. Most of the fly ash
entrained by syngas is removed by cyclone separator or commercial filters. The
bottom ash is captured with a wet scrubber.

Some of the large gasification projects from different countries in the world
based on the above-gasification technologies are listed in Table 1. However, there
are many other commercial gasifiers which also exists.

7 Future Scope of R&D

Based on the operation of different gasifiers and future trend, some of the important
areas are identified in the following section which may be of prime interest for
future R&D work in this filed.

• The design of low tar gasifiers could be a major area of research interest which
needs to be explored further. If the amount of tar in the product gas coming out
from the gasifier is low, it will reduce the load on the gas cleaning system as
well as it will reduce the maintenance requirement and shelf life of the
sophisticated downstream application systems.

• A fundamental problem related to the design of the gasifier is the high degree of
empiricism. Most of the design data are limited to the experience acquired
during operation. There are very few attempts to find a rational and theoretical
basis for selection of the various dimensions required to fabricate a gasifier.
Thus, the development of engineering design methods for gasifiers should form
an important topic for further R&D studies.

• The supercritical water gasification could be a future technology which can
convert coal/biomass to hydrogen-rich gas efficiently and in a cleaner way. The
properties of supercritical water such as low viscosity, low dielectric constant,
and high diffusivity make it an ideal solvent for coal or biomass to take
homogeneous reactions.

• The demand for small scale and modular gasifiers for biomass and waste is
increasing because they do not require the larger gasifiers like industrial
applications. Therefore, the development of modular gasifiers is another future
technology which may allow the unit to be moved where the demand exists.

• Development of a gasifier design suitable for low energy density and flaky
materials like a variety of loose biomass and its standardization for commer-
cialization needs to be addressed.

• Development of low-temperature non-slagging gasifier will be another inter-
esting work to reduce the plant capital and operating costs.

• The underground coal gasification (UCG), a technology of harnessing the
energy of coal without the usual environmental impacts, may probably be the
future technology. Though the process exists since the nineteenth century, but it

88 C. Loha et al.



was not commercially viable. However, the advancement in technology and the
rising price of gas are making it feasible for accessing the vast resources of coal
that are too deep to mine.

8 Summary

In the above chapter, different types of gasifiers with their operational principle,
advantages, and disadvantages are discussed in detail. It is observed that fixed beds
gasifiers are simple in construction and easy to operate. They are generally suitable
for small-scale application. In fixed bed gasifiers, different reaction zones are
separated. Based on the operational principle, it is observed that the updraft gasi-
fiers are best suited for thermal application. In order to use the updraft gasifiers for
power generation, excessive gas cleaning is required. But, downdraft gasifiers are
suitable for both thermal and power application due to its key advantage of pro-
duction of gas with low tar content. In fluidized bed gasifiers, uniform temperature
is obtained due to intense gas-particle mixing which make them suitable for
up-scaling. Large-scale fluidized bed gasifiers are commercially established in
many countries. In fluidized bed, bubbling bed gasifiers are comparatively simple,
but the carbon conversion rate is low. The carbon conversion rate is increased by
re-circulating the particles in circulating fluidized bed. The throughput in circulating
fluidized bed gasifiers is high due to rapid carbon conversion resulted from high gas
velocity. Dual fluidized bed gasifier is a special type of circulating fluidized bed
gasifier which is more suitable for fuels containing high amount of volatiles because
here separate chambers are used for gasification and combustion. Entrained flow
gasifier is a leading technology for large-scale application, though the requirement
of an air separation unit makes it costlier. There are many recent commercial
installation of entrained for gasifier for generating energy from coal. However, this
technology is not much explored for biomass gasification. There are also some
other types of gasifiers like plasma gasifier and vortex chamber gasifier which are
discussed. Plasma gasifier is a relatively new technology which is becoming pop-
ular, particularly for environment-friendly disposal of hazardous solid waste.

It is observed from the above discussion that each of the gasifiers has its own
merits and demerits. There is no general rule exists for the selection of gasifiers. The
selection of a gasifier is primarily done based on fuel type and availability,
downstream application of product gas, and scale of application required. However,
there are other factors like environmental restriction, capital investment, social
acceptance. which may also play major role.
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Hydrodynamics of Circulating Fluidized
Bed Systems

Malay K. Karmakar, Chanchal Loha, Santanu De and Pradip
K. Chatterjee

Abstract Fluidized bed reactors are used in different industries to carry out mul-
tiphase chemical reactions. In these reactors, the fluid is passed through the reactor
bed having granular solid materials. The velocity of the fluid is kept high enough to
suspend these materials resulting to behave them like fluids. Such reactors are
classified as bubbling bed, fast circulating bed or dual bed systems combining two
beds depending upon the fluid velocities and constructions of the reactors. For
combustion and gasification processes, circulating or dual fluidized bed systems are
often preferred because they are more efficient having high throughput. However,
the hydrodynamics of such fluidized beds, using normally low-grade feedstocks, is
very complex and plays a critical role for successful operation of the plant. Lots of
experimental and theoretical investigations are done in this area; however, the
available information on the hydrodynamics is limited. In this chapter, the hydro-
dynamics of circulating fluidized bed systems has been discussed.
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1 Introduction

In fluidized bed systems, the oxidant also acts as the fluidizing agent of the inert bed
solids. The fuel is fed near the bottom of the reactor and evenly distributed in the
bed. In a bubbling fluidized bed, the gas velocity is kept low. The gas moves
through the voids in the bed and forms bubbles in higher bed heights. Some bed
particles are entrained into the freeboard from these fast moving bubbles, and part
of fly ash is also transported with the gas and leaves the reactor at the top. When the
gas velocity is further increased, the solids are distributed along the entire riser
height and some of them escape through the exit of riser. The particles are separated
in the cyclone and are recirculated to the fluid bed near the bottom through a return
leg. This becomes then a circulating fluidized bed (CFB). The advantage of cir-
culating fluidized beds over the bubbling fluidized bed is the longer overall resi-
dence time. A fuel particle may take 1–10 s to pass once through the reaction
chamber. However, as the particle is likely to recirculate a number of times in the
CFB loop, the total residence time could be as high as 10,000 s as given in Basu
[1]. The schematic view of bubbling fluidized bed and circulating fluidized bed
gasifier is shown in Figs. 1 and 2.

The superficial gas velocity in a bubbling fluidized bed system is kept around 1–
2 m/s depending on the particle characteristics. In a circulating fluidized bed sys-
tem, it may go up to 5–10 m/s typically as given in Van den Aarsen [2]. The solids,
in circulating bed systems, not only circulate in the outer loop through the return
leg, but there is also internal circulation of the solids in the riser, which fall back
from the higher region and move downwards near the riser wall.

The major advantages of fluidized bed gasifiers, as reported by Van den Aarsen
[2], are their feedstock flexibility, resulting from easy control of temperature which
can be kept below the range of ash melting/fusion point and their ability to deal

Fig. 1 Fluidized bed gasifier
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with fluffy and fine grained materials (in case of sawdust, etc.) without the need of
pre-processing. However, problems with feeding, instability of the bed and fly ash
sintering in the gas channels may occur with few fuels. Other drawbacks of the
fluidized bed gasifiers lie in the tar content of product gas (up to 500 mg/m3), the
incomplete carbon burnout and poor response to load changes. The product gas
from fluidized beds suffers from high dust content because of the unrestrained fine
fly ash particles. The tar content from fluidized bed gasifiers is less than that from
fixed-bed updraft gasifiers but higher compared to the content from fixed-bed
downdraft gasifiers.

In case of dual fluidized bed gasifiers, as shown in Fig. 3, the gasifying agent
(mostly steam) is the fluidizing gas that is brought into contact with the fuel in first
fluid bed. Continuous transfer of bed materials with unreacted char particles from
the first fluidized bed takes place to the second fluidized bed. The second bed is
operated with air and acts as the combustor to burn the remaining char to get the
bed particles heated. Hot bed materials from the second fluidized bed are then
circulated back to the first fluidized bed to supply the heat for the endothermic
gasification reactions. This technology is especially interesting for biomass gasifi-
cation due to the higher volatiles content in the biomass compared to coal. Here
only the volatiles are used for synthesis gas production. Use of the fixed carbon for
conversion into energy gas is renounced; therefore, the slow gasification reactions
of fixed carbon with steam or carbon dioxide are avoided. However, the
fixed-carbon content is burnt to supply the heat. The dust load from this technology
is the same as for all fluidized bed gasifiers but if steam is used in the first fluidized
bed, the producer gas is not diluted by nitrogen from the air.

Fig. 2 Circulating fluidized
bed gasifier
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2 Some Definitions

2.1 Bed Particles

Geldart [3] observed the nature of fluidizing particles and categorized his obser-
vations by plotting particle diameter against the relative density difference between
the fluid and the solid particles. Particle classification or particle types and sizes
have very strong influence on the behaviour as well as hydrodynamics of fluidized
beds. The observations on particle fluidization character made by Geldart [3, 4] are
shown in Fig. 4 in which the characteristics of the four different particles are
classified:

(a) Group A is classified as ‘aeratable’ particles. These materials have small mean
diameter (30 μm < dp < 100 μm) and/or low particle density (< 1.4 g/cm3).
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This category typically includes fluid cracking catalysts. The solids are flui-
dized generally at low gas velocities without the formation of bubbles.

(b) Group B is called ‘sand-like’ particles. The group mostly covers particles
having size from 100–1000 μm and density from 1.4 to 4 g/cm3. Bubbles in the
bed of group B particles are formed when the gas velocity exceeds the mini-
mum fluidization velocity. Typical examples of group B particles are glass
beads and coarse sand.

(c) Group C materials are ‘cohesive’ in nature. These are very fine powders usually
less than 30 μm, and they are extremely difficult to fluidize because the
particle-to-particle forces are larger compared to those resulting from the action
of gas. Typical examples of group C materials are talc, flour and starch. In small
beds, group C particles are not easily fluidized due to very high cohesiveness
and channeling tends to occur in the bed.

(d) Group D is ‘spoutable’ type of particles having either large diameters (dp >
1000 μm) or dense. They can not be easily fluidized in deep beds. Generally, a
jet is formed in the bed with increased gas velocity and the materials are blown
upwards with the jet in a spouting motion. Roasting coffee beans, lead shot and
some roasting metal ores are examples of group D materials.

2.2 Minimum Fluidization Velocity

The minimum fluidization velocity is the main criteria required for design and
development of fluidized bed reactors. However, in industrial applications, fluidized
bed reactors are mostly operated at superficial gas velocities well above the

Bubbling 

Aeratable 

Spoutable 

Fig. 4 Geldart classification
of bed particles [3] against
density—Geldart [2.44]
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minimum fluidization velocities, and therefore, the minimum fluidization velocity is
not a parameter with a precise significance.

The minimum fluidization velocity is defined as the superficial velocity at which
the pressure drop of the gas is equal to the weight of the bed of particles. The
minimum fluidization velocity can be measured and it is characteristic of solid
particles of a certain density and size. The pressure drop through fixed beds can be
correlated by Ergun [5] using the equation:
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The above pressure drop equation represents two factors, the viscous and the
kinetic energy loses. At low Reynolds numbers the viscous losses predominate and
Eq. (1) becomes:
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At high Reynolds numbers, only kinetic energy loses need to be considered and
thus Eq. (1) becomes:
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Later on, Agarwal and O’ Neill [6] proposed an alternative formula for Eq. (1)
which is apparently a valid extension of Ergun equation. Therefore, Eq. (1) can be
put into dimensionless form as given below:
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The onset of fluidization occurs when drag force by upward moving gas equals
to weight of particles, i.e.

(ΔP in bed) (Area of bed) = (Volume of bed) (Fraction of solids) (sp. weight of
solids)

ΔP.Abed = AbedLmf
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where

εmf =1−
Mbed

ρsLmf Abed

ð7Þ

By rearranging, we can find for minimum fluidization conditions that
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In a bed at onset of fluidization, the voidage (εmf) is slightly more than in a
packed bed and it basically represents the maximum expanded position of a packed
bed. The superficial velocity of gas at minimum fluidization condition, Umf, is
found by combining Eqs. (1) and (8) which gives a quadratic equation of Umf.

1.75
ϕε3mf

dpUmf ρg
μg

 !2

+
150 1− εmf
� �
ϕ2ε3mf

dpUmf ρg
μg

 !
=

d3pρg ρs − ρg
� �

g

μ2g
ð9Þ

Figure 5 shows the pressure drop versus air velocity for uniformly sized bed
materials.

Eq. (9) can also be written as:
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Fig. 5 Pressure drop versus
air velocity for a fluidized bed
system, Kunii and Levenspiel
[7]
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where Re mf is the particle Reynolds number at onset of fluidization. Eq. (11) can
also be represented in generic form as:

Remf =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2
1 +C2Ar

q
−C1 ð12Þ

where C1 and C2 are constants having values 33.7 and 0.0408, respectively, and Ar

is the Archimedes number, or Galileo number (Ga) in some literature, which is
defined by Eq. (13) below:

Ar or Ga =
d3pρg ρs − ρg

� �
g

μ2g
ð13Þ

A tightly packed bed can require a pressure drop greater than the bed weight
minus buoyancy to unlock the particles, producing a hump in the pressure drop
curve as the velocity increases as shown in Fig. 7. However, decreasing the velocity
gradually from the fluidized state avoids the hump leading to hysteresis. Thus, it is
better to decrease the velocity for the experimental determination of minimum
fluidization.

2.3 Terminal Velocity of Particles

The gas flow rate through a fluidized bed is limited on two factors—the minimum
fluidized bed velocity and the entrainment of solids by the gas. When entrainment
occurs, these solid particles must be recirculated or supplemented by fresh material
to maintain bed inventory for steady-state operation. The maximum gas flow rate is
dependent on the terminal or free-fall velocity of the particles as explained by Kunii
and Levenspiel [7] which can be estimated from fluid mechanics by:

Ut =
4gdp ρs − ρg

� �
3ρgCd

" #1 ̸2

ð14Þ

where Cd is the experimentally determined drag coefficient.
The terminal velocity Ut, for both spherical and non-spherical particles, can be

obtained from Fig. 6 given in Brown et al. [8] on the basis of experimental cor-
relation of the dimensionless groups between Cd.Rep

2 and Rep, where

Rep =
dp.ρg.Ut

μ
ð15Þ

and the velocity independent group.
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Cd ⋅Re2p =
4.g.d3p.ρgðρs − ρgÞ

3.μ2
ð16Þ

To determine Ut, the value of Cd. Rep
2 is obtained from the known values of dp,

ρg, ρs and µ and then the corresponding value of Rep is obtained from Fig. 6 from
which Ut is calculated using Eq. (15).

The other method of finding the particle terminal velocity Ut for spherical par-
ticles uses analytical expressions for the drag coefficient Cd. Unfortunately, no
single simple expression can represent the experimental findings in the flow regime
of interest. The value of Cd for a particular range of Reynolds number is obtained as
follows:

Cd =
24
Rep

For Rep < 0.4 ð17Þ

Fig. 6 Chart for determining the terminal velocity of particles falling through fluids, Brown et al.
[8]
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Cd =
10

Re1 ̸2
p

For 0.4 < Rep < 500 ð18Þ

Cd =0.43 For 500 < Rep < 200, 000 ð19Þ

The expressions for terminal velocity given by Ryu et al. [9] at different Rey-
nolds number ranges are presented as below:

Ut =
g ρs − ρg
� �

d2p
18μ

For Rep < 0.4 ð20Þ

Ut =
4

225
.
g ρs − ρg
� �2d2p

ρgμ

" #1 ̸3

dp For 0.4 < Rep < 500 ð21Þ

Ut =
3.1g ρs − ρg

� �
dp

ρg

" #1 ̸2

For 500<Rep < 200, 000 ð22Þ

To control entrainment of solids from a bed, the gas velocity for fluidized bed
operations should be maintained between Umf and Ut. In determining Umf, the mean
diameter of particles actually present in the bed should be considered; however, in
calculation of Ut, the smallest size of particles present in the bed is considered.

3 Theoretical Aspects—Hydrodynamics of Circulating
Fluidized Bed System

The fast fluidization is encountered at much higher multiples of the minimum
fluidization velocity, perhaps 100 times or more. The momentum flux of the gas is
so high that most of the particles in the bed are entrained and drag out of the riser. In
order to maintain a steady state in this regime, particles must be introduced into the
bottom of the riser at the same rate at which they are being dragged out. Inter-
estingly, such condition causes the bed of particles to disappear into a much more
disperse concentration of particles.

In fast fluidized beds, non-uniform behaviour is observed in both axial and
lateral directions. There are several models suggested by Bolton and Davidson [10],
Rhodes and Getdart [11], Kunii and Levenspiel [12] and Yang [13]. On the basis of
these models, the hydrodynamics of the fast beds is discussed and empirical cor-
relations have been presented to analyze the overall distribution of particle sus-
pension densities.
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3.1 Riser Voidage—Axial Direction

The lower part of riser operates in turbulent fluidized mode which comprises of two
phases, namely, the dense or emulsion phase and the bubble phase. The volume
fraction of solids in such bed is obtained by applying modified two phase theory as
proposed by Johnsson et al. [14]. The emulsion phase is made by the solid bed
particles as well as the interstitial gas flow in bed particles. The gas velocity, Umf,
and the voidage, εmf, at minimum fluidizing condition is determined from Ergun
[15].

Umf =
μg
dpρg

33.72 + 0.0408
d3pρg ρs − ρg

� �
g

μ2g

 !1
2

− 33.7

2
4

3
5 ð23Þ

and

Δp
Lmf

= 1− εmf
� �

ρs − ρg
� � g

gc
ð24Þ

The bubble phase consists of gas bubbles flowing upward, assumed to be free of
solids. The effective voidage in the bottom zone, εdz, is expressed as follows.

εdz = δb + ð1− δbÞ.εmf ð25Þ

where δb, is the volume fraction of bubbles which can be calculated as:

δb =
1

1+ 1.3ð0.15+Upa −Umf Þ0.33
0.26+ 0.7 exp ð− 3.3dpÞ .ðUpa −Umf Þ− 0.8

ð26Þ

In transport zone, the axial voidage profile is obtained from the exponential
correlation from the entrainment model proposed by Zenz and Weil [16].

εTz − ε∞
εDz − ε∞

= exp ½− aðhTz − hDzÞ� ð27Þ

where a is the decay factor of solid volume fraction and hTz is the height of the
particular point in transport zone.In the literature, different correlations are available
for the decay factora. Adanez et al. [17] conducted an experiment in a circulating
fluidized bed system using sand and coal as bed materials under group B of Geldart
classification and proposed the following correlation for determining the decay
factor.
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aðU −UtÞ2D0.6 = 0.88− 420dp ð28Þ

The extreme upstream voidage in transport section, ε∞, in Eq. (3.92), depends
on superficial gas velocity, terminal velocity of particle, solid density and elutriation
rate, and this voidage at infinity is given in [18] as:

ð1− ε∞Þ= K∞

ρSðU −UtÞ ð29Þ

where K∞ is the particle elutriation rate constant for uniform size particles and is
obtained using following correlation as proposed by Wen and Chen [19].

K∞ = ρSαiðU −UtÞ ð30Þ

where

αi =1− 1+
fsðU −UtÞ2

2gD

 !− 1
4.7

ð31Þ

Here, fs is the coefficient of friction, evaluated from the correlations from Wen
and Chen [19].

fsρS
d2p

μg
ρg

 !2.5

= 5.17
ρgðU −UtÞdp

μg

" #− 1.5

D2

for
ρgðU −UtÞdp

μg
≤

2.38
D

ð32Þ

and

fsρS
d2p

μg
ρg

 !2.5

= 12.3
ρgðU −UtÞdp

μg

" #− 2.5

D

for
ρgðU −UtÞdp

μg
≥

2.38
D

ð33Þ

Wen and Chen [19] recommended Eqs. (30)–(33) considering bed particles
diameters in the range of 37–3400 µm and density of 860–7850 kg/m3 with gas
velocity in the range of 0.1–10 m/s in riser having diameters ranges from 0.034 to
2.06 m.

Axial distribution of the average voidage in a fast bed is typically shown in
Fig. 7 given in Li et al. [20].
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3.2 Riser Voidage—Radial Direction

In fast bed riser, the fluidizing gas travels upwards in a plug flow and the velocity
near the wall is much lower than that in the core of the bed. The solids move up and
down about the bed in the form of clusters and the concentrations of clusters are
higher near the wall than near the reactor. However, in very dilute beds of coarse
particles, the clusters are less likely to form. In the core, the particles move upwards
through a dilute suspension forming occasional clusters. These solids tend to move
in radial direction due to hydrodynamic interactions, and upon reaching the low gas
velocity wall zone, they experience lower fluid drag, and therefore, the particles
start falling. The solids falling near the wall are occasionally picked up in the up
flowing gas of the core, resulting their upward journey. These results in two lateral
fluxes: one towards the wall and another from the wall. A generalized equation for
the lateral flux of solid is yet to be developed [21].

The upward and downward movements of particles in the core and annulus
result in an internal circulation in the bed. The area of annular zone decreases along
the height of the riser. The voidage along with the velocities of both gas and solid
phases change continuously along the axis towards the wall. The voidage is the
highest on the axis of column and the lowest on the wall. The radial voidage
distribution is much flatter in the upper section of the bed with lower circulation
rates [21]. A typical radial void profile in a fast bed is shown in Fig. 8.

Fig. 7 Axial profile of average bed voidages for FCC particles, Li et al. [20]
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3.3 Gas–Solid Slip Velocity

During the bulk motion of gas and solids in fast beds, the slip velocity, Uslip,
between them is written as

Uslip =
U
ε
−

Gs

ρSð1− εÞ ð34Þ

In dispersed phase, the solids generally travel upward through the core of the bed
and the slip velocity is of the order of terminal velocity of the individual particles.
Near the periphery or the walls, the gas velocity is much lower and it even flows
downward sometimes. When the solids descend along the wall, they do not have a
very high slip velocity. However, this situation does not consider the formation of
clusters which move at different velocities and may account for the high mass
transfer rate observed in many processes [21].

3.4 Pressure Drop in Riser

The pressure profile in riser is a key parameter and an important characteristic of
CFB; The CFB riser is generally divided into two regions: dense turbulent bed zone

Fig. 8 Radial voidage profile
across the cross section of
riser, Basu and Fraser [21]
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and dilute transport zone. Pressure heads for solids suspension, gas–solids friction
and particle acceleration are the main factors which contribute the pressure drop in
riser.

The riser bottom zone generally has a constant pressure drop, ΔPdz, for a par-
ticular bed height, and it is determined by static heads of bed particles. Solids
acceleration and deceleration are assumed to compensate each other as well as there
is negligible friction forces exist amongst solid particles and particles to wall.
Therefore, it is given as follows:

ΔPdz = ð1− εdzÞρshdzg ð35Þ

where hdz is the bed height in dense zone.
In transport zone of riser, the pressure drop is determined from the solids hold up

which can be represented by the following formulations.

ΔPTZ =
Zh TZ

hDZ

1− ε hð Þð Þρsgdh ð36Þ

where ε (h) can be obtained from Eq. (27)
The pressure drop due to solids friction given in Loffler et al. [18] is as follows:

ΔPTz, fric =
Zhtz
hsz

fs
U2

S

2
4
D
ð1− εhTZ Þρsgdh ð37Þ

Since the dilute-phase transport section in riser is considered to behave like a
fully developed vertical pneumatic zone, the correlation for estimating particle
velocity beyond the acceleration region, developed by Yang [21], may be
employed.

Us =U −Ut

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1+

fsU2
s

2gD

� �s
ε4.7TZ ð38Þ

where

fs
ε3tz

ð1− εtzÞ =0.0126 ð1− εtzÞUt

Us

� �− 0.979

, for
Ut

Us
>1.5 ð39Þ

and

fs
ε3tz

ð1− εtzÞ =0.0410 ð1− εtzÞUt

Us

� �− 1.021

, for
Ut

Us
<1.5 ð40Þ
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Eqs. (37)–(40) are solved iteratively to evaluate the voidage εtz, the solid friction
factor, fs, and the solid velocity, Us.

3.5 Pressure Drop Between Riser Exit and Cyclone Inlet

The pressure drop in horizontal section between riser and cyclone may be con-
sidered from Patience et al. [22].

ΔPRE =Gsð2.84+ 0.0108U2
hÞ ð41Þ

where Gs and Uh are the solid mass flux and the gas velocity in this section,
respectively.

3.6 Pressure Drop in Cyclone

The cyclone pressure drop is directly proportional to the square of inlet velocity,
and it is employed by the equation given by Gimbun et al. [23].

ΔPCYC = α
ρgU

2
CYC

2
ð42Þ

where α is a function of cyclone dimension and it is expressed in [3.30] as.

α=16
aCYC.bCYC

D2
e

ð43Þ

3.7 Pressure Drop in Downcomer and L-Valve

Determination of gas flow rate and the corresponding pressure drop through the
downcomer and L-valve sections of a circulating fluidized bed system is not an easy
task [24].

Variations of voidage in downcomer depend on solids flow mode. The solids
movement in downcomer is considered to be transitional packed bed flow in
presence of aeration flow through L-valves. When these aeration taps are turned off,
the solids form a packed bed in the downcomer causing no solids flow. While the
aeration flow is on, air flows through the particles and the relative movement
between gas and solids produces a drag force on the particles in the direction of
flow. This phenomenon was also observed by Zhang and Rudolph [25] that the
transitional packed bed flow occurs when the solids flow by aeration.
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When the solids in downcomer are in transitional packed bed flow condition, the
slip velocity causes to increase the voidage linearly. In this state, the voidage in
downcomer is more than compact bed voidage (εc), but less than voidage at min-
imum fluidization condition (εmf). Therefore, this voidage above the aeration point
is taken as per the correlation given by Tong et al. [26].

εDC =
1
2
ðεmf + εcÞ ð44Þ

Pressure drop due to solids flow by aeration can be expressed by the Ergun [15]
equation that is a function of slip velocity suggested by Knowlton and Hirsan [27].

ΔPDC

LDC
=

150μð1− εDCÞ2USLDC

ðϕdpÞ2ε2DC
+

1.75μð1− εDCÞU2
SLDC

ðϕdpÞεDC ð45Þ

The slip velocity for gas flowing up the downcomer can be expressed as:

USLDC =
Gs

ρSð1− εDCÞ +
UGDC

εDC
ð46Þ

The slip velocity for gas flowing down the downcomer can be expressed as:

USLDC =
Gs

ρSð1− εDCÞ −
UGDC

εDC
ð47Þ

The pressure drop between the aeration point in L-valve and the solids discharge
to the fast bed, ΔPLV, can be obtained by solid mass flux (GS), L-valve diameter
(DL), mean particle size (dp) and length of valve (LLV) as proposed by Geldart and
Jones [28]. The correlation is given as follows:

ΔPLV

LLV
=216G0.17

s D − 0.63
LV d − 0.15

p ð48Þ

3.8 Pressure Loop in CFB System

The position of the point of inflection separating the lean and dense regions of a fast
bed is a function of the solid circulation rate and the solids inventory in the system.
This effect arises out of the pressure balance around the circulating fluidized bed
loop which is explained in Fig. 9 presented by Basu and Fraser [29].

The dense bottom section of the fast bed results in higher pressure drops per unit
height of the bed than that in the upper section, which is leaner. For a given bed
inventory, the solids are distributed between the bed and the downcomer in such a
way that the pressure drops through the two legs of the loop balance each other. The
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pressure drop across the L-valve is proportional to the solid flow rate. The solids
flow rate is increased by increasing the aeration flow rate which in turn increases the
pressure drop per unit length of the moving packed bed in the downcomer. The
pressure drop in the cyclone is proportional to the square of the gas velocity at the
entry. The pressure drop across the stand pipe depends on the height of solids in it.
For stable operations, the pressure balance around the loop may be written as

ΔPF −A +ΔPA−B +ΔPB−C +ΔPC−D =ΔPD−E +ΔPE−F ð49Þ

The pressure balance depends on the different operating parameters. The
response of the bed to the variations of operating parameters can be estimated from
the above equation.

3.9 Solid Recirculation in CFB Loop

The solids circulation rate, Gs, has been determined from the following correlation:

Gs = ρsð1− ε TzÞUs ð50Þ

4 Practical Aspects—Circulating Fluidized Bed System

Conventional bubbling fluidized bed gasifiers are available for small- to-medium
scale application, but these systems have low conversion efficiency in addition to
other drawbacks. On the other hand, the CFB gasification technology is suitable for

Fig. 9 Pressure balance in CFB loop, dotted line shows the pressure profile at higher circulation
rate, Basu and Fraser [29]
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large-scale application which can handle high ash fuels like peat, lignite, etc. The
system is more efficient as the fuel conversion ratio is high, and it is also envi-
ronment friendly. The CFB technology enhances heat and mass transfer, raise
reaction rate, strengthen fast pyrolysis, reduction and shift as well as other gas–solid
reactions, etc., which make the productivity of the CFBG much higher and gas
quality much better than other kinds of air-blown gasifiers. Although it is proven
that the CFB technology has many advantages, it is still an emerging technology. It
needs more focus on research to facilitate the operational issues for steady-state
operation of the plant. The hydrodynamics of such systems is still not fully
understood by the researchers.

An important aspect of CFB systems is the ability to control the solid circulation
rate and the most important factor that controls the solids circulation rate is the riser
gas velocity.

The diameter of the solids exit at the cyclone is critical. Cyclone designs are
usually optimized for fine particles, and the presence of coarse particles is often not
taken into account in calculations. If a too low value is chosen it may result to the
blockage of the cyclone with unconverted fuel particles, which on its turn will lead
to the loss of bed material in the reactor. For CFB system to be stable for longer
duration, it is important that there is continuous circulation of particles in the
endless loop and there should be overall pressure balance in the system. The
algebraic sum of pressure drop across each part of the circulation loop is considered
to be equal to zero. Frequently, a loop seal is used to facilitate the movement of
solids from high-pressure downcomer to a fast bed riser.

5 Few Prototypes/Demonstration Plants

Atmospheric bubbling fluidized bed gasifier (ABFBG) has been proved to be
reliable with a variety of feedstocks at pilot scale and commercial applications in
small- to-medium scale, capacity up to about 25 MWth. They are limited in their
capacity size range as they have not been scaled up significantly and the gasifier
diameter is significantly larger than that of atmospheric circulating fluidized bed
gasifier (ACFBG) for the same feedstock capacity. Pressurized fluidized bed
gasifier systems either circulating (PCFBG) or bubbling (PBFBG) are considered of
medium market attractiveness due to the more complex operation of the installation
and to the additional costs related to the construction of all pressurized vessels. On
the other hand, pressurized fluidized bed systems have the advantage in integrated
combined cycle applications as the need to compress the fuel gas prior its utilization
in the combustion chamber of the gas turbine is avoided.

There are increasing number of fluidized bed biomass gasifiers which are built
and commissioned world wide. Unfortunately, these biomass projects around the
globe have struggled to reach commercialization. The potentially high in efficiency
has made biomass integrated gasification combined cycle (BIGCC) attractive to
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many developers and governments. Some of such significant gasifier plants are
listed below.

(a) ARBRE, UK Project [30]—The ARBRE IGCC project of capacity 8 MW near
Eggborough in the UK is a wood-fuelled atmospheric circulating fluidized bed
gasifier. The plant contains an atmospheric-pressure circulating fluidized bed
gasifier coupled to a tar-cracking vessel. After cooling and cleaning in con-
ventional equipment, the energy-rich gas is fired in a modified 5 MW Alstom
Power Typhoon gas turbine.

(b) FERCO, Vermont Biomass Gasification Project [31]—The Burlington Ver-
mont gasifier is the first commercial scale demonstration of the FERCO indi-
rectly heated biomass gasification process. The gasification plant is the largest
operation of its type in the USA and was the first process to integrate a biomass
gasifier with a gas turbine during pilot operations at Battelle’s Columbus, OH
facilities. The project was sized to gasify up to 200 tonne per day of wood
chips. The Burlington plant is coupled to the McNeil Station of the Burlington
Electric Department and is being used to evaluate and demonstrate the gasifi-
cation technology both as a producer of fuel gas and in a combined cycle with a
gas turbine power generation system.

(c) RENUGAS Process [32]—The GTI/IGT RENUGAS process employs a 20 bar
pressurized bubbling fluidized bed process. The process was extensively tested
with a variety of biomass materials, including bark sludge mixtures, bagasse
and pelletized alfalfa stems in a 12 TPD PDU at IGT test facilities in Chicago.
Subsequently, US DOE selected the IGT process for scale-up and demonstra-
tion, using bagasse, at the HC&S sugar mill at Paia in Hawaii. As this 100 TPD
demonstration plant had limited success in handling the low-density shredded
bagasse, the project was terminated. A typical gas composition obtained in the
IGT PDU with bagasse at 2.24 MPa and 8500 C is 19% H2, 26% CO, 37%
CO2, 17% CH4, and 1% C2 +. The heating value of this fuel gas is approxi-
mately 13 MJ/Nm3. The project participants included US DOE Biomass Power
Program, IGT, Westinghouse Electric Corporation, State of Hawaii, PICHTR
and HC&S.

(d) Värnamo, Sweden [33]—The only large-scale IGCC project that has run for
any appreciable length of time is in Värnamo, Sweden. It was developed by
Sydkraft AB and Foster Wheeler. The gasifier was a pressurized, air-blown
circulating fluidized bed designed to gasify wood and wood waste. The project
included warm gas clean-up and firing in a combustion turbine provided by
European Gas Turbines. The demonstration project produced 6 MWe and
9 MW heat released to district heating system to the city of Värnamo from a
total fuel input equivalent to 18 MW.

(e) 2 MWe Biomass Gasification Plant, Güssing, Austria [34]—The combined heat
and power (CHP) plant has a fuel capacity of 8 MW and an electrical output of
about 2 MWe with an electrical efficiency of about 25%. Wood chips with a
water content of 20–30% are used as fuel. This is the fast internal circulating
fluidized bed (FICFB) process, conceptualized and researched by Prof.
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Hofbauer and his team at Technical University Vienna, which employs
indirect-heating to gasify biomass with air to produce synthesis gas. The plant
consists of a dual fluidized bed steam gasifier, a two stage gas cleaning system,
a gas engine with an electricity generator and a heat utilization system.

6 Conclusion

The chapter gives a brief overview on the hydrodynamics of CFB systems having
L-valves. Different correlations have been presented to understand the basic
hydrodynamics and the gas–solid flow structure of the system. The effects of
superficial gas velocity and particle size on the voidage across various
sub-components, the pressure profiles in CFB loop and the overall solid recircu-
lation have been discussed. Emphasis has also been given on how the solid cir-
culation rate is dependent on the aeration flow in L-valve, bed inventory and
particle size. Though the CFB concept is very old, the CFB technology is not fully
developed because of the complexity of the system. This chapter has been written in
a simpler way for better understanding of the hydrodynamics of the system.
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Investigation of Biomass Gasifier Product
Gas Composition and its Characterization

Pankaj Kalita and Debarshi Baruah

Abstract Over the years, gasification technology has been established as one of the
efficient thermochemical conversion processes catering to a wide variety of appli-
cations like thermal, power generation and liquid fuel production through Fischer–
Tropsch route. However, there are issues with the conversion devices when the
biomass feed material changes and hence understanding of product gas behaviour
and its variability is important in order to utilize the biomass gasification tech-
nology effectively in the long run. The current chapter addresses these issues
relating to biomass characterization, product gas estimation and utilization, and
advances in this technology. Furthermore, an example of an equilibrium model
formulation for prediction of product gas generated from rice husk has been pre-
sented, and a brief about reaction kinetics has been discussed. A comparison of
model result and experimental data has also been briefly presented. The recent
trends in biomass gasification research show a promising future for this technology.
Moreover, techno-economic evaluations prove that biomass gasification is not only
technically viable but also a sound economic option. It is expected that biomass
gasification will contribute more to the global energy requirements and thus to the
economy in the coming future.

Nomenclature

Vg Gas production rate (m3/s)
qg Net calorific value of gas (kJ/m3)
mb Rate of consumption of feedstock (kg/s)
qb Lower heating value of the feedstock (kJ/kg)
Hsens Sensible heat in the gas (kW) given as, Hsens = CpVg(Tg – Ta)
Cp Specific heat of gas (kJ/m3°C)
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Tg Gas temperature (°C)
Ta Ambient temperature (°C)
C Mass fraction of carbon
H Mass fraction of hydrogen
O Mass fraction of oxygen
N Mass fraction of nitrogen
S Mass fraction of sulphur
MC Molecular weight of carbon = 12.00 gm/mol
MH Molecular weight of hydrogen = 1.10 gm/mol
MO Molecular weight of oxygen = 16.00 gm/mol
MN Molecular weight of nitrogen = 14.01 gm/mol
MS Molecular weight of sulphur = 32.07 gm/mol
m Amount of oxygen per kmol of wood in the gasification

reaction
x1, x2, x3, x4 and x5 Coefficients of constituents of the product species of

gasification reaction
Mbm Molecular weight of biomass
Φ Relative moisture content of biomass
MH2O Molecular weight of water
w H2O molar fraction in biomass
H0

f wood Heat of formation of wood

H0
f H2OðlÞ Heat of formation of liquid H2O

Hvap Heat of formation of vaporized H2O
H0

f H2OðvapÞ Heat of formation of water vapour

H0
f CO Heat of formation of carbon monoxide

H0
f CO2

Heat of formation of carbon dioxide

H0
f CH4

Heat of formation of methane
ΔT T2 −T1
T1 Ambient temperature at the reduction zone
T2 Gasification temperature at the reduction zone
CpH2 Specific heat of hydrogen
CpCO Specific heat of carbon monoxide
CpCO2 Specific heat of carbon dioxide
CpH2O Specific heat of water vapour
CpCH4 Specific heat of methane
CpN2 Specific heat of nitrogen
X Non-dimensional mass of sample undergoing reaction
t Time (s)
A Pre-exponential or frequency factor (s−1)
E Activation energy of the decomposition reaction (kJ mol−1)
R Universal gas constant (kJ mol−1 K−1)
T Absolute temperature (K)
n Order of reaction
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mt Weight of sample at time ‘t’ (gm)
mo Initial weight of sample (gm)
mf Final weight of sample remaining at the end of the reaction

(gm)
h Enthalpy (J/kg)
hg Enthalpy of gas (J/kg)
k Thermal conductivity (W/mK)
mg
.

Mass flux of gas (kg m−2s−1)
Qi Heat of combustion (J/kg)
x Spatial variables (m)
ρ Density (kg/m3)
To Initial temperature (°C)
ρ0 Initial density (kg/m3)
T∞ Environmental temperature (°C)
Tr Radiation source temperature (°C)
h ̄ Convection heat transfer coefficient (W/m2°C)
εr Radiation source emissivity
εm Emissivity of the material
αm Absorptive of the material
σ Stefan–Boltzmann constant (5.78 × 10−8 W/m2-K4)

1 Biomass Gasification Around the Globe: Brief History
and Scenario

Gasification was discovered in the eighteenth century in both France and England.
By 1850, the gasification technology was matured enough for certain parts of
England to be lighted up by lanterns utilizing so-called ‘town gas’ [1]. World War I
ushered in the phase when small gasifiers were developed for charcoal and biomass
feedstock to operate vehicles, boats, trains and small electric generators [2]. All
these gasifiers were fixed bed gasifiers, mostly downdraft by construction. By the
beginning of World War II, the interest on wood-gas-driven vehicles was even
more and by end of the war, there were more than 700,000 wood-gas generators
powered trucks, cars and buses in Europe and probably more than a million
worldwide [3]. However, with the end of war and wide spread availability of
low-cost oil, this technology was pushed into oblivion with very few wood-gas
vehicles left behind. This forgotten technology has started to gain interest again
from the 1970s after the oil embargo of 1973 and the subsequent global oil crisis
[4]. After the year 2000, biomass gasification has gained further momentum due to
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issues related to global warming, political instability of oil-producing countries and
shift towards renewable and carbon-neutral fuels [5].

Fluidized bed technology came into being when Fritz Winkler from Germany
first obtained a patent for a fluidized bed hot gas generators in 1921. Fluidized bed
processes came into wide use in the petroleum industry in post-World war period.
These processes are also used extensively in the chemical and metallurgical fields
[6]. Today there are number of CFB plants operating all over the world, and the size
of the plant installations is increasing. The world’s largest CFB power plant
(Lagisza) of capacity 460 MWe began commercial operation in 2009 and marked
the beginning of a new era in the evolution of this technology. A recent example of
a successful commercial CFB gasification plant is the 2 × 80 MWth gasifier by
Metso in Lahti, Finland, started operation in 2013 using biomass and solid waste
[7]. In 2014, a total of 747 gasification projects having 1741 gasifier were planned,
out of which 234 projects with 618 gasifiers were commercialized. In 2013, another
61 projects with 202 gasifiers were under construction, and 98 additional projects
with 550 numbers of gasifiers were in planning [8]. This indicates, in current state
of affairs, biomass gasification stands as one of the leading technologies in
bioenergy conversion worldwide.

2 Biomass Gasification in India: Brief History
and Current Scenario

India is currently the fourth largest economy of the world and with a second largest
population of more than 1.3 billion. To sustain this economic growth, one of the
most important factors is energy. The total installed capacity by end of 2016 had
reached to 310 GW with the power generation shares from thermal (69.4%), hydro
(13.9%), renewables (14.8%) and nuclear (1.9%). The share from bioenergy is
ranked 3rd among the renewables after solar energy and wind energy [9].
Biomass-powered systems, mainly via biomass gasification route, have been
applied in a variety of applications including rural, industrial and grid-connected
systems. Looking back at the history of biomass gasification in India, it is seen to be
a well-established technology in the Indian context. Research and experimentation
on gasifier systems in India date back to early 1980s [10]. In later part of that
decade, Indian government had also launched a National Biomass Gasifier Pro-
gramme under which approximately 1700 units of equivalent capacity of 35 MWe

were installed till the year 2000 [11]. Since 2000, the commercialization and
implementation of biomass gasification systems in India have picked up pace.
Reports of both grid-connected and decentralized biomass gasification plants can be
seen from the Indian literature in the last few years [12–15]. The current status of
biomass power in India at the end of 2016 is summarized in Table 1.

In spite of these statistics, bioenergy is yet to emerge as a leading contributor,
providing roughly 2% of India’s total power generation. According to 2013

118 P. Kalita and D. Baruah



estimate, there is 500 metric tons per year availability of biomass in India, mostly
surplus agricultural residues, which measures up to a generation potential of 17.5
GW [16]. In the current year, MNRE has revaluated the biomass potential available
in India to 25 GW and has also upscale the target of biopower to an installed
capacity of 10 GW by 2022 [9]. To meet this target, effective policy for large-scale
deployment of biomass gasification plants is the need of the hour.

3 Biomass Gasification Technology

3.1 Feedstock

Feedstock of a biomass gasifier can be of a wide variety such as sawdust, rice husk,
solid wastes, wood chips, briquettes. These are naturally occurring organic material
and are collectively called biomass. Biomass is a natural substance available, which
stores solar energy by the process of photosynthesis in the presence of sunlight [17].
Ligno-cellulosic biomass is mainly composed of cellulose and hemicellulose (60–
80% dry basis), lignin (10–25%), and some extractives and minerals [18]. Different
biomasses have significant variations in their physical, chemical and morphological
properties which affect the characteristics of the gasification process [19].

Besides, the choice of a biomass significantly depends on its heating value.
Biomass wastes with high heating value contribute to more energy recovery and
better system performance in terms of efficiency and economy [20]. Due to this, the
quality of gas generated from gasification of coal of average calorific value 25 MJ/
kg will be much superior from that obtained by gasification of rice straw of calorific
value 14.5 MJ/kg [21]. Moreover, coal gasification is different from biomass
gasification as biomass has higher oxygen-to-carbon ratio compared to coal. This
influences the biomass gasification process which is a partial oxidation process.
Moreover, the hydrogen-to-carbon ratio is also higher in biomass as shown in Van
Krevelen diagram (Fig. 1).

Table 1 Grid-interactive and off-grid biomass-based power generation in India (2016–17) [9]

Sector Installed capacity (MW)

I. Grid-interactive power (MW)

Biopower (biomass gasification and bagasse co-generation) 7907.34
Waste to power 114.08
II. Off-grid/captive power (MWe)

Waste to energy 163.35
Biomass (non-bagasse) co-generation 651.91
Biomass gasifiers
• Rural 18.34
• Industrial 168.54
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3.2 Types of Gasifiers

On the basis of reactor design or scheme of interaction of gasifying agent and solid
fuels in the gasification reactor, generally gasifiers are subdivided into the following
categories: fixed (moving) bed gasifiers, fluidized bed gasifiers and entrained-flow
gasifiers.

In a fixed bed gasifier, the gasification reaction takes place over a stationery
stage inside the reactor called the grate. Feeding is usually done from the top of the
reactor, and the air is allowed either through the top or the bottom. After reactor, the
product gas is collected from the outlet placed in position opposite to the air inlet,
i.e. if the air is introduced from the top, the product gas is collected from the bottom
of the reactor. The circulation of the gas in a fixed bed is slow due to which no
effective motion is imparted to the particles (generally large in size), and the gas
percolates through gaps between particles in the bed. The solids therefore remain
relatively stationery inside a fixed bed reactor with slight movements downward as
the feedstock is consumed in the reaction. The movement of feed through such
gasifiers is due to gravity due to which they are also sometimes referred to as
moving bed gasifiers. Fixed bed gasifiers are again categorized into three categories
based on the relative direction of flow paths of air (inflow) and gas (outflow):
(i) updraft gasifier, (ii) downdraft gasifier and (iii) crossdraft gasifier as shown in
Fig. 2.

In updraft gasifiers, biomass is fed at the top of the reactor, moves downwards
and is converted as it goes along. After conversion, the biomass reaches the bottom
of the reactor in the form of ashes which are continuously removed. A continuous
biomass feed allow to balance biomass conversion and keeping the biomass bed in

Fig. 1 Van Krevelen diagram showing H/C and O/C ratio of biomass compared to coals [32]
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a constant level and thus maintaining a stationary state into the gasifier. The
air-intake is located at the bottom of the reactor and the produced gas leaves at the
top. The biomass is then moving counter-currently to the gas flow and passes first
through the drying zone, then through the pyrolysis zone, afterwards through the
reduction zone and finally through the oxidation zone.

The working of a fluidized bed gasifier involves injecting the gasifying agent a
high velocity through the bottom of the reactor to flow through the bed material
consisting of solid fuel particles, inert particles for heat retention and transfer, and
chars. After reaction, the producer gas flows out from top of the reactor. Compared
to a fixed bed gasifier, the gas flow rate in fluidized bed is much higher. As gas
velocity increases, the particles detach from neighbouring particles resulting in
expansion of the bed and the bed of particles behaves like a fluid. This marks the
beginning of fluidization. When gas velocity increases further, bubbles of excessive
gas are generated that bypass the bed and such condition of the bed is called a
bubbling fluidized bed. With furthermore increase of gas velocity, the particles are

(a) Updraft     (b)  Downdraft 

(c) Crossdraft

Fig. 2 Different types of fixed bed gasifiers [4]
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captured in the flow and are led away. This is called turbulent fluidized condition,
and upper bed surface in this state is unidentifiable. These regimes of fluidization
are shown in Fig. 3.

Fluidized bed gasifiers operate between bubbling to circulation fluidized
regimes. In addition to biomass, inert particles like silica sand and dolomite are
added to the bed for enhancing heat transfer between the gas and solid phases.
Normally, 90–98% by weight of the total bed particles is constituted by these inert
materials [22]. The gasification reactions occur by intensive mixing and heat
transfer between the solid fuel particles and the gasifying agent. Fluidized bed
gasifier operation involves heating the bed to the required temperature for gasifi-
cation and subsequent feeding of solid fuel into the reactor. The gasification agents
like air, pure oxygen, steam or their mixture, which also acts as a fluidization agent,
are fed from the bottom of the gasifier, and its injection into the bed is made even
by passing through a distributor. As mentioned before, in bubbling fluidized bed,
the gas flow rate requires to be between minimum fluidization velocity and terminal
velocity. On the other hand, in circulating fluidized beds, the gas flow rate required
is more than terminal velocity with fine particles being entrained and carried out of
the gasifier by the producer gas. For separation of the particulates, the producer gas
is fed into a cyclone separator from where the gas exits from the top of the cyclone
and separated particles are recirculated back to the bed from the bottom of the
cyclone. Representation diagrams of bubbling fluidized bed and circulating flui-
dized bed are shown in Fig. 4.

In entrained-flow gasifiers, very finely pulverized feedstock is gasified in an
oxygen/air and steam mixture. Entrained beds are utilized for large-scale genera-
tions of over 100 MW and often use fossil fuels in blends with biomass. Operating
temperatures are high (up to 2000 °C), and high operating pressures up to 35 bar
are often utilized [23]. Generally, the ash in entrained beds melts down due to high

Fig. 3 Fluidization regimes in a gas–solid fluidized bed [78]
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temperatures and is collected from the bottom as slag. Due to a short residence time
of only a few seconds in entrained-flow reactors, the feedstock needs to be finely
pulverized which is difficult in case of fibrous biomass. Torrefaction is one method
used to unify the inhomogeneous feedstock, improve grindability and process
efficiency as basis for use of biomass within a complex industrial plant [24].

3.3 Gasifier Product Gas

Biomass undergoes a series of thermochemical reactions inside the gasifier reactor
to yield a fuel gas called producer gas or syngas. Biomass gasification utilizes the
principle of oxidation first, then reduction of the products of oxidation, hence
leading to the production of CO and H2. These are the combustible components of
producer gas along with traces of CH4. The other non-combustible components of
producer gas are CO2, N2 and traces of other gases [7]. Typical composition of
producer gas from biomass gasification of wood in downdraft systems may be
given as H2 = 12–20%, CO2 = 9–15%, CO = 17–22%, CH4 = 2–3%, N2 = 50–
54%, and the range of calorific value is 5–5.9 MJ/Nm3 [25]. Significant variations
may be there in the product gas composition and heating value based on feedstock
used, type of reactor and various other process parameters. Based on the output gas
and feedstock used, the gasifier efficiency can be calculated in two ways:

Cold Gas Efficiency: ηCGE =
ðVgqgÞ
ðmbqbÞ ð1Þ

Hot Gas Efficiency: ηHGE =
ðVgqg +HsensÞ

ðmbqbÞ ð2Þ

Fig. 4 a Bubbling fluidized bed gasifier, b circulating fluidized bed gasifier [79]
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The hot gas efficiency is used for thermal applications where gas cooling is not
required and cold gas efficiency is used when gas needs to be pre-cooled before
utilization in engine [26].

3.4 Utilization of Producer Gas

The significance of biomass gasification lies in the fact that producer gas is highly
suited to a variety of applications. The generated gas can be used for power gen-
eration, engine applications, thermal requirements, industrial needs, liquid fuel
conversion, etc. Few literatures of such examples of applications of biomass
gasification are discussed in Table 2.

From the above discussion, it is evident that biomass gasification is versatile
process with flexibility of utilization for number of applications. But there are issues
plaguing this process which cause problems for utilization of producer gas. One of
the major problems of biomass gasification is the formation of tars [27–29]. Other

Table 2 Utilization of biomass gasification for different applications

Investigator(s) System and utility Discussion/Observation

Jorapur and
Rajvanshi
[80]

Sugar cane leaf- and bagasse-based
downdraft gasification for industrial
heating applications

• Thermal output obtained in range of
288–1080 MJ per hour with 40–
100 kg per hour fuel consumption

• Gas inlet to burner above 300 °C
without pre-cooling resulted in no
tar formation even after 700 h
running

Mande et al.
[81]

Process heat required for the curing of
large cardamom

• Proposed use of low-cost
wood-based gasifier in place of
traditional bhattis

• High conversion efficiency, high
thermal efficiency and clean and
smokeless flue gas from
gasification can result in better
product

Jayah et al.
[82]

Potential for downdraft wood gasifier
for tea drying

• Tested an indigenously built
gasifier and found to have a
conversation efficiency of 80%

• Analysis showed the life cycle cost
of energy produced by the gasifier
is 8% less than the cost of energy
from a conventional wood heater

• Wood consumption is also reduced
by 12%

(continued)
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Table 2 (continued)

Investigator(s) System and utility Discussion/Observation

Tippayawong
et al. [83]

Gasification of cashew nut shells by
downdraft gasifier for thermal
application in cashew nut-processing
factory

• Gas produced with lower heating
value about 3.51 MJ/m3 and system
thermal efficiency above 20%

• Saving in fuel cost of
approximately $150 a month was
obtained by substitution of cashew
nut shell feed in place of wood

Dutta and
Baruah [84]

Gasification of uprooted tea shrub for
thermal needs in black tea
manufacturing

• Tea shrub feedstock having a HHV
of 18 MJ/kg yielded producer gas
of calorific value 4.2 MJ/m3

• If 28% thermal energy for tea
drying comes from biomass
gasification, equivalent reduction of
CO2 emission of 1299.5 tonnes

Sutar et al.
[85]

Small downdraft gasifiers for
domestic cooking purposes

• Designed, developed and tested two
compact gasifiers of 4 and 2.5
kWth with maximum gasification
efficiency of order of 80%

• In both gasifiers, a decrease in
gasification efficiency is noted with
increase in fuel particle size

• Air flow rate is optimum when
maximum temperature is achieved
without significantly decreasing
residence time

Sridhar et al.
[86]

Engine operation with producer gas
feeding from downdraft gasifier

• Producer gas utilized in a modified
SI engine with compression ratio
(CR) as high as 17:1

• Shaft power of 20 kW is obtained at
maximum CR with overall
efficiency of 20% and no knocking

Ramadas et al.
[87]

Coir-pith- and wood-chip-based
gasification for power generation by
CI engine generator

• Engine runs on dual fuel mode with
diesel and individual feeding of
wood-chip producer gas and
coir-pith producer gas

• Maximum brake thermal efficiency
was 19.9% using coir-pith and 21%
using wood chips, both at 70% load

• Above this load, decrease in brake
thermal efficiency and increase in
specific energy consumption are
noted

Yin et al. [88] Rice husk-based CFB gasification and
power generation

• 1 MW CFB gasifier with rice husk
feed for running 5 parallel 200 kW
gas engines in rice mill

(continued)
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Table 2 (continued)

Investigator(s) System and utility Discussion/Observation

• Optimum performance obtained at
loads above 800 kW, with rice
husk consumption 1.7 kg/kWh,
cold gas efficiency 65%, engine
efficiency 26.5% and total system
efficiency of 18%

Wu et al. [89] Wood dust-based 1000 kWe CFB
gasification and generation plant for
timber mill

• Cold gas efficiency is 70–80% and
considering rated efficiency of the
engine-generator system, the plant
efficiency ranges around 17–19%

• Economic analysis shows a gross
profit of 2.32 million Yen/year and
payback period is calculated as
3 years

Rinaldini
et al. [90]

Poplar and pine
wood-chip gasification in a
downdraft gasifier for partial
substitution in CI engine

• Gasifier is a downdraft single throat
Imbert-type reactor of 85 kWth

capacity coupled to 2.8 litre
turbocharged common rail diesel
engine

• Higher heating value of the syngas
is about 5 MJ/Nm3, and diesel
substitution rate of about 60% is
obtained with 50 Nm torque

Boerrigter
et al. [91]

Development of two demonstration
plants for integrated biomass
gasification (BG) and Fischer–
Tropsch (FT) synthesis

• One system consisted of
oxygen-blown CFB gasifier with
tar cracker and wet gas cleaning
and other oxygen-blown CFB
gasifier with OLGA tar removal
unit and a similar wet gas cleaning

• Technical feasibility for Fischer–
Tropsch synthesis from biosyngas
from both systems was proven by
test run of 500 h

Clausen et al.
[92]

Model of plants producing dimethyl
ether (DME) or methanol by catalytic
conversion of a syngas generated by
2-stage gasification of woody
biomass

• Feasibility of small-scale plants
with 5 MWth biomass input
considered with cold gas efficiency
of 93%

• Plant models indicate energy
efficiencies from biomass to DME/
methanol and electricity of 51–58%

• If utilization of waste heat for
district heating is considered, total
efficiencies measure up to 87–88%

• However, the energy efficiencies
were slightly lower than what could
be achieved by large-scale plants
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problems include ash slagging or clinkering [30, 31] and low heating value of gas
[32]. However, to counter these problems, many mitigation methods have been put
into practice and many more are under research. These have been addressed in
another chapter of this compilation.

4 Parameters Affecting Biomass Gasification

4.1 Feedstock Properties

Biomass feedstock in gasification has a wide range of variation in their physical,
chemical and morphological properties which affect the gasification process char-
acteristics [19]. The selection of feedstock is important as the composition of
biomass significantly affects the product gas composition. Biomass with higher
carbon and oxygen content is found to yield higher percentage of combustibles in
product gas [33].

Moisture is an important parameter as feedstock having moisture higher than
30% is difficult to ignite and result in lowering of the calorific value of the product
gas due to energy consumed to remove the additional moisture. Moisture also
hampers the oxidation temperature in the gasifier which in turn increases tar content
[30].

Biomass with high ash content and mineral matter cause problems in gasifica-
tion. Low melting point ash fuses together to form slag or clinker which hampers
the flow of biomass in the reactor [12].

Biomass gasification is also sensitive to particle size. Pérez et al. [34] concluded
that increase in size of feed causes reduction of the reaction surface which inhibits
the transport of mass and heat to the gasification process in a downdraft gasifier.
Effect of particle size is more pronounced in fluidized beds due to their influence on
the suspension density profile [26].

4.2 Operating Parameters

Bed temperature is one of the most important operating parameters which affect
both the heating value and the product gas composition. Wu et al. [35] found that
calorific value of the producer gas decreases as the gasification temperature
increases. This can be explained from the fact that higher temperatures are more
suited to oxidation. However, a high operating temperature in the gasifier results in
lower tar formation due to enhancement of cracking [36].

Gil et al. [37] studied the performance of biomass gasification with three gasi-
fying agents—air, steam-O2 mixtures and pure steam. The best results of the three
cases on comparison showed that the superiority order in terms of LHV of the
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product gas is ‘steam > steam-O2 mixture > air’. However, the tar yields in the
three cases were also of the same order.

The equivalence ratio (ER) is stated to be the most important operating
parameter by Narvaez et al. [38] as bed temperature, tar yield and gas quality are
directly dependent on it. Their experiment on increasing ER from 0.20 to 0.45
resulted in a decrease of heating value of product gas by 2 MJ/Nm3. However, the
tar yield also decreased about 50 wt%.

5 Equilibrium Modelling

Modelling involves representation of a complex process in form of mathematical
equations based on fundamental physical, chemical and thermodynamic principles.
To predict the composition of producer gas produced from a biomass gasifier, an
equilibrium model may be used. The resulting producer gas composition can be
utilized to evaluate calorific value of the produced gas. Zainal et al. [39] studied the
development of equilibrium modelling to predict the gasification process in a
downdraft gasifier. By using the equilibrium model, the composition of producer
gas and hence, calorific value was determined. The effects of initial moisture
content in wood and temperature in the gasification zone on the calorific value had
also been investigated. As reported, results of the model are compared reasonably
well with experimental data. Lapuerta et al. [40] predict the producer gas compo-
sition as a function of the fuel/air ratio by means of an equilibrium model. A kinetic
model was used to establish the freezing temperature, which is used for equilibrium
calculations in combination with the adiabatic flame temperature. Ruggiero and
Manfrida [41] emphasize the potential of the equilibrium model considering the
Gibbs free energy. This proceeding can be used under different operating conditions
for predicting producer gas composition and the corresponding heating value.
Hughes et al. [42] utilized model to stimulate effect of change of moisture per-
centage in feedstock of biomass gasifier. Ergüdenler et al. [43] used mathematical
modelling for validation utilizing experimental data from 400 kW thermal
dual-distributor-type fluidized bed gasifier. It was shown that consideration of tar
formation in the model improved upon the results. Yang et al. [44] formulated a
mathematical model for prediction of the main chemical and physical processes and
the mathematical model is used to study the influence of temperature, oxygen
concentration and flow rate of the feed gas. As reported, predicted gas species
concentration profiles and their maximum values are in reasonable agreements with
the measurements. Mathieu et al. [45] also studied the modelling of the biomass
gasification process and more particularly the wood gasification. Various authors
have developed correlation for calculation of higher heating value [46, 47]. As
reported, the developed correlation can be used for HHV computation of any solid
fuel and biomass material, from its proximate analysis.
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5.1 Theory and Formulation of Model

Before developing a mathematical model, it is very much essential to understand
the theory and chemical reactions that take place inside the biomass gasifier.
Keeping this in mind, the following subsection discusses the theory, chemical
reactions and equilibrium model formulation. As reported in various literatures
[26], typically the following physicochemical reactions take place in a gasifier

(1) Drying (>150 °C)
(2) Pyrolysis (devolatilization) (150–700 °C)
(3) Combustion (700–1500 °C)
(4) Reduction (800–1100 °C)

Drying, pyrolysis and reduction are endothermic processes which absorb heat.
Moisture of the fuel is removed in drying process. Non-condensable gases, liquids
and water vapour are removed in the pyrolysis process leaving behind char.
Combustion is an exothermic process where the fuel is oxidized, followed by
reduction which reduces the products of combustion into combustible gases in an
endothermic manner.

Some authors [26] consider gasification to be a 3-stage process, viz.
devolatilization, rapid-rate methane formation and low-rate char gasification. The
devolatilization or pyrolysis process starts slowly at less than 350 °C and accel-
erates at a rapid rate to 700 °C. In this process, the products that are evolved and
their chemical composition depend largely on gas composition, temperature and
pressure. Pyrolysis generally produces three products, namely (a) light gases such
as H2, CO2, CO, H2O, CO, (b) tar, a black, viscous and corrosive liquid composed
of heavy organic and inorganic molecules and (c) char, a solid residue mainly
containing carbon.

Char combustion is a very essential reaction inside the gasifier as it provides all
the requisite thermal energy for the endothermic reactions to occur. When oxygen is
the gasifying agent, it oxidizes the combustible particles in the bed forming CO2

and H2O. These again undergo reduction while reacting with the char produced
from devolatilization. Ultimately, the complete process of gasification yields
combustible gases such as H2, CO and CH4 through the above-mentioned series of
reactions. Following are the major chemical reactions takes place.

i.Water–Gas reaction: In this reaction, partial oxidation of carbon takes place in
presence of steam. Steam can be from inlet air, water vapour released from feed-
stock or pyrolysis reaction.

C+H2O=H2 +CO− 131.38 kJ ̸mol carbon ð3Þ

In some gasifiers, steam is supplied as the gasification medium with or without
air or oxygen.

ii. Boudouard reaction: Carbon dioxide produced from combustion reacts with
char to produce combustible carbon monoxide in this endothermic reaction.
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CO2 +C=2CO− 172.58 kJ ̸mol carbon ð4Þ

iii. Shift Conversion: Steam is reduced by carbon monoxide in this endothermic
reaction, and it is desirable as H2 has a higher heating value compared to CO

CO+H2O=CO2 +H2 − 41.98 kJ ̸mol ð5Þ

This endothermic reaction, known as water–gas, results in an increase in the ratio
of hydrogen to carbon monoxide in the gas and is employed in the manufacture of
synthesis gas.

iv. Methanation: Methane could also form in the gasifier through the following
overall reaction:

C+ 2H2 =CH4 + 74.90 kJ ̸mol carbon ð6Þ

Ni-based catalysts can be used to accelerate this reaction at 1100 °C and 6–
8 bar. Formation of methane is desirable when the product gas is utilized as
feedstock for other chemical processes. Moreover, the reaction enriches the product
gas as methane is having a high heating value.

5.2 Biomass Composition and Chemical Formula

Utilizing the ultimate analysis results of biomass and the mass fractions of the
elements present, the chemical formula for biomass fuel can be substituted as
CnHmOpNqSr assuming n = 1. The remaining can be calculated from the following
expressions

m=
HMC

CMH
, p=

OMC

CMO
, q=

NMC

CMN
, r=

SMC

CMS
ð7Þ

In this section, the calculations are shown for biomass say sawdust. The prox-
imate and ultimate analysis reported [48] is given in Table 3.

Thus from expression 7, the formula of the fuel used based on a single atom of
carbon is

CH1.475O0.679N0.007025S1.0758× 10− 4 ð8Þ

Using the substitution formula of the biomass fuel, its specific molar weight,
quantity of water per mole of biomass, the stoichiometric air-to-fuel ratio and
formation enthalpy of biomass may be calculated.
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5.3 Chemical Equilibrium

Estimation of the components of product gas of a gasifier can be done based on
chemical equilibrium between the different species and assuming that the tar con-
tent of the gas is negligible. Then, the general equation for biomass gasification may
be written as

CH1.475O0.679 +wH2O+mO2 + 3.76mN2 = x1H2 + x2CO+ x3CO2 + x4H2O

+ x5CH4 + 3.76mN2 ð9Þ

Therefore, H2O molar fraction in biomass (H2O/mol of biomass)

w=
Mbm ×Φ

MH2O × ð1−ΦÞ ð10Þ

The molecular weight of the biomass considered in the present case will be,

Mbm =CH1.475O0.679N0.007025S1.0758× 10− 4

= 24.44 gm ̸mol

When Φ is known, w becomes a constant with no change of value.
As seen in Eq. (9), there are six variables x1, x2, x3, x4, x5 and m which represent

the five unknowns in the product and oxygen required for the gasification reaction.
To evaluate the six unknowns, six number of equations will be required. These are
formulated based on the reaction takes place inside the gasifier. The chemical
reactions that take place inside the gasifier are as follows:

C+CO2 = 2CO ð11Þ

C+H2O=CO+H2 ð12Þ

Table 3 Proximate and
ultimate analysis of saw dust

Characteristics of material Saw dust

Volatile matter % 77.01
HHV kJ/kg 15,019.75
Elemental analysis weight %

C 48.52
H 6.39
O 44.65
N 0.13
S 0.32
Ash % 0.76
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C+2H2 =CH4 ð13Þ

Eqs. (11) and (12) on combining give the shift reaction

CO+H2O=CO2 +H2 ð14Þ

The equilibrium constant for methane formulation (Eq. 13) is

K1 =
PCH4

ðPH2Þ2
=

x5
x21

ð15Þ

The equilibrium constant for the shift reaction (Eq. 14) is

K2 =
PCO2 ×PH2

PCO ×PH2O
=

x1 × x3
x2 × x4

ð16Þ

Carbon balance from Eq. (9):

1 = x2 + x3 + x5 ð17Þ

Hydrogen balance from Eq. (9):

2w+1.475= 2x1 + 2x4 + 4x5 Or w+0.737= x1 + x4 + 2x5 ð18Þ

Oxygen balance from Eq. (9):

w+0.679+ 2m= x2 + 2x3 + x4 ð19Þ

Since gasification process is assumed to be adiabatic, hence the equation for the
heat balance will be,

H0
f wood +wðH0

f H2OðlÞ +HðvapÞÞ+mH0
f O2

+ 3.76mH0
f N2

= x1H0
f H2

+ x2H0
f CO + x3H0

f CO2
+ x4H0

f H2OðvapÞ + x5H0
f CH4

+ΔTðx1CpH2 + x2CpCO + x3CpCO2 + x4CpH2O + x5CpCH4 + 3.76mCpN2

ð20Þ

The Eq. (20) can be simplified as,

dHwood +wdHH2OðlÞ = x1dHH2 + x2HCO + x3dHCO2 + x4dHH2OðvapÞ + x5dHCH4 + 3.76mdHN2

ð21Þ

132 P. Kalita and D. Baruah



where

dHðfor any gasÞ =Heat of formation+ enthalpy change =H0
f +ΔH, ΔH =ΔT ×CpðgÞ

dHH2OðlÞ =H0
f H2OðlÞ +HðvapÞ and dHwood =H0

f wood

ð22Þ

Equations (15)–(19) and (21) represent six equations with six unknowns.
Eqs. (15) and (16) are nonlinear equations while the rest (Eqs. 17–19 and 21) are
linear equations. On reduction, one linear and two nonlinear equations can be
formed from the above system of equations.

From Eq. (17),

x5 = 1− x2 − x3 ð23Þ

From Eq. (18),

x4 =w+0.737− x1 − 2x5 ð24Þ

Substituting the value of x5 in Eq. (24) gives,

x4 =w+0.737− x1 − 2ð1− x2 − x3Þ or
x4 = − x1 + 2x2 + 2x3 +w− 1.263

ð25Þ

From Eq. (19),

m=1 ̸2 ðx2 + 2x3 + x4 −w− 0.679Þ ð26Þ

By substituting the value of x4, in the above equation, we have

m=1 ̸2 ð− x+3x2 + 4x3 − 1.94Þ ð27Þ

Equation (15) implies,

x5 = x21K1 ð28Þ

By substituting the value of x5, in the above equation, we have

1− x2 − x3 = x21K1 ⇒ x21K1 + x2 + x3 − 1= 0 ð29Þ

From Eq. (16),

x1x3 = x2x4K2 ð30Þ

By substituting the value of x4, in the above equation, we have
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−K1x1x3 + ðw− 1.263ÞK2x2 + 2K2x22 − x1x3 + 2K2x2x3 = 0 ð31Þ

Now substituting the values of x4, x5 and m in Eq. (21), we have

ðdHH2 − dHH2OðgÞ − 1.88dHN2Þx1 + ðdHCO +2dHH2OðgÞ − dHCH4 + 5.64dHN2Þx2
+ ðdHCO2 + 2dHH2OðgÞ − dHCH4 + 7.52dH2Þx3 + ðdHH2OðgÞ − dHH2OðlÞÞw
+ dHCH4 − 1.263dHH2OðgÞ − 3.6472dHN2 − dHwood

ð32Þ

To simplify Eq. (32), the known constants are simplified as follows:

A= dHH2 − dHH2OðgÞ − 1.88dHN2

B= dHCO +2dHH2OðgÞ − dHCH4 + 5.64dHN2

C= dHCO2 + 2dHH2OðgÞ − dHCH4 + 7.52dH2

D= dHH2OðgÞ − dHH2OðlÞ
E= dHCH4 − 1.263dHH2OðgÞ − 3.6472dHN2 − dHwood

Therefore, the Eq. (32) simplifies to

Ax1 +Bx2 +Cx3 +Dw+E=0 ð33Þ

Three remaining equations are there, two nonlinear (29) and (31) and one linear
Eq. (33). The set of equation has to be solved using the multivariable Newton–
Raphson method.

For the formation of 1 mol of solid biomass wood from ðCH1.475O0.679Þ solid
carbon, hydrogen and oxygen, the heat of formation equation is

CðsÞ +0.737H2ðgÞ +0.339O3 →CH1.475O0.679 ð34Þ

Practically, the above reaction is not possible to occur. CH1.475O0.679 is formed
based on the following reactions:

C+O2 →CO2 ΔH = − 393509 kJ ̸kmol ð35Þ

0.737H2 + 0.368O2 → 0.737H2O ΔH =0.737ð− 241818 kJ ̸kmolÞ ð36Þ

CO2 + 0.737H2O→CH1.475O0.679 + 1.029O2 ΔHc =449568 kJ ̸kmol ð37Þ

Equation (35) + (36) + (37) ⇒

C+0.737H2 + 0.339O2 →CH1.475O0.679 ΔH = − 118050 kJ ̸kmol ð38Þ
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The following correlation has been reported in [49] for calculation of equilib-
rium constants K1 (shift reaction Eq. (14)) and K2 (methane formation reaction
Eq. (15)):

K1 = exp ð4000T − 1 − 3.5Þ ð39Þ

and

K2 = exp ð10000T − 1 − 12.2Þ ð40Þ

The dependence of specific heat on temperature is given by an empirical
equation, and the most simplified version for calculation of enthalpy of formation of
methane is

Cpmh =R A+BTam +
C
3
ð4T2

am −T1T2Þ+ D
T1T2

� �
ð41Þ

where

Tam = ðT1 + T2Þ ̸2 is the arithmetic mean temperature, and A, B, C and D are the
constants for the properties of the gases concerned. T1 = ambient temperature and
T2 = gasification temperature.

Therefore, enthalpy of formation can be calculated by,

ΔH =CpmhðT2 − T1Þ ð42Þ

The heating value, i.e. ΔHc, can be measured by experiment using calorimeter,
and according to Reed [47], the heat of formation of any biomass material can be
calculated with good accuracy from the following correlation

ΔHc =HHV ðkJ ̸kmol) = 0.236ð146.58C+56.878H − 51.53O− 6.58A+29.45Þ
ð43Þ

HHV can also be calculated with the help of the correlation developed by
Channiwala [46]. The correlation is as follows,

HHV ðMJ ̸kg) = 0.3491C+1.1783H +0.1005S− 0.1034O− 0.0151N − 0.0211A,

ð44Þ

With the ranges as 0% ≤ C ≤ 92.25%, 0.43% ≤ H ≤ 25.15%, 0% ≤ O ≤
50.00%, 0% ≤ N ≤ 5.60%, 0% ≤ S ≤ 94.08%, 0% ≤ A ≤ 71.4%, 4.745 ≤ HHV
≤ 55.343MJ ̸kg
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where C, H, O, S, N and A are the mass fractions of carbon, hydrogen, oxygen,
sulphur, nitrogen and ash, respectively in the dry biomass.

HHV by proximate analysis is investigated by Parikh et al. [46],

HHV ðMJ ̸kg) = 0.3536FC+ 0.1559VM− 0.0078ASH, ð45Þ

with the ranges as, FC: 1.0–91.5%, VM: 0.92–90.6%, ASH: 0.12–77.7%.
The results of the equilibrium model are presented under the results and dis-

cussion part.
The result of the equilibrium model used to predict the producer gas composition

at gasification temperature of 750 °C for three different biomasses such as rice
husk, saw dust and bamboo dust obtained by Kalita and Mahanta [48] is presented
in Table 4. In this model, it was assumed that the initial moisture content present in
the biomass to be 20%.

Table 5 shows the comparison of calorific value for the three biomasses obtained
numerically by Kalita and Mahanta.

Result of the present model is compared with the model developed by Zainal
et al. [39]. In the present study, gasification temperature 750 °C is found to be best
in terms of quality and quantity of producer gas composition. Calorific value of saw
dust and bamboo dust is close to each other, whereas the calorific value of rice husk
is lower compared to the other two.

The validation of any model by comparison with experimental results is nec-
essary to ascertain the appropriateness of the model. Figures 5 and 6 show the
comparison of producer gas composition for rice husk at equivalent ratios ER = 0.3
and 0.4.

From the above figures, it has been observed that experimental and model results
are almost similar for all the compositions. However, higher values of hydrogen and
carbon monoxide percentage have been observed at ER = 0.3. Methane percentage
is observed to be more at ER = 0.4.

Table 4 Composition of
producer gas composition at
750 °C

Fuels Composition of producer gas (%)
H2 CO CO2 H2O CH4 N2

Saw dust 2.22 26.74 21.84 6.91 1.08 41.16
Rice husk 2.60 22.64 37.71 16.42 1.36 19.31
Bamboo dust 2.43 22.75 25.97 10.54 1.40 36.92

Table 5 Comparison of
calorific value

Fuel Calorific value (kJ/kg)

Saw dust 15,019.75
Rice husk 13,521.98
Bamboo dust 14,490.15
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Figures 7, 8 and 9 show the variation of gas composition of producer gas
composition for rice husk at three different temperatures such as 650 °C, 750 °C
and 850 °C, respectively. From these figures, it has been observed that % of CO
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Fig. 5 Comparison of gas composition of rice husk (ER = 0.3)
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Fig. 6 Comparison of gas composition of rice husk (ER = 0.4)
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decreases with the increase in % of moisture content. Opposite pattern has been
observed in case of CO2 up to moisture content 20% before start decreasing. The
decrease in % of CO2 shows better conversion into CO in the gasification process.
Percentage of H2 and CH4 remains constant up to 20% moisture content then
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Fig. 7 Variation of moisture content on product gas composition at 650 °C
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Fig. 8 Variation of moisture content on product gas composition at 750 °C
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decreases as moisture content increases. Percentage of N2 and H2O increases almost
linearly with the increase in moisture content. More % of CO, H2 and CH4 has been
observed at gasification temperature 750 °C.

6 Reaction Kinetics

The knowledge of properties and behaviour of biomass with time and temperature
in a reactor are very essential for designing an efficient gasification unit. The design
of biomass gasifier requires understanding of reaction chemistry such as reaction
kinetics, conversion or yield, thermodynamics and process parameters (e.g. oper-
ating temperature and pressure as well as heat of reaction) which affects the reac-
tion. The effective heat and mass transfer properties of fluidized beds provide the
possibility of using various types of biomass wastes with different compositions and
heating values [50]. Thermal analysis has been widely used in pyrolysis research
[51–54]. Thermogravimetric analysis (TGA), differential thermal analysis (DTA),
differential scanning calorimetry (DSC) or a combination of the same is used for the
pyrolysis of the biomass containing cellulose, hemicelluloses and lignin [54–56].
As reported [57–59], wide variation of experimental conditions such as rate of
heating, medium of heating has been applied in TGA.

The determination of kinetic parameters from TG data was based on the fol-
lowing Arrhenius rate expression [60].
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Fig. 9 Variation of moisture content on product gas composition 850 °C
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dX
dt

= −Ae−
E
RTð ÞXn ð46Þ

Kinetic parameters were determined from typical curves of TG data over the
entire temperature range in a continuous manner [61]. The values of A, E and n may
be calculated by using a multiple linear regression. As proposed by the above
authors, the linearized form of the Arrhenius equation is as follows

y=B+Cx+Dz ð47Þ

The parameters y, x, z, B, C and D in Eq. (47) are defined as follows:

y= ln ½− 1 ̸ ðm
◦
−mfÞ�½dm ̸dt�f g

x=1 ̸ ðRTÞ
z= ln ½ðmt −mf Þ ̸ ðmo −mf Þ�
B= lnA

C= −E

D= n

In this analysis, the rate expression is integrated numerically for two reaction
zones separately over the given temperature ranges. The simplified form of the rate
expression (Eq. 46) for fourth-order Runge–Kutta is as follows:

dX
dt

= −Ae−
E
RTð ÞXn

⇒
dX
dT

dT
dt

� �
= −Ae−

E
RTð ÞXn

⇒
dX
dT

= −
1
β
Ae−

E
RTð ÞXn = f ðX,TÞ

where β=
dT
dt

=Heating rate

ð48Þ

If the temperature range is divided into ‘p’ parts with the interval ‘h’, then by
integrating Eq. (48)

XðTp+1Þ−XðTpÞ=
ZTp+1

Tp

dX
dT

� �
dT =

ZTp+ 1

Tp

X′ðTÞ dT ð49Þ

The values of X can be found out at regular interval of temperature at two
different temperature zones. Ode 45 in MATLAB® may be used to calculate the
value of X.
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6.1 Model Formulation and Description

The following nonlinear partial differential equation (PDE) gives the energy con-
servation for 1D heat transfer undergoing thermal decomposition;

∂

∂t
ρh½ �= ∂

∂x
K
∂T
∂x

� �
−

∂

∂x
ṁghg
� �

−Qi
∂ρ

∂t
ð50Þ

The rate of change of internal energy per unit volume is represented by the term
on the left-hand side of (Eq. 50). The first term on the right-hand side of the above
equation represents the conduction flux. The convection energy is given by the
second term. The last term of the equation represents the rate of heat generation or
consumption resulting from the decomposition.

With the following boundary and initial condition, the above differential equa-
tion can be solved

−K
∂T
∂x

= f ðTÞ for x=0, t > 0 ð51Þ

∂T
∂x

=0, ṁg =0 for x= l, t > 0 ð52Þ

T = To, ρ= ρo, ṁg =0 f or 0 ≤ x ≤ l, t=0 ð53Þ

The function f ðTÞ is defined as

f ðTÞ= h ̄ T∞ −Tð Þ+ σ εrdmT4
r − εmT4

k

� 	
for x=0, t>0 ð54Þ

Kalita et al. [62, 63] evaluated the kinetic parameters of both first and second
reaction zones of rice husk and sawdust by using multivariable regression analysis.
These kinetic parameters are utilized in the numerical technique in order to predict
the mass degradation with temperature in both the reaction zones at three heating
rates, viz. 10, 30 and 80 K/min, respectively. The predicted degradation results are
well comparable with the experimental results in both the reaction zones for all the
three heating rates.

In order to predict the TG curve, the kinetic parameters of both first and second
reaction zones were used which were evaluated by using multiple regression
analysis. Numerical technique called fourth-order Runge–Kutta in MATLAB®

software was used to predict the TG curve. Figure 10 shows the experimental TG
and DTG curves for rice husk at 80 K/min, and Fig. 11 shows the comparison of
experimental and numerical curves at the same heating rate.
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7 Recent Advances in Biomass Gasification

In the recent years, biomass gasification has been a widely researched area and has
seen technological advances in reactor design, gas cleaning and conditioning
methods, and utilization avenues. It is due to continued research that success stories
of commercial IGCC plants [64, 65] and FT fuel plants [66] are available.
Co-gasification of biomass and coal blends is also a fairly new concept for uti-
lization of low-grade coals along with improvement of gas heating value and energy
efficiency with reduction in tar content of the product gas [67]. Recent topics of
research interest are waste heat recovery devices, improved tar-cracking methods,

Fig. 10 TG and DTG curves of the rice husk at the heating rate of 80 K/min

Fig. 11 Comparison of experimental and numerical curves at 80 K/min
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reuse of biochar as feedstock, value-added products from ash and tar, steam gasi-
fication for hydrogen yield, pre-treatment of raw feedstock, etc. [68]. Some of the
emerging technologies under current research in the field of biomass gasification
and their features are discussed in Table 6.

Table 6 Features of emerging technologies in biomass gasification [93]

Technology Features

Combination of gasification and gas
clean-up in one reactor

• Robust and cost-effective design
• Extensive research required for
commercialization

Multistaged gasification • Pyrolysis and gasification individually in single
controlled stages

• Higher quality syngas
• High process efficiency

Distributed pyrolysis plants integrated
to central gasification plant

• Char–oil slurry produced in distributed plants
• Gasification for syngas and biofuel synthesis in
central plant

• Utilization of low-grade biomass with
cost-effective transportation in form of char–oil
slurry

• Economic feasibility doubtful
Plasma gasification • Plasma used as heat source and/or tar-cracking

agent
• Decomposition of any organic matter or
hazardous waste

• High capital cost and power requirement, low
efficiency

Supercritical water gasification • Liquid and biomass with high moisture can be
gasified

• No requirement of pre-treatment
• Energy and investment high

Sorption enhanced reforming and
biomass gasification with CO2 capture

• Gasification in presence of catalyst and sorbent
• In situ carbon capture, enhanced H2 and reduced
tar content

• Research on catalyst and sorbents are required
Co-generation of heat and power
(CHP)

• Increased process efficiency
• Suitable for decentralized production

Polygeneration of heat, power and H2 • Generation of H2 along with increase of plant
efficiency

• Process design is complex
Polygeneration of heat, power and
SNG

• Generation of renewable fuel along with increase
of plant efficiency

• Not economical without SNG distribution system
Biomass gasification integrated to
Fischer–Tropsch (FT) process

• Syngas from biomass gasification utilized to
produce renewable transportation fuel

• Process design complex
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8 Techno-Economic Analysis

The gap between research and commercialization of biomass gasification systems is
bridged by techno-economic analysis. It is an important tool to assess feasibility of
any technology in terms of performance and economics before actual deployment to
field. Many researchers have worked on techno-economic analysis of biomass
gasification applied to various utilities. Lau et al. [69] studied the feasibility of
hydrogen production from gasification of biomass. The potential feedstocks con-
sidered in this study were sugarcane bagasse, nut shells and switchgrass. For design
calculations, process scales ranging from 500 to 4000 tonnes per day for each type
of biomass were considered. Sensitivity analyses were conducted for each feedstock
and plant size, comparing various capital costs, feedstock costs and internal rates of
return. On simulation, hydrogen production rates were found to be 78.1 for bagasse,
84.1 for switchgrass and 88.3 for the nutshells (g of H2/kg dry biomass). Arena
et al. [70] had conducted an analysis with two configurations for biomass-to-energy
gasification-based systems—both with same bubbling fluidized bed gasifier of
capacity 100 kg/h—but one system with gas engine and other with externally fired
gas turbine. The economic analysis was carried considering parameters such as total
plant costs, operating costs, taxes and revenue collection from sale of generated
energy. They concluded that compared to the gas turbine system, the gas engine has
higher reliability and provides a higher internal rate of return for the investigated
range of electrical energy production between 100 and 600 kWe. Rodrigues et al.
[71] conducted a techno-economic analysis of a co-fired biomass-integrated gasi-
fication system based on sugar cane residue feedstock with natural gas. Perfor-
mance modelling of the system was conducted over a wide range from 20 to 300
MWe. With mixing of low calorific value gas and natural gas, electricity cost was
reduced and cost-effectiveness of up to 50% proportion of natural gas in the mixture
was reported. The sensitivity of the system was also analysed in terms of efficiency,
combined cycle capital costs, gas clean-up equipment and biomass fuel costs. Sara
et al. [72] carried out a techno-economic analysis of hydrogen production using a
100 kWth bubbling fluidized bed gasifier integrated with a Portable Purification
Unit (PPS). The sensitivity of hydrogen production cost was also studied with
respect to capital cost, operating cost and hydrogen production efficiency. Findings
indicate that 50% reduction of PPS cost, which is a major cost, and the variation of
steam-to-biomass ratio in the range of 1–1.5 will result in fluctuation of production
cost between 12.75 and 9.5 €/kg. A techno-economic assessment on viability of
municipal solid waste gasification in fixed bed (downdraft) reactors for electricity
generation in Brazil was presented by Luz et al. [73]. They considered three sce-
narios with gasification plants of different generation capabilities per ton of solid
municipal waste, based on the different population of inhabitants, and also different
economic scenarios based on varying interest rates. The economic feasibility was
evaluated using economic indicators like the net present value and the internal rate
of return, whereas technical feasibility was assessed by installed capacity, capacity
utilization factor, specific electrical power generation and efficiency. It was
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concluded that economic feasibility is enhanced with the installation of bigger units,
because higher the capacity of the installation lower the specific costs and higher
the benefits. Many such literatures on techno-economic evaluation of biomass
gasification applications are present which promote its viability and extensive use
[74–77].

9 Conclusion

The product gas of biomass gasification is highly versatile, but sensitive to a
number of parameters like feedstock, gasifying agent, equivalence ratio. For proper
utilization, the characterization of this product gas is important by way of modelling
or simulations. Many aspects of biomass gasification are under wide research.
However, research emphasis is required at present on gasification of fuel blends,
process optimization, gas cleaning, gas reforming and hydrogen separation for fuel
cell application. Various analyses show that biomass gasification is feasible for
deployment both technologically and economically. Use of gasification is also
evident in industrial sectors such as tea industry, sugar industry, food processing
industry. However, for promotion of extensive industrial use, hybrid systems with
biomass gasification coupled to conventional systems like integrated gasification
combined cycle (IGCC) for better conversion efficiency may be looked upon.
Decentralized electrification in rural areas through gasification mode is also a very
promising option in developing counties. In current state of affairs, biomass gasi-
fication is an appropriate technology available for wide-scale implementation
considering the global biomass potential from agricultural residues, solid wastes
and forest residues.
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Gas Cleaning and Tar Conversion
in Biomass Gasification

Sudip Ghosh

Abstract Producer gas, derived from biomass gasification, contains a wide variety
of compounds organic as well as inorganic, apart from the gas species and par-
ticulate matters. The hydrocarbon compounds present in the raw gas, which have
comparatively lower molecular weights, act as fuel in gas turbine or gas engines.
Hydrocarbons with higher molecular masses are collectively called tars. Relatively
simpler tars often polymerize into more complex structures. These heavier species
quickly condense, some even solidify, and choke the particulate filters and other
restrictions and valves in the gas paths, causing serious obstruction to continuous
operation of the application components. Some other impurities, like sulphides and
halides, too cause damages to the materials of downstream equipment. It is,
therefore, essential to remove the tars and impurities in the product gas to the extent
possible. Tars also pollute the environment if discharged untreated. If, however, tars
could be cracked and converted to permanent gas species, the producer gas calorific
value could be improved substantially. Tars can be eliminated or effectively con-
verted or their production rates can be reduced by certain measures. They include
installing separation devices, modifying the conditions and parameters of gasifi-
cation, modifying the gasifier design, using additives and catalysts. This chapter
discusses these measures or processes that are aimed at tackling the tars.

Keywords Biomass ⋅ Gasification ⋅ Tars ⋅ Gas cleaning ⋅ Tar cracking

1 Introduction

Biomass gasification is a thermochemical conversion process in which solid bio-
mass gets converted into combustible gas mixture that is traditionally known as
producer gas. The producer gas contains CH4, CO, CO2, H2 and N2 as its primary

S. Ghosh (✉)
Department of Mechanical Engineering, Indian Institute of Engineering Science
and Technology, Shibpur, Howrah 711103, WB, India
e-mail: ghoshsudip@mech.iiests.ac.in; sudipghosh.becollege@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
S. De et al. (eds.), Coal and Biomass Gasification, Energy, Environment,
and Sustainability, https://doi.org/10.1007/978-981-10-7335-9_6

151



constituents along with some amount of water vapour. A part of unconverted
charcoal and fly ash particles get carried over by the producer gas during gasifi-
cation. Some other species are also found in traces or in far less amounts compared
to the permanent gas species. The presence of these species makes the product gas
harmful for the downstream components, and the gas needs to be cleaned before its
end use. Because of this harmful nature these species together are called contam-
inants or impurities. Apart from particulates, a couple of halides or sulphides and a
few alkali metals, a variety of heavier carbonaceous (rather, hydro-carbonaceous)
compounds, many of them being aromatics, make up these contaminants. These
carbonaceous contaminants are all described by a common term called tars. Various
definitions of tar exist. The IEA gasification task force recognizes “all organics
boiling at temperature above that of benzene” as tars. Varying degree of gas
cleaning is required to render the producer gas suitable for use in the final energy
conversion devices like internal combustion engines, gas turbines and fuel cells.

During biomass gasification, the first process which takes place (after drying) is
pyrolysis, occurring in the pyrolysis zone of the gasification reactor. During
pyrolysis, the dried biomass breaks up to form a range of volatile gases, liquids and
char. The volatiles, liquids and char then react and recombine in a series of reac-
tions to form many high molecular mass hydrocarbon compounds while some
permanent gas species like CH4, CO, H2, H2O and CO2 get liberated [1]. Some
low-molecular-mass hydrocarbons and oxygenated compounds [2–3] are also
generated in the process, but they usually do not pose high threat to the downstream
components and can be used as fuel. But higher molecular mass hydrocarbons act
as hindrance during application of producer gas. By tar, we therefore usually mean
these higher molecular mass hydrocarbons. Tars are therefore unavoidable
by-products of gasification. Tar compounds can condense or polymerize into more
complex structures causing problems (chocking and attrition) for the downstream
components such as pipes, filters, blowers, combustors, heat exchangers and the
work producing engines or turbines. Besides, the total efficiency gets reduced and
the system cost increases. In order to manage and contain tar species within
acceptable levels, a detailed understanding of different tar species and their for-
mation, characteristics and reaction affinities is essential.

The composition, properties and quantity of tar in producer gas vary remarkably
depending upon the biomass feedstock, gasifier type and gasification conditions.
Biomass-derived tars consist of several hundreds of hydro-carbonaceous species,
which include single-ring to five-ring aromatic compounds. Municipal solid wastes
(MSWs), which often has 60–70% biomass content, give rise to similar tar mix as
biomass during gasification [4, 5]. Typical tar compounds derived from biomass
gasification can be classified into three categories, i.e. primary, secondary and ter-
tiary tars as shown in Fig. 1. The primary tar compounds are produced during
pyrolysis process itself by direct breakdown of the constituents of biomass like
cellulose, hemi-cellulose and lignin. The primary tar compounds are condensable
oxygenated organic molecules. Milne and Evans [6] listed variety of compounds and
mixed oxygenates in this group: acids, alcohols, sugars, aldehydes, ketones, phenols,
furans, guaiacols, syringols, etc. Each of these species reacts with surrounding
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species and converts into secondary tar at relatively higher temperature and subse-
quently into tertiary tar compounds. Secondary tar compounds are molecules heavier
than the primary ones. Olefins and phenols are two important constituents of this
kind of tar. Tertiary tar compounds which mainly consist of polyaromatic hydro-
carbons (PAHs), benzene, naphthalene, etc. are very stable [6]. Once secondary and
tertiary tars are produced, no primary tar can be found in the mixture.

Another kind of classification exists,which is based on themolecularweights of the
compounds and number of rings. They can be summarized as shown in Table 1 [7].
Yet another popular approach is to identify and combine several tar components into to

PRIMARY
TARS

200°C – 500°C 

TERTIARY 
TARS

Above 800°C 

SECONDARY 
TARS

500°C- 800°C 

Fig. 1 Transformation of tars

Table 1 Tar classification based on molecular mass ([7, 9])

Groups Compounds

Light aromatics
(single ring)

1,2,4-Trimethylbenzene, Ethylbenzene, Toluene, Propylbenzene,
Styrene, Xylenes

Heterocyclic aromatics Benzofuran, Cresols, Dibenzofuran, Dibenzophenol, Isoquinoline,
Phenol, Pyridine, Quinoline

Light PAHs (2–3 ring) Acenaphthalene, Anthracene, Biphenyl, Fluorene, Indene,
Methylnaphthalene, Naphthalene, Phenanthrene

Heavy PAHs (3–6 ring) Chrysene, Fluoranthene, Pyrene, Perylene

GC-undetectable (7-ring
or higher)

Very heavy tars that cannot be detected by GC

Table 2 Tar compounds identified under distinct subgroups [8]

Subgroups Compounds

Aromatic compounds Indene, Mesitylene, Phenylacetylene, Styrene
Aromatic nitrogen
compounds

Carbazole, Isoquinoline, Indole, Quinoline

Furans 2-Methylbenzofuran, Benzofuran, Dibenzofuran
Guaiacols Eugenol, Guaiacol, Isoeugenol
Naphthalenes 1-Methylnaphtalene, 2-Methylnaphtalene, Naphthalene
PAHs (except
Naphthalenes)

4,5-Methylphenanthre, Acenaphtylene, Acenaphtene, Anthracene,
Biphenyl, Fluorene, Fluoranthene, Phenanthrene, Pyrene

Phenols Phenol, 2-Methylphenol, 4-Methylphenol, 2,6 Dimethylphenol;
2,4-Dimethylphenol, 3,5-Dimethylphenol, Catechol
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subgroups as shown in Table 2 [8]. The subgroups are primarily based on their related
chemical structures and properties.

2 Formation of Tars

Biomass essentially consists of three types of polymers: cellulose, hemi-cellulose
and lignin, in near-equal proportions, though varying with types of biomass. For
example, woody biomass contains higher proportion of lignin than straw [10]. In a
gasifier, the biomass fuel first undergoes heating and drying. Once heated suffi-
ciently (over 200 °C), pyrolysis process initiates, where the complex polymers are
broken down. Primary pyrolysis products are char, liquids, vapours and gases
(Fig. 2). Cellulose and hemi-cellulose mainly get converted into liquids, and the
other product gases and char are formed due to degradation of lignin [11]. At low
temperature, formation of liquid predominates while at high temperature and high
heating rate, gas generation rate tends to increase because of faster devolatilization
of lignin.

Figure 3 shows the pyrolysis zone along with drying and other reaction zones
for the fixed bed gasifiers. Although drying continues in the pyrolysis zone, most of
the moisture gets removed in the drying zone, below 200 °C. As the temperature
approaches 300 °C, the reduction of high molecular weight constituents of the
biomass, mainly amorphous cellulose, starts forming carbonyl and carboxyl group
radicals. Carbon monoxide and carbon dioxide are also liberated during the
reduction process. As the temperature rises further, the resultant crystalline cellu-
lose gets decomposed further, forming char, liquid tars and gaseous products. The

Biomass

Solid 
(char)

Liquids
(tars, oil, naphtha)

Oxygenated vapors
(phenols, acids)

Gases
(CO, CO2, H2, CH4)

Product
(CO, CO2, H2, CH4, H2O, cracking products, residual char)

Drying followed by Pyrolysis

cracking, reforming, combus on, water 
gas shi  

char gasifica on, 
combus on  water gas 

Fig. 2 Products of biomass pyrolysis (adapted from [12])
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hemi-cellulose also gets decomposed forming volatile gases, char and tars. The
lignin gets decomposed at relatively higher temperature (up to 500 °C) and forms
methanol, acetic acid and acetone [13].

The pyrolysis products pass through different phases of maturation as the tem-
perature increases, as shown in Fig. 4. The initial biomass constituents get pro-
gressively destroyed and the secondary and tertiary processes take over, forming
secondary and tertiary products such as ethers, phenols and PAHs. Evans and Milne
[14] nicely described schematically the changing severity of pyrolysis through the
different reaction regimes, as shown in Fig. 5.

In the temperature span 700–800 °C, secondary tars reach maximum level,
beyond which they transform to tertiary tars of alkyl and PAH types, as can be seen
in Fig. 6 [6]. The yield of condensable tars is influenced greatly by the reaction
temperature as shown by Baker et al. [17] (Fig. 7, [18]). When flash pyrolysis
occurs at relatively higher temperature (600–650 °C), tar yield is greatly reduced.

Baker et al. [17] showed that in fluid bed steam gasification, tar levels of 15%,
found at 600 °C, could be reduced to 4% at 750 °C. For oxygen-blown fluid beds,
tar levels were found to be 4.3% at 750 °C and 1.5% at 810 °C. In an entrained flow
gasifier, operated at 1000 °C, tar level was found to be 1% only. Table 3 segregates
the chemicals under different temperature regimes as was done by Elliot [15].

The dependence of tars production on the type of gasifier is a recognized fact.
Lesser amounts of tars are produced in downdraft gasifiers than in fixed bed
gasifiers under similar air equivalence ratio. Variations in the relative locations of
drying, pyrolysis, oxidation and reduction zones play significant roles along with

Fig. 3 Drying, pyrolysis and reaction zones of gasifiers [13]

Mixed
Oxygenates

(400°C)

Phenolic
Ethers

(500°C)

Alkyl
Phenolics
(600°C)

Heterocyclic 
Ethers

(700°C)

PAH
(800°C)

Larger
PAH

(900°C)

Fig. 4 Tar maturation and transition [6, 15]
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characteristics of bed materials, operational parameters and kinetic features. A good
review in this regard could be found in NREL’s 1998 report on biomass tars [6].
Wide variations exist in the estimates for raw producer gas tar loading, particularly

(*Solid biomass also includes plastic or rubbery forms prior to bond rupture;

**Only first formed products, all products condensable to liquid or solid forms)

Fig. 5 Reaction zones on the pyrolysis pathway [16]

Fig. 6 Tar transition: primary-secondary-tertiary

156 S. Ghosh



for updraft systems. According to Milne and Evans [6], whose reports are primarily
based on NREL studies, the average tar level in updraft gasifiers is about 50 g/Nm3.
An ECN study [9] stated the level to be in the order of 100 g/Nm3. Hassler et al.
[19] had put the level as 10–150 g/Nm3. Better agreement is found on the tar
loading of raw gas of downdraft and fluidized bed gasifiers. In downdraft gasifiers,
the average loading is less than 1 g/Nm3. Fluidized bed systems (including the
CFBs) usually have tar loading inbetween the average values for the other two,
typically about 10 g/Nm3 [6, 9]). Representative ranges for fixed and moving bed
gasifiers have been reported by Stevens [20] as shown in Table 4.

Table 3 Tar chemicals formed at different temperature zones [15]

Flash pyrolysis
(conventional)
450–500 °C

Flash pyrolysis
(high-temperature)
600–650 °C

Steam gasification
(conventional)
700–800 °C

Steam gasification
(high-temperature)
900–1000 °C

Acids Benzenes Acenaphthylenes Acenaphthylene
Aldehydes Benzofurans Benzanthracenes Acephenanthrylene
Alcohols Benzaldehydes Fluorenes Benzopyrenes
Ketones Biphenyls Phenanthrenes Fluranthene
Furans Catechols Benzaldehydes Naphthalene
Guaiacols Naphthalenes Naphthalenes Phenanthrene
Phenols Phenanthrenes Naphthofurans Pyrene
Syringols Phenols Phenols PAHs (heavier)

Fig. 7 Temperature versus tar yield
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3 Gas Cleaning

Cleaning aims to remove or convert, apart from tars, particulates (unburnt char as
well as ash) and other non-tar impurities such as alkali metals (Na, K), compounds
of heavier metals like Pb and Hg, halides, sulphur compounds (H2S, COS, SO2),
nitrogenous compounds (ammonia, HCN), etc. Removing impurities and contam-
inants is the core objective of traditional gas cleaning, which mostly employs
physical separation devices. Most often, a combination of these devices are used to
achieve the desired separation. Conventionally, scrubbers (both wet and venturi),
cyclone separators, filters (metallic, fabric, bed and bag types) are used in a
sequence to clean raw producer gas. The heavier (high-boiling) tar species, unless
removed, quickly condense, some even solidify and choke the pipe bends and
valves in the gas path, particulate filters and other restrictions, causing serious
obstruction to continuous operation of the application components. Some other
impurities, like sulphides and halides, cause damages to the materials of down-
stream equipment. Hence, it is essential to remove or considerably reduce the level
of tars and impurities in the product gas. Table 5 shows the types of impurities
present in the producer gas, related issues of concern and the usual removal tech-
niques adopted for them [12].

Table 5 Impurities and their removal techniques

Impurities Issues Treatments

Particulates (ash,
unconverted char)

Erosion Cyclones, ESP, barrier filters

Tars (vapours and
liquids)

Clogging and deposition,
corrosion

Wet scrubbers, ESP, barrier filters,
catalytic beds

Alkali metals
(Na/K-salts)

Hot gas corrosion Cooler, scrubber, filter

N (ammonia/HCN) Combustion NOx Wet scrubber
Halides (Cl, F) Catalyst poisoning,

corrosion
Scrubber, activated carbon

Sulphur (H2S, COS, SO2) corrosion Scrubber, activated carbon/Fe

Table 4 Representative tar and particulate levels of gasifiers [20]

Gasifier type Particulate loading (g/Nm3) Tar loading (g/Nm3)
Low High Representative

range
Min Max Representative

range

Fixed bed
Updraft 0.01 10 0.1–0.2 0.04 6 0.1–1.2
Downdraft
moving bed

0.1 3 0.1–1 1 150 20–100

Fluid bed (BFB) 1 100 2–20 <0.1 23 1–15
Fluid bed (CFB) 8 100 10–35 <1 30 1–15
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The selection of individual separating devices and their combination depends on
the requirement of the end equipment. While the combustion engines (IC engines,
gas turbines) could tolerate some impurities to a certain level each, non-combustion
systems (like fuel cells) and fuel synthesis systems (that often employ
contaminant-sensitive catalysts) require very stringent levels of contaminants.
Table 6 shows acceptable limits of contaminants for combustion engines and
high-temperature fuel cells, viz. solid oxide fuel cell (SOFC) and molten carbonate
fuel cell (MCFC) [11–5, 19]). It might be noted here that even when the product gas
is used for fuel synthesis (such as methanation and Fischer–Tropsch (FT) synthe-
sis), rather than for direct consumption in engines or fuel cells, the producer gas
impurities need to be at levels that the processes can accept. Both methanation
reactor for synthetic natural gas (SNG) generation and FT reactors for synthetic oil
production employ catalysts that are damaged or degenerated by the presence of
tars and other contaminants like HCN, H2S and COS [22].

Typical cleaning trains employed for IC engine application are shown in Fig. 8.
Raw gas from the gasifier is usually passed through a wet scrubber and then through
two stages of fabric filters before feeding to the engine (Fig. 8a). For better sepa-
ration of impurities, as may be required for 100% producer gas-fed engines,
additional scrubbers, cyclone separator and bed filters are added to the train
(Fig. 8b).

3.1 Wet Scrubber

Wet scrubbing has been and is a widely employed technique for gas cleaning for
combustion engine application. Aimed primarily at removal of tars, a wet scrubber
uses a liquid water spray tower, typically maintaining an operating temperature in
the range of 35–60 °C for effective removal of condensed vapour [23]. Tar-laden
hot raw gas from gasifier undergoes fast cooling and liquid droplet separation.

Table 6 Impurities and their tolerance levels for different applications

Impurities Unit IC
engines

Gas
turbines

MCFC SOFC

Particulates
(size)

mg/Nm3
(µm)

<50
(<10)

<30 (<5) 10 ppm (w) (<3 µm)
Aromatics: 0.5% (v)
Cyclics: 0.5% (v)Tars mg/Nm3 <100 <10.0–

Alkali metals mg/Nm3 <0.1 <0.1 <10 ppm –

N-species ppm(v) – <50 <1vol.% <5000 ppm
S-species ppm(v) <20 <20 <0.5 H2S

(anode)
<1 SO2

(cathode)

<0.5 H2S

Halides ppm(v) – <1 <1 <1
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Some designs employ a separate quench cooler prior to the separation chamber
[19].

A number of scrubber designs are available; spray towers, sieve plate scrubber,
impingement scrubbers, baffle scrubbers, packed bed scrubber, cyclone spray
scrubber and venturi scrubbers [24]. Apart from tars, scrubbing also removes
particulates to a considerable extent. A venturi design creates a higher pressure drop
across the venturi throat (2.5–25 kPa), allowing a better spray into the gas stream.
Gas velocity in the throat area is typically in the range of 60–125 m/s. Particulate
removal efficiency is proportional to the pressure drop across the venturi. Venturi
scrubbers can thus remove up to 99.9% of particles of sizes over 2 µm (typically
95–99% of particles over 1 µm, Baker et al. [25], [20]). Often, a spray tower is used
in combination with a venturi scrubber or a cyclonic demister to achieve higher
degree of removal for both tars and particulates. Table 7 shows the removal effi-
ciency of different scrubbers and scrubber combinations [20].

Wet scrubbers are widely used in small-scale biomass gasification systems. But
the ones that are of relatively simple construction and are economical do not always

(a) Wet scrubber and fabric filters (Technology Assessment for
 Biomass Power Generation, SMUD ReGen Report, UC Davis, 2004)

(b) Cyclone, multiple scrubbers and filters (Source: gekgasifier.com) 

Fig. 8 Gas-cleaning trains in a gasifier-gas engine systems
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yield effective separation of all types of tars and particulates. The problem is more
acute for small-scale systems when biomass feeds have higher moisture level and
the system operates at unsteady conditions due to low thermal mass.

In some wet scrubbing system, oil or bio-oil (like rape methyl ester—RME) is
used, instead of water, as the scrubbing medium [23]. OLGA is one such non-water
scrubbing system developed by the ECN, Netherlands. The scrubber liquid, after
getting saturated with tar and condensate in scrubber, is regenerated and recycled to
the scrubber. Figure 9 gives the schematic of the OLGA system.

3.2 Barrier Filters

Barrier filters usually follow a scrubbing unit, which ensures that a cooled gas
stream, after partial removal of tars and particulates, enters the filtering materials.
Many different types of barrier filters are in use in biomass gasification systems,

Fig. 9 OLGA scrubbing system developed by the ECN [26]

Table 7 Removal efficiency of different scrubbers and scrubber combinations

Scrubber types and
combinations

Tar removal
efficiency (%)

Scrubber
type

Pr drop
(cm
water)

Particle size for
80% removal ( µm)

Spray scrubber Up to 60 Spray tower 1.5–4 10
Venturi scrubber 50–90 Impingement 5–125 1–5
Spray + venturi 83–90 Packed bed 5–125 1–10
Venturi + cyclonic 93–99 Venturi

scrubber
10–250 0.2–0.8

Vortex scrubber 63–78
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particularly in small-scale applications. The presence of particulates, removal of
which is also the objective of barrier filters, form caked mixtures together with the
separated tar droplets, making the problem of separation compounded. Fabric bag
filters and metallic sieve-type filters suffer mostly due to this solid tars accumulation
plugging the pores of the surfaces. Teflon (PTFE)-based filter materials usually
have a maximum operating temperature of 230 °C while fabric filters developed for
IISc/Dasag gasification system operate at about 350 °C [20].

Packed bed filters made of fine sawdust, wood chips, cork and sand are used
extensively in smaller-scale biomass gasification, giving effective filtration of tars
and fine particulates. Packed beds can yield very high tar separation efficiency with
proper design, suitable bed material and good maintenance, as can be seen from
Fig. 10 [19].

3.3 Other Cleaning Devices

Many other cleaning devices have been developed for producer gas or mixed gas
with different levels tar loading and other contaminants, such as, wet electrostatic
precipitator (wet ESP), cyclones and rotational particle separators (RPS), absorber
beds.

Wet ESPs remove tar droplets from product gas streams using the principles of
high-discharge ionization and migration of ionized droplets to a collecting elec-
trode, similar to removing dry ionized particulates from mixed gas stream removal,
with ionization of the tar droplet followed by migration of the ionized droplet to a
charged collecting point. A wire and tube construction is preferred for tar collection
instead of plate collectors used for dry particulates. Wet ESPs operate at temper-
atures up to 150 °C, and the collecting surfaces are washed continuously to remove
the tar deposits. They have high removal efficiency (as high as 99%) and have a

0 25 50 75 100

Fig. 10 Collection efficiency (%) for heavy tars of different gas-cleaning systems
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mature technology. However, high capital and operating costs stand in the way of
their wider deployment [19].

Cyclones, RPS filters and vortex separators use centrifugal actions to separate
particulates and tar aerosols. Like barrier filters, particulates and tars create sticky
deposits on separator surfaces, creating operational problems in tar removal and
maintenance. Particulates and aerosols of lower sizes, under 1 µm, cannot be
removed in these devices. Finer particulates, when required to be removed suffi-
ciently, are removed by employing packed beds, impingement or vortex scrubbers
or hot gas ceramic barrier filters (candle filters). Figure 11 compares the particle
collection efficiency of different devices.

3.4 Removal of Other Contaminants

When raw gas undergoes cleaning in a train of separation devices, several other
contaminants, apart from tars and particulates, also get converted or separated from
the gas stream, partially or near-completely.

Alkali compounds, mostly in the form of salts of Na and K (owing to their
presence in the biomass feeds), stay in vaporized form in the hot raw gas if the
temperature is sufficiently high (700 °C or higher). The alkali vapours, therefore,
are able to evade the filtering devices unless condensed [20]. Gas cooler or spray
scrubber forces these alkali vapours to condense, which then form fine solids
(ash) and together with tars, get removed in cyclones and barrier filters.

Halides, also formed during gasification, remain in vapour phase in raw gas.
Upon cooling (in cooler or scrubber), they transformed to corresponding aqueous
acid and can thus be separated from gas stream.

Ammonia, the major nitrogenous species in gas, also gets effectively removed in
wet scrubbing. Similarly, alkaline wet scrubbing can remove sulphur species
considerably from the raw gas.

0 25 50 75 100

Fig. 11 Particulate collection efficiency (%) of the cleaning devices [19]
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4 Hot Gas Clean-Up (HGCU)

The cleaning technologies discussed so far mostly fall in the low-temperature
category, typically operating below normal boiling point of water. Although some
of them, operate at temperature above 300 °C. Need was felt to develop a reliable
and a better barrier filter that could remove particulates and aerosols at elevated
temperature that could retain gas sensible heat content as much as possible.
Gasifier-gas turbine for integrated gasification combined cycle (IGCC) and later
gasifier-fuel cell systems was the main driving forces. The first biomass IGCC
(BIGCC) demonstration at Varnamo, Sweden, employed ceramic candles and later
metallic filters, where warm gas at about 350 °C was passed through them before
being fed to the GT [20]. Subsequently, ceramic candle filters were tested at higher
temperature, some facilities employing them at 700 °C. Recent developments open
up the prospect of using candle filters at 1000 °C and beyond [27].

While low-temperature cleaning train is more separation-based, the hot gas
clean-up (HGCU) is a combination of separation and conversion. A hot gas
clean-up system, employing components at medium to high-temperature levels,
would provide better heat integration to the system. Removing tars and other
contaminants, without much compromising the sensible heat of the raw product gas,
poses a great challenge. One of the major objectives of HGCU is to decompose
heavy aromatic tar species and to convert them into non-condensable permanent gas
species. Thus, tar conversion or tar cracking is the essence of HGCU. Tar con-
version not only tackles issue of contamination; it also retains much of the heating
value of the producer gas by converting the tars species into usable gas species and
thus improving the gas quality.

Integration of solid oxide fuel cells (SOFC) with biomass gasification holds the
promise of reliable high-efficiency distributed generation. For SOFC, the
biomass-derived producer gas needs to be cleaned sufficiently so as to remove most
all the contaminants to very low levels. If conventional low-temperature
gas-cleaning strategy is taken, clean gas after gas clean-up needs to be preheated
(therefore incurring energy penalty) to a level acceptable to the SOFC stack, which
usually operates in the temperature range of 900–1000 °C. Figure 12 shows the
low-temperature, medium-temperature and high-temperature clean-up routes for
SOFC application.

The hot gas filters employed in medium-temperature case would not require gas
cooling if gasifier exit raw gas temperature corresponds to their typical operating
temperature ranges (350–450 °C). After filtration, the producer gas may be passed
through a catalytic partial oxidation (CPO) reactor and a catalytic reformer.
The CPO ensures sustenance of temperature level required by the reformer catalyst,
which then transforms tars and sulphur containing hydrocarbons to lighter S-free
hydrocarbons and permanent gas species like CO, CO2, H2, H2O and H2S. H2S is
then removed by passing the gas over an active bed sorption material like ZnO [29].
This medium-temperature clean-up train has been successfully demonstrated in
biomass-integrated gasification fuel cell (B-IGFC) process system implemented at

164 S. Ghosh



Paul Scherrer Institute (PSI) [28, 30]. Use of HGCU components collectively at
temperature level of 700–800 °C, as proposed by Rhyner [28], would offer the best
heat integration, suitable for high-temperature gasifiers and requiring no cooling of
hot gas. A reactive hot gas filter has been proposed in this configuration that
integrates the hot gas filtration, sorption of acid gas and catalytic reforming in a
single combined unit, operable at a temperature level of 850 °C.

5 Tar Cracking and Conversion

Tar cracking and conversion of heavier hydrocarbons into lower molecular weight
hydrocarbons and non-condensable permanent gas species can be done in different
ways. They are primarily categorized as follows:

Thermal cracking
Steam reforming
Partial oxidation and
Catalytic conversion.

5.1 Thermal Cracking

Thermal cracking is the simplest process of tar cracking, requiring no additives or
catalyst. The temperature is increased to an extent such that the heavy tar

Fig. 12 Conventional and hot gas clean-up for SOFC [28]
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compounds crack into smaller and low-molecular-mass hydrocarbons and other
lighter gases such as carbon monoxide, methane, hydrogen and water vapour. To
promote thermal cracking, in above process some amount of hydrogen, air and
oxygen are supplied as per requirement. Steam is also used as an input parameter to
crack the tar into lighter component and useful gas species. Decomposition of large
organic molecules takes place at temperature ranging from 1000 to 1300 °C, if the
tar-laden gas is allowed some residence time is this temperature range.
High-temperatures can be generated by (i) using high-temperature gasifiers
(ii) heating the gas stream via heat exchangers (iii) introducing air or O2 down-
stream of gasifier and (iv) using energy-efficient radio-frequency [31]. Many
decomposition and chemical reactions take place simultaneously during thermal
cracking. Figure 13 shows one representative scheme where toluene and naph-
thalene get cracked into lighter species that take part into more reactions. Higher
temperature and longer residence time are known to promote thermal cracking [32].

Auto-thermal cracking or cracking in the presence of steam and hydrogen has
been studied by many researchers to gain better understanding of tar cracking routes
for the stable secondary and tertiary tar species. Thermal cracking effectively starts
at a temperature level of 700 °C [33], but most of the tertiary species remain stable
even up to a temperature of 900 °C [7]. In the temperature range of 900–1300 °C,
conversion of most of them nears completion. Most often, in theoretical model
studies as well as in experimental investigations, few single-ring or two-ring model
aromatic tars are considered for analysis. They include naphthalene, phenol,
toluene, benzene, pyrine, xylene. [3, 34, 35].

Among the most used model tars (including benzene, which is considered as an
intermediate product in the conversion of other single-ring derivatives and PAHs),

Naphthalene Toluene

2810 H4C10HC +→ 466287 CHHCHHC +→+

2662810 H5CO4HCOH4HC ++→+

Soot Benzene Methane

24266 H6CO5CHOH5HC ++→+

22 HCOOHC +→+ 224 H3COOHCH +→+

2H,CO

Fig. 13 Representative cracking steps for toluene and naphthalene [31]
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toluene (C7H8) shows higher reactivity at a comparatively lower temperature range
(800–1000 °C), while naphthalene (C10H8) and benzene (C6H6) are found to
remain stable even beyond 1000 °C (Fig. 14).

Studies with naphthalene suggest that thermal cracking at high-temperature often
leads to generation of soot [34]. However, addition of H2 and resorting to steam
reforming could arrest this high-temperature soot formation and convert tars into
CO, CO2, CH4 and H2 [36, 37].

5.2 Steam Reforming

Steam reforming (STR), often considered under thermal cracking (in the absence of
any catalyst activity), is another effective way of converting tars into
non-condensable gas species. H2 and CO are liberated as hydrocarbon reforming
proceeds. Steam-to-carbon ration and reaction temperature are the two major
influencing parameters in steam reforming. Use of in situ steam reforming by direct
injection steam into gasifier bed has also been found to yield considerable tar
conversion (Fig. 15, [30]).

Studies suggest steam reforming effectively destroys the stable tars at elevated
temperature, enhancing carbon conversion to permanent gas species (CO, CO2 and
H2) and improving the cleaned producer gas calorific value. Figure 16 shows
relative temperature sensitivities of the reforming reactions involving the repre-
sentative tars, viz. benzene, toluene and naphthalene [3]. Toluene conversion is
occurring at comparatively lower range of temperature (800–950 °C), while ben-
zene remaining mostly unaffected till 1100 °C.
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Fig. 14 Reactivity of model tars: benzene, toluene and naphthalene [34]
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Catalytic steam reforming (CSR) seeks to achieve tar conversion at lower
temperature (below 900 °C). Ni and alumina are the common catalyst base mate-
rials. Poisoning of the catalyst is an issue. Metal catalyst (Ni) is very sensitive to the
presence of S-species in the gas stream. In a mixed tar catalytic conversion
experiment carried out at 850 °C, reported by NREL [38], established that Ni
catalyst could effectively destroy species like phenol, cresol, naphthalene,
phenanthrene, toluene and benzene (Table 8, [38]).

5.3 Partial Oxidation

Partial oxidation is another means of tar cracking. Oxidization with limited air is
allowed which maintains high gas temperature and destroys considerable amount of
tars (to the extent of 98–99% at 900 °C, [39, 40]). Most often, a catalytic partial
oxidation (CPO) is preferred to promote desired reactions. A combination of cat-
alytic partial oxidation and reforming could effectively convert tars even in
medium-temperature range (Rhyner [28], see Fig. 12), making the processed gas
suitable for fuel cell application.

5.4 Catalytic Conversion

Catalytic tar decomposition is an effective route for conversion of tars at tempera-
tures below 900 °C. The catalyst can be employed in the gasification reactor itself, in
which case in situ tar conversion occurs as soon as they are formed in the reactor.
The reactor design and its temperature and flow characteristics (or residence time)
largely influence the extent of conversion. Fast catalyst de-activation is a major
disadvantage. External reformer has the advantage of controlled-temperature
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300Fig. 15 Producer gas tar
content with and without
steam injection [30]
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(b) Steam reforming of Naphthalene (C10H8 ) 

(c) Steam reforming of Benzene 
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operation of catalytic reactor. Non-metallic catalyst materials for tar decomposition
like dolomites, zeolites and calcites could be employed in gasification reactors. They
are relatively cheaper and perform well in contaminated gas. Metal catalysts, such as,
Ni, Mo, Co, Pt and Ru in pure form or as mixtures supported on silica-alumina or
zeolite base, have been used for tar decomposition [7, 30]. Sometimes, a combi-
nation of catalyst materials is used. A catalyst combination using NiMo/Al2O3 and
dolomite has been reported to significantly promote toluene conversion in the
temperature range of 650–50 °C. Dolomite catalyst has been found to promote
benzene cracking significantly, reaching 40% at 950 °C and 80% at 1000 °C, while
in the absence of catalyst material benzene conversion is only about 4% at 900 °C
[7]. An elaborate review of the recent advances in catalytic tar conversion and
comparative assessment of various catalyst materials could be found in Xu et al. [7].
In a recent study, using a catalytic candle filter (Ni and MgO) along with a catalytic
dual fluid bed gasifier (Fe/Olivine bed catalyst), 80% tar reduction could be noted at
the catalytic candle filter in the temperature range of 750–850 °C [41].

6 Conclusion

Tars are undesirable by-products of biomass gasification, posing threats to down-
stream components and energy conversion equipment. Their generation and gradual
transformation are influenced by a number of parameters. Depending on the tol-
erance levels of the application equipment or final energy conversion process, tar
cleaning and tar conversion systems need to be designed and implemented. While
several cleaning options, having different levels of effectiveness, are available, they
lead to separation of hydrocarbon contents leading to loss of fuel calorific value.
Employing suitable tar conversion system could effectively destroy harmful tars,
converting them to usable permanent gas species and improving product gas heat
value. This chapter summarized technologies of gas cleaning employed in biomass
gasification-based systems. Tar removal and tar conversion remained the main
focus of discussion while issues related to other contaminants were also covered.
Both traditional low-temperature cleaning system and hot gas clean-up systems
were covered in detail. The process of tar formation during gasification as well as
the processes employed in tar cracking and tar conversion has been elaborated so as
to give the reader a clearer understanding of the issues involved in the selection of
the gas-cleaning equipment. As could be seen, hot gas clean-up is the most desired

Table 8 Tar concentrations (ppmv) before and after Ni catalyst bed [38]

Benzene
(78)

Toluene
(92)

Phenol
(94)

Cresol
(108)

Naphthalene
(128)

Anthracene/
phenanthrene
(178)

Total

Inlet 1035 375 340 125 250 50 2175
Outlet 505 110 55 0 30 0 700
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solution as it offers efficient conversion of tars and traces gas impurities, retaining
the heat in the raw gas. New methods and approaches are increasingly being
proposed and tried in order to upgrade the hot gas clean-up technology, making it
suitable for implementation in high-efficiency energy conversion systems
employing gas turbines and fuel cells.
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Measurement Techniques: Cold Flow
Studies

Premkumar Kamalanathan and Rajesh Kumar Upadhyay

Abstract It has been realized in recent decades that a proper investigation of
gasification reactor requires the detailed information over the entire flow field, as
well as time, at multiple scales. Such detailed information needs the use of
sophisticated measuring techniques with capability to provide the required infor-
mation over the entire flow field, as well as time, at multiple scales. Aside from the
mean velocities and volume fractions, information about the flow fluctuations or
dynamics (quantified in terms of cross-correlations and auto-correlations) is also
desirable. In addition, it is preferable if such techniques are amenable to automation
to reduce extensive human involvement in the data collection process. While such
data are “stand-alone” sets of information, which can be used for design and
scale-up strategies, it also provides information that is crucial to establish the
validity of conventional models like phenomenological flow models describing
residence time distribution (RTD), as well as more recent and sophisticated models
like those based on computational fluid dynamics (CFD). In fact, it almost seems
imprudent to validate CFD predictions on overall holdup and flow rates, because
these spatial integrals of point properties are simply averages of a complete flow
field that a CFD code is designed to and claims to compute. Thus, fair validation
must involve validation at multiple scales, for which one needs experimental
information also at multiple scales (and not just spatial and temporal averages).
Several experimental techniques have been reported in past to quantify the flow
field in gas–solid gasification reactors, with each technique having its own
advantages and disadvantages. In this chapter, details of pressure, solid velocity,
solid fraction, and RTD measurement techniques will be presented. Techniques will
be divided majorly in two types, invasive and non-invasive. The postprocessing
methods for each technique, advantages, and limitations will be discussed. Finally,
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some of the recent findings on gas–solids circulating fluidized bed using radioactive
particle tracking (RPT) technique will be discussed in detail to explain the use of
the experimental techniques for design and scale-up of these reactors.

1 Introduction

Gasification process has been known from the nineteenth century, however got
momentum for the past few decades due to the improvement over efficiency of the
process and environmental concerns. Competitiveness of gasification process
compared with the combustion in the carbon capture and gasification as a route to
convert coal to other products drives the recent growth. Gasification at the industrial
scale is carried out in moving bed, entrained, bubbling, and circulating fluidized
bed. Breault [4] reported the commercially available technologies essentially
involves any of the above contacting. Usually, the heat required for the gasification
is generated in part of the reactor itself, and rest of the reactor is designed to have
gasification reaction. The amount of conversion depends on the heat transport and
flow properties of gasification agent, bed material (in fluidized beds), and fuel (coal
or biomass).

Gasification reactor essentially involves contact of two or more phases where
reactions happen. Reactor design and scale-up need thorough knowledge of the
reactor; however, gasification reactors are complex and interactions of different
phases present in the reactor are not well understood, particularly their
ever-evolving transition along the reactor.

Investigation of such complex reactor demands the use of sophisticated mea-
suring techniques with capability to provide the required information over the entire
flow field, both global (time averaged) and local, at multiple scales [14]. Aside from
the mean velocities and volume fractions, information about fluctuations is also
needed. While such data are “stand-alone” sets of information and can be directly
used to develop design and scale-up strategies, it also provides information that is
crucial to establish the validity of phenomenological flow models and CFD models.
A fair validation of CFD models must involve validation at multiple scales, for
which one needs experimental information also at multiple scales (and not just
spatial and temporal averages). This chapter describes the techniques for the
measurement of hydrodynamics in gasifier at cold flow conditions with emphasis
on the principal challenges in the implementation. The techniques are divided into
pressure measurement, solid velocity measurement, volume fraction measurement
of solids, and solid RTD measurement. This chapter does not attempt to cover all
the aspects of the techniques. However, it gives the overall perspective and
advantage and drawbacks of each technique which will enable the reader to choose
the suitable technique based on the data required for their own applications, reactor
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size, and operating conditions. Further investigation of gas–solid CFB based on
radioactive particle tracking is discussed to demonstrate the depth of the informa-
tion obtained from such sophisticated measurement techniques.

2 Pressure Measurement

For several decades, the pressure drop measurement is used, which is being simple,
can be measured with ease, and can be applied at any conditions and chiefly applied
to most of the industrial conditions. Pressure measurement is a straightforward
measurement, and all it need is to proper positioning of the probe and precaution to
avoid solid blockage of the probe. There are various kinds of pressure transducers
available commercially which can measure differential or absolute pressure at high
frequencies. Time-averaged measurements from two different planes are used for
measuring the pressure drop between two different heights. Pressure drop mea-
surements can be related to the solid holdup neglecting the solid and gas stress on
the wall, as shown below

εg ρp − ρg
� �

g= −
dP
dx

ð1Þ

Such pressure drop measurements are used to find the solid holdup. In circu-
lating fluidized bed gasifier, several pressure ports distributed along the length of
the riser can be used to find the variation in solid holdup as a function of height. In
bubbling and turbulent fluidized bed gasifiers, pressure difference between bed
section and freeboard region gives the possibility to estimate the bed height if the
average bulk density of the bed is known. Further, solid holdup itself gives the fair
idea of the flow regime. However, in the transition zones and closely related zones,
this flow regime demarcation may not give clear picture. Pressure fluctuations can
also be used as tool for demarcation of the flow regime and gives better picture than
the pressure drop measurements [45]. Recently, time series analysis of pressure
fluctuations is used to characterize the dynamics of system under investigation. van
Ommen et al. [91] listed the time domain and frequency domain analysis of
pressure fluctuation data to characterize the system.

Pressure is a global measurement, and any change in the dynamics (bubble
breakup and coalescence, clusters, etc.) changes the shear stresses, in turn pressure.
However, pressure probes can only provide averaged information inside the bed.
Hence, it is almost impossible to find the cause of the pressure change. For
example, in turbulent or bubbling bed gasifier, pressure fluctuation can be caused
because of the bubble breakup and coalescence and bubble formation at the dis-
tributor. In circulating fluidized bed gasifier, the formation of meso-scale
meta-stable structures (commonly known as clusters), chocking, solid agglomera-
tion, gas fluctuations, etc., can cause the pressure fluctuation. Further, local shear
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stress may not be sensible along the column especially in the case of large-diameter
columns [89]. In such cases, pressure fluctuations are measured locally instead of
normally followed wall measurements. Such pressure probe measurement interferes
with the gas/bubble flow behavior in the beds if the diameter of the probe is high or
a purge flow is applied. Small probes and constant purge flow are often used to
minimize the interference with the flow [28, 57, 89]. However, such probes can be
easily damaged.

3 Solid Velocity Measurement Techniques

Velocity measurement technique can be classified as invasive and non-invasive
technique. In invasive techniques, a probe is inserted inside the vessel to measure
the flow field. The presence of a foreign element inside the vessel disturbs the flow
field at the point of measurement itself due to the blockage of flow path, though the
thickness of the probe is very small (sometimes in order of few µm). Further, the
presence of solid particles, which are moving at relatively higher velocity (∼ few
m/s), can damage the probe. However, due to the ease of application to obtain local
values and relatively low cost, invasive techniques are widely used. Measurement
techniques which are not intrusive and do not affect the flow are called as
non-invasive techniques. Here in this chapter, we are not attempted to cover all the
velocity techniques. The latest techniques which are widely used in the local
measurements and validation of CFD model are focused.

3.1 Optical Fiber Probe

Optical fiber probes, pitot tube, extraction probe, and hot wire anemometry are the
commonly used invasive techniques. Except optical fiber probes, other techniques
are bulky and thus disturb the flow considerably. Pitot tube and extraction probe
measure mixture properties and/or require separation of phases to obtain the solid
velocity [48]. Optical fiber probe can be used to measure both velocity and solid
volume fraction. It works based on the light reflection by the solids. Intensity of
reflected light depends on the solid concentration, size, and material properties of
solids [10, 95]. In the literature, different types of optical fiber probes are used
which primarily differ in number of fibers used for receiving and transmitting light
signal. One such three-fiber optical probe is shown in Fig. 1. For velocity mea-
surement, time taken by the solids to travel between two receiving probes is
measured. Cross-correlation is used to find the time traveled between the two probe
points by assuming constant solid concentration of measured solids between the
two points.
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Time lag corresponding to the maximum correlation is considered as likely the
time taken by the particle to travel between the probes. For better measurement of
particle velocities, probe diameter should be small. If the diameter of probe is in the
order of 1.5–2 mm, reflection measured by the receiving probe is of group of
particles. Hence, in this case, cross-correlation will have preference for the solid
clusters and individual particle velocity is missed. Further if the distance between
the probe points is high or acquisition frequency is quite low, then particle may
travel in the lateral direction leading to the disparities in the measurement. Hence,
the probe must be compact and aligned in the direction of flow. To overcome the
above limitations, five-point optical fiber probe was used in circulating fluidized
bed (CFB) by Zhu et al. [106] and others. Typical size of a five-point optical fiber
probe is of 200 µm. This helps in acquiring signal from a single or a group of
smaller number of particle depending upon particle size. Velocity values are
accepted only when the velocity evaluated by both pairs of fibers falls within the
tolerance limit. This minimizes the error and increases the reliability of probe.

The optical probe can be used in pilot or real-scale plants. However, an extensive
calibration is needed to measure the particle velocity. Further, the estimated solid
velocity is strongly influenced by the gas flow in case of circulating fluidized bed
and by rising bubbles in case of bubbling bed.

Laser Doppler velocimetry (LDV), positron emission particle tracking (PEPT),
particle image velocimetry (PIV), radioactive particle tracking (RPT) are the widely
used non-invasive techniques for local velocity measurement. Even though these
non-invasive techniques exist for a long time, it has been found limited use in
gasifier for the past two decades. Each of these techniques is briefly explained
below.

Light 
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Emitter

Light 
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Fig. 1 Schematic of three fiber optical probe
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3.2 Laser Doppler Velocimetry (LDV)

In LDV, velocity of a moving object is found by illuminating it using laser light and
measuring the Doppler shift in the frequency of the light scattered by the moving
element. Doppler effect is defined as the change in the frequency of light or sound,
which is observed when the source, observer, or both is in motion. This change is
proportional to the distance between the source and observer. With increase in the
distance observed frequency decreases while frequency increases with decrease in
the distance. In LDV experiments, for the light source, particle acts as a moving
observer and which in turn acts as a moving source for the detector/receiver. Light
scattered by the seeded particles is proportional to the velocity of the particle. In
case of gasifier, solids are used as the seeded particles. These solids can be the same
solids as used in gasifier or can be a very tiny particle which should have similar
flow properties as of the gasifier solids. LDV technique can be operated in dual
beam mode or fringe mode. Fringe mode is more commonly used. In fringe mode,
two laser beams are used to form a measurement volume as shown in Fig. 2. Due to
the interference of two different beams of same amplitude and frequency, alter-
nating bands called fringes are formed. Fringe spacing is a function of angle
between incident beams and wavelength of the beam. When the particle passes
through the measurement volume, change in the frequency is observed in the
detector, called as Doppler bursts. Velocity is calculated from the fringe spacing
and time (from Doppler bursts). In the basic setup of LDV, velocity calculated is
independent of the direction. To obtain the directional velocity, one of the beam
frequencies is shifted, thereby creating fringe motion in the predefined direction. 3D
components of velocity are measured with increased number of probes. Volumes
formed of three laser beams are used for this purpose.

LDV is a well-established technique for velocity measurement in single phase
flow [22] and has advantage over competing non-invasive techniques as no tedious
calibration is required. The spatial (∼0.1 mm) and temporal resolution of LDV is
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Fig. 2 Schematic of LDV
setup
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quite high, but the major problem in the use of LDV for gasifier is the scattering
caused by discrete phase (particularly when solids of different sizes are present in
the flow which is the most common situation in any gasifier) which should not be
misinterpreted as signal. Thus, no matter what the chosen wavelength of the laser,
there is always a high probability of the light being scattered by the dispersed
entities of the corresponding dimension, rendering the system opaque to the cor-
responding light (or laser). This problem gets more severe with high holdup or
dispersed phase volume fractions (greater than 5%). For this reason, LDV can be
reliably used only in restricted conditions of low holdup. Further, large size of
solids can cut multiple fringes; at the same time to overcome this problem, a
dedicated postprocessing schemes are required.

Advantages of LDV technique are:

1. Spatial and temporal resolution is very high
2. Calibration is not required

Disadvantages of LDV techniques are:

1. Due to scattering of light, volume fraction more than 5% cannot be used
2. Transparent investigation zone is necessary
3. Optical arrangement is tedious
4. Provide point measurement

For further reading on LDV technique, readers can refer Durst et al. [22], Zhang
[104], Chaouki et al. [14], and Zhang et al. [103], Pantzali et al. [60, 61] for studies
using LDV on gas–solid CFB.

3.3 Particle Image Velocimetry (PIV)

Particle image velocimetry is also an optical-based technique. However, PIV
measurements are for field values where all the values in the predefined area can be
measured. In PIV, seeded particles are photographed at sufficiently short interval
whose subsequent images give the movement of the seeded particle within that
interval. Typical PIV system consists of laser light, image recorder, and image
processing software (Fig. 3). Laser lights are used to form laser sheet. Laser sheet
illuminates the tracer particles in the imaging field. To avoid blurring of image,
illumination duration of light should be short enough that the particles/tracers are
frozen for the duration of imaging [68]. Pulsed lasers are used for illumination.
Since the pulsed lasers operate at a fixed frequency, more than one laser is used to
obtain the desired interval of pulse train. Using mirrors, lights are adjusted to form
laser sheet at the desired region. The light scattered by the tracer particles is
recorded by cameras such as charge-coupled device (CCD) or complementary metal
oxide semiconductor (CMOS). The CCD sensors are more sensitive and less noisy;
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however, CMOS sensors are faster. From the subsequent images, particle dis-
placements are obtained which are subsequently used to measure the velocity. To
measure the complete flow field, several seed particles are tracked; however, it is
not possible to measure the displacement of each seed particle. Therefore, each
image is divided into a small cell area called as interrogation cell. The cell size
depends upon many factors like the intended resolution of measurement, quality of
image, and desired accuracy. Previously, an auto-correlation algorithm was
employed to analyze the images and find the displacement of the seed particles in a
cell. However, this method had a difficulty in determining the direction of the
velocity vector in the cell uniquely. Keane and Adrian [43] have reported a
cross-correlation algorithm to analyze the image and find the displacement in the
cell. Thereafter, several authors have used methods like cross-correlation, adaptive
correlation to find the displacement [15, 20, 36, 70].

Typically, 2D planar PIV is mostly used. Recently, 3D volumetric PIV is also
introduced to measure all the three components of the velocity. Major issues in PIV
include its inability to measure in the high volume fraction systems and matching
refractive index at the different interfaces. Further, temporal resolution is limited.
Recently, high-speed particle image velocimetry (HSPIV) is used to overcome the
temporal resolution limitation, which has a sampling rate up to 1 million/s. Still the
local measurements inside the virtually opaque system are a challenge. Few PIV
studies on CFB use specially designed borescope to overcome this limitation [31,
85]. However, use of borescope which is placed locally at different locations to
measure the velocity field in the region of interest makes the technique intrusive.
Interested readers can refer He et al. [37], Xu and Zhu [97], Yang and Zhu [102],
etc., for investigation using PIV technique on gas–solid CFB.

Fig. 3 Schematic of PIV measurement principle
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3.4 Positron Emission Particle Tracking (PEPT)

Positron emission particle tracking (PEPT) is a radiation-based non-invasive
technique. Annihilation occurs when the positron and electron collide, producing
two anti-parallel gamma rays of equal energy. PEPT involves detecting the pair of
gamma rays from the same annihilation and uses multiple such instances for finding
the position of the tracer. Typically, 18F, 61Cu, 66Ga radionuclides are used to
prepare tracer, which is similar to the phase of interest. Position-sensitive
gamma-ray cameras are used. Cameras are placed on either side of the column
as shown in Fig. 4. Earlier, gas-filled multiwire proportional chambers were used as
detectors; however, with recent developments, NaI (Tl) and BGO are used for
scintillation in the positron camera. Positron cameras having surface of 0.59 ×
0.47 m2 are used in University of Birmingham [13, 64]. A single tracer particle,
which emits positron, is introduced into the system. Positron emitted by tracer
annihilates with the electron present in the material surrounding the tracer which
produces two back-to-back gamma rays, representing the line passing through the
tracer. Multiple such lines of resolution are used for position reconstruction, by
triangulation. In theory, two such lines are enough for reconstruction. However, in
practice, about 50 such lines are used. This is because many of the events detected
may be corrupt due to the Compton scattering and/or two detected gamma rays may
not originated from the same annihilation event. These corrupted events are
removed before finding the position by triangulation. The detectors at both ends are
operated in coincidence with resolving time of 7 ns [63]. Thus, events recorded
within this resolving time can be considered from same annihilation.

Recently, Yang et al. [100, 101] have reported a new algorithm for simultaneous
tracking of multiple tracer particles. In this approach, standard PEPT algorithms are
used to reconstruct the position of one tracer by discarding the events corresponding
to other tracer particles. Then the discarded data is re-examined and used to find
second tracer particle location and so on. This algorithm works reasonably well till

Fig. 4 Schematic of PEPT
measurement principle [62]
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the tracer particles did not come close to each other. In earlier PEPT studies, 22Na
(half-life of 2.6 year) and 18F (half-life of 110 min) were used as tracer particles.
The major disadvantage of 22Na is that positron emission is always accompanied by
the emission of a γ-ray of energy 1257 keV. The PEPT camera in such a case is not
able to distinguish this γ-ray photon from the 512 keV annihilation γ-ray photon,
whose transmission is key to the success of the experimental measurement. 18F is
convenient to produce, and also it is possible to produce a tracer particle having
diameter 60 µm. However, 18F has major drawback that it cannot be used in
aqueous medium as the attached fluoride rapidly leaches back into the solution.
Recently, 61Cu (half-life 3.4 h) and 66Ga (half-life 9 h) have used as a tracer
particle.

Spatial accuracy of 1 mm is reported for the speed of 1 m/s [79]. However, the
temporal resolution is in the order of milliseconds [13]. The major advantage of
PEPT technique is that it does not require pre-calibration. However, limited energy
of the gamma rays produced due to annihilation (512 keV), and cost is the major
drawback of this technique which makes it of limited use. Further with change in
the attenuation of the system, spatial and temporal resolution varies as the corrupted
event increases with attenuation of the system.

3.5 Radioactive Particle Tracking (RPT)

RPT is a radiation-based non-invasive technique like PEPT. In RPT, motion of a
single gamma-ray-emitting tracer particle is tracked using series of scintillation
detectors placed around the system of interest (Fig. 5). The intensity of radiation
emitted by tracer particle is recorded by each detector. Recorded counts are a
unique function of distance between tracer particle and detector, solid angle,
attenuation, and time of acquisition. Since the solid angle and attenuation changes
with the position in the system, calibration is required. In calibration, tracer is kept
at known positions, and counts recorded on each detector for this known position
are noted down. Similarly, a distance count map is generated for all the detectors
used in the measurement for all the locations inside the column of interest at
“in situ” condition. The accuracy of RPT measurement depends on accuracy of
calibration step. The position of tracer particle is reconstructed during the actual
experiments by comparing the counts recorded by each detector during the
experiments with counts recorded during the calibration. Thus, Lagrangian position
time series of the tracer particle is obtained. Time differencing between two suc-
cessive particle positions yields the instantaneous velocities as a function of time
and position (Lagrangian velocities). If one visualizes an imaginary grid that
conforms precisely to the system geometry (much like a grid used in CFD calcu-
lations), then for every occurrence of the tracer particle in any given cell within this
grid, a “snapshot” of the Lagrangian velocity associated with that occurrence may
be ascribed to that phase within that cell. After many such occurrences have
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occurred during successive sojourns of the tracer particle in that specific cell,
ensemble averaging of all these instantaneous velocity occurrences can be per-
formed. Over the whole time span of the experiment, repeating the process over all
cells conforming to the system geometry yields the ensemble-averaged velocity
flow map. The difference between the time-averaged velocity field and instanta-
neous velocities (associated with all the occurrences discussed above) yields the
instantaneous fluctuation velocity field. From this information, a rich database of
flow quantities such as kinetic energies of the turbulence, Reynolds stresses, dis-
persion coefficients, and other parameters that represent the prevailing flow regimes
and flow characteristics is evaluated [74, 86, 88]. Beside these quantities, several
other parameters such as diffusion, auto-correlation coefficient, Hurst components,
time-of-flight, and RTD can also be calculated [74]. In some instances, dynamic
time series analysis of RPT data has been presented as a potential method to
distinguish flow regimes in multiphase reactors [8, 11, 25]. The flowchart for RPT
data processing is shown in Fig. 6.

The tracer particle used in experiments should be identical to the phase of
interest whose velocity is to be mapped. In case of tracking solid phase, size, shape,
and density of the tracer particle should be same as of the solids present in the
system. In case of liquid, tracer particle should be neutrally buoyant. NaI (Tl) is the

Fig. 5 Photograph of RPT
setup
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most commonly used scintillation detectors because of the cost factor; others like
BGO are also in use. In principle, to obtain a position in three dimension, minimum
four detectors are required. However, due to the statistical nature of gamma-ray
emission and to cover region of interest, more than four detectors are used.

Spatial resolution less than 1.0 mm at 50 Hz is reported [86–88]. Temporal
resolution up to 200 Hz is reported [7]. Versatility, scalability, and portability are
the major advantage of the RPT technique which allows the use of RPT technique
for any system (gas–liquid, gas–solids, liquid–solids, and gas–liquid–solids) at any
scale (laboratory and pilot plant scale) of any dimension (from few cm to few m
range). However, requirement of calibration at in situ condition is the major
drawback of the technique which limits the application of the technique at high
pressure and high temperature environment. However, few authors [69, 75] have
implemented RPT at relatively high pressure and temperature and have shown that
fundamentally this technique is also applicable in these environments. However,
such applications are quite a few in the literature.

3.6 Magnetic Particle Imaging (MRI)

The use of MRI technique to study multiphase flow began in late 1980s and early
1990s. In this technique, a large and very strong magnet (around 5 T or more
strength) is concentrically placed around the vessel of interest to generate a strong
magnetic field. A radio wave antenna is used to send the signal and then receive it
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back. In this technique, the phase velocity is measured by imaging spatial variation
in magnitude of magnetization. A lump of spin (which is a fundamental quantity
tagged to elementary particles that constitute all matter) is tagged with a radio
frequency (RF) excitation at a certain time, and its relaxation is imaged through
later times. Thus, the velocity is calculated by the displacement of the spins over the
two successive excitations and the relaxation rate of spin vector [9, 29, 30, 53, 67,
76, 77]. Figure 7 shows the schematic diagram of an MRI setup. This is a single
technique in which velocity distribution, phase holdups, and spatial mapping of
chemical constituent of multiphase flows can be measured in one measurement.

In the literature, two main approaches are used for velocity imaging in multi-
phase flows with MRI. These two classes of strategies for MRI-based flow imaging
are time-of-flight and phase-shift techniques. The “time-of-flight” method is similar
to the classical tracer experiment in which displacement of tagged spins is detected
during the time between initial excitation and signal measurement. This method
produces excellent one-dimensional velocity profiles of the flow [9, 29, 30].
Phase-shift method uses some other unique aspects of MRI imaging related to
detection of spin.

The spatial resolution of this technique is very high (of the order of few
micrometers). The major drawback of this technique is that it requires very high
density magnetic field which demands a very high power source, hence the cost of
this technique is very high. Also the power sources must be reliable, uninterrupted,
and without voltage fluctuations, so that the strength of the electromagnet, and
hence the induced magnetic field, is maintained during the entire span of the
experiment. Mainly for this reason, thus far MRI has been attempted only in
small-sized (64 mm internal diameter and 550 mm height) vessels [78].
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R.F. Probe
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Fig. 7 Schematic diagram of
MRI imaging
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It is clear that all the techniques discussed in Sect. 3 have their own problems,
but more importantly are very effective and accurate in certain limited set of con-
ditions or applications. For example, MRI imaging which is arguably the most
sophisticated of these techniques is limited to small-sized vessels owing the
requirements of a very high magnetic field strength. On the other hand, a modest
pressure probe or optical fiber probe is cheap and versatile in permitting its use in
almost all kinds of vessels, including industrial scale vessels. Naturally, owing to its
invasive nature as well as inherent limitations of the instrument, high accuracy is
not always assured. In many cases, very high accuracy is also not required, for
instance in an industrial reactor only an idea of velocity field is more than sufficient
to tune the operating conditions. However, for fundamental investigations of reactor
behavior, velocity field (mean field as well as fluctuations) can be best done with
techniques such as MRI, PEPT, and RPT for fluidized bed gasifier. Further, for
circulating fluidized bed gasifier, PIV and LDA can also be used beside RPT and
PEPT depending upon the local solid holdup. LDA can be used in CFB where solid
holdup is below 5%. Borescope-aided PIV is used to study the visually opaque
regions of CFB. PEPT and MRI are almost ruled out for pilot plant and industrial
scale setup. Further in the case of dusty environments, all the optical-based methods
require extra care on postprocessing and/or calibration to increase the
signal-to-noise ratio.

In summary, one must ask the important question as to what one wants from a
velocity measurement technique. This would lead us to a “wish list” and based on
this wish list, one should choose the suitable technique for velocity measurement.

For further reading on the velocity measurement techniques and its applications
in different gas–solid reactors, readers can refer Nieuwland et al. [56], Chouki et al.
[14], Sun and Yan [84].

4 Solid Fraction Measurement Techniques

In gasifier, the distribution of the phases (gas and solids) typically varies both in time
and space. These variations in gas–solid distribution have a strong influence on the
performance of the gasifier. Therefore, it is critical to precisely measure the gas–solid
distribution for better design, scale-up, and operation of gasifier. Several measure-
ment techniques have been used in the literature to measure the gas–solid distribution
in gasifier. Some of the key techniques which are widely used are discussed in this
section. Similar to velocity measurement, volume fraction measurement techniques
are also classified as invasive and non-invasive techniques. Invasive techniques that
have been majorly used are capacitance probe [80, 81, 95], optical fiber probe [17,
21, 50], and pressure transducers [28, 24] (Gibilaro et al. 1988). Among the
non-invasive techniques, tomographic techniques (electrical capacitance tomogra-
phy, positron emission tomography, X-ray and gamma-ray tomography) are most
commonly used. The details of pressure probe measurement technique for global
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measurements are already discussed in Sect. 2. Hence, in this section, other invasive
and non-invasive techniques for local measurements will be discussed.

4.1 Capacitance Probe

The capacitance probe is an invasive technique to measure the solid concentration
or bed voidage. Kunii et al. [44] and Geldart and Kelsey [27] has used plate type
capacitance probe to measure the voidage in gas–solids fluidized bed as shown in
Fig. 8a. The technique uses the fact that the dielectric constant of solid and
fluidizing gas are quite different and permittivity of a gas–solid mixture is a strong
function of the solid concentration. Hence, temporal variation of the solid con-
centration at the capacitor in gasifier or in any gas–solid medium causes a change in
the capacitance which results in a proportional DC voltage change with time. The
change in DC voltage can be measured and calibrated in terms of solid concen-
tration at the probe. Therefore, by measuring the capacitance of these plates as a
function of time, time-resolved solids concentration between the plates can be
obtained. It should be noted that a pre-calibration curve between the changes in DC
voltage with solid concentration is required for the calculation of solid concentra-
tion in fluidizing medium, which poses a major challenge in the use of capacitance
probe. Further, the dimensions of the plate type capacitance probe were relatively
high. Werther and Molerus [95] have shown that such probe can significantly
change the dynamics of the bed at the point of measurement itself. They have
developed a needle-type capacitance probe to measure the solid concentration
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Fig. 8 Schematic diagram of a plate type, b needle capacitance probe

Measurement Techniques: Cold Flow Studies 189



which had much smaller dimensions compared to plate type probe. In the needle
probe, needle works as one pole of capacitor (sensing electrode) while the metal
body of the probe works as other pole (ground electrode) to complete the circuit as
shown in Fig. 8b. Soong et al. [83] have introduced guard electrode which sur-
rounds the needle (sensor) electrode. It has been found that guard electrode reduces
most of the background electric field disturbance and makes the data more accurate
and reproducible. Most of the commercial vendor sells the capacitance probe with
guard electrode. However, pre-calibration is still needed for reconstructing the
phase distribution, and accuracy of the measurement depends upon the calibration.
Several authors have used different calibration methodology. Hage and Werther
[32] have suggested methodology for the calibration of capacitance probe in gas–
solid system which is most commonly used. In this methodology, they have
measured the voltage output from capacitance probe for only gas (without solid)
and fixed bed of known solid concentration. By using these values, they have
proposed a correlation between the measured output voltage at operating condition
and solid concentration as given in Eq. 3.

Cs = Cpb
V −Vg

Vpb −Vg
ð3Þ

where Cpb is solid concentration at packed bed condition, V is the measured voltage
output at actual operating condition, Vpb is voltage output at packed bed condition,
Vg is voltage output for only gas, and Cs is solid concentration for measured voltage
output at actual condition.

The major issue associated with the capacitance probe is to define the measuring
volume which depends upon the system type and operating condition. Further,
capacitance probe performance is sensitive to humidity, temperature, particle
diameter, and particle shape which changes the dielectric constant and makes it
more difficult to define the measuring volume. In gasifier, size, shape, and tem-
perature of the bed changes with time and along the bed height (more prominently
for circulating fluidized bed) which makes the accuracy of capacitance probe more
vulnerable.

4.2 Optical Fiber Probe

Similar to capacitance probe, optical fiber probe is also an invasive technique. The
optical fiber probes are widely used in gas–solid system because of their low cost,
simplicity, and ease of postprocessing. The principle of the technique is already
discussed in Sect. 3 for velocity measurement. For solid fraction measurement,
mainly two types of optical probes are used: reflection or backscatter probe and
transmission-type probe. In reflection probe, emission and detection fibers are
placed at the same side while in transmission probe they face each other and
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separated by a short distance. Defining the measuring volume in backscattering
probe is difficult as it depends on solid concentration. For a dilute system, light can
travel a good distance before it meets with reflecting particle, while in dense system
this distance will be much shorter. Transmission probe can overcome this issue
where measuring volume is fixed between emission and detection probe. However,
the backscattering-type probe is more compact and hence less intrusive compared to
transmission probe [41]. Most of the work reported on optical probe uses reflection/
backscattering-type probe. Similar to capacitance probe, calibration is essential in
optical fiber probe for the measurement of solid concentration. This poses major
problem as it is very difficult to have a homogeneous gas–solid mixture in fluidized
bed over a wide range of solid concentration. Several methods can be found in the
literature for the calibration of optical probe in gas–solid system. Hartge et al. [35]
immersed probe in a liquid–solid homogeneous fluidized bed of known solid
concentration and then in a gas–solid packed bed of known solid concentration.
A calibration curve or chart is prepared by using different concentration of solids in
liquid–solid fluidized bed. Cutolo et al. [18] used solid feed hopper for feeding the
solids at different concentrations through the pipe and plotted the known concen-
tration as a function of voltage. Lischer and Louge [49] have developed a rigorous
model for calculating the reflectivity of a group of particles in front of the fiber.
Some authors have used capacitance probe for calibrating the optical probe. A de-
tailed review on calibration methods for optical fiber probe for solid volume
fraction can be found in Xu et al. [98].

4.3 Electrical Capacitance Tomography (ECT)

Electrical capacitance tomography is a non-invasive measurement technique which
works on the same principle as of the capacitance probe. It also utilizes the basic
facts that the dielectric constant of solids and gas used in gasifier or in any gas–solid
bed is quite different. The only difference from the capacitance probe is that in ECT
electrodes are mounted on the outer periphery of the wall and do not disturb the
flow. A typical schematic of ECT setup is shown in Fig. 9a. Several electrodes are
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Fig. 9 a Schematic diagram of ECT setup. b Measurement method of ECT [88]
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used to cover the entire cross section of the bed to provide full three-dimensional
pixel-wise distribution of solids and gas in the bed. In ECT, generally 8, 12, or 16
electrodes, based on column diameter and resolution required, are used. The
electrodes are excited one by one by providing a voltage to one particular electrode
and maintaining other electrode at reference potential (as shown in Fig. 9b). The
capacitance value between the excited electrode and other electrodes is collected.
Similarly, other electrodes are excited, and capacitance values are noted down.
Hence, a total n(n − 1)/2 measurements are performed for n number of electrodes
used in the experiment. The permeability distribution in the bed is calculated by
using these measured capacitance values. The governing equations to be solved are:

∇ε x, yð Þ∇ϕ=0 ð4Þ

Cij =
1

ΔVij
∮ Aε x, yð Þ∇ϕ dA ð5Þ

Here, ε(x, y) is the permittivity distribution in the measuring plane, ϕ is the
electric potential field, Cij is the measured capacitance between electrodes i and j,
ΔVij is the applied voltage difference between the exited electrode and other elec-
trode over the pair ij, and A is the surface area of the electrode. The phase distri-
bution is directly related with the permeability distribution.

Image reconstruction based on “so-called” inverse problem (determining the
permeability distribution from capacitance measurement) possesses the major
challenge and limits the accuracy of the measurement. Various schemes are used in
the literature to solve this inverse problem. Algebraic reconstruction technique [71],
model-based reconstruction method [39], linear back projection [23], iterative linear
back projection [99] are among the few. Linear back projection (LBP) is most
widely used algorithm as it is less computational expensive and can provide
real-time image which is the major advantage of the ECT technique over the other
tomographic method. However, this algorithm provides blurred image and shows a
smoothing effect on the sharp transitions between the different dielectric constants.
The sensitivity of this algorithm is localized and high only near the electrode and
deteriorates when moved far from the electrodes. Iterative LBP minimizes this
problem; however, it is computationally costly and prevents real-time imaging.
Warsito and Fan [93] have proposed a new algorithm—an analog neural network
multicriteria optimization image reconstruction technique (NN-MOIRT) which
gives better image resolution.

4.4 Gamma-Ray and X-Ray Tomography

Gamma-ray and X-ray tomography have been used for investigation of gas–solid
systems for the past three decades. The continuous development of gamma and
X-ray technique is mainly due to the medical imaging. Basically, gamma-ray and
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X-ray tomography are based on the transmission tomography principle which uses
the fundamental property of matter to attenuate the light. Both X-ray and gamma
ray are the electromagnetic radiation, when it is passed through the attenuating
medium; the intensity of emitted beam reduces. The reduction in the intensity of
emitted beam is given by Beer Lambert law as follows,

I
I0

= e−
R

μldl ð6Þ

where μl is the effective mass attenuation coefficient of the medium, I, I0 are the
intensities of transmitted and emitted beams, l is the transmission length. Effec-
tively, effective mass attenuation coefficient can be calculated from the both emitted
and detected intensity if the length of the transmission is known. However, this
effective mass attenuation coefficient calculated gives the line-averaged values not
the point values. For measurements of solid fraction in gas–solid system, these
kinds of line-averaged values are used by several authors, as it is non-invasive and
simple to measure and usually called as densitometry (first generation tomography).
In densitometry technique, detector and collimated source are placed in line in such
a way that the detector center and source center are collinear. The investigation
system is placed in between the source and detector. To obtain the mass attenuation
coefficient, the individual attenuation coefficients of the phases are obtained by
measuring the intensity of the transmission at the empty bed, packed bed, and at
actual operating conditions. From the mass attenuation coefficients, chordal average
volume fraction can be computed as follows:

μl = μsεs + μgεg ð7Þ

εg + εg =1 ð8Þ

where μg and μs are the individual mass attenuation coefficients of the gas and solid.
From the densitometry technique, chordal averaged values are obtained. To obtain
radial values, Abel transformation is used by researchers, considering the distri-
bution as axisymmetric. This kind technique can be applied for two-phase systems
and also for three-phase systems by using additional radiation source [86].

Even though simple, densitometry technique cannot be applied everywhere, to
obtain reliable radial distribution as most of the gas solid systems are not azi-
muthally symmetric. Therefore, similar to medical imaging, computed tomography
uses multiple such projection. The projections may be parallel, fan beam, or con-
ical. Instead of single detectors, multiple detectors are used. The fan beam pro-
jections are more popular compared to the other projections. The schematic of fan
beam projection is given in Fig. 10. The source and detectors are traversed around
the column to obtain multiple projections. To obtain the volume fraction distribu-
tion, mass attenuation coefficient to be obtained as function of the position.

From the intensity ratio, obtaining the mass attenuation is an inverse problem.
Analytical technique like Radon transform, filter back projection is fastest technique;
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however, they are limited by accuracy for multiphase systems. Computationally
intensive iterative techniques like algebraic reconstruction techniques are widely
used. Expectation minimization (EM) algorithm is introduced to obtain the better
image construction for transmission tomography by redefining the problem as
maximum likelihood estimate optimization problem [47]. Kumar [46] compared the
filter back projection, algebraic reconstruction technique, and expectation mini-
mization technique for multiphase systems and concluded that EM algorithm gives
better estimate. O’Sullivan and Benac [58] reformulated EM algorithm as double
minimization problem. Varma et al. [92] compared the alternative minimization
(AM) and EM algorithm for multiphase systems using gamma-ray tomography and
concluding that the AM gives better image reconstruction.

Both X-ray and gamma ray use very similar principles and reconstruction
algorithms. X-ray cannot be used for those conditions where high attenuated
medium or walls are present. However, gamma-ray tomography can be used in
those conditions too. X-ray is safer than gamma ray. The above techniques give
better spatial resolution at the cost of time resolution. The time resolution is very
poor, and time-averaged imaging is usually obtained. Johansen et al. [40] used
multiple gamma sources and multiple detectors bunch to get better time-resolved
images in the range of milliseconds, however it compromising the spatial resolu-
tion. Hori et al. [38] used multiple X-ray tubes which are switched to obtain the
temporal resolution up to 2000 frame per second. Hampel et al. [33] used electron
beam in limited view to produce X-rays instead of using multiple X-ray tubes, thus
obtaining the temporal resolution up to 7 kHz.

The techniques discussed in this section have their own advantages and disad-
vantages. Till date no technique available, which can provide very high temporal
and spatial resolution and is easy to handle. Intrusive probes are cheaper and can be

Fig. 10 Schematic of fan beam projection used in X-ray and gamma-ray tomography
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used at any scales. However, they can change the phase distribution at the point of
measurement itself. Further, based on their measurement principles, these probes
can cause unique challenges. Capacitance probe is very sensitive to temperature and
relative humidity. Any change in these two parameters can change the accuracy of
the pre-calibrated measurement. In gasifiers, both the parameters can frequently
change based on the reactor type and feed. Optical fiber probes can be used at
industrial scale, and it provides high temporal resolution. However, the spatial
resolution is very low, and determining the measurement volume itself is a measure
issue which can change the solid concentration profile.

Non-invasive techniques do not disturb the flow; however, they generally require
higher cost and difficult to handle due to inverse nature of problem. ECT temporal
resolution is very high, but it gives poor spatial resolution. Applying ECT at
large-diameter system is very difficult due to limited number of electrodes which
further lower down the spatial resolution. Gamma-ray tomography can be used at
industrial scale system, but it provides time-average solid distribution due to poor
temporal resolution.However, spatial resolutionof gamma-ray andX-ray tomography
is good.The radiation is also a causeof concern andhence requires proper handling and
safety gadgets,which increase the cost of the system. Further details on techniques and
applications of these techniques on gas–solid beds can be found in Nieuwland et al.
[56], Chaouki et al. [14], van Ommen and Mudde [90], Sun and Yan [84].

5 Residence Time Distribution

RTD studies are widely used to find non-idealities in the flow of the fluid inside the
reactor. The technique can be used at any scale and for both cold and hot flow
condition. The solids or fluid elements in gasifier flow through different path, thus
take different time to exit the reactor. RTD is a probability density function E tð Þdt
which gives the fraction of elements leaving the system that remained in the system
for the time between t and t+ dt. RTD can be applied to any conserved entity in a
flow system [55]. Tracer which represent phase of the interest is injected at the inlet
and concentration of the tracer at the outlet is measured with respect to time to
obtain RTD. Modeling of RTD distribution is as important as measuring the RTD;
however, this is beyond the scope of this chapter. Nauman and Buftham [54],
Nauman [55], Gao et al. [22] give the review of RTD models available.

Several methods are used to measure the RTD depending upon phase of interest
and system. Bader et al. [2] used NaCl chemical as tracer for the measuring the
solid RTD. Tracers are injected with the aid of compressed air. Samples are
recovered isokinetically and washed, and conductivity of the solution is determined.
The concentration of the NaCl is obtained from the conductivity meter. Some of the
commonly used chemical tracers are NaCl, KCl, NaOH, BaCl2 salt, etc. [2, 72, 82,
105]. Colored tracer is used as tracer and detected using CCD video and image
analysis. Bi et al. [3] used orange-colored lignite pellets and image recording to find
the residence time distribution in binary solid circulating fluidized bed.
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Radioisotope-based tracer is also used by researchers to the study the solid RTD [1,
65] where bed material is labeled with the radioactive material and irradiated.
Ambler et al. [1] used 68Ga as radioactive material and labeled the sand particle by
evaporation of milking solution with EDTA. Usually in gasifier, tracer particles are
injected by pulse injection with the pressurized air. Sodium iodide scintillation
detector is used to detect the concentration of the tracer at the outlet which is
proportional to the counts detected. All the above techniques are disruptive to the
flow. Others techniques, which are non-disruptive, overcome the injection disad-
vantages. Mostly they are optical based or radioactive based. Wei et al. [94] and
Harris et al. [34] used phosphorescent tracer in the experiments. These particles
emit radiation following exposure to light. In the inlet plane, tracers are activated
using flashlight. Light-detecting photomultiplier tube (PMT) is used for detecting
the tracers. Single radioactive particle is used by few researchers to quantify the
RTD [6, 42]. A single radioactive particle which is similar to the bed material is
tracked continuously using scintillation detectors. To obtain reliable distribution,
experiments are carried for long hours to obtain the sufficient number of particle
tracks. Most of the studies investigated the bed materials, there are few studies
conducted to investigate the RTD of fuel particles (coal). Pant et al. [59] investi-
gated pilot scale gas–solid fluidized gasifier using 198Au labeled coal particles.

Axial and radial gas dispersion are studied in fluidized bed/circulating fluidized
beds using gas tracers [2, 51, 66, 96]. For gas tracing, helium, hydrogen, propylene,
propane, ethane, carbon dioxide are widely used as tracers in literature.
Photo-ionization detector, infrared detectors, thermal conductivity detector, flame
ionization detector are used for detection. Radioactive tracers like 41Ar are also used
[66]. Cents et al. [12] used ultrasound for the detection of the helium tracer in gas–
solid fluidized bed without disturbing the flow.

6 Application of Radioactive Particle Tracking: Case
Study of CFB

CFB is one of the commercial gasifier technology available, which is also the least
understood reactor due to the complex interactions of gas–solid, solid–solid, and
solid–wall. High-velocity circulating fluidized beds are recommended for the
gasification operations to achieve low residence time and high throughput. Pressure
drop is the most studied variable in CFB to understand the global solid
holdup. However, pressure drop studies do not give information on the local
hydrodynamics and fluctuations. Such local informations are needed for modeling
and understanding of CFB, especially in case of partial reactions like gasification.
To obtain such local hydrodynamics and fluctuations, advanced measurements
techniques are needed. RPT technique is chosen to demonstrate the use of advanced
measurement technique and depth of information which can be obtained from such
technique. Most of the advanced technique has the similar capabilities of producing
detailed information which can be used to understand the physics in addition as a
catalyst to the development and validation of CFD.
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In this section, RPT technique is used to study the solid motion, local velocity
field, and solid turbulent properties in high-velocity gas–solid CFB. In CFB, gas
and solids flow concurrently upward in the riser and solids are separated in the
cyclones and fed back to the riser. Experiments are conducted in the riser of 0.05 m
diameter and length of 3.2 m. Investigations are conducted in the region of 1.2–
2.0 m. Detectors are arranged strategically around the investigation zone. Figure 5
shows the photograph of riser and detectors placed around the riser. Measurement
principles are previously explained in the RPT section, and data processing is given
in the flowchart in Fig. 6. Glass beads of mean size - 500 μm and density -
2500 kg/m3 are used as the solid phase, and air is used as the gas phase. Scandium
46 impregnated in glass beads is irradiated and used as tracer in this study. Further
details of the experiments can be found elsewhere [42]. Results are given for the
operating condition of Ug - 7 m/s and Gs - 110 kg/m2s.

In RPT, a single solid particle is tracked continuously which is similar to the
Lagrangian tracking of solids. For an ergodic system, the large number of inde-
pendent individual trajectories is equal to the single circulation of the large number
of particles. Solid particles follow torturous path. Each such path can be tracked in
RPT whenever the particle passes through the investigation zone. Lagrangian track
gives idea about whether the flow has the large number of internal circulations, the
predominant flow direction, flow path, and the preference region. For example,
Fig. 11 shows one such Lagrangian track of the solid particle in the x-z, y-z, r-z,
and r-θ plane. Figure shows the solid motion is chaotic. It can be seen that solid
particle travels predominantly in the axial direction and relatively less motion is
observed in the radial direction. There are instances where internal circulations are
observed; however, those instances are very less in occurrences. Very few tech-
niques, like RPT and PEPT, have such capability to infer the data in terms of
Lagrangian movement. These kinds of Lagrangian information is really needed to
study the local solid mixing. Degaleesan [19] and Roy [73] evaluated the local
mixing in terms of the solid diffusivity similar to the concept of fluids in Bubble
column and liquid–solid riser. Bhusarapu [5] and Kamalanathan [42] evaluated
local mixing in gas–solid CFB in terms of solid diffusivity. It is inferred that the
solid particle sometime accelerates and sometimes decelerates. Deceleration of the
solid particle may be due to the solid–solid interactions and cluster formation.

Instantaneous velocity of the solid particle is obtained from the Lagrangian
particle position by time differentiation. From the Lagrangian velocities, Eulerian
information is obtained by forming the virtual gird. Whenever the particle moves
through the grid, the velocity vector is assigned to the particular cell according to
the midpoint of the velocity vector. The arithmetic average of the all velocities over
each cell gives the ensemble-averaged velocity in that particular gird.

⟨vq i, j, kð Þ⟩ =
1

Nði, j, kÞ ∑
Nði, j, kÞ

n=1
vq i, j, kð Þ ð9Þ
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PDF of instantaneous velocities in each cell gives the distribution/spread. Such
information is useful for the development and validation of CFD model. Thus,
validating the CFD simulations not just mean but at the level of the fluctuations.
One such instance of axial velocity distribution is shown in Fig. 12 at different
radial positions. It can be seen that such distributions are high near the wall and low
near the center. Occurrence of negative velocities in the center is relatively low, and
near the wall it is high. Negative velocities of the solid might be due to the
formation of clusters. Occurrence of negative velocities can be related to the
occurrence of the clusters. However, all the clusters might be not necessarily form
the negative velocity since it depends on the size and shape of the clusters. It is well
known that the cluster formation changes the dynamics of CFB both at axial and

Fig. 11 Typical position map of single trajectory in different planes

r/R = 0.1 r/R = 0.5 r/R = 0.9

Fig. 12 PDF of axial instantaneous velocities at theta plane = 0° at height of H = 1.4 m
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radial positions in CFB as confirmed by various studies [52, 19). Cluster formation
in the riser is confirmed by the photographic studies of Kamalanathan [42].

Figure 13 shows the velocity vector plot. Velocity vector plot gives qualitative
information about the overall flow pattern. It can be inferred from the plot that the
most of solids flow upward and radial directed motion is negligible. The mean
velocity vector plot does not show any downward motion, and also velocity near
the wall is relatively less than the center. Similar vector plots can be plotted in any
planes and highly useful to understand the flow pattern. Such plots in all the planes
gave very similar vector plots confirming the axisymmetric flow.

Ensemble-averaged velocities in the axial and radial direction are shown in
Fig. 14 at different heights. Mean axial solid velocities are high in the center and
low near the wall. The gradient of mean axial velocity along the radial direction
increases. Further with increase in the height, the change in the mean axial solid
velocity is 10% or less. Thus, flow can be considered as developed. Compared with
the radial mean velocity, the flow is predominately in the axial direction. Further,
the radial mean axial velocity at all the reported heights is negligible. Similar
observations have been made for azimuthal velocity too. All the mean axial solid
velocities are positive. However, it does not mean that there is no negative
velocities, in the mean sense the flow is upward. PDF of the instantaneous velocities
clearly shows that negative velocities are observed all along the column. Thus, this
kind of detailed analysis is required to disseminate the local information.

Fig. 13 Mean velocity vector plot at plane of 0–180°
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Fluctuating and turbulent solid motion are quantified using the second-order
moments of velocity. From the instantaneous velocities and ensemble-averaged
velocity, the fluctuating RMS velocity can be calculated as follows

v′q i, j, kð Þ= vq i, j, kð Þ− ⟨vq i, j, kð Þ⟩ ð10Þ

⟨vq⟩
RMS =

ffiffiffiffiffiffiffiffiffiffi
⟨v′2q⟩

q
ð11Þ

Further, Reynolds stresses are obtained as

τqs = ρp⟨v′q i, j, kð Þv′s i, j, kð Þ⟩ ð12Þ

Figure 15 shows the axial and radial RMS velocities at different height. With
increase in the height, there is no significant change in the axial and radial RMS
velocities. Axial RMS velocities are order of magnitude higher than the radial RMS
velocities. Thus, fluctuations are primarily in the flow direction. Axial RMS fluc-
tuations are high near the wall and low in the center. High fluctuations might be due
to the high occurrences of cluster formation near the wall, and solid–solid inter-
actions near the wall are high due to the high volume fraction compared with the
center of the column. Information on RMS fluctuations is increasingly important in
the fast reactions and mass transfer controlled reactions as local fluctuations play
major role in the conversion. In addition to that, such information is needed for the
validation of advanced CFD simulations. Solid mean velocity and solid fluctuations
profile are contrary to each other. Thus, the governing phenomena of mean velocity
and fluctuations are different.

Normal and shear Reynolds stress can be obtained as shown in Fig. 16. Normal
Reynolds stresses are significant; however, other shear stresses are negligible. Thus,
confirming the flow is anisotropic. Radial shear stress is very less due to the high
momentum of the particle in the axial direction as the flow is predominantly in axial
direction.

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5
M

ea
n 

ax
ia

l v
el

oc
ity

 (m
/s

)

Non dimensional radius (r/R)

 H = 1.4 m
 H = 1.6 m
 H = 1.8 m

0.0 0.2 0.4 0.6 0.8 1.0
-0.10

-0.05

0.00

0.05

0.10

M
ea

n 
ra

di
al

 v
el

oc
ity

 (m
/s

)

Non dimensional radius (r/R)

 H = 1.4 m
 H = 1.6 m
 H = 1.8 m

Fig. 14 Azimuthally averaged mean axial velocities at different heights

200 P. Kamalanathan and R. K. Upadhyay



Turbulent kinetic energy can be inferred as the energy available for the dissi-
pation. Fluctuating turbulent kinetic energy per unit mass is sum of the normal
components of the Reynolds stress can be computed as

KE=
1
2
ρp ⟨v′2r ⟩+ ⟨v′2θ⟩ + ⟨v′2z ⟩
� � ð13Þ

Figure 17 shows the turbulent kinetic energy at different heights. Fluctuating
turbulent kinetic energy available is two orders of magnitude less than the kinetic
energy available. Thus, it can be inferred that the energy available for the dissi-
pation is negligible.

Similar information can be drawn for different operating condition and at dif-
ferent scales, which are shown by Kamalanathan [42]. Combined with advanced
CFD models, this information can greatly help in developing the detailed under-
standing of such complex system, which can lead to better design and scale-up of
gas–solid system.
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Cavity Models for Underground Coal
Gasification

Preeti Aghalayam

Abstract Underground coal gasification is an in situ coal utilization technique that
has immense potential as a future clean coal technology. UCG possesses a number
of advantages including the ability to use deep and unmineable coals. The most
important component of UCG is the underground “cavity”—which serves as a
chemical reactor with rich interplay of kinetics and transport. Field and
laboratory-scale experiments have revealed several interesting features of the UCG
cavity. Modeling studies on the UCG cavity involve fundamental models and CFD
simulations. In this chapter, we will discuss various experiments and models of
UCG cavities, with a focus on the effects of reaction chemistry and thermome-
chanical spalling on cavity evolution.

1 Underground Coal Gasification

Underground coal gasification is a clean coal technology proposed for future
applications in various parts of the world. It consists of the in situ reaction of coal
deposits in order to release combustible product gas—which can subsequently be
used in various applications. The technique affords several advantages—primarily,
it allows the utilization of deep coal deposits (up to 1 km under the surface of the
earth) and minimizes the environmental impacts of coal mining and transport. Some
of the challenges of UCG include the potential of surface subsidence and aquifer
contamination. UCG has had a long history—for instance, the Angrensikaya
shallow coal mine in Uzbekistan, UCG was used to produce domestic heating gas
on a sustained basis for several decades since the late 1950s [1]. At present, several
worldwide projects are at various stages of development.
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1.1 The UCG Technique

In UCG, first a vertical injection borehole is dug from the surface to the bottom of
the coal seam. Next, a production borehole is created at a prescribed distance from
injection. The main challenge in UCG is to find a means of connecting the injection
and production boreholes. Directional drilling techniques are employed in order to
provide the initial horizontal connection. Reactant gases (air, oxygen, and steam)
are injected, and an ignition protocol is used, in order to kick start the various
chemical reactions that constitute UCG. As the reactions proceed and coal and char
are consumed, a cavity is created underground near the point of injection. The
underground cavity grows with time, and the combustible gases generated by the
reactions are captured above ground at the production well. The typical operating
conditions of UCG are—30–50 bars (for a coal seam ∼300–500 m deep) and 500–
1000 °C outlet temperatures depending slightly on the nature of the coal [2].
Figure 1 presents a simple schematic of this complex underground process.

1.2 Worldwide Practice of UCG

While there are a number of advantages of UCG, a widespread commercialization
of the technique is not yet evident. Considerable success has, however, been
enjoyed in Angrensikaya [1] in Uzbekistan and Chinchilla [4] in Australia. Nev-
ertheless, there are a number of blocks on the road to the commercialization of
UCG [5]. The potential of UCG in adding to the energy mix, particularly for
coal-rich countries such as India, cannot be underemphasized [6].

Some of the early studies on UCG at the field-scale were undertaken in the USA
at the Lawrence Livermore National Laboratories [7, 8]. An analysis of the potential

Fig. 1 Schematic of UCG [3]
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of CCS in conjuction with UCG has been analyzed [2]. In recent times, the
activities in India [6], Bangladesh [9], Canada [10], and Poland [11] are
noteworthy.

The early practice of UCG was limited to shallow mines, and the product gas
used mostly for domestic heating purposes [1], whereas the current proposals
regarding UCG cover a wide variety of coals and lignites and propose uses for the
product gas ranging from hydrogen production, Fischer–Tropsch synthesis, elec-
tricity generation, and polygeneration [2, 12], in various parts of the world.

1.3 Chemical Reactions in UCG

Several chemical reactions occur (simultaneously) in UCG—including both
heterogeneous and homogenous ones. It has been clearly shown in simulations that
the experimental determination of reaction kinetics for specific coals is required
[13]. The first important event is the drying of the wet coal—and most of the UCG
models consider this drying step as a reaction, as well [14]. Next, the pyrolysis of
the coal to release volatiles and leave behind reactive char is to be considered. The
stoichiometry of the pyrolysis reaction depends on the ultimate analysis of coal and
char and can be determined in prior calculations [14]. The rate expressions for
pyrolysis of some of the coals of interest in UCG are specified in the literature [15,
16]. Likewise, the char oxidation has been studied and rate expressions provided
[14, 16–19] for various coal chars. The steam and CO2 gasification reactions are
possibly the most important in UCG and have been studied experimentally [17, 20,
21], albeit only for a handful of coals from this viewpoint. Handy tabulations of
quantitative reaction rate expressions and kinetic parameters for all the reactions for
a handful of specific coals are reported in [12, 14, 16], while an optimization routine
to “up-scale” kinetics determined at atmospheric pressure to the higher pressures
which are relevant to UCG, is demonstrated in [19], treating coal as pure carbon as
a first approximation.

1.4 Mathematical Modeling of UCG

In practice, UCG is extremely complex, and procuring experimental evidence
regarding controlling phenomena is difficult. The high-temperature sequence of gas
and solid–gas reactions occurs deep under the earth’s surface, and the distances
between the injection and production wells can be hundreds of meters, precluding
the possibility of developing large databases of temperature and reactant compo-
sition information. Apart from the scale of the problem, the safety aspects such as
runaway reactions, aquifer contamination, and roof collapse render field-scale
experiments of UCG very challenging indeed.
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The role of mathematical modeling in providing a basis encouraging investments
in UCG at a chosen site, and for making predictions of both product gas quality and
process economics, is vital. Extensive research on the development of mathematical
tools particularly applicable to UCG is being conducted [3]. The models for UCG
broadly focus on fundamentals (determination of intrinsic kinetics or mass and heat
transport effects); process modeling (providing expected compositions and calorific
value of the product gas under at various operating conditions); and economics
(e.g., predicting the cost of UCG generated electricity on a per Btu basis; or
comparing cost of H2 production per Kg from UCG).

Kinetic studies that provide the reaction rate parameters for the pyrolysis, oxi-
dation, steam gasification, and CO2 gasification of various chars are important first
steps in modeling of UCG. For example, extensive studies of the Wyodak coal in
the USA have been undertaken earlier [14] and useful data on kinetic constants
provided [12]. Some information regarding a lignite from the Falkirk mine in the
USA is also available [17]. Extensive studies on Indian coals and lignites have been
recently conducted [16, 20], and samples from proposed UCG sites in Poland are
analyzed [21]. Interesting developments regarding the pressure dependence of the
kinetic parameters are provided as well [19, 22] in the literature.

Predictive process models for UCG incorporate fundamentals, such as kinetics
of chemical reactions in UCG, provide quantitative details regarding expected
product gas composition and other features. One-dimensional models that treat the
“UCG reactor” as a packed bed reactor have provided analyses of several coals
from India and the USA [13, 14]. A more advanced pseudo-one-dimensional model
incorporates cavity aspects and predicts the product gas compositions, and their
dependence on various factors including pressure and intrinsic coal reactivity [23].
On the other hand, plant-wide and reservoir models have been recently developed
that tackle the entire UCG operation including the various associated unit opera-
tions and provide another viewpoint about the UCG process [24–26]

Another focal point in modeling for UCG has been regarding economics.
Although these models are under development at this point, with extensive dis-
cussions on the various associated costs [6, 27] of UCG, it is evident that it is
important to analyze the cost of UCG product gas on a local basis. The Canadian
scenario is explored in [10, 28], and potential of UCG in fertilizer production in
Bangladesh is presented in [27]. Other economic analyses for USA [29]; India [6];
Poland [30], and Bulgaria [31] target various aspects related to the costs of UCG.

One of the unique features of UCG is the formation and growth of the under-
ground cavity. It has been shown in several studies that the nature of the cavity (in
terms of size, porosity, conductivity, growth rate, and so on) can have a direct
impact on the performance of UCG [16, 32]. The cavity “sub-model” has been
under study for the past several decades, and the rest of this chapter will focus
particularly on the UCG cavity, which can be considered as a chemical reactor.
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2 Cavity Models for UCG

The earliest inclination of the importance of the UCG cavity was obtained in the
field-scale studies conducted in the USA by the Lawrence Livermore National
Laboratory [7]. In a series of experiments termed the “Large Block Experiments,”
large sections of coal at a chosen site were gasified and the product gas composition
were analyzed. Upon cooling, the blocks were extracted and studied. A hemi-
spherical dome-shaped cavity was observed, and it was hypothesized that the
chemical reactions of UCG occur within and on the roof of this cavity [8]. Fur-
thermore, the nature of the coal, including its porosity, carbon, ash, and moisture
content, was found to affect the cavity significantly [8].

2.1 Laboratory Demonstration of UCG (Micro-UCG)

The shape and evolution of the UCG cavity have recently been examined in detail
in a series of laboratory-scale experiments, for an Indian coal from a proposed UCG
site [33, 34]. The laboratory technique that mimics the UCG process, albeit on a
small scale, is termed “Micro-UCG.” Figure 2 shows the experimental setup that is
used. The original details of UCG are retained as feasible. Vertical boreholes are
created in a ∼15 cm coal block and further connected at the bottom by a horizontal
borehole. An ignition protocol utilizing LPG is implemented. Detailed experiments
varying the composition of the injected reactant gases (O2 and steam) are per-
formed, and the developed UCG cavity examined at the end of the experiment.

Fig. 2 Schematic of the micro-UCG experiment [33]
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Some of the important conclusions from the Micro-UCG experiments are—the
UCG cavity has a hemispherical dome which is more or less symmetric around the
injection point; it also has a long tail that extends toward the production borehole;
the growth of the cavity is more in the vertically upward direction than the
downward one; and the distance between the injection and production wells affects
the size and shape of the cavity. Furthermore, the growth rate of the UCG cavity is
found to be more in case of steam gasification (i.e., when steam/oxygen mixtures
are used as a reactant medium) than in combustion (i.e., when pure oxygen is used
as the reactant medium), possibly due to the thermomechanical spalling of coal
from the cavity roof and kinetic effects. Figure 3 presents a generalized picture of
the micro-UCG cavities that were developed in this work. The calorific value of the
product gas is measured in this work, and the results shown in Fig. 4. It is seen
clearly that the inlet steam to oxygen ratio has a significant impact on the quality of
the product gas in micro-UCG [34].

Fig. 3 A generalized picture of the UCG cavities from micro-UCG experiments [33]

Fig. 4 Variation in the calorific value of the product gas with the inlet steam to oxygen ration
indicates an optimum value (from [34])
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2.2 Experiments and Simulations of Thermomechanical
Spalling

As the temperature in the UCG cavity rises, and the reactant gases diffuse into the
porous network of coal at the top of the cavity, it is expected that they dislodge
pieces of coal from the block and that these pieces fall on to the floor of the cavity.
The tendency for spalling is likely to be a unique property of each coal.

In well-designed laboratory-scale experiments using an Indian hard coal and a
soft lignite (with high moisture content), it has been demonstrated that only the
latter has a high tendency for spalling [18]. Figure 5 is a picture of the heater plate
at the bottom of the coal block that was subjected to high temperature (700 °C) and
a reactive atmosphere for 18 h. Spalled pieces of the lignite, which have dislodged
from the coal block and fallen on to the floor of the UCG cavity are observed in this
case. In an earlier study, similar conclusions were drawn—one of three studied coal
samples demonstrated loosened char and ash on the cavity floor while the others did
not [8], demonstrating that spalling characteristics can vary significantly from coal
to coal.

In a related experiment, the quantitative aspects of spalling of the high moisture
Indian lignite have been tackled [35]. The experimental setup is a simple one
involving a block of the lignite suspended in an UCG-like environment and con-
nected to a load cell in order to monitor its weight as a function of time. Figure 6
shows a schematic of the experimental setup used in this work. The weight of the
block varies continuously due to the chemical reactions of UCG but presents dis-
continuities due to the discrete spalling events. These are well captured in the
experiment, and spalling rates in the range 2–26 kg/m2/h are observed for the
various samples. The heterogeneity in preexisting cracks and other weak points in
the blocks lead to the variation in the spalling rates, in repeated experiments.

Fig. 5 Evidence of thermomechanical spalling in a laboratory experiment on a high moisture
lignite [18]
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Modeling of thermomechanical spalling and inclusion of the effect of spalling on
UCG was first undertaken in the 1980s [36]. A one-dimensional model incorporated
spalling using two parameters—a critical length (into the coal seam at the roof of
the cavity) and critical temperature (at which spalling events occur). The variation
of the roof temperature was tracked as a function of time. The discrete spalling
events were identified, and it was concluded that overall, the growth rate of the
cavity is mostly driven by the mass transport of oxygen to the roof.

Analysis of the influence of thermomechanical spalling on cavity shape, size,
and growth rate is demonstrated in a series of 3-D simulations that present a realistic
picture of the UCG cavity [37]. In this work, gasification of underground coal,
formation and evolution of the cavity, and reactant gas flow patterns are modeled
using a combination of two modules—one that tackles the flow equations and the
other spalling of coal and/or rock layers. Char oxidation is the only reaction con-
sidered though the framework is flexible enough for the introduction of other
reactions as well. The spalled coal that falls into the cavity void is assumed to be
immediately gasified. The permeabilities of the ash, coal, and rock layers are
assumed at different values. The spalling rate is assumed to be a constant, and
different values for the rate are examined in parametric studies.

The results of these simulations demonstrate that a high spall rate leads to rapid
upward growth of the cavity toward the rock, with steep coal walls. Furthermore, an
ash layer of low permeability on the bottom of the cavity leads to significant
bypassing of reactant gases and in general, inefficient gasification. A symmetrical
cavity around the injection point is observed when an initial linkage between
injection and production wells is created [37], which is consistent with the exper-
imental and other observations of other studies on UCG cavities.

Fig. 6 Schematic of the laboratory setup used to measure quantitative spalling rates [35]
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Recent analysis of spalling improves upon the earlier results, and a complete
quantitative method for incorporating the phenomena into cavity modeling and
simulations is developed [16]. This model, which tackles both the prediction of
cavity growth and product gas compositions, is described later in some detail.

2.3 Flow and Transport in UCG Cavities

Another important aspect of UCG models is the velocity contours of the reactant
gases in the cavity space. This involves the flow patterns in the void space as well
as in the porous network of the rubble/roof of the cavity. It has been demonstrated
that the effects of mass transport of reactant gases to the cavity roof and associated
effects can control UCG performance significantly [38], and thus, it is important to
model the nature of flow of reactant gases in the UCG cavity well.

A two-dimensional axisymmetric model that represents the UCG cavity is
studied to determine the importance of heat and mass transport on chemical reac-
tions [38]. CFD modeling assuming a cylindrical shaped cavity, with an ash bed
region in the bottom and void space on top, is undertaken. Oxidation and CO2

gasification reactions are incorporated as boundary conditions, and the coal is
assumed to be pure carbon. Contours of temperature and reactant gas mass fractions
in the cavity are obtained in this study and indicate the importance of heat and mass
transport in capturing UCG performance.

A systematic model of the UCG cavity is proposed in [39]. In this work, the
impact of non-ideal flow patterns in the UCG cavity is analyzed using a com-
partment modeling approach. First, four channel shapes/sizes are chosen based on
earlier literature. CFD simulations are performed in order to determine reactant gas
flow patterns in these cavities. The results of the CFD simulations are used to
determine residence time distribution curves. The RTD curves are then used to
develop a compartment model—i.e., combination of ideal reactors that approxi-
mately represents the flow in the cavity. Figure 7 depicts the proposed compartment
model for the UCG cavity and consists of several perfectly stirred reactors, a recycle
stream, dead volume, and a plug flow reactor. The model is general enough to be
valid for all the four cavity sizes (representing the UCG cavity on different days
since the inception of UCG). ASPEN-based simulations using the proposed com-
partment model are performed, and reasonable results for the homogeneous water
gas shift reaction shown.

Although this work represents a significant advancement in the modeling of the
reactant gas flow patterns in the UCG cavity, it has a handful of disadvantages as
well. For one, the phenomenon of thermomechanical spalling is not included here.
As seen in Sect. 2.2, this can be a very important aspect governing cavity growth
and product gas compositions. Furthermore, four fixed cavity sizes are chosen for
analysis and the evolution in cavity shape/size is not included. Finally, the model
predictions do not tackle the heterogeneous reactions of coal gasification.
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Nevertheless, this is a good cavity model and the use of combinations of ideal
reactors is a handy technique to save on the computational expense associated with
UCG simulations.

2.4 Product Gas Composition Prediction in Cavity Models

The cavity models for prediction of product gas compositions generally use ide-
alized flow patterns [13, 14, 23, 40] or involve expensive CFD simulations that
cannot be easily combined with reaction chemistry [41]. A recent series of articles
presents one way of overcoming these challenges, using the technique of com-
partment modeling [16, 32]. The requirement of a computational tractable UCG
model that captures kinetics, spalling effects, and flow patterns of the reactant gases
in the cavity is well met in this work. The UCG cavity is divided into rubble, void,
and roof zones, and different properties are envisaged in each case. The overall
UCG phenomenon is divided into two phases—in phase I, the coal cavity grows
due to reaction and spalling, in the vertical direction, ultimately reaching the
overburden [16]; whereas in phase II, the outflow channel, that connects the
injection borehole to the production borehole, grows [32]. The two phases will
typically occur simultaneously in UCG processes although in case of coals with
high spalling rates, they may occur sequentially.

As described in Sect. 2.3, the reactant gas flow patterns in the various zones of
the cavity model are examined using CFD simulations as in other work [39] and
translated into a simplified sequence of ideal flow reactors, i.e., a compartment
model [16, 32]. The main components of the compartment model proposed in phase
I are a hemispherical radial PFR representing the rubble zone, and a CSTR that
represents the void space in the cavity. In phase II, the compartment model consists
mainly of CSTRs in series for both for the rubble and the void zones.

Fig. 7 Compartment model consisting of perfectly stirred reactors, dead volume, a bypass stream,
and a plug flow reactor proposed to represent flow in an UCG cavity [39]
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Coal drying, pyrolysis, char oxidation, steam, and CO2 gasification are incor-
porated via kinetic rate expressions developed in an earlier experimental paper for
an Indian lignite [20]. Mass transport effects are included as well. The most
interesting aspect of this cavity model is the inclusion of a discrete spalling com-
ponent, based on laboratory-scale experimental observations [35] on Indian lignite,
which are described in Sect. 2.2. The two parameters used to model spalling are the
critical roof temperature and volume of coal (lignite in this case) spalled, which are
taken as 900 °C and 0.002 m3, respectively, based on the experiment. When the
roof temperature reaches the critical value, the prescribed volume of coal spalls and
falls on to the floor of the cavity. The temperature of the roof then immediately
lowers, and the volume of the radial PFR representing the rubble zone is updated
suitably. The form of the spalling model used here is similar to earlier work [37];
however, the parameters are evaluated from specific laboratory-scale experiments,
and this represents a good advancement.

Thus, the cavity model accounts for the complex flow patterns in the UCG cavity
in addition to reaction kinetics and spalling effects. All the parameters of the model
are particular to the coal under consideration and have been determined in earlier
studies on the same. The comparison of the results of modeling simulations of
“early stage UCG” (phase I) with earlier micro-UCG experiments [34] is reason-
able. The product gas composition, total volume of coal consumed, and size of the
UCG cavity that is measured in the experiments are predicted well in the simula-
tions. Table 1 shows a comparison of the two.

Assuming that the growth of the cavity in the vertical direction occurs before the
growth of the outflow channel (i.e., the two phenomena occur sequentially) and a
predictive model is developed in a subsequent article [32] for the entire duration of
UCG. The article is capable of predicting the observations in terms of gas calorific
value very well. It is particularly relevant that the time taken for the UCG activity to
“end”—i.e., the time at which all the coal that can be gasified is consumed—agrees
well between the simulations and experiments. However, the model assumptions
are valid only in case of high spalling coals and thus may not be universally
applicable.

This comprehensive cavity model represents a giant leap in UCG model pre-
dictions and covers most of the important aspects. But, reaction kinetics and
spalling parameters are not generalizable and need to be evaluated via independent
experiments for each coal of interest. While the intrinsic kinetics from experiments
of thermal analysis and so on can be utilized (possibly, after correcting for the
higher pressure that can exist in UCG [19]), scale effects can be dominant in case of
spalling and experimental information on spalling parameters has to be obtained

Table 1 Comparison of results of the cavity model with experimental data

Parameter Experiment [34] Simulation [16]

Calorific value (kJ/mol) 160 157
Total volume of coal consumed (cm3) 1000 1120
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from field-scale studies as possible. Furthermore, an experimental database of both
laboratory and pilot-scale studies is required in order to validate cavity models,
before extensive predictions of expected product gas compositions can be made.
The importance of such predictive models can, however, not be underemphasized.

2.5 Growth of UCG Cavities

An important aspect of UCG is the rate of growth of the UCG cavity. It is generally
believed that a significant component of cavity growth occurs due to thermome-
chanical spalling events. Using a one-dimensional mathematical model, the cavity
growth rate for a generalized, semi-infinite coal block was obtained [42] in early
studies.

In a systematic study, the cavity growth in all three dimensions has been
obtained in the micro-UCG experiments described above in Sect. 2.1 [34]. The
results, depicted in terms of the volume of the cavity as a function of time, are
qualitatively consistent with the earlier simulations though a quantitative compar-
ison is not viable as the growth rate is not obtained as a function of temperature in
this experiment. Figure 8 shows the linear increase in the cavity volume as a
function of the time of the experiment. It is seen that the size and rate of growth of
the gasification cavity are higher than that of the combustion cavity.

Fig. 8 Variation of the UCG cavity volume as a function of time in micro-UCG experiments
(from [34])

218 P. Aghalayam



The rate of growth of the UCG cavity is estimated in cavity model simulations
for Indian lignites, which demonstrate a high rate of spalling, at 54 cm3/mole of gas
fed [16], using a quantitative model based on various experiments on the chosen
coal sample. This is in reasonable agreement with the experimental study described
above.

3 Future Prospects

Recent advancements in mathematical modeling and laboratory-scale experiments
on underground coal gasification provide the promise for a bright future for UCG.
Several coal-rich countries including India are actively pursuing studies in UCG as
a future clean coal technology that can add significantly to the energy mix of the
country. Although there are issues related to public perceptions and government
regulations regarding UCG, the scientific community has shown remarkable resi-
lience in pursuing the topic. The various research studies in open literature represent
the focus and commitment toward ensuring safe, efficient, and productive practice
of UCG, particularly in deep-seated coal mines that are not currently accessible by
mining techniques. The technological developments required for UCG are all at a
mature stage, and it can be expected that the technique will emerge as an effective
means of utilization of coal in the future.

Experiments on UCG are expensive and complicated, and the protocols are as
yet not well established. The correspondence between results from laboratory-scale
studies and larger field-scale experiments has to be explored further. In the
meantime, the role of mathematical modeling and simulation studies in determining
the feasibility of UCG in various proposed coal mines is vital. UCG cavity mod-
eling is the most important component of this exercise, and the rich literature on this
topic is a testament to this. Three-dimensional simulations performed at scale,
incorporating specific kinetics, spalling and flow pattern information for a proposed
pilot-scale study, and validated against experimental data from the same, are
hopefully realizable in the near term future!
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Gasification of Mixed Biomass: Analysis
Using Equilibrium, Semi-equilibrium,
and Kinetic Models

Debarshi Mallick, Buljit Buragohain, Pinakeswar Mahanta
and Vijayanand S. Moholkar

Abstract Biomass gasifiers with capacities exceeding 1 MW have large biomass
consumption, andmixture of biomasses need to be used as feedstock in these gasifiers.
In this chapter, we have presented a review of our studies in gasification of biomass
blends using approaches of non-stoichiometric equilibrium, semi-equilibrium, and
kinetic models. Initially, gasification of biomass mixtures has been assessed using
thermodynamic equilibrium and semi-equilibrium (with limited carbon conversion)
model employingGibbs energyminimization. Influence of operating parameters such
as equivalence ratio, temperature of gasification, and composition of the biomass
mixture has been evaluated using two criteria, viz net yield and LHV of the producer
gas. Interestingly, optimum operating conditions for all biomass mixtures have been
established as equivalence ratio ∼0.3 and gasification temperature ∼800 °C. The
kinetic model analysis of gasification of biomass based on a circulating fluidized bed
gasifier. A series of chemical reactions was considered for obtaining complete mass
balance. Although the profiles of molar composition, net yield and LHV of the
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producer gas predicted by kinetic model matched with equilibrium models qualita-
tively, significant quantitative difference was evident. The processes of char gasifi-
cation and tar oxidation have slow kinetics that adversely affects the carbon
conversion in the riser of the circulating fluidized bed gasifier.

Keywords Gasification ⋅ Equivalence ration ⋅ LHV ⋅ Equilibrium model
Semi-equilibrium model ⋅ Kinetic model

1 Introduction

Global consumption of energy has been greatly increased in recent years due to
industrial development, economy, and population growth. Fossil fuels are the most
common energy sources used in the world. Combustion of these fossil fuels pro-
duces large amount of CO2 which contributes to greenhouse effect and global
warming [1]. These issues have made substitution of conventional fuels with
alternate fuel sources that are renewable, sustainable, and environmentally friendly.
Unless we give a serious thought toward the renewable energy, the problem of
energy crisis cannot be resolved. Renewable energy sources can reduce our
dependence on fossil fuels and help us to reduce greenhouse gas emissions. So,
there is an immediate need for harnessing the large potential of renewable energy
sources in a planned and strategic way in order to diminish the gap between demand
and supply of required energy, and at the same time avoiding issues of climate
change risk. Among all renewable resources of energy, biomass is the only carbon
source which can be converted to solid, liquid, and gaseous product through various
thermochemical conversion processes [2]. Biomass is the fourth largest source of
energy in the world after coal, petroleum, and natural gas and provides about 14%
of the world’s energy consumption [3]. Hence, extensive abundance of biomass has
been widely recognized as the potential to supply larger amounts of useful energy
with fewer environmental impacts compared to fossil fuels [4].

There are three thermochemical routes to extract energy from biomass, viz.
pyrolysis, combustion, and gasification. Gasification is a thermochemical process that
converts organic- or fossil-based carboneous materials into combustible gases, liquid,
and tar. The combustible gases mainly contain methane, hydrogen, carbonmonoxide,
carbon dioxide and nitrogen. In order to enhance efficiency of gasification process,
various types of gasifiers have been developed, viz. updraft gasifier, downdraft
gasifier, cross-draft gasifier, bubbling fluidized bed gasifier, circulating fluidized bed
gasifier, entrained flow gasifier. Amongst them, fluidized bed gasification is one of the
promising technologies to extract energy frombiomass, as it has distinctmerits such as
excellent mixing, fuel flexibility, thermal as well hydrodynamic uniformity, effective
temperature control, higher efficiency and better control of solid and gas flow.

In order to analyze the performance of fluidized bed gasification as a function of
process parameters, several models have been developed by different researchers.
These models can be broadly classified in two categories, viz. thermodynamic
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equilibrium modeling and kinetic modeling. The equilibrium modeling approach is
independent of the gasifier type, as it does not consider the hydrodynamic and other
process conditions of gasification. Depending on procedure of determining the
product composition of gasification process, the equilibrium model may be further
classified as the stoichiometric equilibrium model and non-stoichiometric equi-
librium model. The stoichiometric equilibrium models are based on reactions
that occur between the chemical species involved in the process, while, non-
stoichiometric models are based on elemental balance between the reactants and
products at given conditions of temperature and pressure. The kinetic models of
gasification usually consider the hydrodynamic behavior of gasification system
coupled with the reaction kinetics. Kinetic modeling is physically most realistic
approach. Though, many limitations of these models in terms of proper and reliable
operational data restrict their wide applicability.

The chapter tries to give a comprehensive overview of the different mathematical
models viz. equilibrium, semi-equilibrium, and kinetic models of biomass gasifi-
cation using a circulation fluidized bed gasifier as basis. Three representative bio-
masses, which are available in India [5] viz. sawdust, rice husk, and bamboo dust
have been selected for the present study. The important parameters such as tem-
perature of gasification, equivalence ratio that influence the quality, and yield of the
producer gas resulting from biomass gasification [6, 7] have been briefly discussed.

2 Biomass Gasification Models

The gasification processes essentially involve complex chemical reactions, partial
oxidation, char gasification, conversion of tar and hydrocarbons, and the water–gas
shift reaction. These complex processes are coupled with sensitivity of the product
distribution to the heating rate and residence time in the gasifier. Reliable data and
information on these aspects are required for development of mathematical models.
The main objectives in development of the gasification models are: (1) study of the
various thermochemical processes during the gasification of the biomass and (2) to
obtain the influence of input variables, such as equivalence ratio,moisture content, air/
fuel ratio, fuel gas composition and yield, and the calorific value of the fuel gas. Simple
thermodynamic gasification models are based on the final conditions of temperature
and pressure in the gasifier that dominates the chemical equilibrium. More rigorous
models take into account various zones in the gasifier, with different temperature
ranges, that are associated with different steps of the overall gasification process.

Kinetic models essentially provide the information on kinetic mechanisms to
describe the conversion during biomass gasification, which is very important in
designing, evaluating, and improving gasifiers. The kinetic models are very precise
and detailed but are computationally intensive [8].

The kinetic rate models always contain some constraints that limit their appli-
cability to various systems. On the other hand, thermodynamic equilibrium models,
which are independent of gasifier design, are more appropriate for studies on the
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influence of the most essential process parameters such as temperature of gasifi-
cation and equivalence ratio. During the chemical equilibrium condition, the
reacting systems are at its most stable composition, and a condition is determined
when the entropy of the system is maximized; however, Gibbs free energy is
minimized. In practical situation, thermodynamic equilibrium may not be achieved
even at comparatively high operation temperatures [9].

Aspen Plus is the simplest possible model which incorporates the main gasifi-
cation reactions and the gross physical characteristics of the gasification reactor. It
is a problem-oriented software used to facilitate the calculation of chemical,
physical, and biological processes. It can be applied to describe the processes
involving solids, vapor, and liquid streams. The Aspen Plus process simulator is
prepared with a large property data bank having the various stream properties
required to model the material streams in a gasification unit, with an allowance for
the addition of in-house property data. Aspen Plus simulator is basically used to
simulate coal conversion processes viz indirect coal liquefaction processes [10],
methanol synthesis [11], integrated coal gasification combined cycle power plants
[12], compartment fluidized bed coal gasifiers [13], atmospheric fluidized bed
combustor processes [14], coal hydrogasification processes [15], and coal gasifi-
cation simulation [16]. Though, the effort that has been made on biomass gasifi-
cation with the use of Aspen Plus simulator is less extensive.

The artificial neural networks (ANN) have been comprehensively applied in the
fields of pattern recognition, function approximations, signal processing, and pro-
cess simulation. ANN incorporates the non-mechanistic, non-equilibrium modeling
for biomass gasification [17].

2.1 Equilibrium Model for Biomass Gasification

The equilibrium model is a useful tool for optimization of gasifier in terms of
gasifier operating conditions. It can be applied to both moving as well as fluidized
bed gasifiers. This approach of mathematical modeling is independent of the reactor
type and not limited to a specified range of operating conditions. The equilibrium
models are classified as stoichiometric and non-stoichiometric on the basis of
algorithm used for Gibbs energy minimization. The stoichiometric model needs a
defined reaction mechanism which incorporates all chemical reactions and the
different species involved at gasification temperature. On the other hand, in
non-stoichiometric approach, no need of a particular reaction mechanisms or spe-
cies is involved during numerical simulation. It is based on the elemental compo-
sition obtained from ultimate analysis [18]. In non-stoichiometric equilibrium
approach [19], the elemental composition is obtained using Gibbs energy mini-
mization using numerical methods without specifying the possible reactions taking
place. The stoichiometric equilibrium model is based on the species which are
present in the largest amounts having the lowest value of free energy of formation.
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The equilibrium models are developed on the basis of following assumptions
[20]:

1. The process occurs at steady state. The reactor is implicitly considered to be
zero dimensional.

2. The gasifier is isothermal at equilibrium condition.
3. Reaction rate is fast enough and residence time is sufficient to reach equilibrium

condition.
4. Gases except H2, CO, CO2, and CH4, N2 and H2O are negligible.
5. Char contains only solid carbon.
6. Ash residue is negligible.
7. The product gas is at the gasifier temperature.
8. All the gases obey the ideal gas law.
9. Potential and kinetic energies are negligible.

10. Tars are not modeled.

The equilibrium model shows great disagreement under some circumstances due
to presence of large number of assumptions. At relatively low gasification tem-
perature, this model overestimates H2 and CO yields and the underestimation of
CO2, methane, tars, and chars [18].

Several authors have applied thermodynamic equilibrium approach (stoichio-
metric and non-stoichiometric models) for biomass gasification [21–27]. Zainal et al.
[21] have modeled the biomass gasification process using stoichiometric thermody-
namic equilibrium approach. They studied the effect of gasification temperature and
the moisture content on the composition of the producer gas using different types of
biomass materials. Similarly, Alderucci [22] has also studied biomass gasification
with steam and CO2 as gasification medium using the equilibrium model. Jarungth-
ammachote andDutta [23] developed the thermodynamic equilibriummodel based on
the equilibrium constant for predicting the composition of producer gas. To improve
the results of the model, the authors have used the coefficients for correcting the
equilibrium constant of the water–gas shift reaction and the methane reaction. The
predicted results obtained from themodifiedmodel were found tomatch satisfactorily
with the experimental results reported by Jayah et al. [24]. Schuster et al. [25]
investigated biomass gasification using equilibrium model using steam as the gasi-
fying agent in a fluidized bed gasifier. The study reported that the prediction of gas
yield and LHV was in the range of the measured results; however, the CH4 content in
the product gas was overestimated though, it was not significantly influence the
overall efficiency of the system. Li et al. [26] applied a non-stoichiometric equilibrium
model (minimization of Gibbs free energy) to predict the fuel gas composition for a
circulating fluidized bed coal gasifier. Jarungthammachote and Dutta [27] studied the
non-stoichiometric equilibrium model for gasification in different types of bed. The
study reported significant deviation from the experimental data, especially for the
prediction of CO and CO2 concentration. The author has modified the model to
consider the effect of carbon conversion and observed the improved results closer to
the experimental data. However, this model could not give results with high accuracy
for the spouted-bed gasification process. Themodifiedmodel predicted higher heating
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values compared to experimental due of the overprediction of the CO content in the
fuel gas.

Relative to stoichiometric equilibrium models, less number of papers have been
published on application of non-stoichiometric models for biomass gasification.
Different algorithms for Gibbs energy minimization have been applied by different
researchers in these non-stoichiometric models. Most commonly used Gibbs energy
minimization algorithms include STANJAN [28], RAND [29], CANTERRA, and
SOLGASMIX [30].

We present below the summary of our research on gasification of biomass
mixtures in a circulating fluidized bed gasifier using non-stoichiometric equilibrium
model. Using this model, an attempt has been made to assess the principal char-
acteristics of the producer gas, viz. yield of gas (per unit wt of biomass mixture), H2

and CO content of the gas, and the LHV of the gas. For the simulations, FACT-
SAGE software that employs the algorithm SOLGASMIX has been used. The
equations of Gibbs free energy minimization and the solution algorithm in details
are available in the original paper by Buljit et al. [31] and Eriksson [32], respec-
tively. For the gasification of mixture of biomass (binary mixture of any two of the
three biomasses viz. sawdust, bamboo dust and rice husk in three proportions in
weight percent as 25–75%, 50–50% and 75–25%), four representative temperatures,
viz. 700, 800, 900, and 1000 °C and three equivalence ratios, viz. 0.2, 0.3, and 0.4
are chosen for the simulations.

The result shows that net producer gas yield increases with equivalence ratio
(ER) from 0.2 to 0.4. For the mixtures of rice husk and bamboo dust, the total gas
yield is essentially independent of the mixture composition. However, when saw-
dust content increases in the mixture, the gas yield slightly increases due to the
higher carbon content in sawdust compared in the biomass. Figure 1a, b describes
the trends of net producer gas yield resulting from gasification of rice husk/sawdust
(RH + SD) and bamboo dust/sawdust (BD + SD) mixture, respectively, for dif-
ferent gasification temperature and ER. For a specified gasification temperature, the
H2 content of the producer gas decreases with ER for all biomass mixtures. For
ER = 0.2 and up to 900 °C, the H2 content shows an increasing trend and thereafter
decreases. No particular trend can be seen for hydrogen with constituents of the
biomass mixture. Carbon monoxide content in the producer gas also decreases with
ER at a specified temperature. For biomass mixtures comprising sawdust, the CO
content increases with the proportion of sawdust in the mixture clearly due to higher
carbon content of sawdust than rice husk and bamboo dust. For a given gasification
temperature, the LHV reduces with increasing air ratio as the major combustible
gases, viz. H2 and CO decreases with ER, but the LHV increases with gasification
temperature for a given ER. The LHV values for any combination of ER and
gasification temperature are higher for biomass mixture containing sawdust than the
corresponding rice husk/bamboo dust mixture. The net thermal energy content of
producer gas is also higher for mixtures containing sawdust and varies directly with
the proportion of the sawdust content in the mixture. Figure 2a, b describes the
trends of lower heating values resulting from gasification of rice husk/sawdust
(RH + SD) and bamboo dust/sawdust (BD + SD) mixture, respectively, for dif-
ferent ER and gasification temperature.
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2.2 Semi- or Quasi-Equilibrium Model for Biomass
Gasification

The equilibrium models are useful tools for preliminary assessment of gasification
characteristics of different biomass feedstocks. However, due to significant differ-
ence between actual operating conditions and the assumptions in the equilibrium

Fig. 1 Variation in total producer gas yield for a Rice husk (RH) and Sawdust (SD) b Bamboo
dust (BD) and Sawdust (SD) mixture for different ER and gasification temperature using
equilibrium method (adopted from Buragohain et al. [31])
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model, these models cannot predict quantitatively accurate results for all operating
conditions. Major limitation of equilibrium model is that gasification reactions are
mostly influenced by kinetics and mass transfer, and thus, some reactions

Fig. 2 Variation in LHV of producer gas for a Rice husk (RH) and Sawdust (SD) b Bamboo dust
(BD) and Sawdust (SD) mixture for different ER and gasification temperature using equilibrium
method (adopted from Buragohain et al. [31])
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(especially with solid phase reactants) do not reach equilibrium condition [18]. As
mentioned earlier, thermodynamic equilibrium models do not require any knowl-
edge of the mechanisms of transformation. Furthermore, they are independent of
the reactor and not limited to a specified range of operating conditions. The equi-
librium model is valuable as they predict the thermodynamic limits of the gasifi-
cation reaction system. Thus, in order to describe the behavior of gasifiers more
accurately, modifications have been made to equilibrium models.

The semi- or quasi-equilibrium approach accounts for the deviation from the
equilibrium reactions, and hence, has improved accuracy in predicting the producer
gas composition [33]. In this approach, the equilibria of the reactions defined in the
model are evaluated at a temperature, which is lower than actual process temper-
ature. For fluidized bed gasifiers, the average bed temperature can be used as the
process temperature, while for downdraft gasifiers, the outlet temperature at the
throat exit should be used as the process temperature. Till now, few researchers
have addressed the thermodynamic equilibrium approach for biomass gasification
in air/steam fluidized bed gasification. Ngo et al. [34] have developed the
quasi-equilibrium three-stage gasification model to investigate the effects of gasi-
fication temperature and steam fuel ratio on the producer gas composition, carbon
conversion, char residue, gas yield, lower heating value, and H2 to CO molar ratio,
in a dual circulating fluidized bed gasifier. The model included three stages, viz.
biomass pyrolysis, char–gas reaction, and gas-phase reaction, where empirical
equations are involved to take into account the deviation from theoretical equilib-
rium reactions. The model was validated with the experimental data obtained for
biomass steam gasification. The study reported that the producer gas compositions
predicted by the model had a reasonable agreement with experimental data. The
prediction accuracy of the quasi-equilibrium model would be improved, if tar
formation and cracking in the pyrolysis stage were also considered. Bacon et al.
[35] have reported quasi-equilibrium models for each independent chemical reac-
tion. Kersten et al. [36] have developed quasi-equilibrium model for operating
temperatures in the range 740–910 °C. The authors reported that the equilibrium of
Boudouard reaction, water–gas shift reaction, and methane reaction should be
evaluated at much lower temperatures for circulating fluidized bed gasifier. The
author also reported that quasi-equilibrium approach appeared to be independent of
process temperature in this temperature range. Kersten et al. [36] and Li et al. [18]
have added empirical relations to their initial thermodynamic models to calculate
the carbon conversion and the yield of CH4. The use of these correlations was
limited only for the reactors developed by authors, and not for all reactors in
general.

Our simulation results using quasi-equilibrium model are deviated from the
results of equilibrium models discussed earlier. It was observed that the LHV and
net yield of the producer gas (per unit biomass feed) reduced for semi-equilibrium
model compared to equilibrium model. Hydrogen and carbon monoxide content of
the fuel gas composition also reduced as compared to the equilibrium conditions.
These two parameters, viz. H2 and CO contents and LHV, showed direct variation
with the extent of carbon conversion.
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Similar studies have been reported by Melgar et al. [37]. The authors have
observed that with the reduction in ER, the CO and CO2 content in the product gas
increases. Furthermore, Melgar et al. [36] have reported higher CH4 content in
product gas at relatively low ER and gasification temperature. Schuster et al. [38]
have stated the leveling off of LHV of product gas at gasification temperatures
beyond 800 °C. All of these findings in previous literature have agreed with sim-
ulations results of our study.

2.3 Kinetic Model for Biomass Gasification

The kinetic rate model describes the char reduction process using kinetic rate
expressions obtained from experiments that permit better simulation of the exper-
imental data for practical conditions in which the residence time of gas and biomass
is relatively short. Another facet of this approach that makes it physically more
realistic is that the kinetic reaction scheme is coupled to the hydrodynamics of the
system. The major limitation of kinetic model is availability of reliable data and
other parameters of the gasifier system. The first limitation of the kinetic modeling
is availability of precise kinetic constants over a wide range of pressure and tem-
perature. Second limitation is in terms of coupling of hydrodynamics of the gasifiers
and kinetics of reaction scheme by identification and quantification of proper
linkages between the two. These models involve various physical aspects of the
gasification system, viz. gas–solid and solid–solid transport coefficients, velocities
of various phases and residence time distribution. These features make the model
system precise and more error-prone.

Modeling of the biomass gasification with conventional reaction kinetics
approach is an arduous and complicated task due to large variation in composition,
structure, reactivity, and physical reactivity of the chars, and very large number of
chemical reactions that occur simultaneously. Therefore, kinetic models with
“lumped” approach have been employed, in which conversion of biomass as a
whole has been considered—instead of conversion of individual components of
lignin, cellulose, or hemicellulose. The char gasification with the slowest kinetics is
the controling step in biomass gasification.

There are numeral approaches for modeling the complex pyrolysis process of
biomass and the most common of them can be classified into two major categories
viz. model fitting and model free. To investigate the kinetics of the decomposition
process, thermogravimetric analysis (TGA) that uses Arrhenius rate expression is
often used. In the model-fitting method, different models are fit to the experimental
data and the model giving the best statistical fit is selected as the model from which
the activation energy (Ea) and frequency factor (A) are evaluated. In model-free
method, the degree of conversion for a reaction is assumed to be constant and
therefore the reaction rate solely depends on the reaction temperature. Both
approaches of kinetic analysis of biomass pyrolysis, viz. model-free approach (such
as Kissinger method, Kissinger-Akahira-Sunose method, Flynn-Wall-Ozawa
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method, Friedman method) and model-fitting approach (such as Distribution of
Activation Energy Method, Coats-Redfern method) have limitations. Model-fitting
methods are applied to extract a single set of Arrhenius parameters for an overall
process and are not capable to show this type of complexity in the solid-state
reactions. The most important limitation of this method is its inability to uniquely
select appropriate reaction model. The model-free methods simply “postpone” the
consideration of an appropriate conversion function until an estimate of the kinetic
parameters (Ea and A) is calculated. Furthermore, iso-conversional or model-free
methods are unsuitable for those reaction schemes containing competing reactions,
where the net rate of reaction depends on changes in temperature.

Issues with the conventional methods of determining kinetic factors

Conventional techniques for determination of kinetic parameters use thermogravi-
metric analyzer (TGA) data for analysis. However, as noted previously, this
approach has several limitations and issues. Due to these limitations, the values of
the kinetic parameters of frequency factor (A) and activation energy (Ea) for gasi-
fication of similar biomasses reported by different authors show high inconsistency,
with variation of several orders of magnitude. Recent papers by Li et al. [38] and
Campbell et al. [39] have addressed these issues and have proposed new alternate
approaches for the analysis of TGA data for accurate determination of kinetic
parameters. Main limitations of the conventional TGA data analysis techniques, as
reported by Li et al. [38] and Campbell et al. [39] are as follows:

(i) TGA data may contain noise, which can get magnified in the differential
approach of analyzing data. This problem can be obviated (to some extent)
by use of integral methods for data analysis. The temperature integral does
not have any analytical solution [40, 41] and needs to be solved numerically.
The numerical methods have several approximations and truncations that
introduce large errors in the results.

(ii) Large number of chemical reactions occurs during pyrolysis of biomass—
either in series or parallel. In this situation, the kinetic parameters of one
reaction can get influenced by other reaction. In addition, heat and mass
transfer effects (such as diffusion, heat transfer, adsorption, desorption)
associated with the system in which pyrolysis is conducted also affect the
kinetic parameters.

(iii) The three kinetic parameters in the Arrhenius model (kinetic constant, acti-
vation energy, and frequency factor) are interrelated, and hence, should be
determined simultaneously. Rigorous determination of these parameters
requires exact knowledge of reaction mechanism, which may not be known
in most cases. In view of this limitation, shortcut methods involving
model-free approach determine only two parameters, viz. Arrhenius constant
and activation energy, which is error-prone. The apparent activation energy
of the overall pyrolysis process may vary with conversion and temperature.

(iv) Fit TGA data to Arrhenius kinetics also has problems of kinetic compen-
sation effect (KCE), in which error in value of one of the parameters in the
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triplet (k, A, Ea) can be compensated by shift in another parameter. The
kinetic compensation effect is manifested in terms of an isokinetic temper-
ature, at which all reactions belonging to same “compensation set” have
same kinetic rate constant [42]. The numerical errors in data processing lead
to large discrepancies in kinetic data, as reported in literature [43, 44]. The
overall result of these issues is that most of the TGA generated kinetic data is
of empirical nature—without much physical meaning.

Campbell et al. [39] have proposed a quantitative method based on the parameter
“optimization indicator” (Ω) for determining whether trends in activation energy
versus char conversion are error derived (for single model reaction), or whether it is
an artifact (for multi-model reactions). Errors in TGA data mostly occur due to
deviation of actual experimental procedure from the standard (i.e., heating
rates <10 °C/min, and sample mass <10 mg). Samples with large mass, large
heating rates, low purge gas rate and thick sample result in thermal gradients during
decomposition, self-cooling and mass transfer effects. The optimization indicator
proposed by Campbell et al. helps in identification of unsuitable data for kinetic
analysis. Campbell et al. [39] have demonstrated the use of Ω as indicator for TGA
data containing non-kinetic influences related to experimental variables such as heat
and mass transfer. Optimization indicator (Ω) can be used for eliminating suspect
TGA data. Thus, use of Ω as an indicator for reconcilability and quality of gathered
data is an efficient tool for determination of activation energy.

Numerous researchers have focused on kinetic models of biomass gasification:
Wang and Kinoshita [45], Giltrap et al. [46], Chen [47], Jayah et al. [25], and Babu
and Sheth [48]. Wang and Kinoshita [45] have proposed kinetic model based on the
mechanism of surface reactions in the reduction zone assuming a given residence
time and reaction temperature of gasifier. The model developed by Giltrap et al.
[46] for the reduction zone of fixed bed gasifier predicted the composition of the
producer gas under steady-state condition. The precision of the model is limited by
the data availability in the initial conditions at the top of the reduction zone. The
author did not consider the pyrolysis and cracking because the possible pyrolysis
products, reactions, and intermediate products would make the model more com-
plex. The model produced reasonable agreement with the experimental results for
all components of the producer gas, however, this model over predicts the con-
centration of CH4. Chen [47] developed a kinetic model to estimate the length of
the gasification zone and the diameter of the reactor and analyzed the dependence of
the reactor’s performance on operating parameters, viz. moisture content, particle
size, air temperature, and gasifier load. Chen’s model consisted of three different
stages. The first stage estimates the air/fuel ratio required for a specific operating
condition. First part of the model is used as input in the second stage, where the
drying, pyrolysis, and combustion zones are all lumped together. The output from
the lumped zone, which calculated the concentrations and temperatures, is then
used as input in third part of the model that predicts temperature profile along
gasification zone, gas composition, conversion efficiency, and the length of the
gasification zone at any given time interval. An important limitation of Chen’s
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model was overestimation of the temperature of gas emerging from ‘‘lumped’’ zone
due to an unrealistic low estimation of heat loss and the omission of CO and H2 in
the pyrolysis gas. To overcome these deficiencies, Jayah et al. [25] introduced
modifications to the reactor with a variable cross section rather than constant
gasification zone diameter. Giltrap’s model [46] has been modified by Babu and
Sheth [48] suggesting an exponentially varying char reactor factor (CRF) for better
prediction of the temperature profile in the reduction reaction zone of gasifier. The
model was simulated using a finite difference method to determine temperature and
composition profiles in the reduction zone. The model predictions had good
agreement with experimental data of Jayah et al. [25].

For simulation of biomass gasification in circulating fluidized bed in our study
[49], the reaction scheme is integrated with volume as an independent variable with
Runge–Kutta 4th order–5th order adaptive step size methods. The kinetic model
comprised of scheme of 13 known chemical reactions (both homogeneous and
heterogeneous) among various species resulting from pyrolysis of biomass. The
kinetic constants for the reactions were obtained from literature and are depicted in
Table 1. Three types of biomasses, viz. rice husk, bamboo dust and sawdust, were
considered for simulations. For the kinetic model, 12 simulation sets for each biomass
with permutation combination of three equivalence ratios, two gasification temper-
atures and two reaction volumes, viz. 0.0486 and 0.081m3 is considered. Summary of
simulations of biomass gasification using this kinetic model is given below.

Carbon monoxide and hydrogen produced during pyrolysis stage of gasification
show sharp reduction with increasing ER. Nonetheless, H2 and CO content of
pyrolysis gas shows increasing trend with increasing pyrolysis temperature.

Extent of CO2 content in pyrolysis gas was rather insensitive to gasification
temperature. The CO2 content of pyrolysis gas varied directly with the ER and
inversely with the temperature of gasification. The tar content of the pyrolysis gas
gradually reduced with increasing temperature. However, in the later stages of
gasifier, tar content of the producer gas reduced rather slowly, due to slow kinetics
of tar oxidation. In fact, the tar content of the producer gas remained nearly constant
from pyrolysis zone till exit of the gasifier. Among the three biomasses used as
feedstock, as compared to rice husk and bamboo dust, reduction in the weight
fraction of sawdust char was higher. The degree of char gasification increased with
ER and the fractional gasification of char reduced with temperature for a particular
ER and gasification volume. The gas yield decreased with increasing ER for given
gasifier volume and temperature and increased marginally with gasification
temperature.

LHV of the producer gas was found to be increase with gasification temperature
for given ER and reactor volume. However, it decreased with ER for a given
gasification temperature and reactor volume. For a given air ratio and gasification
temperature, the LHV decreased with increasing reactor volume. For ER = 0.3 and
0.4, the LHV of producer gas from rice husk was almost independent of gasification
temperature and reactor volume. For ER = 0.2 and gasification temperature = 800
°C, the LHV of producer gas shows a drastic tenfold increase compared to the LHV
at 700 °C for same ER. Figure 3a, b describes the trends in LHV of the producer
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Fig. 3 Simulation results of biomass gasification with kinetic models: a Variation of LHV of the
producer gas; b Net gas yield with ER for rice husk under different gasifying conditions (adopted
from Buragohain et al. [49])
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gas and net producer gas yield resulting from gasification of rice husk, respectively,
calculated using kinetic model under different gasifying conditions. Comparing
among rice husk and bamboo dust, higher gas yield is observed for sawdust
obviously due higher carbon and least ash content. Higher LHV of producer gas for
sawdust (than rice husk) under similar gasifying conditions is also attributed to
higher carbon content of sawdust, which results in higher CO content of producer
gas.

3 Conclusions

Several models have been developed for gasification of biomass, viz. kinetic,
equilibrium, and artificial neural networks. The kinetic model predicts the progress
and product composition at different positions along a reactor, whereas an equi-
librium model predicts the maximum possible yield of a desired product from a
reacting system. The equilibrium models are computationally less intensive com-
pared to kinetic models. However; these models do not give quantitatively accurate
results due to several assumptions that are not obeyed under practical conditions.
The semi-equilibrium approach accounts for the deviation from the equilibrium
conditions, and thus, improves the quantitative accuracy of the prediction of pro-
ducer gas composition. The potential for power generation from gasifier can be
estimated on the basis of yield and LHV of the producer gas achieved from gasi-
fication of biomass (either individual or mixture). In this chapter, an attempt has
been made to present a comparison of equilibrium, semi-equilibrium and kinetic
models for biomass gasification. The equilibrium and semi-equilibrium models
predicted the characteristics of the producer gas that is insensitive to gasification
temperature, whereas the kinetic model revealed greater sensitivity of producer gas
characteristics toward gasification temperature at low equivalence ratios. As a
whole, a relative analysis of the equilibrium, semi-equilibrium and kinetic models
has highlighted the potential of these models to represent biomass gasification
process. This chapter could be a useful source of information for design and
optimization of large-scale biomass gasifiers using biomass (individual)/biomass
mixtures as feedstocks.
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Numerical Modelling of Fluidized Bed
Gasification: An Overview

Saurabh Gupta, Sminu Bhaskaran and Santanu De

Abstract An overview of the computational fluid dynamics (CFD) modelling
techniques used to study multiphase reacting flow in fluidized bed reactors is
presented in this chapter. Research in fluidized bed gasifiers has gained momentum
in recent years due to their various industrial applications. Experimental investi-
gation of such intricate process requires sophisticated and expensive measuring
techniques. Moreover, it is very difficult to capture essential process details of these
systems by available experimental methods. On the other hand, numerical simu-
lation offers a viable approach to experimental investigations. The numerical sim-
ulations not only offer a better insight into the complex gas–solid flow dynamics,
but it also carries paramount importance in the design and optimization of fluidized
bed systems. The present chapter primarily focuses on the CFD modelling funda-
mentals and their application pertaining to fluidized bed reactors. Detailed
description of gas–solid flow modelling and chemical reaction kinetics is given
separately.

Keywords Fluidized bed gasification ⋅ Discrete element method
Multiphase particle-in-cell method ⋅ Two-fluid model ⋅ Particle-laden flows
Nomenclature

ε Volume fraction
ρ Density ðkg ̸m− 1Þ
u Velocity ðms− 1Þ
P Pressure (Pa)
R Universal gas constant ðJkmol− 1K− 1Þ
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T Temperature (K)
Y Mass fraction
τ Stress tensor (Pa)
μ Viscosity ðkgm− 1s− 1Þ
g Acceleration due to gravity ðms− 2Þ
Re Reynolds number
d/D Diameter (m)
CD Drag coefficient
θs Granular temperature ðms− 2Þ
e Coefficient of normal restitution
λ Bulk viscosity ðkgm− 1s− 1Þ
H Enthalpy (J)
h Heat transfer coefficient ðW ̸m2KÞ
Nu Nusselt number
Pr Prandtl number
A Area ðm2Þ
m/M Mass (kg)
F Force (N)
Γ Torque (N-m)
V Volume ðm3Þ
cp Specific heat at constant pressure ðm2 ̸s2KÞ
cV Specific heat at constant volume ðm2 ̸s2KÞ
ς Thermal conductivity ðWm− 2K− 1Þ
k Reaction rate constant
Mw Molecular weight
t Time (s)

Subscripts

g Gas phase
s/p Solid/particle phase
l Laminar
t Turbulent
i ith species

1 Introduction

Fluidized bed gasification is a complex physical process which involves
particle-laden flow with chemical reactions, heat transfer and mass transfer pro-
cesses occurring simultaneously. Gasification in fluidized bed reactors is a focus of
research since last few decades as it offers high degree of solid mixing along with
several other advantages. Although developments in fluidized bed gasification
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technology are being pursued since many years, there is lack of complete under-
standing of such a complicated process. Primarily, laboratory-scale models and
pilot-scale plants are built to study the essential aspects of the process before
realization of the industrial plants. Due to highly complex nature of the process,
scale-up operation of the reactor is not straightforward and relies on empirical data
input.

Of late, computational fluid dynamics (CFD) has emerged as an alternative to
understand the aspects of fluidized bed gasification which are not possible to
examine with experiments such as local flow patterns, temperature and species
distributions in the reactor. Numerical simulations can be very useful in the opti-
mization and modification of the reactor design. Numerical models aided with
empirical data are invoked in the governing equations of the multiphase reacting
flow to model different processes taking place within the reactor. Empirical
sub-models provide closure to the macro-scale simulations and predict
particle-particle interactions (collisions), gas–particle interactions (drag), chemical
kinetics, small-scale turbulence and turbulence-chemistry interactions. These
sub-models are developed for individual processes in particular operating condi-
tions and extended to gasification systems where these processes interfere with each
other. The bottleneck of numerical simulations is the correct implementation of
these numerical models in order to obtain trustworthy results. However, as of now
CFD codes for multiphase reacting flows are not matured adequately so that they
can be confidently utilized for design and optimization. Apparently, it is not pos-
sible that a single simulation method can account for all length and timescales.
Therefore, a multi-scale approach is more suited where large-scale processes are
resolved and the effect of small scales is modelled.

Gas–solid flows can be modelled by two approaches: Eulerian–Eulerian
(EE) approach, where both phases are treated as continuum and typically governed
by a Navier–Stokes-type equation and the Eulerian–Lagrangian (EL) approach,
where the solid phase is represented by discrete particles and their motion is
computed by solving Newton’s second law of motion. Eulerian–Lagrangian-based
direct numerical simulation method can resolve all scales ranging from micrometres
to several metres but is limited to only small-scale systems owing to their very high
computational cost. The present modelling of gas–solid flow is limited to EE-based
two-fluid model (TFM) and EL-based models, discrete element method (DEM),
multiphase particle-in-cell (MP-PIC) method. TFM employs a continuum
description for both the solid and gas phase and uses empirical correlations to
model the gas–solid interactions. Main advantage of this approach is its affordable
computational cost, whereas disadvantage is that the detailed realistic information
of particle-particle and particle-gas interactions cannot be obtained. On the other
hand, EL-based models identify discrete character of the particles and can provide
critical information of flow physics. Main drawback of these methods is that they
become computationally expensive with high particle loading; hence, their appli-
cation is restricted to the fundamental research of flow physics in small-scale
systems. Chemical reaction sub-models of gasification and associated processes
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such as drying, pyrolysis and combustion are invoked in the governing equations of
gas–solid flow to account for gasification process in fluidized bed reactors.

Large number of reactions occurs in the gasification system, and it is not possible
to calculate all the reactions simultaneously so a reduced reaction mechanism is
adopted which includes only major conversion reactions. A comprehensive
numerical model of fluidized bed gasification process is built which is based on the
description of the dynamic behaviour of multiphase flow, heat and mass transfer,
and chemical kinetics. Consequently, it is an extremely challenging task to make
such CFD model which can generate reliable results. This chapter aims to provide a
review of the various CFD modelling approaches applied to solid fuel gasification
in fluidized bed reactor.

The remainder of the chapter is organized as follows. In Sect. 2, modelling of
chemical kinetics of various processes of gasification, such as drying,
devolatilization, char conversion and homogeneous reactions, is discussed. Fluid
dynamics modelling pertaining to fluidized bed reactors is presented in Sect. 3
covering the Eulerian–Eulerian approach-based two-fluid model and Eulerian–
Lagrangian approach-based models, namely discrete element method and multi-
phase particle-in-cell method. Applications of gas–particle reaction modelling for
the fluidized bed gasification systems are also summarized. In these two sections,
the mathematical formulation used for gas–particle flow and chemical reactions and
their coupling is explained. Finally, conclusions along with future directions are
summarized in Sect. 4.

2 Gasification Kinetics Modelling

Gasification of solid fuels consists of four processes, drying, devolatilization,
combustion and gasification. Drying occurs between temperatures 100–150 °C
where moisture contained in the fuel converts into vapour. In devolatilization or
pyrolysis, dry solid fuel transforms into char, volatile gases and tar. The subsequent
gasification process includes chemical reactions among volatile gases, gasification
agent and char at high temperatures. Chemical reaction sub-models of gasification
process are integrated with fluid dynamics and heat transfer equations to construct
an inclusive model to carry out CFD simulations.

2.1 Drying

Drying is the evaporation of the fuel moisture from the raw fuel.

Fuel→Dry fuel +H2O gð Þ
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In the literature, drying process is usually modelled in two ways. In the first
approach, drying is modelled as a chemical reaction and its rate is determined by
Arrhenius expression [1, 2]:

Moisture → kSteam

k=Ae − E
RTð Þ 1− εg

� �
ρsX ð1Þ

Here, k is the reaction rate constant which is a function of activation energy (E),
pre-exponential factor (A), mass fraction of solid species (X) and absolute tem-
perature (T). In the second approach, drying can be assumed to occur instanta-
neously at the feeding location and moisture in gaseous form is directly added to the
other fuel components; therefore, no explicit model for drying is used. Gerber et al.
[3] added 10% moisture by weight in gaseous form with the remaining fuel at the
inlet entering at the temperature of 150 °C. Drying may also be modelled as an
isothermal evaporation process, and it may be described by a lumped method at the
evaporation temperature with the following rate expression [4];

rėvap,H2O =
T − Tevapð Þmcp
ΔHevapδt

, where Tevap, δt andΔHevap are the evaporation temperature,

the time step used and heat of vapourization, respectively.

2.2 Devolatilization

After all the moisture content present in the fuel particle evaporates, devolatilization
process takes place Devolatilization or pyrolysis is a complex thermo-chemical
process which includes several reactions accompanied by heat and mass transfer.
During this stage, the solid fuel particle undergoes thermal decomposition without
oxidation. There are three main components produced during pyrolysis of car-
bonaceous fuels: volatile gases (H2, CO, CO2, H2O, CH4, etc.), tar and remaining
solid residue, char, i.e. fixed carbon and ash.

Dry fuel→m1char +m2volatiles +m3tar

where m is the mass fraction and sum of mass fractions of all product species is
unity. In the most simplified model of pyrolysis, it is regarded that drying and
devolatilization occur instantaneously at the feeding location and devolatilization
products enter the reactor [5]. The volatile matter constitutes several species but an
empirical formula may be formed on the basis of proximate and ultimate analysis
which is used to determine stoichiometric coefficient for pyrolysis products [6]. Ash
refers to the inorganic residue which is considered as an inert compound. Tar
contains heavier molecular gaseous species and is condensable below a certain
value of temperature and concentration. On the other side, tar can undergo cracking
when the reactor is maintained at a sufficiently high temperature. It can be further
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cracked into light gasses in presence of catalysts such as dolomite/olivine. Tar
conversion process is not very well understood for the numerical model develop-
ment [7].

In general, kinetic models of biomass pyrolysis process can be grouped into two
main categories: single-step reaction and multi-step reactions. Single-step
devolatilization model is based on empirical models which correlate the volatile
release rate to volatile matter yield and particle temperature. The simplest model for
pyrolysis is based on the global reaction rate [8], where it is assumed that the
pyrolysis rate is proportional to the amount of volatile matter left in the particle:

coal → kα volatile + 1− αð Þchar.

Here, α is mass stoichiometric coefficient. First-order reaction rate may be used:

dm
dt

= k m∞ −mð Þ. ð2Þ

In the above expression, mand m∞ are time dependent volatile mass and total
volatile yield at t=∞, respectively. Arrhenius reaction rate expression is used to
determine the reaction rate constant, k=Ae −E ̸RTð Þ. Major drawback of this model
is that the final volatile matter yield ðm∞Þ is considered as constant which may not
be true in case of actual process.

Two-step parallel reaction model estimates that the kinetics constants such as
activation energy and pre-exponential factor are not constant for entire temperature
range in the reactor. Therefore, two-step model includes two parallel reactions
occurring into two different temperature ranges contrary to single-step models,
which consider constant value of the kinetic parameters in the whole temperature
range. Multi-step kinetic mechanisms with distributed activation energies are able
to describe competitive reactions occurring during the devolatilization process. An
empirical model based on two competing overall reactions is proposed by
Kobayashi [9]:

Coal →
k1 1− α1ð Þvolatile + α1char,

Coal →
k2 1− α2ð Þvolatile + α2char.

Rate constants are given by Arrhenius expression, ki =Aie −Ei ̸RTð Þ. Total volatile
yield can be found out by the following expression [9]:

Z t

0
α1k1 + α2k2ð Þe

R t

0
α1 + α2ð Þdt . ð3Þ

It is assumed that devolatilization takes place only in the dense zone, and volatile
distribution is uniform along the reactor. While modelling tar, it is a common
practice to assume pyrolysis products free of tar [10]. In some studies, tar is
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represented by some aromatic hydrocarbon ðC6H6, etc.Þ [11, 12] or it is considered
as an inert heavy cyclic hydrocarbon [4] which does not take part in reaction.
Gerber et al. [3] divided pyrolysis into two different steps: primary pyrolysis and
secondary pyrolysis. Primary pyrolysis is related to the thermal degradation of
feedstock into char, volatile gases and primary reactive tar which was modelled by
single-step lumped model. The thermal cracking of primary tar is called as sec-
ondary pyrolysis which produced an inert tar along with other gaseous components.
This process was represented by a first-order kinetic model [13],

rcracking → ϑi104.98e−
93
RTð Þρtar , where ρtar is the density of the tar in the gas stream and

ϑi is the stoichiometric coefficients of secondary pyrolysis products.
Pitt [14] introduced the concept of multi-step kinetic modelling and assumed the

occurrence of a large number of independent, first-order parallel reactions during
the pyrolysis process with the same pre-exponential factor and different activation
energies. Variation in activation energies is characterized by a continuous distri-
bution function (distributed activation energy model). More complex multi-step
reaction mechanism has been proposed recently by Sommariva et al. [15], where
they modelled coal as an aromatic cluster connected by bridges, side chains and
functional groups on peripheral positions. Using three different grades of reference
coal for characterization of the devolatilization process, Sommariva et al. [15]
approximated the coal model as a linear combination of the thermal degradation of
the reference coals. Their pyrolysis kinetic model with 30 reactions predicted the
thermal degradation of different coals in a wide range of operating conditions. Other
mathematical models have been published describing the pyrolysis of a coal particle
[16, 17].

Above-mentioned first-order and two-step kinetic models are empirical; there-
fore, they are limited in their use to a particular coal and operating conditions.
Comprehensive network type models are most advanced mathematical models
which can predict volatile release rate and the species composition during pyrolysis
process for a wide range of operating conditions and coal ranks. These models use a
statistical network approach to explain the macro-molecular chemical structure of
the parent coal and its devolatilization action. Coal is considered as a matrix of
aromatic clusters connected by bridges. Pyrolysis is assumed to be depolymeriza-
tion process in which large molecular structure breaks into smaller fragments and
these fragments are later subjected to other conversion processes. Statistical net-
work models like FG-DVC, FLASHCHAIN, chemical percolation devolatilization
(CPD) model are the most popular ones. These models include network modelling,
coal structure characterization, depolymerization reactions, cross-linking reactions
and formation of non-condensable gas, tar and char. More information about these
models may be found in Refs. [18–20]. Due to their complexities, network models
are not implemented in the CFD codes directly but are useful to generate the input
data for yields and kinetic rates in devolatilization CFD sub-models [21].
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2.3 Char Conversion

Char is the residue remained after devolatilization process. Char converts into
different gaseous components at temperature above than 700 °C, and an inert
product ash remains after complete conversion of char. Char conversion is an
intricate process which involves diffusion of gases such as O2, CO2, H2O,H2 from
surrounding atmosphere to the outer surface and into the porous interior of char
particle. Gasification model contains a set of reactions of char and its intermediate
products which can be endothermic and exothermic in nature. Reactivity of char
can be divided into three regimes based on the temperature range as shown in Fig. 1
[22]. At high operating temperature, reaction rate is much higher than the bulk
diffusion rate; thus, char conversion rate is mainly controlled by bulk diffusion
(Regime III). In moderate temperature range, when the diffusion rate becomes
comparative to the chemical reaction rate, both the reaction kinetics and the dif-
fusion rate determine the char conversion rate (Regime II). In Regime I, which
occurs at low temperatures, reaction kinetics is the rate determining step.

Primarily, char conversion models can be divided into surface-based and
intrinsic models. In surface-based models, reaction is assumed to occur at the
surface of the particle whereas in intrinsic type models, the reaction takes place on
pore surfaces within the particle interior. In most of the numerical studies, a sim-
plified approach is adopted in which the heterogeneous reactions take place at the
reacting char particle surface. ‘One-film’ and ‘two-film’ models serve as the most
basic strategies to model heterogeneous reactions taking place at the surface of a

Fig. 1 Temperature
dependency of reaction rate
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chemically reacting char particle [23]. In both models, char particle is assumed to be
impermeable to gas-phase species. The ‘one-film’ model assumes that the char
oxidation reaction takes place at the particle surface and produces CO and CO2.
This model is extended to gasification reactions, where the flame location is
assumed to be located at the particle surface. Char and volatile reactions supposedly
occur at the particle surface with formation of H2O, CO and CO2 as main products.
Carbon dioxide oxidizes carbon at a slower rate than oxygen. When oxygen is
depleted at the surface, carbon dioxide acts as the carbon conversion agent. The
‘two-film’ model assumes that a deoxidization reaction, C+CO2 → 2CO, occurs at
the particle surface. Carbon monoxide diffuses outward and reacts with oxygen to
form carbon dioxide at the ‘flame sheet,’ CO+ 1

2O2 →CO2. This reaction is
assumed to be infinitely fast so both CO and O2 concentrations become zero at the
flame sheet. Therefore, two gas films are recognized: one at the particle surface and
the other at the detached flame sheet. In gasification reaction model, when flame is
not located at the particle surface, the volatile matter and product of surface reac-
tions react at the flame sheet. Time rate of change of mass of carbonaceous particle

is modelled [24] by the homogeneous model, dm
dt = − km, where the kinetic

constant, k, is a function of particle surface temperature and determined from
Arrhenius reaction rate expressions. In most of the cases, surface temperature is not
known and it is obtained by solving energy equation of the particles. Gerber et al.
[4] modelled char particle decomposition during wood gasification process as:

dmchar

dt
= − kH2O + kO2 + kCO2ð Þmchar + kcharmwood.

Here, the first and second terms on the r.h.s. are due to consumption and pro-
duction of char, respectively. The general char reaction model, kinetic diffusion
limited rate (KD) model [25], considers combined effect of char kinetics and dif-
fusion limited rates. It uses kinetics-controlled equation at low particle temperature
while diffusion-controlled equation at higher particle temperature. So, heteroge-
neous reactions between char and gases ðO2,H2O, CO2Þ can be characterized by a
global reaction scheme based on the reaction kinetics and the diffusion rate and this
model is applied to calculate heterogeneous reaction rate constant (k):

k=
6VcPiεs

dp

1
ka

+
1
kd

� �− 1

. ð4Þ

Here, Vc is the volume of the char, P is the partial pressure of the ith reactant
species and dp is the granular diameter. Diffusion rate ðkdÞ can be defined as,

kd =
ShDgsMw, c

RTSdp
. Sherwood number (Sh) is a function of Reynolds and Schmidt

number, Sh=2+6Re1 ̸2Pr1 ̸3. Dgs is the mass diffusion coefficient,
Dgs = 8.34× 10− 6T1.75

P . The kinetic rate constant ðkaÞ is calculated from the Arrhenius
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expression. Combining diffusion and kinetic rate, char conversion rate can be
expressed as [26],

dmC − i

dt
= −ApPi

1
ka

+
1
kd

� �− 1

.

Here, mC− i is the mass of char remained in the particle during reaction of char
with gasifying species i, and Ap is the particle surface area.

Surface-based models consider grains as non-porous and do not take care of
internal char properties. The random pore model proposed by Bhatia and Perlmutter
[27] considers the effect of char particle porosity distribution and surface area in
kinetics–diffusion-controlled reaction systems. Their model provides more realistic
picture and good agreement with experimental data especially for high-rank coals.
Intrinsic models primarily assume that char combustion takes place in internal pores
of particle. Char burnout kinetic (CBK) model [28, 29] is regarded as the most
comprehensive model which is applicable for a wide range of coal. It comprises
different sub-models which account for morphological changes in char structure.
These sub-models are invoked in diffusion and reaction rate constants. Carbon
burnout kinetics–gasification (CBK/G) model [30] was developed mainly for
gasification process and predicts the gasification rate, particle temperature, variation
in particle diameter, density at a gas temperature and partial pressures of the oxi-
dizing agents. CBK/G includes a combined oxidation/gasification mechanism
involving the three surface reactions for char oxidation used in carbon burnout
kinetics–extended model (CBK/E) plus four reactions for gasification by
CO2, H2O, CO and H2. This model is specifically designed for char burnout pre-
diction and fly ash carbon content.

Various gasification reaction mechanisms are used by researchers in the litera-
ture, and the following global heterogeneous reactions are considered as important
among them.

C+O2 →CO2 R1
C+CO2 → 2CO R2
C+H2O→CO+H2 R3
C+ 2H2 →CH4 R4
C+ 0.5O2 →CO R5

R1 is the oxidation reaction which is exothermic and faster than other reactions.
Boudouard (R2) and water–gas (R3) reactions are endothermic in nature, whereas
methanation (hydrogasification) reaction (R4) is the slowest one and exothermic.
R5 is a combustion reaction which occurs in oxygen deficient environment.

These reactions may be arranged based on their rate constants:

kC+O2 ≫ kC+H2O > kC+CO2 ≫ kC+H2 .
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Reactive fuel particle shrinks as the char–gas chemistry consumes solid fuel.
Without considering the effect of particle size reduction on the trajectory followed by
particle on its way out of the reactor, char entrainment will not be accurately predicted
[31]. Shrinking is modelled by the unexposed-core model/shrinking core model and
the exposed-core model/ash-segregated model [32]. In shrinking core model, it is
assumed that reactions take place at the particle surface surrounded by ash. Reactant
gases diffuse through the surrounding layer of product gases and inert ash in order to
reach the core. In the exposed-core model or ash-segregated model, it is assumed that
ash dissociates from the particle surface as soon as it forms. Therefore, particle
surface is always exposed to the surrounding gas environment. Exposed-core model
is largely used in CFD modelling due to its simplicity [33]. In order to incorporate
shrinking of the solid particles, an expression relating radius of solid particle to mass
of the particle keeping particle density constant is used by Bruchmüller et al. [34],

R= 3mp

4πρp

� �1 ̸3
. In constant shrinkage model, it is assumed that the particle shrinks up

to some portion of the original particle volume during pyrolysis and gasification until
it gets out of the reactor irrespective of heating rate [4].

2.4 Homogeneous Reactions

During devolatilization, light gases such as CO2, H2O,H2, CO, light hydrocarbons
ðCaHbÞ and other hydrocarbons ðCaHbOcÞ further react with oxygen or peruse their
own reaction mechanisms. The released volatile gases react with oxidizing/
gasifying agent or with each other. These reactions are termed as homogeneous
reactions. A detailed reaction mechanism for homogeneous gasification reactions
does not exist. Furthermore, a comprehensive chemical mechanism will require
solving large number of species transport equations which is computationally
expensive. Therefore, a reduced reaction mechanism is often considered which
includes only important chemical reactions. Conservation equations of species mass
fractions are given by a common form,

∂

∂t
ρgεgYg, i
� �

+∇ ρgεgugYg, i
� �

= −∇ εgJg, i
� �

+ εgRg, i
� �

+Rs, i, ð5Þ

where Jg, i,Rg, i,Rs, i are the diffusion flux, the net rate of production of ith homo-
geneous species and the heterogeneous reaction rate, respectively. Gas-phase
properties are obtained from the computed mass fractions of the gaseous species.
Homogeneous reactions do not alter the net mass or enthalpy content of gas mix-
ture. Turbulence influences heat and mass transfer rates in the reactor significantly.
Rate of homogeneous reaction is determined by combined effect of turbulent
mixing and chemical reaction. The overall rate can be computed by only mixing
rate or by combination of two methods. As an example, finite-rate/ eddy-dissipation
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model calculates both the Arrhenius and eddy-dissipation reaction rates. The
minimum of these two rates is taken as the net reaction rate [11]:

khom =min kAr, kEBUð Þ,

where khom is homogeneous reaction rate constant, kAr is Arrhenius reaction rate
constant and kEBU is the turbulent mixing rate calculated by eddy break-up model:

kEBU =A
ε

K
min

YR, i
SR, i

,B
YP, j
SP, j

� 	
.

Here, Y is the mass fraction, S is the stoichiometric coefficient of reactants/
products, k is the turbulent kinetic energy and ε is the rate of dissipation of turbulent
kinetic energy. Also, A and B are the model constants.

Primarily, the following homogeneous reactions are considered as important
besides several other reactions:

CO+ 1
φO2 → 2

φ − 1
� �

CO2 + 2 1
φ − 1

� �
CO, R6

H2 + 1
2O2 →H2O, R7

CH4 +H2O→ 3H2 +CO, R8
CO+H2O →CO2 +H2. R9

Reactions R8 and R9 are the methane steam reforming reaction and water–gas
shift reaction, respectively. Information about kinetic expressions and other reac-
tions is available in Ref. [11, 35–37].

The gas phase is a multi-component mixture, which includes
O2, CO2, CO,H2, H2O, CH4, N2. Diffusion flux Jg, i in the species transport equation
is calculated using Fick’s law,

Jg, i = − ρgDm, i +
μt
Sct

� 	
∇Yg, i.

Here, Sct is the turbulent Schmidt number and Dm, i is the diffusion coefficient for
the ith species in the mixture.

3 Modelling of Particulate Flow in Fluidized Beds

Numerical simulations of the fluidized bed reactors are based on two approaches:
Eulerian–Eulerian (EE) and Eulerian–Lagrangian (EL) approaches. In direct
numerical simulation (DNS), governing equations are numerically solved without
using any model. Flow in the fluidized bed reactors is usually turbulent in nature;
therefore, in DNS one has to resolve all scales of turbulence on the computational
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mesh, ranging from the smallest scale of dissipation, i.e. the Kolmogorov length
scale up to the largest scale, i.e. the integral length scale. Therefore, the compu-
tational cost of DNS is very high. In an attempt to simulate a full-scale fluidized bed
model, the computational resources required by DNS would exceed the capacity of
the most powerful computers available recently. Numerical simulations of gas–solid
flows in fluidized bed reactors are mainly limited to multi-scale methods, namely
two-fluid model (TFM), discrete particle method (CFD-DPM) and multiphase
particle-in-cell (MP-PIC) approach, where the former is an EE method and the last
two methods are based on EL approach. In both EE and EL approaches, gas phase
is treated as a continuum. In EE method, particles are also treated as continuum
whereas in EL method, particles are recognized within the Lagrangian framework.
Due to the continuum assumption of the particles in TFM, additional closure
models are required to account for the particle–particle collisions and particle–gas
interactions. Eulerian modelling offers a reasonable choice for computational
modelling of real-scale fluidized bed systems since it is able to handle relatively
large-scale systems with sufficient accuracy. Discrete element method does not
require any closure laws as they calculate motion of each individual particle having
different shapes/sizes by solving the Newton’s equation of motion on the particle
scale. The detailed information such as particle trajectory and transient forces acting
on individual particle can be attained. However, owing to the computational con-
straints, total number of particles that can be managed by this method is signifi-
cantly lower compared to that encountered in actual fluidized bed reactors.
Eulerian–Lagrangian-based MP-PIC approach uses a stochastic particle method to
model the solid phase. It uses a concept of parcels which contain set of particles
with same properties such as size, velocities, position, temperature, species mass
fractions and density. Unlike CFD-DEM model which calculates collision force by
direct particle contact, MP-PIC method models collision forces acting on particles
as a spatial gradient. With the help of stochastic parcels, a large commercial system
containing billions of particles can be simulated.

3.1 Two-Fluid Model (TFM)

EE approach is affordable from computational cost viewpoint yet effective method
to model gas–solid flow. Main advantage of TFM is that it can characterize
two-phase flow at relatively large scales, i.e. pilot or industrial scale, even though
simultaneously retains the physics at smaller scale. In this model, both the gas phase
and the solid phase are described as fully interpenetrating continuous fluids.
A concept of phase volume fraction is introduced which is a continuous function of
space and time. Volume of gaseous phase cannot be occupied by solid phase, and
the sum of both phase volume fractions is unity. Both phases are governed by set of
generalized Navier–Stokes equations. Chemical reaction kinetics is grid resolved,
and reactions rates are computed for single particle properties such as particle
diameter, density, temperature in a cell.
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The mass conservation equation for gas and solid phases is given by,

∂

∂t
εgρg
� �

+∇. εgρgug
� �

= S ̇gs, ð6Þ

∂

∂t
εsρsð Þ+∇. εsρsusð Þ= Sṡg. ð7Þ

Here, εg represents volume fraction of gaseous phase. S ̇ is the rate of change of
mass due to heterogeneous reactions pertaining to interphase mass transfer;
Sġs = − Sṡg = ∑j ∑i Mw, iγiRi, j where Mw, i, γi,Ri, j are molecular weight of the ith
species, stoichiometric coefficient and reaction rate, respectively. Due to interphase
mass transfer, additional source terms are added into appropriate momentum and
energy equations also. Density of the gas phase ρg is obtained from equation of

state by assuming it as a mixture of ideal gases, ρg =
Pg

RT ∑n
i=1

Yi
Mw, i

� �− 1
.

Gas and solid phase momentum equations are expressed by similar expressions
as,

∂

∂t
εgρgug
� �

+∇ ⋅ εgρgugug
� �

= − εg∇Pg +∇ ⋅ εgτg
� �

+ fgs + εgρgg+ Sġsus, ð8Þ

∂

∂t
εsρsusð Þ+∇ ⋅ εsρsususð Þ= − εs∇Ps +∇ ⋅ εsτsð Þ+ fsg + εsρsg+ Sṡgus. ð9Þ

The gas and solid phase stress tensors, τg, τs, are given by,

τg = − λg −
2
3
μg

� 	
∇ ⋅ ug
� �

I − μg ∇ug
� �

+ ∇ug
� �T� �

, ð10Þ

τs = −Ps + λs −
2
3
μs

� 	
∇ ⋅ usð Þ


 �
I + μs ∇usð Þ+ ∇usð ÞT� 

. ð11Þ

The bulk viscosity λg is usually set to zero for gases, and the dynamic viscosity
of gas phase is expressed as the sum of laminar and turbulent viscosities,
μg = μg, l + μg.t. The gas-phase turbulent viscosity, μg, t, is determined from the
turbulence model. In Reynolds-averaged Navier–Stokes (RANS) equations
approach, k− ϵ turbulent model is often used to calculate turbulent stresses. In
k− ϵ model, gas-phase turbulent viscosity μg, t is obtained in terms of turbulent

kinetic energy, k, and its dissipation rate ε; μg, t = ρgCμ
k2
ε . Additional transport

equations for k and ε are solved. More details about this model are available in Ref.
[38]. Large eddy simulation (LES) resolves the large eddies within the flow field
and models the small eddies by using a sub-grid scale model (SGS). This model is
more accurate than RANS and computationally cheaper than DNS. In LES, the
sub-grid scale viscosity ðμg, tÞ is modelled by Smagorinsky model [39],

256 S. Gupta et al.



μg, t = ρg CtΔð Þ2 ffiffiffiffiffiffiffi
S: S

p
where, Ct is the sub-grid scale eddy coefficient, S is the strain

tensor and Δ= ΔxΔyΔzð Þ1 ̸3 is used as the length scale.
Last term in momentum equations of both the phases represents the momentum

transfer due to interphase mass exchange. Drag term (f) which evolves due to gas–
solid phase interactions can be represented as fsg = β ug − us

� �
= − fgs. Drag

becomes zero if slip velocity ug − us
� �

between gas and solid velocity is
non-existent. Three models are widely used for interphase momentum transfer
coefficient (β).

Syamlal et al. model [40]:

β=
3
4
CD

Res
ur, s

� 	
us − ug
�� �� εsεgρg

u2r, sds
, CD = 0.63+

4.8ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Res ̸ur, s

p
� 	2

, ð12Þ

Gidaspow model [41]:

β=
150

1− εgð Þ2
εg

μg
d2s

+
1.75ρg us − ugj j 1− εgð Þ

ds
, εg <0.8

3
4CD

ρg us − ugj j
ds

1− εgð Þ
ε2.65g

, εg ≥ 0.8

8><
>:

9>=
>;, ð13Þ

CD = 24
1+0.15 εgResð Þ0.687

Resεg

� 	
if Res <1000

0.44 if Res ≥ 1000

8<
:

Where,Res =
ρg us − ugj jds

μg

. ð14Þ

Energy-minimization multi-scale (EMMS) model [42]:

β=
150

1− εgð Þ2
εg

μg
d2s

+
1.75ρg us − ugj j 1− εgð Þ

ds
, εg <0.74

3
4CD

ρg us − ugj jεg 1− εgð Þ
ds

ω, εg ≥ 0.74

8<
:

9=
;,where ð15Þ

ω=

− 0.5760+ 0.0214
4 εg − 0.7463ð Þ2 + 0.0044

, 0.74≤ εg ≤ 0.82

− 0.0101+ 0.0038
4 εg − 0.7789ð Þ2 + 0.0040

, 0.82≤ εg ≤ 0.97

− 31.8295+ 32.8295εg, εg >0.97

8>><
>>:

9>>=
>>;. ð16Þ

Appropriate closures relations provided by the kinetic theory of granular flow are
used to model effective solid phase pressure Ps, effective solid phase shear viscosity
μs and bulk viscosity λs. These models are discussed in the next section.
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3.2 Kinetic Theory of Granular Flow

In the EE approach, the solid phase is regarded as a continuum. Kinetic theory of
granular flow is employed to model the properties of solid phase such as shear
viscosity, bulk viscosity, solid pressure. Instantaneous particle velocity Us can be
divided into a mean velocity component us and a fluctuating component u′s. The
mean velocity component is computed by solving momentum transport equation of
solid particles, and fluctuation velocity is modelled by means of kinetic theory of
granular flow (KTGF) [43]. The local and instantaneous fluctuations are accounted
for Brownian motion of granular particles. KTGF is analogues to kinetic theory of
dense gases [44] and associates the fluctuating velocity to a pseudo-granular tem-
perature of particles, 3

2 θs =
1
2 ⟨u

′
su

′
s⟩, where u′s =Us − us.

Stresses are generated due to the interaction between gas-solid particles,
solid-solid particle and solid particles-wall. Granular temperature for solid phase
which is equivalent to the thermodynamic temperature is calculated by solving a
transport equation of kinetic energy of the solid fluctuations:

3
2

∂

∂t
εsρsθsð Þ+∇. εsρsθsusð Þ

� �
= −∇PsI + τs
� �

:∇us +∇. κs∇θsð Þ− γs +φs +Dgs.

ð17Þ

First term on the r.h.s. accounts for production of fluctuation energy which
includes solid pressure and shear stress tensor. I is an unit tensor. The second term
on the r.h.s. is the diffusion of energy fluctuations due to temperature gradient, γs is
the dissipation of fluctuating energy due to collisions, φs is the exchange of fluc-
tuating energy between the phases and Dgs is the rate of energy dissipation due to
transfer of gas phase fluctuations to the particle phase fluctuations.

Different approaches are available in the literature for modelling of the diffusion
coefficient, κs [40, 41, 45]. Expressions suggested by Syamlal et al. [40] and
Gidaspow [41] are widely used. The diffusion coefficient proposed by Gidaspow
[41] is

κs =
150dsρs

ffiffiffiffiffiffiffi
πθs

p
384 1+ eð Þg0 1 +

6
5

1+ eð Þεsg0
� �

+2ρsε
2
s ds 1+ eð Þg0

ffiffiffiffi
θs
π

r
, ð18Þ

whereas Syamlal et al. [40] proposed:

κs =
15dsρsεs

ffiffiffiffiffi
πθs

p
4 41− 33ηð Þ 1+ 12

5 η
2 4η− 3ð Þεsg0 + 16

15π 41− 33ηð Þηεsg0
� �

,
where, η= 1

2 1 + eð Þ. ð19Þ
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The dissipation of fluctuating energy due to collisions is modelled as [45]:

γs =
12 1− e2ð Þg0

ds
ffiffiffi
π

p ρsε
2
sθ

3 ̸2
s . ð20Þ

Once the granular temperature is known, the solid pressure Ps, solid shear vis-
cosity μs and the solid bulk viscosity λs may be obtained. The solid bulk viscosity
λs, which is a measure of viscous effect due to compression and expansion of voids,
is modelled as follows [41]:

λs =
4
3
ε2sρsdsg0 1− eð Þ θs

π

� 	1 ̸2

. ð21Þ

The KTGF expresses the solid’s shear and bulk viscosity, the pressure in terms
of the solid’s volume fraction εs,the coefficient of normal restitution for particle
collision and the granular temperature θs. The solid pressure represents the normal
force due to particle interactions and is derived by Gidaspow [43] as:

Ps = 1+2 1+ eð Þεsg0ð Þρsεsθs. ð22Þ

g0, the radial distribution function, yields the probability of collisions; the equation
given by Bagnold [46] is mostly used:

g0 =
3
5

1−
εs

εs,max

� 	1 ̸3
" #− 1

. ð23Þ

Here, εs,max is the maximum solid volume fraction for a random packing.
Equation of solid shear viscosity derived by Gidaspow (32) is given as:

μs =
4
5
εsρsdsg0 1 + eð Þ

ffiffiffiffi
θs
π

r
+

10ρsds
ffiffiffiffiffiffiffi
πθs

p
96 1+ eð Þεsg0 1 +

4
5
g0εs 1+ eð Þ

� �2
. ð24Þ

A frictional component of viscosity can also be included to account for the
viscous-plastic transition that occurs when particles of a solid phase reach the
maximum solid volume fraction. If the frictional viscosity is included in the cal-
culation, expression derived by Schaeffer et al. [47] can be used,

μs, fr =
Pssinφ
2

ffiffiffiffiffiffi
I2D

p , ð25Þ

where φ is the angle of internal friction and I2D is the second invariant of the
deviatoric stress tensor. More details on KTGF can be found out in [43].
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Energy equation for both gaseous and solid phases individually is solved to take
care of heat transfer between phases, viscous dissipation and work done due to
compression or expansion of gases and radiative heat transfer.

∂

∂t
εgρgHg
� �

+∇ εgρgug⃗Hg
� �

=
dðεgPgÞ

dt
+ Tg
!
:∇εgug!−∇ εgqg

� �
+ SgsHs +Qgs + Sgr,

ð26Þ

∂

∂t
εsρsHsð Þ+∇ εsρsus⃗Hsð Þ= dðεsPsÞ

dt
+ Ts
!
:∇εs us!−∇ εsqsð Þ+ SsgHs −Qgs + Ssr.

ð27Þ

First term on the right-hand side is the work term due to volume fraction change,
second term is the viscous dissipation and third term is the heat flux. SgsHs and
SsgHs account for enthalpy exchange between two phases due to heterogeneous
reactions. The heat exchange between two phases can be expressed as
Qgs = hgs Tg −Ts

� �
, where the heat transfer coefficient between the gas and solid

phase is hgs =
Nu.εgAs

ds
. Nusselt number is obtained using an empirical correlation for

granular flows [48]:

Nu= 7− 10εg +5ε2g
� �

1+ 0.7Re0.2s Pr
1
3

� �
+ 1.33− 2.4εg +1.2ε2g
� �

Re0.7s Pr
1
3. ð28Þ

The above expression is applicable for the range of void fraction 0.35≤ εg ≤ 0.65
and Reynolds number up to 105. Here, Pr is the Prandtl number of the gas phase.
Heat transfer due to radiation needs to be included in the energy equation due to
high-temperature operation of the fluidized bed systems. In sparse particle regions
such as in circulating fluidized beds, the radiative heat transfer can contribute to
substantial fraction of the overall heat transfer coefficient. Although when particle
loading in the reactor is very high, such as bubbling fluidized beds, the radiative
heat transfer can be neglected compared to other modes of heat transfer [49]. P–1
model and Rosseland model are computationally cheaper and are mostly employed
in the modelling of combustion and gasification systems. Discrete ordinates model
and discrete transfer radiation model are certainly more efficient models but rarely
used due to their high computational expense. More details on these models can be
found in Ref. [50].

Eulerian–Eulerian model has been utilized to study various aspects of fluidized
bed gasification on pilot and laboratory scales. Flow characteristics at high pressure
and temperature in a spout fluidized bed coal gasifier have been investigated using
TFM [51, 52]. Yu et al. [11] developed a 2D model based on TFM coupled with
chemical reaction kinetics to study the bubbling fluidized bed coal gasification.
Using a chemical mechanism consisting 15 species and 11 elementary reactions,
they found that the gas composition at exit agreed reasonably well with the
experimental data for Colombia coal. Wang et al. [10] extended TFM coupled with
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reaction kinetics to three-dimensional numerical simulations of coal gasification in
a fluidized bed gasifier (Fig. 2). The exit gas compositions are found to be con-
sistent with those obtained from experiments. Effects of different parameters on
gas–solid flow patterns, profiles of gas velocities, particle velocities and gas com-
position have been examined, which are otherwise not possible to obtain
experimentally.

Effects of limestone calcination on the hydrodynamic behaviour, temperature
and reaction distributions in a bubbling bed coal gasifier have been examined using
numerical simulations [12]. The numerical predictions yield reasonably good
agreement with experimental results. Gasification of wood and char in a
two-dimensional bubbling fluidized bed reactor has been investigated using TFM,
and the effects of initial bed height, wood feeding rate and reactor throughput on the
tar yield are examined [3]. Three-dimensional simulations of biomass gasification in
a circulating fluidized bed (CFB) reactor have been carried out, where the impacts
of turbulence models, radiation model, water–gas shift reaction (WGSR) and
equivalence ratio (ER) on the gasification process have been thoroughly investi-
gated [53]. Xue and Fox [54] simulated wood gasification in a 2D
laboratory-scale-fluidized bed gasifier and reported effect of air/biomass mass flow
ratio, reactor temperature and biomass moisture content on gas composition and
product yields at the exit of the gasifier. A variable particle density model is used to

t = 4s t = 5s t = 6s t = 7s t = 7.5 t = 8s t = 8.25s

Fig. 2 Time evolution of particle concentrations (Reprinted from [10], with permission from
Elsevier)
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calculate the particle drag, instead of a constant particle density assumption.
Numerical simulations revealed that biomass particle conversion is faster and
particle flow accelerates along the reactor. Full loop simulations are carried out to
analyse the hydrodynamics and chemical kinetics in a 2D dual-bed gasifier [55].
The product gas composition and temperature are found to be consistent with the
experimental results. Wang et al. [56] examined suitability of energy-minimization
multi-scale (EMMS) drag model on the hydrodynamics in dual-fluidized bed
gasifier. Several other studies [57–66] may be found in the literature which vali-
dated satisfactory performance of TFM in predicting fluid dynamics and chemical
kinetics of gasification.

3.3 Discrete Element Method

Discrete element method (DEM) is an Eulerian–Lagrangian approach-based model.
It identifies discrete character of particles. Gas-phase equations are solved on
Eulerian grid which is at least an order of magnitude larger than the particle size.
Solid phase is composed of individual discrete particles, and their individual
movement is governed by Newton’s second law of motion. The interparticle
interaction and particle interaction with gas and wall may be modelled based on
hard sphere or soft sphere models.

3.4 Hard Sphere Model

In the hard sphere collision model, particles interact through binary collision where
contact occurs at a point and no overlapping is allowed. During elastic collisions,
momentum remains conserved and is assumed to be instantaneous, pairwise
additive. Particles are in free flight motion in between collisions. During the sim-
ulation, collisions are processed in the order of their occurrence. Major drawback of
this model is that it is incapable to handle multiple collisions occurring simulta-
neously. Therefore, in particle-dense flows, this model becomes inefficient because
multiple collisions are to be processed at the same instance which leads to crashing
of the model. Coefficient of restitution is employed to calculate the energy dissi-
pation if the collisions are not fully elastic which can be found out readily by
experiments. Hard sphere model is computationally cheaper and most suitable for
dilute granular flows where intermediate collision time is large [67].

Before the collision, system is described by translational and rotational velocity
components of particles, whereas relative velocity characterizes the system during
the collision. Hoomans et al. [68, 69] proposed hard sphere approach considering
only impulsive force as interaction forces. The particles’ state, before and after the
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collision, is depicted in Fig. 3. For a binary collision between two rigid spheres a
and b, the relative velocity at the contact point can be defined as:

ua⃗b = ua⃗ − ub⃗ð Þ− RaΩ ⃗a +RbΩ ⃗bð Þ× na⃗b, ð29Þ

Here, u!,Ω,R are translation velocity, rotational velocity and radii of the par-
ticles prior to collision. The normal ðna⃗bÞ and tangential ðta⃗bÞ unit vectors are
defined as:

nab =
ra − rb
ra − rbj j , tab =

ua⃗b, 0 − nab ua⃗b, 0.nabð Þ
ua⃗b, 0 − nab ua⃗b, 0.nabð Þj j ,

Superscript ‘0’ denotes pre-collision velocities.
Relative velocity after collision can be obtained by applying Newton’s second

and third laws to binary collision of two spheres,

ma ua⃗ − ua⃗, 0ð Þ= −mb ub⃗ − ub⃗, 0ð Þ= J, ð30Þ
Ia
Ra

wa −wa, 0ð Þ= − Ib
Rb

wb −wb, 0ð Þ= nab × J, ð31Þ

which gives

ua⃗b − ua⃗b, 0 =
7J − 5nab J ⋅ na⃗bð Þ

2mab
. ð32Þ

Fig. 3 Scheme of the collision between two particles (Reprinted from [67], with permission from
Elsevier)
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Here, J is the impulse vector and the reduced mass is mab = 1
ma

+ 1
mb

� �− 1
.

During particle–wall collision, mb is set as infinity, and mab =ma. In order to close
the above system of Eqs. (29–32), the following relationships are used for the
spherical particles,

u ⃗ab ⋅ na⃗b = − en ua⃗b, 0 ⋅ na⃗bð Þ, ð33Þ

ua⃗b × na⃗bj j= − μ u ⃗ab ⋅ J ⃗
� �

, ð34Þ

ua⃗b × na⃗b = − β0 ua⃗b, 0 × na⃗bð Þ, ð35Þ

where en, μ, β0 are the coefficients of normal restitution ð0< en <1Þ, dynamic
friction ðμ≥ 1Þ and tangential restitution ð0< β0 < 1Þ. Thus, normal component of
the impulse vector can be written as Jn = − 1+ enð Þmij ui⃗j, 0 ⋅ ni⃗j

� �
.

Tangential component Jn is found out by identifying sliding or sticking nature of
collisions.

Jt =
− 2

7 1 + β0ð Þ×mab ua⃗b, 0 ⋅ ta⃗b
� �

if μJn ≥ − 2
7 1 + β0ð Þmab ua⃗b, 0 ⋅ ta⃗b

� �
− μJn if μJn < − 2

7 1 + β0ð Þmab ua⃗b, 0 ⋅ ta⃗b
� �
 �

.

ð36Þ

The above Eq. (36) illustrates sticking- and sliding-type collisions, respectively.
The total impulse vector is obtained by addition of two components:
J = Jnnab + Jttab. More details can be found out in Ref. [68].

3.5 Soft Sphere Model

In the soft sphere model, particle motion is governed by Newton’s law and inter-
action between particles is considered in the form of contact forces. In the presence
of only contact forces, the particle velocity can be calculated as:

ma
dua
dt

= ∑F ⃗contact, a. ð37Þ

Here, subscript ‘a’ stands for the particle under consideration. Velocity after
collision can be computed by particle deformation theory [70], and contact time
during collision is determined by elastic properties of particle. This approach allows
multiple contacts at the same time, hence makes it suitable for dense particle
systems. This model is used where solid volume fraction of particle phase is high
and momentum transport due to particle interaction cannot be neglected. The cal-
culation of the contact force between particles is quite complex so a simplified
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model called ‘linear spring and dashpot model’ given by Cundall & Strack [71] is
used to solve contact mechanics (Fig. 4). The contact forces are modelled as the
function of relative velocity and particle overlap, where the spring and dashpot
simulate the deformation and damping effects, respectively.

Contact forces can be divided into tangential and normal components,

F ⃗contact, a = ∑j F ⃗ab, n +F ⃗ab, t
� �

. ð38Þ

F ⃗ab, n and F ⃗ab, t are the normal and tangential components of the contact force
between particles a and b. The normal component can be represented as
F ⃗ab, n = − knδnna⃗b − ηnua⃗b, n. In the expression, the first part represents the elastic
deformation and the second part represents viscous dissipation. kn is the normal
spring stiffness, and ua⃗b, n is the normal relative velocity. The normal overlap can be
calculated as δn =Ra +Rb − rb − raj j

The position vectors of sphere a and b are ra, rb, and the damping coefficient is

ηn =
− 2lnen

ffiffiffiffiffiffiffiffi
mabkn

pffiffiffiffiffiffiffiffiffiffiffiffiffiffi
π2 + ln2en

p if en ≠ 0

2
ffiffiffiffiffiffiffiffiffiffiffiffi
mabkn

p
if en =0

(
. ð39Þ

Tangential component of the contact forces is obtained by using the friction
collision law, which is based on the equation of Coulomb friction,

F ⃗ab, t =
− ktδt − ηtua⃗b, t, if F ⃗ab, t

��� ���≤ μ F ⃗ab, n
��� ���

− μ F ⃗ab, n
��� ���ta⃗b, if F ⃗ab, t

��� ���> μ F ⃗ab, n
��� ���

8<
:

9=
;, ð40Þ

Fig. 4 Spring–slider–dashpot collision model [71]
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Here, kt, δt, ηt are the tangential stiffness, displacement and damping coefficient,
respectively. Tangential relative velocity is ua⃗b, t = ua⃗b − ua⃗b, n, and the tangential
damping coefficient is:

ηt =

− 2lnβ0
ffiffiffiffiffiffiffiffiffi
2
7mabkt

pffiffiffiffiffiffiffiffiffiffiffiffiffiffi
π2 + ln2β0

p if β0 ≠ 0

2
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2
7mabkt

q
if β0 = 0

8><
>: , ð41Þ

Here, β0 is the friction coefficient. The tangential displacement coefficient is:

δt =
δt, 0H +

R t
t0 uab, tdt if Fab, tj j≤ μ Fab, nj j

μ
kt
Fab, nj jtab if Fab, tj j> μ Fab, nj j



, ð42Þ

H is the rotation matrix here. The normal spring stiffness ðktÞ is chosen arbi-
trarily, provided that the maximum extent of overlap between contacting particles is
less than 1% of particle diameter at any time step. Torque acting on a ‘a’th particle
due to particle–particle contacts is calculated by ΓC, i = ∑b ðranab ×Fab, tÞ where nab
denotes the unit vector from the centre of particle a to that of particle b. It is a
time-driven model, and computational time step should be considerably less than
contact time between particles. More detailed discussion can be found out in van
der Hoef et al. [72, 73].

Main advantage of this method is that the desired thermo-chemical properties
such as the size and shape of individual particles can be defined, and hence, the
critical information regarding particle trajectory and particle interactions can be
obtained accurately. Discrete element method (DEM) provides more realistic way
to simulate gas–solid flow, but with increase in population of discrete particles, it
becomes computationally expensive. Due to this reason, very few studies are car-
ried out on reactor-level gasification systems. Ash and bed particles are modelled as
inert medium and leave the gasification system without taking part in any reactions,
whereas char particles undergo successive physical and chemical changes during
processes such as heating, drying, pyrolysis and gasification. Therefore, both inert
and reactive particles are governed by flow dynamics conservation equations but
reaction chemistry affects only char particles.

Each particle’s movement is tracked individually based on the forces and torque
acting on them. Gravity, drag, pressure gradient and collision force are considered
as the effective forces acting on the solid particles. The movement of an ith particle
having mass mi and volume Vi in the system can be calculated using Newton’s
second law,

mi
dui
dt

=mi
d2ri
dt2

=mig−Vi∇Pg +
Viβ

1− εg
ug − ui
� �

− ∑
k

j=1
Fc, ij. ð43Þ

Here, the velocity is vi and the position vector of the ith particle is ri. The third
term on the right side represents drag force exerted by gas on the particles.
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Interphase momentum transfer coefficient, β, is modelled by the drag models dis-
cussed in Sect. 3.1. Last term on the right-hand side denotes sum of all contact
forces on a particle upon colliding with jth entity (other particles or walls). The
angular momentum of the ith particle may be calculated as:

Ii
dwi

dt
= ∑

n

j=1
Γt, ij +Γr, ij. ð44Þ

Here, Ii is the moment of inertia and Γt, ij and Γr, ij denote the torque developed
by tangential forces and the rolling friction, respectively.

Gas-phase transport equations are solved on Eulerian grid, and gas-phase
interaction with solid particles is resolved at computational grid. Particles are
treated as source or sink in the gas-phase momentum equations. Gas-phase
hydrodynamics is calculated by solving volume-averaged Navier–Stokes equations
with addition of a void fraction term, εg [74].

∂

∂t
εgρg
� �

+∇. εgρgug
� �

= S ̇gs, ð45Þ

∂

∂t
εgρgug
� �

+∇. εgρgugug
� �

= − εg∇P−∇. εgτg
� �

− Sp + εgρgg. ð46Þ

Void fraction εg is calculated as εg =1− ∑n
i=1 Vi, t

Vcell
where Vi, t is the volume of ith

particle in the cell. On the right-hand side of Eq. (45) is the source term which is the
sum of mass transfer of a species, from solid phase to the gas phase due to drying,
devolatilization, heterogeneous reactions, etc. Two-way coupling between the gas
phase and the particles is enforced via the source term Sp in the momentum
equation (Eq. (46)) of the gas phase. The source term arises due to the reaction to
the drag experienced per unit volume by a particle which is computed as:

Sp =
1

Vcell

Z
∑
np

i=1

Viβ

1− εg
� � ug − ui

� �
D r− rið ÞdV . ð47Þ

Here, np is the total number of particles in the current cell, and the distribution
function D distributes the reaction force acting on the gas phase to the Eulerian grid.
The volume of the smallest computational cell for the fluid should be much larger
than the volume of a particle.

Energy balance equation for the particle may be written as:

miCp, i
dTi
dt

= ∑
np

j
Qij + hiAi Ti − Tg

� �
+Qi, rad +Qi, react . ð48Þ

Here, Ai is the surface area of the particle, hi is the heat transfer coefficient, Ti is
the temperature of particle and Tg is the temperature of the gas phase. Heat transfer
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coefficient hi can be calculated as hi =
Nuςg
di

where Nu is the Nusselt number,

Nu=2+0.6Re1 ̸2
p Pr1 ̸3 [75]. First term on the r.h.s. represents conduction heat

exchange between particles; Qi, rad is the particle-surrounding radiative heat transfer

and can be calculated as Qi, rad = σSB ϵp Ap T4
p − T4

surr

� �
. Here, σSB is the Stefan–

Boltzmann constant and ϵp is the particle emissivity. Surrounding emissivity can be
assumed unity, and Tsurr is the surrounding temperature and can be computed by
taking average of particle temperature on the bed [33]. Qi, react is the heat transfer
due to chemical reactions that ith particle undergoes. Qi, react = − dmi

dt ΔHreac, i.
ΔHreac, i is the heat of reaction of the heterogeneous reaction, whereas time rate of
change of particle mass dmi

dt can be obtained by heterogeneous chemistry. Energy
equation for inert particle is similar to Eq. (48) except the Qi, react term which is zero
in this case.

Gerber et al. [4] coupled gasification kinetics model involving drying, particle
shrinkage, pyrolysis and gasification with linear spring–dashpot discrete element
method (DEM) to model particle motion. Around 12,000 perfectly spherical
charcoal particles were used. A zero-dimensional particle conversion model for
thermo-chemical conversion of reacting particles was used, where reactions occur at
the particle surface and products leave at particle surface temperature.

Though DEM illustrates particle motion in greater detail, very few studies are
available covering CFD-DEM simulations of fluidized bed gasification. This may
be due to the requirement to simulate large number of particles in gasification
systems. Due to this, DEM is restricted to fundamental investigations of the
particle-laden flows. Tsuji et al. [76] coupled DEM method with Navier–Stokes
equations and simulated a spouting bed.

Oevermann et al. [77] and Gerber et al. [4] investigated the effect of wood
feeding rate on exhaust gas compositions and temperature in a laboratory-scale
bubbling fluidized reactor. Spring damper collision model was used to model
collision. Detailed chemical reaction mechanism including transient heat-up, dry-
ing, particle shrinkage, pyrolysis, gasification and tar cracking was used. In their
model, pyrolysis was defined as a two-step process. Volatile gases, tar, charcoal
were the products formed during primary pyrolysis, whereas secondary pyrolysis
involved tar decomposition into gaseous products and an inert tar, which was
considered stable in gasifier operating conditions. A zero-dimensional lumped
model was used to represent drying, pyrolysis and gasification processes. Numer-
ical results reported an increase in the concentrations of CO and H2 with an increase
in wood feed rate, whereas the amount of CO2 in the product gas was found to be
nearly independent of the wood feed rate. Yang et al. [78] employed the CFD-DEM
coupling approach to investigate the gas–solid hydrodynamics and in the
spout-fluid bed with two interconnected chambers. They analysed solid circulation,
spouting evolution and spout-annulus interface by solving time-averaged governing
equations. Soft sphere approach-based linear spring and dashpot model was utilized
to determine the interparticle contact forces. Tangential collision force was limited
by the Coulomb’s friction law in occurrence of sliding between particles.
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Geng et al. [79] simulated char combustion in a bubbling fluidized bed of inert
sand. They adopted the shrinking particle model to describe char combustion
process in which particle density was taken to be constant whereas its diameter
decreases. They included ash inhibition effect in their char conversion model in
which surrounding sand particles does not let char particles react with CO which
was the only product species considered. At low temperature, CO diffused away
from char particles without any reaction whereas at high temperatures CO oxidized
to CO2. They concluded that their model described the effects of bed temperature,
oxygen concentrations and gas superficial velocities more effectively.

Ku et al. [26] studied the effect of reactor temperature, steam/biomass mass ratio
and biomass feed position on biomass gasification in a fluidized bed reactor using
40,000 spherical sand particles (Fig. 5). Devolatilization rate was modelled using a
single-step first-order Arrhenius reaction. CH4 was the only hydrocarbon consid-
ered whereas neglecting other hydrocarbon species. The char consumption rate
included the effects of both diffusion and kinetic rates. Reaction chemistry was
represented by two heterogeneous reactions and two homogeneous reactions.
Results showed that increasing temperature aided the H2 and CO yield in

Fig. 5 Time evolution of particle flow patterns in CFD-DEM (Reprinted from [26], with
permission from Elsevier)
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endothermic reactions. H2 and CO2 yields increased, whereas CO yield decreased
with the increase of steam/biomass mass ratio. Using a coupled CFD-DEM model,
Liu et al. [80] investigated combustion of char and propane in a fluidized bed
reactor. The model predicted that gaseous fuel reduced the char combustion rate,
and this effect was more distinct at higher bed temperatures. Recently, Wang et al.
[81] examined the effect of two different arrangements of cyclone on the gas–solid
flow dynamics in order to scale up circulating fluidized bed (CFB) reactor using
coupled CFD-DEM. A total number of 900,000 particles having a constant diam-
eter and a constant density were tracked in the flow domain. Several other studies
based on CFD-DEM model [82–86] have been published recently, primarily
focusing on flow characterization and comparison with TFM but full loop
three-dimensional simulations with realistic particle loading is not carried out yet.

3.6 MP-PIC Method

CFD-DEM provides detailed information about particle phase such as particle
trajectories, particle-particle and particle-fluid interactions; therefore, it caters more
realistic approach to model granular flows. Main disadvantage with this method is
that the particle-laden flows having particle volume fraction more than 5% becomes
computationally expensive [87]. On the other hand, TFM has been used for
large-scale simulations extensively by various researchers to investigate fluidized
bed systems because of its less computational cost. Multiphase particle-in-cell
(MP-PIC) method treats particle phase as continuum yet contains its discrete
character. Solid phase is represented by computational particles which constitute
number of particles with identical properties such as particle diameter, velocity,
density, volume and position. Individual particle properties are mapped to the
Eulerian grid by using interpolation functions to get the continuum particle prop-
erties on grid. Particles dynamics and chemical reaction kinetics are resolved on the
grid cell using mapped particle properties. Fluid phase properties are updated back
from grid to the individual particles. This has enabled the MP-PIC method to be
utilized as a particle-fluid solver that can tackle particle loading range from dilute to
dense and various particle size distributions.

The dynamics of the particulate phase is explained using a particle probability
distribution function f xp, up,mp,Tp, t

� �
where xp is the particle location, up is the

particle velocity, mp is the particle mass and Tp is the particle temperature. Particles
may have different sizes and densities. The particle distribution can be updated by
solving a Liouville equation [88, 89] for the particle distribution function f.

∂f
∂t

+
∂ fup
� �
∂xp

+
∂ fAp
� �
∂up

=
fD − f
τD

. ð49Þ
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The term on the right-hand side is the collision damping term, and it represents
damping of particle velocity fluctuations generated due to particle collisions. τD is
the collision damping time and is proportional to the time between particle colli-
sions. fD is the PDF for the local mass-averaged particle velocity and can be

obtained by fD =
R
fdup

� �
δ up − up
� �

where up =
R

fmpupdmpdupR
fmpdmpdup

.

The particle distribution function integrated over velocity and mass gives the
probable number of particles per unit volume at location x and time t in the interval
dup, dmp. The continuum mass and momentum equations of the particulate phase on
the Eulerian grid can be obtained by taking moments of PDF f and integrating over
the mass, velocity and temperature coordinates.

The particle acceleration term ap is defined as:

dup
dt

= β ug − up
� �

−
∇P
ρp

−
∇τp
εpρp

+ g+
up − up
τD

, ð50Þ

where εp is the solids volume fraction; β is the interphase momentum transfer
coefficient which is a function of the particle size, velocity, position and time; τp is
the solids contact stress. The particle stress gradient is difficult to be calculated for
each particle in a dense flow; therefore, it is modelled as a spatial gradient on the
Eulerian grid and interpolated back to particles. Particle–particle collisions are
computed by the particle normal stress, τp. The continuum particle stress model in
which the off-diagonal elements of the stress tensor are neglected is used which is
an extension of the model given by Harris and Crighton [90],

τp =
Psεbp

max θcp − θp, ∈ 1− θpð Þ½ �. The constant Ps has units of pressure, and θcp is the par-

ticle volume fraction at close packing. Value of constant b is taken between 2 and 5.
Value of ∈ is of the order of 10− 7. Thus, the particle stress relies only on the
concentration of particles while neglecting the size and velocity of particles.

The solids volume fraction can be calculated as:

εp =
ZZZ

f
mp

ρp
dmpdupdTp. ð51Þ

The gas volume fraction can be found out by εg = 1− εp
� �

. Mass source term in
the gas continuity equation can be derived as

Sġs = −
ZZZ

f
dmp

dt
dmpdupdTp. ð52Þ

where dmp

dt is rate of change of particle mass producing gases by chemical reactions.
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The interphase momentum transfer rate per unit volume, f, on the fluid phase is

f = −
ZZZ

f mp Dp ug − up
� �

−
∇p
ρp

" #
+ up

dmp

dt

( )
dmpdupdTp. ð53Þ

The equation of particle motion is written as dxp
dt = up. The temperature is

assumed to be constant in the particle interior, and any temperature gradient is
neglected. Also, it is assumed that there is no chemical reaction occurring inside the
particle. Lumped model of particle temperature equation can be expressed as:

cV
dTp
dt

=
ςgNug
mp2rp

Ap Tg −Tp
� �

+Qrad, p, ð54Þ

where cV is the specific heat of the particle material, Tp is the particle temperature,
Nug is the Nusselt number for heat transfer in the fluid to the particle, rp is the
particle radius and ςg is the fluid thermal conductivity.

Interphase heat transfer from particle to fluid phase is given by

Q=
ZZZ

f mp Dp ug − up
� �2 − cV

dTp
ρp

" #
−

dmp

dt
Hp +

1
2

ug − up
� �2� �( )

dmpdupdTp,

ð55Þ

where Hp is particle enthalpy. The term ug − up
� �2 is negligible in low Mach

number flows.
In the MP-PIC method, cell-averaged chemical kinetics is used to model

chemistry. Average properties of the particle phase are used to calculate chemical
reaction rates in each grid cell. Mass, momentum and energy are transferred
between solid and gas phases based on heterogeneous chemistry. Individual
transport equations are solved for each gas species in the gaseous phase, and the
cumulative gas-phase properties are computed from the mass fractions of the
constituting gas mixture.

Snider et al. [87] extended MP-PIC modelling to simulate reacting phenomena in
a three-dimensional coal gasifier. They used cell-averaged chemistry to incorporate
reaction mechanism in their gasification model. Rate of change of mass of indi-
vidual particles was related to molar concentration rate change of solid carbon
which was based on the assumption that the rate of solid carbon consumption is

proportional to the volume of particles, dmp

dt = εgMwc

ρpεp
mp

d C sð Þ½ �
dt where Mwc is the

molecular weight of carbon and d C sð Þ½ �
dt is rate of change of molar concentration of

solid carbon. Contrary to Eulerian assumption, average properties of particle phase
such as particle temperature, particle diameter were computed by interpolating
individual particle’s properties to the grid. Rate of reaction depends on average
properties which vary due to local particle distribution from cell to cell. Drying and
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devolatilization were assumed instantaneous, and moisture and volatile matter were
added to mixture of carbon and ash at the feeding location. Change in mass of
particles depends on solid mass consumption/production rate in heterogeneous
reaction chemistry. Gasification reaction mechanism was defined by set of total five
homogeneous and heterogeneous reactions. Chemical reactions were modelled by
Arrhenius law and take the form of ordinary differential equations. The energy
conservation equation of the fluid phase was coupled with energy transfer from the
solid phase. They found out uniform temperature distribution in the fluidized bed
except at fuel feed location owing to combustion heat release. The model
over-predicted the concentrations of H2O,H2, N2, CO2 in outlet product gas stream.

Abbasi et al. [91] examined the flow patterns, local particle velocities, particle
solid fractions and gas composition in the gasifier feeding section using MP-PIC
approach. The MP-PIC model predicted early signs of suspension choking in the
gasifier feeding section. Xie et al. [35] investigated coal gasification in a pilot
fluidized bed gasifier using MP-PIC model. The flow patterns, particle species,
reaction rate and gas composition distribution, carbon consumption were scruti-
nized under different operating conditions. Instead of defining any complex
heterogeneous reaction mechanism at the particle surface, total consumption rate of
particles was expressed by global reaction rates. A set of twelve reactions was used
to describe gasification reaction chemistry in the reactor with assumptions of
instantaneous drying and devolatilization at the coal feeding location. Predicted gas
compositions at the outlet were found to be in good agreement with experimental
data.

Loha et al. [92, 93] studied biomass gasification in a fluidized bed reactor using
MP-PIC scheme-based commercial code BARRACUDA [94]. At a constant steam–

biomass ratio, the concentrations of H2, CO, CH4 increased whereas CO2 concen-
tration decreased with increasing temperature. It was asserted that the high tem-
perature facilitates the steam gasification and Boudouard reactions (Fig. 6). The
product gas compositions were found to be in agreement with the experimental
results. Chen et al. [95] investigated gas–solid flow in a circulating fluidized bed
(CFB) riser using Geldart A and B particles. It was reported that TFM simulations
with the EMMS drag model gave more accurate results than the MP-PIC simula-
tions though MP-PIC scheme was able to detect the effect of realistic particle size
distributions in CFB risers. Discrepancies in numerical results with experiments
were mainly attributed to the drag force models used in MP-PIC simulations, i.e.
Richardson et al. model [96] and the Stokes model [97] which were basically
developed for a single particle in gas flow and do not include solids concentration
effect. Recently, Zhang et al. [98] studied bed-to-wall heat transfer between an
immersed vertical heat tube and bed materials in a gas–solid fluidized bed. Pre-
dicted radial and axial profiles of heat transfer coefficients at different superficial gas
velocities are found to be in good agreement with experimental results. Several
other numerical studies based on MP-PIC approach are available in Refs. [99–101].
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4 Conclusions

In this chapter, an overview of the CFD modelling strategies used to study fluidized
bed gasifiers is presented. Despite significant efforts by researcher community, it is
not possible to obtain in-depth qualitative as well as quantitative results with
available experimental measurement techniques [102]. Computer-aided models are
developed in an attempt to gain better understanding of gas–solid reacting flow
encountered in fluidized beds. The integrated model of fluidized bed gasification
incorporates particle interactions, hydrodynamics of dense gas–particle flow, tur-
bulence, heat and mass transfer, radiation, particle shrinkage, pyrolysis, as well as
homogeneous and heterogeneous chemical reactions. Numerical simulations made
it possible to obtain finer insight which is otherwise very difficult to be determined
experimentally. It is reasonable to resolve or model all length and timescales in

Fig. 6 Time-averaged solid volume fraction in a entire geometry, b X–Z plane, c Y–Z plane and
d cut planed along the height (Reprinted from [92], with permission from Elsevier)
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order to get complete information about the flow; however, due to computational
cost constraints, fully resolved discrete particle methods such as direct numerical
solution, lattice Boltzmann methods, are only limited to small particle population
systems. In view of this, multi-scale modelling approach is developed in which
macro-scale flow-governing equations are resolved and small-scale details are
modelled using suitable closure approximations. EE model, such as TFM, being
computationally efficient has been successfully utilized in large-scale numerical
simulations but modelling of the industrial scale units is still problematic with
present computational resources. Industrial scale systems can be simulated using a
larger grid size, which cannot capture the structures at smaller scales [103]. TFM
models solid phase as pseudo-fluid phase, and KTGF provides empirical closures
for interaction forces and constitutive relations for solid phase properties. Main
disadvantage of TFM is that KTGF is not capable to model poly-disperse fluidized
systems as it has no provision to describe particle mixing and segregation rates in a
quantitative manner. TFM uses representative average particle size obtained from
experiments in simulations. Separate transport equations need to be solved for
particles having different size and type; therefore, it is not possible to model wide
distributions of particles. Also, it is not yet feasible to monitor variation in particle
size due to attrition, agglomeration and localized chemical reaction rates.
CFD-DEM and MP-PIC models consider solid phase as discrete particles. MP-PIC
can handle full three-dimensional laboratory-scale systems containing millions of
particles, whereas CFD-DEM is restricted to systems containing few thousands
particles [104]. Gas–solid drag relations can be further improved by accounting
particle heterogeneity and mobility which can be derived from fully resolved DPM
simulations. With the advancement in computational resources, it is anticipated that
the resolved DPM methods will be able to tackle densely packed fluidized systems
which will improve the closure relations used in multi-scale models. In near future,
it does not appear to be acceptable employing CFD-DEM for the simulation of large
scale containing realistic number of particles. Collision force models used in
CFD-DEM such as spring-dashpot model are derived for static, homogeneous
mono-disperse spheres [74], yet they are applied to locally inhomogeneous and
non-static systems. Furthermore, a more comprehensive reactive model needs to be
developed. Heat-up, drying and pyrolysis are highly complex processes, and
sub-models used are very simplified which certainly affect the accuracy of the
numerical results. In most of the computational studies, particles are assumed to be
spherical, which is not true for biomass particles like rice straw, wood. Variation in
particle attributes such as density, porosity, composition and shape due to different
processes occurring in the reactor is not accounted in the current modelling
approaches. Owing to the computational convenience, a reduced chemical reaction
model is adopted so efforts are required for the completeness of chemical reaction
models. Each reaction is governed by a rate coefficient fitted with empirical data
input which is obtained by conducting respective reaction in a specific operating
condition. It is not recommended to blend rate constants acquired from different
sources; however, in the absence of relevant chemistry available for gasification,
unrelated reaction kinetics is used. In present scenario, fluidized bed gasification
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modelling is very simplified and based on several simplifying assumptions so more
realistic and accurate models need to be developed in order to address underlying
physical and chemical processes. Lastly, there is an acute need to develop exper-
imental techniques so that accuracy of CFD models can be validated.
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Entrained Flow Gasification: Current
Status and Numerical Simulations

Mayank Kumar

Abstract Entrained flow gasification is perhaps the most adopted gasification
technology around the world. Most of the IGCC deployments around the world
have chosen entrained flow gasification as the coal conversion technology. It offers
high temperatures, high mass throughput, low amount of tars and oils in the flue gas
stream, and high carbon conversion efficiencies. The drawbacks of this technology
include frequent maintenance of critical equipment such as wall refractory and
injectors. This chapter focuses on both the commercial aspects, in terms of
worldwide deployment and operational experience, and the technical aspects of
entrained flow gasification. The technical discussion is centered on the computa-
tional fluid dynamics modeling, owing to the deep complexity inherent in the
turbulent fluid mechanics of these systems. There is a dedicated discussion on the
char consumption model, including the heterogeneous kinetics, as well since it
plays a key role in determining the sizing and overall design of the gasifier.

Keywords Gasification ⋅ Entrained flow gasification
Nomenclature

ṁp char consumption rate (kg/s)
Pg reactant partial pressure (atm)
t time (s)
kd rate constant for diffusion
ks rate constant for kinetics
A0 external surface area of the particle (m2)
Ad diffusion constant
dp particle diameter (m)
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Tg gas temperature (K)
P total gasifier pressure (atm)
R universal gas constant (J/mol-K)
kdash ash diffusion constant
ε ash voidage fraction
rp instantaneous radius of the shrinking core (m)
Rp fixed radius of the char-ash complex (m)
ψ structure parameter for the particular coal/char type
S instantaneous total internal reactive area of the porous char (m2/g)
S0 initial internal reactive area (m2/g)
A instantaneous surface area of the shrinking core (m2)
mpo original char mass in the particle (kg)
k1, k2, k3 Arrhenius type constants
η effectiveness factor
νo stoichiometric coefficient for the particular gasification reaction
De internal particle diffusivity (m2/s)
G local irradiation (W/m2)
ka absorption coefficient (m−1)
Ib black-body intensity (W/m2-sr)
Φðs ⃗, s⃗′Þ scattering phase function
Np number of particles
εp particle emissivity
qin radiative flux at the wall (W/m2)
qout emitted heat flux from wall (W/m2)
εw wall emissivity
Tw wall temperature (K)
Iout radiative intensity leaving the wall (W/m2-sr)

Abbreviations

CFD Computational fluid dynamics
CWS coal-water slurry
PHICCOS Phase-inversion-based coal-CO2 slurry
CCS carbon capture and sequestration
IGCC Integrated gasification combined cycle
ASUs Air separation units
EOR Enhanced oil recovery
OSEF Oxygen-staged entrained flow
OMB opposed multiburner
ODE ordinary differential equations
SCM shrinking core model
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RPM random pore model
LH Langmuir–Hinshelwood
PDE partial differential equations
MFF moving flame front
RTE radiative transport equation
FVM finite volume method
DOM Discrete ordinates method
LES Large eddy simulations

1 Introduction

Gasification has seen a recent upsurge in popularity owing to environmental con-
cerns as well as a renewed interest in coal-to-chemicals conversion. Entrained flow
gasifiers are the technology of choice in this gasification revolution for many
countries around the world. The reasons are manyfold, including high carbon
conversion efficiencies, high mass throughputs, compact reactor sizes, and scala-
bility to higher pressures. The distinguishing features of entrained flow gasifiers are
the high-temperature slagging operation, small particle residence times (of the order
of seconds), and micron-sized (10–150 μ) pulverized feedstock requirement.

The basic design of the entrained flow gasifier can be gauged from the various
commercial gasifiers depicted in Fig. 1. The feedstock is fed into the gasifier, along
with the carrier gas, via axial or radial/tangential injectors in an up-flow or
down-flow configuration. The powdered coal is entrained with the gas as it is
converted in the presence of gasifying agents such as oxygen, carbon dioxide, and
steam. The key technological challenges in entrained flow gasification include
rather frequent injector and refractory wear owing to the high temperatures, and
issues with slag handling, especially for the high-ash-content coals. Understanding
char structural evolution, heterogeneous kinetics, transport processes within the
coal particle and the boundary layer, and turbulent two-phase reacting flows are a
few of the problems that confront design engineers as they tackle these techno-
logical challenges. This chapter will provide an overview of the aforementioned
aspects of entrained flow gasification and delve into a literature review of the recent
modeling efforts toward gaining a better understanding of the physicochemical
processes inside an entrained flow gasifier. A survey of the key projects employing
entrained flow gasifiers around the world is also provided. Readers should note that
a basic familiarity with the general process of coal gasification is assumed in the
sections that follow.
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2 Commercial Entrained Flow Gasifiers

A variety of commercial entrained flow gasifier designs is available in market
today. Table 1 lists some of the most frequently deployed gasifiers around the
world. They include the General Electric (GE), Shell, Mitsubishi Heavy Industries
(MHI), Siemens, CB&I E-Gas, and the PRENFLO gasifier. Some of the

Fig. 1 a GE (radiant), b CoP E-GAS, and c SCGP (Shell) gasifiers
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indigenously developed gasifiers in China also have significant deployment, albeit
within the country, and will be discussed in Sect. 2.2.1.

Most of the entrained flow gasifiers can be operationally classified into the
following categories, as also shown in Table 1:

1. Dry fed versus slurry fed: The MHI, Siemens, Shell, and PRENFLO gasifiers
use dry feeding of powdered coal, whereas the GE, E-Gas, ECUST, and
Tsinghua OSEF gasifiers operate on coal-water slurry (CWS) feed. Coal-water
slurry is prepared by wet grinding the coal in a rod mill [2]. Coal is delivered by
a conveyer into the rod mill feed hopper. The coal has to be grounded to the
right particle size and size distribution in order to form a stable coal/water slurry
at optimum slurry solids concentration, which is typically about 60–65% by
weight [2]. Slurry feed has the disadvantage of losing a portion of the produced
sensible heat on the vaporization of the slurry. Consequently, a higher per-
centage of oxygen is needed in order to attain the desired temperatures in the
gasifier, resulting in a lower overall plant efficiency. CWS feeding is especially
uneconomical for low-rank coals that already contain significant amount of
moisture. Dry feeding system is preferred for the high moisture content coals.
The dry feed systems use a lock hopper operating in a batch mode, intermittently
charging coal fines into the pressurized gasifier via staged opening and closing
of valves on the top and bottom of the pressure vessel [2]. Lock hoppers as used
in the dry-coal fed gasifiers are costly and bulky equipment with complex valve
systems that have to provide a gas-tight block in a dusty atmosphere [3].
Consequently, the lock-hopper system operates at lower pressures as compared
to the CWS feed, resulting in a lower thermodynamic efficiency for the overall

Table 1 Major commercial entrained flow gasifier designs [1]. Acronyms: RL—refractory lining,
MW—membrane wall, WW—water-cooling wall

Manufacturer Coal feeding Oxidant Wall Flow-direction

SHELL Dry O2-blown RL and MW Up
SIEMENS Dry O2-blown RL/MW Down
CB&I E-GAS Slurry O2-blown RL Up
PRENFLO PSG Dry O2-blown MW Up
PRENFLO PDQ Dry O2-blown MW Down
GE (Texaco) Slurry O2-blown RL Down
MHI Dry Air-blown MW Up
ECUST Slurry/Dry Air/O2-blown RL/MW/WW Down
HCERI Dry O2-blown WW Up
MCSG Slurry O2-blown Not known Down

Tsinghua OSEF Slurry O2-blown MW/WW Down
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plant. The practical pressure limit for lock hoppers is about 50 bars, whereas for
CWS pumps the pressure could, in principle, be as high as 200 bar [3].
In effect, the choice of the coal feeding system depends upon the properties of
the available feedstock as well as the requirements driven by the overall plant
operating conditions. Alternative feeding strategies are also being developed in
order to get over the disadvantages of both the feeding approaches described
above. A phase-inversion-based coal-CO2 slurry (PHICCOS) feeding system
has been proposed that takes advantage of the availability of super-critical CO
with liquid-like properties [4]. It operates at ambient temperature, without the
use of lock hoppers and can achieve very high pressures. Furthermore, the
feeding system inherently reduces the moisture and ash content of the feedstock,
which makes it especially attractive for low-rank and high-ash coal.

2. Air-blown versus oxygen-blown: The majority of the present-day commercial
entrained flow gasifiers are oxygen-blown. The air-blown MHI gasifier is a
notable exception. Coal-water slurry feed systems have to typically go with
oxygen-blown gasifiers in order to generate sufficient sensible heat for the
evaporation of the slurry water. Moreover, oxygen-blown operation results in an
undiluted stream of carbon dioxide as the effluent making the process amenable
to carbon capture and sequestration (CCS). There are other advantages of
oxygen-blown operation as well, namely:

a. Reduction in the gasifier size and all other equipment by at least 75% owing
to the absence of nitrogen in the stream

b. Reduction in the total amount of heat lost in the flue gas
c. Facile removal of pollutants from the flue gases owing to their enhanced

partial pressure
d. Latent heat of condensation can be recovered by opting for pressurized

operation, as discussed next
e. Significant reduction in the formation of the oxides of nitrogen

3. Refractory wall-lining versus Membrane wall versus Water-cooled wall:
Moving to membrane wall or water-cooled wall offers the advantage of not
having the peak reactor temperature limited by the refractory material.

4. Pressurized versus atmospheric pressure operation: Although gasifiers
conventionally used to operate at atmospheric pressure, present-day entrained
flow designs are invariably pressurized, operating up to 40 bars and beyond.
Pressurization considerably reduces the reactor size across the plant and is also
beneficial for the removal of pollutants owing to their resultant higher partial
pressure. The pressurized flue gas stream provides for a plant that is
‘capture-ready’ for CO2 sequestration. Moreover, pressurized oxy-coal com-
bustion has the advantage of recovering much of the latent heat of vaporization
of the water vapor in the flue gas, resulting in an increase of several percentage
points in the plant efficiency. This is because the elevated flue gas pressure
raises the dew point and the available latent enthalpy in the flue gases [5].
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2.1 IGCC Demonstration Projects

Integrated gasification combined cycle (IGCC) plants combine high-pressure coal
gasification with combined cycle power generation, i.e., employing gas turbine to
burn the produced syngas along with a steam turbine as the bottoming cycle. IGCC
projects are often accompanied with air separation units (ASUs) and oxygen-blown
gasifiers so that a pure stream of carbon dioxide can be captured from the flue gases
and buried deep below the earth, or used for enhanced oil recovery (EOR), the
process being termed as carbon capture and sequestration (CCS). IGCC with CCS
was until recently hailed as a major solution to the global environmental challenge
of curbing the CO2 emissions from coal plants. Almost all of the IGCC demon-
stration projects around the world have been conducted using entrained flow
gasification technology. The list of some of the major IGCC projects to-date,
starting from the 1980s, is provided in Table 2.

However, the development of IGCC as the pioneering clean-coal technology has
suffered recent drawbacks. Some of the later IGCC demonstration plants have run
into legal issues with their respective states’ key consumer groups related to their
ever-increasing operating costs and low availability. For example, Duke Energy’s
Edwardsport plant was originally slated to cost $1.9 billion, but the costs had risen
to $3.5 billion in 2016 [7]. Under a settlement reached in the January of the same
year, Duke Indiana agreed to refund customers $87.8 million and also agreed to
provide $500,000 to fund solar installations. The plant was often operating at less
than 50% of its capacity after going commercial in 2013 [7].

The Kemper County IGCC project was a first-of-a-kind electricity plant to
employ gasification and the capability to capture and store CO2 emissions, although

Table 2 Commercial-size IGCC plants using entrained flow gasification [6]

Project name and location Gasification
technology

MW
(gross)

Startup
date

Cool water, Mojave, CA, US Texaco (GE) 120 1984
SEP-Demkolec, Buggenum,
Netherlands

Shell 253 1994

Wabash River, West Terre Haute, IN,
US

Destec 296 1995

Tampa Electric, FL, US Texaco (GE) 312 1996
ELCOGAS, Puertollano, Spain Krupp-Uhde

PRENFLO
335 1997

ISAB Energy, Sicily, Italy Texaco (GE) 512 2001
Sarlux, Sardinia, Italy Texaco (GE) 548 2000
API Energia, Falconara, Italy Texaco (GE) 280 2001
Duke Energy, Edwardsport, IN, US GE 618 2013
GreenGen, Tianjin, China HCERI 250 2018 (Est)
Nakoso IGCC, Nagasaki, Japan MHI 540 2020 (Est)
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based on the fluidized-bed technology for the low-rank Mississippi lignite. Again,
the problems hampering the Kemper IGCC project were symptomatic of the other
recent IGCC demonstration projects in the US and Europe. Since IGCC with carbon
capture is not yet a proven technology, many of the design specs often need
changes, delaying the project. One design flaw miscalculated pipe thickness, length,
quantity, and metallurgy. After these changes were made, additional changes
needed to be done to support structures [8]. The problems get compounded when
dealing with high-ash coals—for example, clinker formation is often encountered
on the gasifier walls. Nonetheless, Kemper IGCC started generated electricity from
gasified lignite from early 2017 [9].

GreenGen is another significant IGCC with carbon-capture project, envisioned
by the China Huaneng group along with the Mississippi-based Peabody Energy,
and located in Tianjin, China. The project plans to use a novel entrained flow
gasifier designed by the Thermal Power Research Institute (TPRI) in Xi’an, China
[10]. Apart from generating power, the plant is also slated to supply heat and syngas
to neighboring chemical plants. However, the GreenGen project also has been beset
by multiple delays in its 10-year history and was scaled back [11].

2.2 Entrained Flow Gasification for Coal-to-Chemicals

With the solar tariffs going southward for some time in the past and expected to
follow the same trend in the foreseeable future, it is going to be tougher for IGCC to
make economic sense. Coal-to-chemicals, on the other hand, can be the thing of the
future—at least for countries like China and India.

2.2.1 Developments in China

Coal is recognized as a significant part of China’s energy strategy going forward.
The GE, Shell, Siemens are some of the international origin gasifiers that have been
used in China since the 1980s. Moreover, the Chinese Government actively sup-
ports coal gasification-related research programs at universities and research insti-
tutions. As a result, seven major Chinese universities, corporations, and institutes
have successfully commercialized a number of different indigenous gasifier designs.
These gasifiers and gasification technologies are being used in over 100 different
projects [12]. Most of the gasifiers are employed for coal-to-chemicals projects,
including production of ammonia, methanol, dimethyl ether, liquid fuels, hydrogen.
Two of the most popular gasifiers are briefly described below:

A. East China University of Science and Technology (ECUST) Gasifier

The ECUST gasifier employs the so-called opposed multiburner (OMB) gasifi-
cation technology developed at ECUST. The gasifier features four burners located
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around the top of the gasifier spaced at 90° intervals from each other forming two
pairs of opposed burners. This configuration permits equal, flexible control of large
amount of coal slurry, and the impinging flow facilitates mixing of reactants [2].
This is an oxygen-blown gasifier with both dry and wet feeding possible. Thirty-one
coal projects have been identified in China that utilize an estimated total of 88
ECUST OMB gasifiers having coal feeding capabilities ranging from 750 to 3000
tons per day [2] (Fig 2).

B. Tsinghua OSEF Gasifier

The oxygen-staged entrained flow (OSEF) gasifier is a product of the R&D
conducted at the Tsinghua University’s Institute of Thermal Engineering. As the
name suggest, the gasifier employs staged addition of oxygen which has been
reported to enhance the life of the main burner [2]. The gasifier utilizes coal slurry
feed in a membrane-wall design, which is reported to result in increased flexibility
in coal feedstocks, operational stability, high-pressure gasification, and reduced
capital costs [12]. As of 2013, sixteen projects had been licensed using the OSEF
gasifier.

A recent review study of the Chinese coal utilization activity established that
currently eight international and seven Chinese licensors of coal gasification
technology have successfully commercialized their operations [12].

Fig. 2 ECUST opposed multiburner (OMB) slurry gasifier [13]
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2.2.2 Developments in India

Coal gasification developments in India have been greatly subdued when compared
to the frenzy in China. At the same time, there is the realization that
coal-to-chemicals might be a better coal utilization strategy than coal-to-power via
IGCC [14]. There are only a couple of projects worthy of mention at this point. The
first one is the Reliance Industries Limited (RIL) petcoke gasification project, which
is a part of its refinery complex in Jamnagar, often stated as the largest in the world.
The plant uses ten units of E-GAS entrained flow gasifiers to convert blends of
petcoke and imported coal into syngas. The syngas is used to power existing
refinery heaters and gas turbines, produce hydrogen for the refinery and carbon
monoxide for a new acetic acid plant [15].

The country’s maiden fertilizer project based on coal converted to syngas has
been recently kicked off after some delay at Talcher, Orissa. The plant would utilize
Shell’s entrained flow gasification technology and is slated to gasify a mix of
high-ash local coal with as much as 25% petcoke [16]. The project is a joint venture
between several public sector companies in the coal and fertilizers sector. It should
be noted that indigenous gasification technology development is significantly muted
in India, as compared to China.

3 Modeling Entrained Flow Gasification

The design of coal combustion and gasification systems has long been an
experience-based enterprise. However, the advent of supercomputing has opened
up options to create high-resolution and high-fidelity models of the various stages
of the coal utilization process. In particular, modeling of the entrained flow gasi-
fier requires understanding of a wide range of physicochemical phenom-
ena including heterogeneous chemistry, mechanics of turbulent swirling flows,
turbulence-chemistry interactions, radiative heat transfer, reaction and transport
within the porous char particle. A detailed CFD model of entrained flow gasifica-
tion is indeed what is needed to capture these phenomena in the requisite detail.
The CFD model attempts to capture this detail through relevant submodels and their
coupling. The modular structure of a CFD model, along with the interactions
between various modules, is represented in the block diagram in Fig. 3 [17]. It is
important to carefully construct and validate the most important building blocks of
the integrated model in order to accurately predict some of the overall metrics of
gasifier performance, like fuel conversion and syngas composition.

The gas-phase is typically solved using the discretized mass, momentum,
energy, and species conservation equations. The approach is pretty generic, having
been successfully implemented multiple times in gasification CFD modeling
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[18–25] and does not need re-iteration. While the gas-phase is solved in a Eulerian
fashion, the particle-phase lends itself better to the lagrangian tracking methodol-
ogy. Many of the details of the particle solution approach are quite specific to
entrained flow coal gasification, and therefore need special treatment. These details
are described in the next section. Apart from the particle-phase model, radiation
heat transport is another physical model that is quite important to construct accu-
rately while modeling entrained flow gasification, and is therefore described briefly
in Sect. 3.2.

3.1 Particle-Phase Modeling Methodology

A representative number of ‘computational’ particles is tracked through the domain,
and the inter-phase exchange terms are tracked as the particles cross individual
Eulerian cells. These exchange terms are then added to the gas-phase conservation
equations to model the impact of the particles on the gas-phase. This is termed as
the particle-source-in-cell approach [26].

The lagrangian modeling of the particle phase merits some attention. The gov-
erning equations for mass, momentum, energy along with the commonly used
correlations for drag and Nusselt number are provided in Table 3. Equation (1)

Fig. 3 Block diagram representing components of a CFD model of entrained flow gasification
and their interactions [17]

Entrained Flow Gasification … 291



denotes that the net rate of change of the particle mass is given by summing up the
contributions from the water vapor loss and devolatilization, as the particle enters
the high-temperature environment, followed by the contributions from the hetero-
geneous combustion and gasification reactions. The energy equation is also of note
—it stipulates that the net rate of change of the particle internal energy is arrived at
by accounting for the heat loss through forced convection and radiation along with
the heats of reaction associated with the individual gasification reactions. Note that
the treatment of convective heat loss is tailored to prevent forming a system of
coupled ODEs to solve for the particle temperature and burning rate. More elab-
orate treatments can be found [27, 28] that lead to the solution of coupled ODEs at
each particle-phase iteration or time-step.

3.1.1 Devolatilization

As discussed in the preceding section, the coal particle first releases moisture and
volatiles as a result of temperature rise following injection in the gasifier. A popular
model used to describe the devolatilization rate is the CPD model [29], which
predicts the rates based on the band-energies and crosslinking in the lattice structure
of the parent coal. This model predicts the amount of volatiles released, but the
volatile species composition is not specified. The same is true for other models such
as the two-competing rates Kobayashi model [30], which empirically determines
the devolatilization rates through two different relations at high and low tempera-
tures. However, knowledge of the total devolatilization rates is not sufficient in the
context of coupled CFD simulations; a quantitative description of the
devolatilization product composition is also needed. The devolatilization product
composition determines the reactions and hence the temperature in the near-burner
region and the product composition at the gasifier exit. Experimental studies,
specific to the coals of interest, such as Ref. [31] are needed to determine the total
volatile yield and product composition as a function of the heating rates, temper-
atures, and times.

Table 3 Particle-phase conservation equations

Mass dmp

dt = dmC −O2
dt + dmC −CO2

dt + dmC−H2O

dt + dmdevol
dt + dmvapor

dt (1)

Momentum dup
dt =FD u− up

� �
+

gi ρp − ρð Þ
ρp

+Fi (2)

Drag CD = a1 + a2
Rep

+ a3
Re2

p

, Rep =
ρdp u− upj j

μ FD = 18μ
ρpd2p

CDRep

24 (3)

Energy QG = dmC−O2
dt HC −O2 +

dmC −CO2
dt HC −CO2 +

dmC −H2O

dt HC −H2O

mpcp
dTp
dt = hpA0 T − Tp

� �
+ εpA0

4 G− 4σT4
p

� �
+QG

(4)

Nusselt number Nu= hpdp
kg

=2.0+ 0.6Rep Pr1 ̸3 (5)
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3.1.2 Char Consumption

Following devolatilization and vapor loss, coal particles lose mass via the hetero-
geneous reactions, as described by Eq. (1). This loss of fixed-carbon by the particle
via reaction with gas-phase reactants, namely O2, CO2, H2O is referred to as ‘char
consumption’ in this chapter.

C+
1
2
O2 →CO ðR1Þ

C+CO2 → 2CO ðR2Þ

C+H2O→CO+H2 ðR3Þ

Char consumption is a cumulative effect of three separate physical and chemical
processes: diffusion through the boundary layer and char porous structure,
heterogeneous kinetics, and char structure/surface area evolution. The overall
process can be represented as a resistance network comprised of kinetic and dif-
fusion resistances. The resultant char consumption rate, ṁp, due to heterogeneous
reaction with a gas-phase reactant of partial pressure Pg, where mp is the particle
mass and t is the time, is given by [32, 33]

ṁp =
Pg

1
kd
+ 1

ks

ð6Þ

kd =A0 ⋅Ad
Tg

2000

� �0.75

̸ Pdp
� � ð7Þ

where kd and ks are the rate constants for diffusion and kinetics, respectively. Pg is
the bulk partial pressure of the particular gas-phase reactant, such as O2, CO2, or
H2O. A0 is the external surface area of the particle. The diffusion constant Ad

depends on the particular gasification reaction being considered. dp is the particle
diameter and Tg is the gas temperature. P is the total gasifier pressure and R is the
universal gas constant.

Equation (6) can be interpreted in a variety of ways, depending upon the par-
ticular description of the kinetics coupled with the surface area evolution via the
parameter ks. For example, if heterogeneous reaction is assumed to occur only at the
external surface of the particle, Eq. (6) represents a kinetics/diffusion fixed-core
model, which is the default char consumption model in Fluent. The model is
schematically depicted in Fig. 4. These models have routinely been used in CFD
simulations of entrained flow gasification [18, 19, 21]. The reaction surface is
assumed to be at a fixed radius, coinciding with the original surface area, A0. The
model typically employs nth order Arrhenius kinetics, with n = 1, to model ks.
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ks =A0 ⋅As expð−Es ̸RTÞ ð8Þ

The shrinking core model (SCM) [23] is a more accurate alternative that has
been used to model char consumption in entrained flow gasification [20, 24, 25].
Apart from the Arrhenius kinetics and the film diffusion effects, the model accounts
for the reduction in the char core radius as conversion proceeds. The effect of
diffusion through the surrounding ash layer is also incorporated. The reaction
occurs at the surface of the inner shrinking core. The resulting char consumption
rate is given by

ṁp =
Pg

1
kd
+ 1

ks rp ̸Rpð Þ2 +
1

kdash
Rp

rp
− 1

� � ð9Þ

kdash = kdε2.5 ð10Þ

kdash is the ash diffusion constant. ε is the voidage of the ash layer, defined as the
ratio of the void space to the total volume in the ash specimen. rp is the instanta-
neous radius of the shrinking core. Rp is the fixed radius of the char-ash complex,
same as the original radius of shrinking core. A schematic of the SCM is shown in
Fig. 4.

The random pore model (RPM) [34] offers a more detailed treatment of the
reactive surface area during char conversion than SCM. The evolution of the
internal surface area during char conversion is expressed as

S
S0

= 1− xð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1−ψ lnð1− xÞ

p
ð11Þ

Species Transport to 
the reaction surface

Pg
Reaction 
Surface

Species Transport 
Boundary Layer  

Unreacted 
core

Species Transport to 
the reaction surface

Species Transport 
Boundary Layer

Reaction 
Surface

Unreacted 
core

Ash layer

(a) (b)

Fig. 4 Schematic of a kinetics/diffusion fixed-core model, and b shrinking core model (SCM)

294 M. Kumar



where x is the conversion fraction and ψ is the structure parameter for the particular
coal/char type. S is the instantaneous total internal reactive area (cm2/g) of the
porous char particle as opposed to the external surface area used by the previous
models. S0 is the initial internal reactive area. The expression is derived by
employing detailed physics of the evolution of the porous structure of a reacting
char particle and should be contrasted with the shrinking core model, which gives a
surface area evolution of the form A

A0
= 1− xð Þ2 ̸3, where A is the instantaneous

surface area of the shrinking core. Coupling surface area evolution using RPM with
Arrhenius kinetics, the kinetics parameter ks can be represented as:

ks =mpoS ⋅As expð−Es ̸RTÞ ð12Þ

where mpo is the original char mass in the particle. In the next section, more
accurate descriptions of heterogeneous reaction, than Arrhenius kinetics, are dis-
cussed. Lately, RPM is being increasingly used in entrained flow gasification CFD
studies to describe particle structural evolution [17, 22, 35, 36].

3.1.3 Heterogeneous Kinetics

An outstanding lacuna in much of the entrained flow gasification CFD literature is
that Arrhenius rate expressions are still being employed to model the kinetics, even
at elevated pressures. It is generally accepted that the nth order equation may be
inaccurate in modeling the pressure-dependence of gasification kinetic rate
expressions and gasification kinetics are better represented by Langmuir–Hinshel-
wood (LH) type rate expressions for char-CO2 and char-H2O reactions [37–41] For
char-CO2 reaction, the LH kinetic rate, RLH, can be expressed as:

RLH =
k1

1 + k2PCO2 + k3PCO
ð13Þ

where k1, k2, k3 are Arrhenius-type constants. Similar equations are written for the
char-O2 and char-H2O reactions. In conjunction with the RPM, the char con-
sumption rate for the char-CO2 reaction, assuming complete kinetic control, can be
written as

ṁp = ksPg =RLHmpoSPg ð14Þ

It is also useful to write the char consumption rate under complete diffusion
control.

ṁp =Pgkd ð15Þ
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The formulation in Eq. (13), after extensive derivation [42] is consistent with the
following reaction steps:

Cf +CO2 →CO+CðOÞ Cf : free carbon site
CðOÞ→CO

ðR4Þ

Since the LH mechanism accounts for the fundamental heterogeneous kinetic
processes of adsorption and desorption, the LH-type rate expression is found to be
better for the gasification reactions than an nth order Arrhenius-type rate expres-
sion. The gasification rate for char-CO2 reaction, when experimented upon in the
kinetics-limited regime at temperatures up to 1500 K, has been found to increase
with the partial pressure of CO2 up to a point and then remain constant. An LH-type
relation models such behavior much better than an nth order one. The k3PCO term in
(13) pertains to the inhibition in the gasification reaction due to saturation of the
char activated surface by CO at high CO partial pressures.

Several variations of the LH mechanism exist in the literature, aimed toward
capturing the physics of the heterogeneous reactions better. For example, in one
study a modified nth order LH relation was observed to perform better than the
first-order LH relation [43].

C+O2 ⟶
ads

CðOÞ
C Oð Þ⟶des CO

ðR6Þ

RC −O2 =
kadsPn

O2, s

1+ kads ̸kdesð ÞPn
O2, s

ð16Þ

Here n can be thought of as the order of the adsorption step in reactions (R6).
More sophisticated rate expressions are also available [38, 39] referred to as the

semi-global models, which take into account, to various degrees, the possible
adsorption and desorption sub-steps of intermediate complexes for the particular
heterogeneous reactions. For example, in Ref [38].

RC −CO2 = −
k7k4PCO2

k7 + γk4PCO2 + γk′4PCO + k4PH2O + k′6PH2

s− 1

RC−H2O = −
k7k6PH2O

k7 + γk4PCO2 + γk′4PCO + k4PH2O + k′6PH2

s− 1
ð17Þ

Very few researchers working on CFD modeling of entrained flow gasification
have employed the LH-type relations [16, 35]. A possible reason is the absence of
the relevant kinetics data for the particular coal—since performing the requisite
experimentation and fitting the data to LH kinetics are more involved and rarer to
find in the open literature as compared to simple Arrhenius kinetics.

The discussion so far still ignores the pore diffusion effects within the particle and
assumes a constant reactant concentration inside the particle. The model could be
improved to include pore diffusion effects by incorporating an effectiveness factorη,
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derived by solving a reaction–diffusion equation within the particle [44] and coming
up with a correction factor. In spherical coordinates, η can be expressed as:

η=
1
θ

1
tanhð3θÞ −

1
3θ

� �

θ=
rp
3

ffiffiffiffiffiffiffiffiffi
νok1
2De

r
k2Pg

1+ k2Pg
k2Pg − ln 1+ k2Pg

� �� �− 1 ̸2
ð18Þ

where k1, k2 are the corresponding constants in the LH reaction rate expression (13),
νo is the stoichiometric coefficient for the particular gasification reaction, and De is
the internal particle diffusivity.

There are several references in the literature to this kind of pore diffusion cor-
rection [45, 46] essentially by researchers investigating single particle gasification.
Again very few studies to-date have incorporated the impact of this effectiveness
factor calculation on CFD modeling of entrained flow gasification [17, 35]. Fig-
ure 5 shows the variation of η for char-CO2 reaction with reaction temperature for a
particle of mean diameter in our gasifier. η varies from 0.2 to 1 as generally reported
in the literature [45, 46].

3.1.4 Single Versus Two-Film Model of Char Burning

With regard to modeling the transport and homogeneous reactions within the
boundary layer of the char particle, broadly two approaches are found in the lit-
erature. The first approach, namely the single film model described by Eqs. (6)–(8),
is routinely employed in gasification studies in the literature [18–22, 47, 48] As
depicted in Fig. 6a, the single film model [49] assumes that although CO and O2 are
present simultaneously in the boundary layer around the particle, they do not react
with each other. CO and O2 are allowed to react only after they diffuse out of the
boundary layer. To the contrary, the double-film model [49], as shown in Fig. 6b,

Fig. 5 Variation of
effectiveness factor with
temperature [17]
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allows CO and O2 to react in a diffusion flame in the boundary layer to yield CO2

which then diffuses on one side toward the particle and on other side into the
well-mixed region.

The most accurate method of predicting char consumption rate would involve
solving the complete set of reaction–diffusion equations throughout the particle and
into the boundary layer. Such calculations [17] indicate that reality is much closer to
the double film than the single film model, as indicated in Fig. 7. The results
indicate that homogeneous reactions do occur in the boundary layer and there seems
to be a flame-zone outside the particle where both CO and O2 mol fractions tend to
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Fig. 6 a Single film and b double-film models of char consumption [49]

Fig. 7 Continuous film model [17]
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zero and the temperature profile attains a peak. However, the double-film model has
not been employed in CFD models of combustion or gasification because,
depending on the assumptions, it requires the solution of a system of coupled
algebraic equations, if not coupled PDEs. Solving PDEs for each tracked particle
can be computationally prohibitive for well-resolved CFD model of any commer-
cial or pilot-scale gasifier.

However, using a set of simplifying assumptions, Zhang et al. [50, 51] have
proposed the moving flame front (MFF) model of char consumption, reducing the
set of governing equations such that it can be adapted to CFD model without
significant computational expanse. The location of the flame sheet, where oxidation
of CO occurs in the boundary layer, and consequently the char consumption rate
can be evaluated as explicit functions of various kinetic and diffusion rates
involved. The key assumption involves neglecting the gasification reaction with
CO2 in presence of oxygen since the oxidation reaction with O2 is much faster. The
location of flame sheet dynamically adjusts so that equilibrium is approached at the
fastest possible rate. The expressions for the net burning rate and location of the
flame front are too complicated [51] to be presented here but can be incorporated
into custom codes or into commercial solvers using user-defined subroutines.

3.2 Radiative Heat Transport in Entrained Flow Gasifiers

Radiation is the primary mode of heat transport in furnaces such as entrained flow
gasifiers, where the length scale is of the order of 1 m [52]. For example, the CFD
simulations of the MHI gasifier in Ref [17] predicted that radiation flux is greater
than 60% of the total power received by the wall. In effect, radiation significantly
impacts the overall heat transfer process, hence the fluid dynamics and the reaction
rates, and is also critical in solving the particle temperature via Eq. (4).

The radiative transport equation (RTE) (19, Fig. 8) needs to be solved in order to
provide the irradiation term, G, in the particle energy Eq. (4), and to also close the
radiation term in the gas-phase energy balance.

dI
ds

= − ðka + ksÞI + ka
σ T4

b

π
+

ks
4π

Z
4π

Φðs⃗, s ⃗′ÞIðΩ′ÞdΩ′ ð19Þ

Fig. 8 Radiative transfer
equation
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This equation is derived for a pencil beam of radiation traveling in a direction s ⃗,
with local intensity Iðx ⃗, ΩÞ. ks is the scattering coefficient, ka is the absorption
coefficient, Ib is the black-body intensity, and Φðs⃗, s ⃗′Þ is the scattering phase
function from a direction s ⃗′ to the direction s ⃗ of the beam of interest.

G is the local irradiation defined in terms of I as:

G=
Z
4π

IðΩ′ÞdΩ′ ð20Þ

In a two-phase reacting flow situation like entrained flow gasification, ka and ks
include contributions from both gas and particle phases. However, in such an opti-
cally thickmedium as the entrained flow gasifier, contribution from the particle-phase
far outweighs that from the gas-phase [17]. While the weighted-sum-of-gray-gases
method is used to evaluate gas-phase radiative constants, the particle-phase values
can be expressed in terms of the number of particlesNp within a control volume ðΔVÞ,
particle emissivity, εp, and particle external surface area, A0, as follows:

kp = ∑
p
εpA0

Np

ΔV
ð21Þ

ksp = ∑
p

1− εp
� �

A0
Np

ΔV
ð22Þ

where kp and ksp are the contributions of the particle phase to the absorption and the
scattering coefficients, respectively, and the summation is conducted over all the
particles present in the control volume. Thus, the same intensity field calculated via
Eq. (19) contains all the information of radiation due to the gas-phase as well as the
particle-phase emission, absorption, and scattering. This is quite different from the
conservation equations of mass, momentum, species, and energy which are written
separately for the gas-phase and the particle phase.

The ‘finite volume method’ (FVM) for radiation, or the discrete ordinates
method (DOM) is typically used to solve the radiative transport Eq. (19) in con-
junction with a CFD model. In FVM, the RTE, which is fundamentally derived
along a beam of radiation, is adapted to the finite volume formulation. The adap-
tation is achieved by writing the RTE for M (say) discrete directions for each
control volume. Subsequently, we have M-coupled transport equations for the
directional radiative intensities Im. These transport equations are solved through the
domain along with the rest of the gas-phase transport equations.

3.2.1 Radiative Heat Transfer at the Wall

As mentioned in the previous section, radiative heat transport is expected to be a
significant portion of the total wall heat flux in entrained flow gasifiers. The incident
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radiative flux at the wall, qin, is an important output of the RTE solution and is
evaluated through a first moment of radiative intensity as follows:

qin =
Z

s⃗ ⋅ n ⃗>0

ðs ⃗ ⋅ n ⃗ÞIðΩÞdΩ ð23Þ

where n ⃗ is the outward wall normal. The emitted heat flux from wall, qout, can be
calculated as:

qout = σεwT4
w + ð1− εwÞqin ð24Þ

Iout =
qout
π

where εw is the wall emissivity, Tw is the wall temperature, and Iout is the radiative
intensity leaving the wall. Iout is used as the boundary condition in the solution of
RTE. For a gray wall ðεw < 1Þ, the emitted radiation depends on the incoming
radiation which in turn depends on the calculated intensity field available only after
solving the RTE. Hence in the presence of gray walls, the solution is inevitably
iterative.

3.3 Application of the CFD Model

The complete CFD model constructed by integrating the various submodels can
subsequently be utilized to perform sensitivity analysis in order to ascertain the
impact of various operating conditions as well as to validate the choice of the
particular submodel over the competing ones. The latter aspect is elaborated here by
taking the example of the turbulence model. Subsequently, the utility of a validated
CFD model in predicting the optimal operating of an entrained flow gasifier is
discussed.

3.3.1 Impact of the Turbulence Model

The choices available within the RANS methodology include the standard k-ε,
realizable k-ε, standard k-ω, SST k-ω, RNG k-ε, and the RSM models among others.
There is no clear consensus yet within the gasification modeling community as to
which RANS model performs the best. This is perhaps owing to the heuristic nature
of these models. For example, one study found the standard k-ε, SST k-ω, and the
RSM to give consistent and similar results for a generic two-stage entrained flow
gasifier, whereas the standard k-ω and the RNG k-ε models deviated from the con-
sistent trends [53]. Even within the three models that gave consistent results, there
were noticeable differences in their predictions above and below the coal injector.
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Another study reported the SST k-ω to perform better than the standard k-ε,
realizable k-ε, and the standard k-ω counterparts in modeling the pilot-scale
two-stage MHI gasifier [17]. The SST k-ω matched the experimental data along the
gasifier centerline better than others and was successful in predicting the expected
recirculation zone along the gasifier centerline. The results are shown in Fig. 9.

Large eddy simulations (LES) are expected to provide better results of the
gasification process and their usage is expected to increase in the future owing the
growing access to supercomputing facilities. For example, Abani et al. [54].
compared LES and RANS result while modeling the BYU laboratory scale gasifier
and reported significant differences in mixing, combustion and gasification char-
acteristics between the two models. Near nozzle mixing was over-predicted by the
RANS models and resulted in shorter combustion zones. While the RANS models
were satisfactory in predicting the broader axial variation along the gasifier, it
performed poorly compared to the LES in predicting the measured radial variation
of species mole fractions. LES captured the various unsteady structures across all
gasifier zones, as expected.

3.3.2 Sensitivity Studies on the Gasifier Performance

Multiple studies exist in the literature where a model of entrained flow gasification
has been validated from experimental data and applied toward optimization of the
gasifier performance by means of sensitivity studies on the influential parameters.
Chen et al. [55]. Applied their gasification model to an air-blown two-stage gasifier
and concluded that devolatilization and char oxidation reactions are responsible for
almost 80% of the total carbon conversion, while the gasification reactions with
steam and CO2 account for the rest. They also reported the air ratio (i.e., air feed
rate as compared to the stoichiometric requirement) to have a significant impact on

Fig. 9 Comparison of the standard k-ε and the SST k-ω turbulence models. Note the small, but
negative velocities predicted along the gasifier axis by the SST k-ω model

302 M. Kumar



the exit gas composition, and posited that there exists a best air ratio for each coal
depending upon the composition and heating value of the particular coal.

Another two-stage entrained flow gasifier, but with opposed multiburners
(OMB) ECUST design, was simulated and the impact of coal and air distribution
between the two stages was studied [56]. It was found that optimal gasifier per-
formance resulted when oxygen or coal are injected at the upper level at greater
than or equal to 50% of the total feed rate. Furthermore, both the exit flue gas
temperature and the species mole fractions can be suitably controlled by altering the
injection staging.

Kumar et al. used CFD simulations to predict potential hot spots near the gasifier
walls or the burners [17]. The information from simulations can then be used to
design gasifiers with reduced refractory or injector failure. The same study showed
that CFD simulations can help decide the optimal gasifier length for the range of
coals and operating conditions under consideration. For example, the gasifier in
Fig. 10a is shown to utilize its length much more effectively than the gasifier in
Fig. 10b which is oversized since most of the carbon conversion is achieved with
the first half of its length. Since the CFD simulations of entrained flow gasification
also invariably track particle trajectories, including their structural evolution under
carbon conversion, they can also predict the optimal particle size for maximum
carbon conversion [17].

4 Conclusions

1. Entrained flow gasification is the most widely deployed gasification technology
around the world, especially when it comes to IGCC.

2. Entrained flow gasification is also heavily deployed toward the
coal-to-chemicals conversion route, especially in China.

Fig. 10 Comparison of the standard k-ε and the SST k-ω turbulence models. Note the small, but
negative velocities predicted along the gasifier axis by the SST k-ω model
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3. Computational Fluid Dynamics (CFD) simulations are the most suited for
understanding entrained flow gasifiers owing to the complex interactions with
turbulence, particle dispersion, heat transfer, and heterogeneous chemistry.

4. Sufficiently detailed models of char consumption, surface area evolution, and
heterogeneous kinetics are necessary to ensure predictive accuracy of the inte-
grated CFD model.

5. The integrated and validated CFD model can be used to conduct optimization
studies on key gasifier design and operating parameters such as injection stag-
ing, air-fuel ratio, reactor length, operating pressure, and temperature.

References

1. Wang T, Stiegel GJ. Integrated gasification combined cycle (IGCC) technologies. Woodhead
Publishing

2. NETL website
3. Steynberg A, Dry M. Fischer-Tropsch technology, vol 152
4. Botero C, Field RP, Herzog HJ, Ghoniem AF (2013) Coal-CO slurry feed for pressurized

gasifiers: slurry preparation system characterization and economics. Energy Procedia
37:2212–2223

5. Hong JH, Chaudhry G, Brisson JG, Field RP, Gazzino M, Ghoniem AF (2009) Analysis of
oxy-fuel combustion power cycle utilizing a pressurized coal combustor. Energy 34(9):1332–
1340

6. Tavoularreas ES, Jozewicz W. Multipollutant emission control technology options for
coal-fired power plants. DIANE Publishing

7. http://www.utilitydive.com/news/indiana-regulators-approve-settlement-for-dukes-
edwardsport-coal-plant/425254/. Accessed 5 Sep 2017

8. http://spectrum.ieee.org/energywise/energy/fossil-fuels/kemper-county-and-the-perils-of-
clean-coal-technology. Accessed 5 Sep 2017

9. http://www.elp.com/articles/2017/02/kemper-county-igcc-power-plant-makes-electricity.html
. Accessed 5 Sep 2017

10. https://www.technologyreview.com/s/411393/china-closes-the-clean-coal-gap/. Accessed 5
Sep 2017

11. https://www.technologyreview.com/s/537696/fixing-chinas-coal-problem/. Accessed 5 Sep
2017

12. Coal Gasification in China: A Study Report, US-China Energy Center, West Virginia
University

13. http://cornerstonemag.net/development-of-coal-gasification-technology-in-china/. Accessed 5
Sep 2017

14. http://economictimes.indiatimes.com/industry/indl-goods/svs/metals-mining/coal-gas-can-
help-lower-import-bill-by-10-bn-in-5-yrs-coal-secretary-susheel-kumar/articleshow/
57478524.cms. Accessed 5 Sep 2017

15. http://www.modernpowersystems.com/features/featuregasifier-projects-and-igcc-the-big-
picture-4188432/. Accessed 5 Sep 2017

16. http://www.dnaindia.com/business/report-fertiliser-from-coal-project-kicks-off-shell-to-
provide-technology-to-psu-jv-2472845 Accessed 5 Sep 2017

17. Kumar M (2011) Multiscale CFD simulations of entrained flow gasification. PhD thesis,
Massachusetts Institute of Technology

304 M. Kumar

http://www.utilitydive.com/news/indiana-regulators-approve-settlement-for-dukes-edwardsport-coal-plant/425254/
http://www.utilitydive.com/news/indiana-regulators-approve-settlement-for-dukes-edwardsport-coal-plant/425254/
http://spectrum.ieee.org/energywise/energy/fossil-fuels/kemper-county-and-the-perils-of-clean-coal-technology
http://spectrum.ieee.org/energywise/energy/fossil-fuels/kemper-county-and-the-perils-of-clean-coal-technology
http://www.elp.com/articles/2017/02/kemper-county-igcc-power-plant-makes-electricity.html
https://www.technologyreview.com/s/411393/china-closes-the-clean-coal-gap/
https://www.technologyreview.com/s/537696/fixing-chinas-coal-problem/
http://cornerstonemag.net/development-of-coal-gasification-technology-in-china/
http://economictimes.indiatimes.com/industry/indl-goods/svs/metals-mining/coal-gas-can-help-lower-import-bill-by-10-bn-in-5-yrs-coal-secretary-susheel-kumar/articleshow/57478524.cms
http://economictimes.indiatimes.com/industry/indl-goods/svs/metals-mining/coal-gas-can-help-lower-import-bill-by-10-bn-in-5-yrs-coal-secretary-susheel-kumar/articleshow/57478524.cms
http://economictimes.indiatimes.com/industry/indl-goods/svs/metals-mining/coal-gas-can-help-lower-import-bill-by-10-bn-in-5-yrs-coal-secretary-susheel-kumar/articleshow/57478524.cms
http://www.modernpowersystems.com/features/featuregasifier-projects-and-igcc-the-big-picture-4188432/
http://www.modernpowersystems.com/features/featuregasifier-projects-and-igcc-the-big-picture-4188432/
http://www.dnaindia.com/business/report-fertiliser-from-coal-project-kicks-off-shell-to-provide-technology-to-psu-jv-2472845
http://www.dnaindia.com/business/report-fertiliser-from-coal-project-kicks-off-shell-to-provide-technology-to-psu-jv-2472845


18. Brown BW, Smoot LD, Smith PJ, Hedman PO (1988) Measurement and prediction of
entrained-flow gasification processes. AIChE J 34:435–446

19. Chen C, Horio M, Kojima T (2000) Numerical simulation of entrained flow coal gasifiers.
Part I: modeling of coal gasification in an entrained flow gasifier. Chem Eng Sci 55:3861–
3874

20. Choi Y (2001) Numerical study on the coal gasification characteristics in an entrained flow
coal gasifier. Fuel 80:2193–2201

21. Fletcher D (2000) A CFD based combustion model of an entrained flow biomass gasifier.
Appl Math Model 24:165–182

22. Watanabe H, Otaka M (2006) Numerical simulation of coal gasification in entrained flow coal
gasifier. Fuel 85:1935–1943

23. Wen CY, Chaung TZ (1979) Entrainment coal gasification modeling. Ind Eng Chem Proc Des
Dev 18:684–695

24. Govind R, Shah J (1984) Modeling and simulation of an entrained flow coal gasifier. AIChE J
30:79–92

25. Vamvuka D, Woodburn ET, Senior PR (1995) Modeling of an entrained flow coal gasifier 1.
Development of model and general predictions. Fuel 74:1452–1460

26. Crowe CT, Sharma MP, Stock DE (1977) The particle-source-in-cell method for gas and
droplet flow. J Fluids Eng 99:325–332

27. Law CK (2010) Combustion physics. Cambridge University Press
28. Turns SR (1996) An Introduction to combustion. McGraw-Hill
29. Grant DM, Pugmire RJ, Fletcher TH, Kerstein AR (1989) A chemical model of coal

devolatilization using percolation lattice statistics. Energy Fuels 3:175–186
30. Kobayashi H, Howard JB, Sarofim AF (1976) Coal devolatilization at high temperatures. Proc

Combust Inst 411–425
31. Tomita A, Xu W (1987) Effect of coal type on the flash pyrolysis of various coals. Fuel

66:627–631
32. Smith IW (1982) The combustion rates of coal chars: a review. In: Nineteenth symposium

(international) on combustion, pp 1045–1065
33. Wu Y, Zhang J, Smith PJ, Zhang H, Reid C, Lv J, Yue G (2010) Three-dimensional

simulation for an entrained flow coal slurry gasifier. Energy Fuels 24:1156–1163
34. Bhatia SK, Perlmutter DD (1980) A random pore model for fluid-solid reactions: I.

Isothermal, kinetic control. AIChE J
35. Vascellari M, Arora R, Hasse C (2014) Simulation of entrained flow gasification with

advanced coal conversion submodels. Part 2: char conversion. Fuel 118:369–384
36. Jeong H, Seo DK, Hwang J (2014) CFD modeling for coal size effect on coal gasification in a

two-stage commercial entrained-bed gasifier with an improved char gasification model. Appl
Energy 123:29–36

37. Roberts DG, Harris DJ (2006) A kinetic analysis of coal char gasification reactions at high
pressures. Energy Fuels 2314–2320

38. Liu G, Niksa S (2004) Coal conversion submodels for design applications at elevated
pressures. Part II. Char gasification. Prog Energy Combust Sci 30:679–717

39. Muhlen HJ, Heek KH, Juntgen H (1985) Kinetic studies of steam gasification of char in
presence of H2, CO2 and CO. Fuel 64:944–949

40. Weeda M, Abcouver HH, Kapteijn F, Moulijn JA (1993) Steam gasification kinetics and
burn-off behavior for a bituminous coal derived char in the presence of H2. Fuel Process
Technol 36:235–242

41. Lussier MG, Zhang Z, Miller DJ (1998) Characterizing rate inhibition in steam/hydrogen
gasification via analysis of absorbed hydrogen. Carbon 36:1361–1369

42. Koenig PC, Squires RG, Laurendeau NM (1986) Char gasification by carbon dioxide. Fuel
65:412–416

43. Murphy JJ, Shaddix CR (2006) Combustion kinetics of coal chars in oxygen-enriched
environments. Combust Flame 144(4):710–729

Entrained Flow Gasification … 305



44. Bischoff KB (1965) Effectiveness factors for general reaction rate forms. AIChE J 11:351–
355

45. Liu G, Rezaei HR, Lucas JA, Harris DJ, Wall TF (2000) Modelling of a pressurised entrained
flow coal gasifier: the effect of reaction kinetics and char structure. Fuel 79:1767–1779

46. Hong J, Hecker WC, Fletcher TH (2000) Modeling high-pressure char oxidation using
langmuir kinetics with an effectiveness factor. Proc Combust Inst 28:2215–2223

47. Chen C, Horio M, Kojima T (2001) Use of numerical modeling in the design and scale-up of
entrained flow coal gasifiers. Fuel 80:1513–1523

48. Liu XJ, Zhang WR, Park TJ (2001) Modelling coal gasification in an entrained flow gasifier.
Combust Theor Model 5:595–608

49. Caram HS, Amundson NR (1997) Diffusion and reaction in a stagnant boundary layer about a
carbon particle. Ind Eng Chem Fundam 16:171–181

50. Zhang M, Yu J, Xu X (2005) A new flame sheet model to reflect the influence of the oxidation
of CO on the combustion of a carbon particle. Combust Flame 143:150–158

51. Zhang MC, Yu J, Zhang J, Qi YF (2007) An improved moving flame front model for
combustion of a carbon particle with finite-rate heterogeneous oxidation and reduction 2
improved MFF model 3 limiting cases. Energy Eng

52. Viskanta R, Menguc MP (1987) Radiation heat transfer in combustion systems. Prog Energy
Combust Sci 13:97–160

53. Silaen A, Wang T (2010) Effect of turbulence and devolatilization models on coal gasification
simulation in an entrained-flow gasifier. Int J Heat Mass Transf 53(9):2074–2091

54. Abani N, Ghoniem AF (2013) Large eddy simulations of coal gasification in an entrained flow
gasifier. Fuel 104:664–680

55. Chen C, Horio M, Kojima T (2000) Numerical simulation of entrained flow coal gasifiers.
Part II: effects of operating conditions on gasifier performance. Chem Eng Sci 55(18):3875–
3883

56. Unar IN, Wang L, Pathan AG, Mahar RB, Li R, Uqaili MA (2014) Numerical simulations for
the coal/oxidant distribution effects between two-stages for multi opposite burners
(MOB) gasifier. Energy Convers Manag 86:670–682

306 M. Kumar



Advanced Numerical Methods
for the Assessment of Integrated
Gasification and CHP Generation
Technologies

Ahmed M. Salem, Umesh Kumar, Ainul Nadirah Izaharuddin,
Harnek Dhami, Tata Sutardi and Manosh C. Paul

Abstract The chapter gives an overview of new techniques developed and used in
coal, biomass and waste materials gasification. All of the above-mentioned materials
have similar properties for hydrocarbon content. As a consequence, most of them are
used for power and heat generation through gasification technology. The chapter
discusses advanced kinetic as well as computational fluid dynamics (CFD) mod-
elling schemes valid for a wide range of coal and biomass materials using a
downdraft gasifier. The models show validated results with experimental data.
Underground coal gasification (UCG) is also discussed, modelled and verified to
some extent. Applications leading to the combined heat and power (CHP) generation
from syngas produced through the gasification of such feedstocks are presented.
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E Energy (kJ/mol)
H Enthalpy (kJ/mol)
K Kinetic constant (s−1)
M Molecular mass (kg/mol)
P Pressure (Pa)
GH Hearth Load (Nm3/(h m2))
T Temperature (K)
R Net rate of formation (mol m−3s−1)
V Volume (m3)
W Power (W)

Lower Case Letters

cp Specific heat at const. pressure (J mol−1 K−1)
m Mass (kg)
n No. of moles (mol)
r Reaction rate (mol m−3s−1)
t Time (s)
v Velocity (ms−1)
y Composition fraction
z Height (m)
hs Heat source (W/m2 K)
ki Reaction rate coefficient for reaction i
pij Rate exponent of reacting species
Ji The flux of species i
YY Mass stoichiometric coefficient

Abbreviations

B Biomass
C Char
MC Moisture content (%)
A/F Air-to-fuel ratio
ER Equivalence ratio
CRF Char reactivity factor
HR Heating rate (K s−1)
G Gases
Nm3 Normal cubic metre
py Pyrolysis

Subscripts

d Drying
f Fuel
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g Gases
i Species
l Liquid
th Thermal

Greek Letters

ρ Density
∑ Summation
Δ Change in state
β Temperature exponent
τij Stress tensor
Γi Fick diffusion coefficients
δ Kronecker delta
ρgi Gravitational body force
μ Viscosity (kg/m s)
σ Turbulent Prandtl number

1 Introduction

The world is continuously looking for new alternative sources for energy produc-
tion that are clean, sustainable and renewable. Biomass, which is considered to be
one of the most promising alternatives for fossil fuels nowadays, can be converted
into gaseous, liquid and solid fuels for generating energy. Additionally, biomass
does not contribute to the greenhouse effects as it is CO2 neutral, which is an
advantage against fossil fuels; and besides, it is a renewable source of energy.
Therefore, researchers are working for energy production using biomass [1].

The most common use of biomass for energy is direct combustion, followed by
gasification, carbonisation and pyrolysis [1]. Biomass gasification is considered to
be one of the most promising techniques to convert solid fuels into useful gaseous
fuels, which could be widely used in many industrial applications such as in power
generation and internal combustion engines for various means of transportations.

Gasification is a thermochemical process that converts a solid form of fuels into a
gaseous fuel at temperatures around 900 °C. It produces carbon monoxide (CO),
hydrogen (H2) and small amounts of methane (CH4) as desired products with other
undesired gases like nitrogen (N2), carbon dioxide (CO2) and other hydrocarbons
(HC). Alternative feedstocks such as municipal solid waste (MSW) including food
waste generated by every household, office, hotel, shop, school and other institu-
tions can also be used for gasification.

Every year, we waste more food, consume more energy and contribute to global
warming. The coming decades are crucial in reducing greenhouse gas emissions
whilst reducing our dependency on dirty fossil fuels. Clean generation of energy
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from farming waste is becoming ever more as approximately 1.3 billion tonnes of
food are wasted every year globally equating to roughly 33% of the food produced
for human consumption [2]. Over the last century, greenhouse gases produced from
anthropological activities are the single largest driver of climate change [3]. As the
global population grows exponentially so does our need for basic resources such as
food, water and electricity. The global population is estimated to rise from
approximately 6.5 billion to 10 billion by 2050 [4]. Over the next 30 years, the
global energy demand is expected to increase by an astonishing 56% [5]. Chal-
lenging times lie ahead for the next generation in reducing our dependency on fossil
fuels and utilising our waste. A promising technology under development to gen-
erate a clean source of energy from agricultural waste is gasification. Gasification is
not a new technology; it has been about for many years. One of the most common
applications of gasification dates back to the 1940s when the British public mod-
ified automobiles to run on gasifiers due to the shortage of petrol caused by WW2.

Gasification of biomass is playing a key role in reducing greenhouse gas
emissions worldwide. In 2013, the supply of bioenergy was 57.7 EJ–10% of the
global energy supply. From 2012 to 2013, the world biogas production output
increased by 5.5% reaching 59 billion m3 [6]. Underground coal gasification
(UCG) technology used to produce gaseous fuel and/or a wide range of chemical
syntheses directly from the coal seam has also seen progress over the years [7].
Combining gasification with CHP (combined heat and power) generation gives
great potential to produce electrical and thermal power onsite, completely decen-
tralized from the main grid.

CHP generates power and simultaneously utilises the heat given off as a
by-product in the process of power generation. Typically, for conventional power
generation, heat generated from the production of electricity is normally wasted
through dumping via the atmosphere. Power stations all over the world operate in
this way; large cooling towers dissipate heat to the atmosphere and as a conse-
quence, power stations have lower efficiencies than CHP stations. By strategically
using the waste heat, CHP plants reach higher efficiencies, upwards of 80% in
comparison to gas-fired power stations where typical efficiencies are around 40–
50% [8]. CHP plants export heat energy in the form of steam and hot water. The
export of heat or even cooling is used typically in local buildings and factories for
industrial and residential purposes. Conventional power stations export electricity
over the national grid where the electricity is distributed all over the country. Power
losses in distributing electricity cannot be avoided, with typical power loses ranging
from 7 to 9% [9]. Since CHP is generated locally, the technology is not susceptible
to losses from distribution and, therefore, proves advantageous over conventional
power generation and distribution. Distribution of electricity and heat locally proves
more efficient and advantageous over conventional power generation and distri-
bution. As a result, CHP plants can achieve higher overall efficiency in comparison
to its counterparts.

Figure 1 illustrates the process of producing energy from biomass/waste which
is fed into a gasifier to produce syngas. Syngas is then combusted to produce power
through an internal combustion engine. Designing the most suitable gasifier for the
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required thermal and electrical load depends upon many factors such as the feed-
stock, moisture content, equivalence ratio and the efficiency of the CHP engine.

A technical model was developed at the University of Glasgow to determine the
gasifier dimensions and syngas quality for the University CHP system. Figure 2
illustrates the functionality of the technical model. The general model consists of
two submodels combined. One of the submodels is the gasification model; the other
is the CHP model. By combining both models, we are able to determine the
physical dimensions of the gasifier required to power any CHP engine for any type
of biomass waste. The model also gives a detailed analysis of the producer gas and
concentrations. The model allows for analysis of any biomass waste specific to any
geographic location in the world. By entering the ultimate analysis of the feedstock
and the required thermal and electrical power outputs into the model, the model
then generates the optimum gasifier design and predicted syngas quality in addition
to the tar content and heating values.

2 Gasification CHP Model Development

2.1 Kinetic Modelling for Biomass Gasification

Biomass gasification occurs through the four main steps: drying, pyrolysis, oxi-
dation and gasification/reduction as illustrated in the schematic drawing of a
downdraft gasifier in Fig. 3. Biomass is fed from the top of the downdraft gasifier
into the drying zone, air is fed into the oxidation zone for the combustion process,
and then the product gas is driven from the down of the gasifier. The ash is
collected at the bottom.

Modelling biomass gasification is a favourable technique that can simulate
gasifier design, output parameters, working conditions, etc. It is understood that a

Fig. 1 Energy from biomass/waste process through gasification and CHP

General 
Model  

CHP  

Model 
Gasifier 
Model 

Fig. 2 Structure of the
general model
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pure thermodynamic model cannot predict the product gas from a gasifier because it
gives an over prediction for higher heating value (HHV) and H2 output, also a lower
amount of CO with a higher amount of CH4 [10]. Altafini et al. [11] presented a
kinetic model taking into account that the reduction reactions are generally slower
than the oxidation reactions by several orders of magnitudes. The way to measure
these effects is driven through the reaction rates which are the key for identifying
the reaction formations and rates. Using high temperatures in reduction, the equi-
librium model products may deviate from reality because of depending on the
kinetic constant variations which affect gas composition. Thus, kinetic models are
more suitable and accurate to predict the gas composition in a gasifier.

Previous kinetic and equilibrium models reported to have some limitations. For
example, Budhathoki [12] introduced a model based on the combination between
the kinetic approach for reduction zone and thermodynamic equilibrium for other
zones. This model was compared with other experimental works for wood biomass
and was found to be in a good agreement for the gas composition except for
methane in which it gave higher prediction rates. Ratnadhariya and Channiwala
[13] proposed a new model for modelling biomass gasification. It is composed of
three different zones, in which drying and pyrolysis is the first zone followed by the
combustion and reduction zones. The model is a combined system consisting of the
stoichiometric model with assumptions for the pyrolysis and oxidation zones for
predicting the output gas. This model provides the operating range for the woody

BIOMASS FEED

OXIDATION ZONE 

REDUCTION

ZONE

ASH

DRYING ZONE

PYROLYSIS ZONE

air in 

SYNGAS

Fig. 3 Schematic view of a
downdraft gasifier
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biomass materials. Dejtrakulwong and Patumsawa [14] built a four-zone kinetic
model and studied the effect of moisture content and air-to-fuel ratio on the tem-
perature and height of each zone, which is useful in the gasifier design evaluation.

Additionally, kinetic models presented in the published literatures have further
limitation and shortage in reporting some details like biomass variety, tar formation
and optimum working conditions. For instance, Budhathoki [12] reported that his
model is only valid for wood biomass material, and it does not take into account
any tar formation and higher hydrocarbons. Several other researchers (e.g. see
[15–17]) only discussed the effect of changing biomass moisture content on pro-
ducer gas heating value and showed that higher moisture content reduces the
heating value. However, they did not show any possible effect on residuals and tar
content. Further, they did not discuss the effect of other working parameters such as
the equivalence ratio. While a thermochemical equilibrium model developed by
Vaezi et al. [18] predicts biomass gasification of different biomass materials with
effect of moisture content and air-to-fuel ratio on the producer gas heating value,
again this study excludes tar content and discussion on the producer gas quality.

A four-zone integrated kinetic model was built, and the model allows investi-
gation of the effect of moisture content and air-to-fuel ratio on the temperature and
height of each zone, which is useful in gasifier design evaluation [19, 20]. This
kinetic model for the first time incorporates the effect of height of the reduction
zone on the concentration of different species of product gas as predicted. The
model also provides useful information for the full design of a downdraft gasifier
based only on a desired thermal power. Modelling involves an integration of the
four zones (Fig. 3), and the thermochemical kinetic processes associated with the
main zone are explained in the following sections.

2.1.1 Drying Model

The drying zone receives heat from oxidation which leads to an increase of the
temperature. The initial temperature is supposed to be 298 K; however, when the
temperature reaches 368 K, the vaporisation of the moisture content starts until it
reaches 473 K as mentioned by Dejtrakulwong and Patumsawa [14]. At this tem-
perature, the pyrolysis begins automatically, thus the devolatilisation of biomass
occurs [14]. The rate at which the drying reaction taking place is determined as,
[14, 21],

rd =Kd.CH2O, l ð1Þ

Kd =Adexp
−Ed

RTd

� �
ð2Þ

where the constants used in the drying model are summarised in Table 1.

Table 1 Data for the drying
model [14]

Ad (s
−1) Kd (s

−1) Ed (kJ/mol) Td (K)

5.13 × 106 0.1652 88 400
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2.1.2 Pyrolysis Model

Biomass after drying first decomposes into volatiles and char, and then these
components further react with each other to form char and volatiles again, as shown
in Fig. 4.

The kinetic rate equations for the devolatilisation process are written as [23]

dCB

dt
= −K1Cn1

B −K2Cn1
B ð3Þ

dCG1

dt
=K1Cn1

B −K3Cn2
G1C

n3
C1 ð4Þ

dCC1

dt
=K2Cn1

B −K3Cn2
G1C

n3
C1 ð5Þ

dCG2

dt
=K3Cn2

G1C
n3
C1 =

dCC2

dt
ð6Þ

where

K1 =A1 exp D1 ̸Tð Þ+ L1 ̸T2� �� � ð7Þ

K2 =A2 exp D2 ̸Tð Þ+ L2 ̸T2� �� � ð8Þ

K3 =A3 exp −E ̸RTð Þ½ � ð9Þ

The values of A, D and L for Eqs. (7), (8) and (9) are illustrated in Table 2. The
following initial conditions are used for solving the coupled ordinary differential
equations (3)–(9):

At t = 0, CB = 1 and CG1 = CC1 = CG2 = CC2 = 0.

Reaction 2Reaction 1

[Volatile+Gases(G2)]1

Char(C2)2

Virgin Biomass (CB) (1st order decay)

[Volatile+Gases(G1)]1

[Volatile+Gases(G2)2

Fig. 4 Biomass
devolatisation [22]
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Babu and Chaurasia [23] determined the optimum parameters for pyrolysis
through a wide range of heating values and temperatures during isothermal and
non-isothermal processes and found that the optimum conditions for non-isothermal
process are as stated in Table 3. Optimum parameters ensure that all biomass
successfully converted into volatiles and char, and final concentration of virgin
biomass left is less than 0.03.

While they showed that the optimum temperature for pyrolysis is 1259 K, the
temperature is still very high to handle before oxidation, and this will require a
higher temperature in the oxidation zone plus specific design materials for the
gasifier. As a consequence, we choose a temperature of 873 K to start with as the
pyrolysis process is very slow, below 773 K as reported by Dejtrakulwong and
Patumsawa [14]. The volatiles are assumed to be CO, CO2, CH4, H2, H2O and tar.
The importance of this part is that it gives the final concentration of char and
volatiles; after which the concentration of char is known at the end of devolatisation
and is used for the next step in which the volatiles concentration is predicted.

Sharma [24] introduced a model to predict the percentage composition of
volatiles and considered a one-step model for the biomass pyrolysis as follows

CaHbOd → x1C+ x2CO+ x3CO2 + x4CH4 + x5H2 + x6H2O+ x7C6H6.2O0.2 ð10Þ

where CaHbOd represents biomass, x is the concentration of different species of
pyrolysis products in mol, C6H6.2O0.2 is the tar chemical formula as considered by
many researchers; see, e.g. [24]. The mass fraction (Y/Y) empirical relations used
are:

Yco
YCO2

= exp − 1.845+
7730.3

T
−

5019898
T2

� �
ð11Þ

YH2O

YCO2

= 1 ð12Þ

YCH4

YCO2

= 5× 10− 16 × T5.06 ð13Þ

Table 2 Parameters of the
pyrolysis model [22, 23]

R A (s−1) D (K) L (K2) E (kJ/mol)

1 9.973 × 10−5 17254.4 −9061227
2 1.068 × 10−3 10224.4 −6123081 81
3 5.7 × 105

Table 3 Optimum values of
non-isothermal pyrolysis [23]

T (K) HR (K/s) Time (s) n1 n2 = n3
1259 51 9.53 1 1.5
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2.1.3 Oxidation Model

The oxidation zone supplies the required heat for drying and pyrolysis. Oxidation
also requires air to complete. If this air is less than the stoichiometric amount, the
gasification (reduction) process will take place to produce syngas. The oxidation
process taking place through the chemical reactions is illustrated in Tables 4 and 5.
Pyrolysis products are oxidised in an order that depends on the reaction rate [24] as
follows:

• Oxidation of all the hydrogen completes first (R1).
• Oxidation of CO then takes place (R2).
• If oxygen still remains, it will oxidise methane from pyrolysis (R3).
• And if more oxygen is available, it will oxidise tar and char according to their

reaction rates (R4 and R5).

An energy balance is made for the combustion stage to determine the oxidation
temperature based on

∑Xi ⋅ hf +Cp ⋅ΔT
� �

pyrolysis products = ∑Xi ⋅ hf +Cp ⋅ΔT
� �

combustion products +Qloss

ð14Þ

The heat loss is mentioned in the oxidation zone only as it is higher in tem-
perature than other zones, and the overall heat loss, as pointed out in [26], is
assumed to be 10% of the product of equivalence ratio and HHV. The same energy
balance principle is made for the pyrolysis and reduction zones.

Table 4 Oxidation reactions ([24, 25])

R Reaction Aj Ej/R

1 H2 + 0.5O2 ↔H2O 1.6 × 109 3420
2 CO+0.5O2 ↔CO2 1.3 × 108 15106
3 CH4 + 1.5O2 ↔CO+2H2O 1.585 × 109 24157
4 C6H6.62O0.2 + 4.45O2 ↔ 6CO+3.1H2O 2.07 × 104 41646
5 C +0.5O2 ↔CO 0.554 10824

Table 5 Rate expressions for
the oxidation reactions ([24,
25])

R Reaction rate (mol m−3 s−1)

1 rH2 =A1T1.5exp − Eco
RT

� �
⋅ Cco2½ � CH2½ �1.5

2 rco =A2exp − Eco
RT

� �
⋅ Cco½ � Co2½ �0.25 CH2O½ �0.5

3 rCH4 =A3exp − ECH4
RT

� �
⋅ Co2½ �0.8 CCH4½ �0.7

4 rtar =A4T ⋅P0.3
A ⋅ exp − Etar

RT

� �
⋅ Co2½ � Ctar½ �0.5

5 rC =A5exp − Echar
RT

� �
⋅ Co2½ �
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2.1.4 Reduction Model

The change in mole fractions of any gas species at the reduction zone along the
distance z (reduction height/length) is determined by Dejtrakulwong and Patum-
sawa [14];

dnx
dz

=
1
v

Rx − nx
dv
dz

� �
ð15Þ

The reactions considered for the reduction zone are illustrated in Table 6, and
the reaction rates ri are in Table 7.

Velocity, temperature and pressure variations along the reduction zone are
obtained through the solution of the following differential equations [27]

dv
dz

=
1

∑i niCpi

∑i niCpi ∑i Ri

n
−

∑i riΔHi

T
−

dP
dz

v
T
+

v∑i niCpi

P

� �
− ∑RiCpi

� 	

ð16Þ

dT
dz

=
1

v∑i niCpi
∑ riΔHi − v

dP
dz

− p
dv
dz

− ∑RiCpiT
� 	

ð17Þ

dP
dz

=1183
ρgas
ρair

v2
� �

+388.19v− 79.896 ð18Þ

Table 6 Reduction reactions [27, 28]

R Reactions A (1/s) E (kJ/mol)

1 Boudouard C+CO2 ↔ 2CO 36.16 77.39
2 Water-gas C+H2O↔CO+H2 1.517 × 104 121.62
3 Methane formation C+2H2 ↔CH4 4.189 × 10−3 19.21
4 Steam reforming CH4 +H2O↔CO+3H2 7.301 × 10−2 36.15

Table 7 Rate expressions for
the reduction reactions [27,
28]

R Reaction rates (mol m−3 s−1)

1 r1 =A1exp − E1
RT

� �
⋅ yCO2 −

y2CO
Keq, 1


 �
2 r2 =A2exp − E2

RT

� �
⋅ yH2O − yCO .yH2.

Keq, 2


 �
3 r3 =A3exp − E3

RT

� �
⋅ y2H2 −

yCH4
Keq, 3


 �
4 r4 =A4exp − E4

RT

� �
⋅ yCH4yH2O − yCO .y3H2

Keq, 4


 �
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2.2 CFD Modelling

Computational fluid dynamics are powerful numerical techniques widely used in
multiphase reacting flow modelling. Two techniques are usually available in lit-
erature namely Eulerian–Eulerian and Eulerian–Lagrange. In the Eulerian–Eulerian
technique, the gas phase is considered as a continuum and properties of solid phase
are calculated by the kinetic theory of granular flow. This technique, however, does
not recognise the discrete behaviour of the solid phase so it may be inapplicable in
modelling flows with a distribution of particle size and types. While in the Eule-
rian–Lagrange technique, the gas phase is considered as continuous and the solid is
treated as a discrete phase. Each solid particle is tracked in the time domains and
space by directly integrating the equations of motion while accounting for the
interactions with the continuous phase. In this technique, the collisions of particles
are described by hard and cold sphere approaches. The Eulerian–Lagrangian
technique has been used extensively by many researchers to simulate coal com-
bustion and biomass gasification in the literature [29–32]. The conservation gov-
erning equations for the discrete phase model [33] utilised in the biomass gasifier
are summarised below.

Momentum balance:

∂us!
∂t

=FD u!− u!s
� �

+
g! ρs − ρð Þ

ρs
ð19Þ

where FD u!− us!
� �

is the drag force per unit solid particle mass and

FD =
18μCDRe
24ρsd2s

ð20Þ

Here, μ is the viscosity of the fluid, Re is the Reynolds number, ρ is the gas
phase density, ρs is the density of the solid, u! is the gas phase velocity, us! is the
solid phase velocity, ds is the diameter of solid particle

The Reynolds number is defined as:

Re=
ρds us!− u!�� ��

μ
ð21Þ

Inert heating and cooling:

mscs
dTs
dt

= εsAsσ T4
s −T4

s

� �
+ hAs T − Tsð Þ ð22Þ

where ms, is the mass of solid particle, cp is the heat capacity of the solid particle (J/
kg K), As is the surface area of the solid particle (m2), T is the temperature of the
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gas phase (K), h, is the convective heat transfer coefficient (W/m2 K), εp is the
particle emissivity, TR is the radiation temperature.

Two competing rates (Kobayashi) model:

mvðtÞ
1− fw, 0ð Þmp, 0 −ma

=
Z t

0

α1R1 − α2R2ð Þ exp −
Z t

0

R1 −R2ð Þdt
0
@

1
Adt ð23Þ

R1 =A1e
− E1

RTp


 �
, R2 =A2e

− E2
RTp


 �

mvðtÞ is the volatile mass at time t, mp, 0 is the initial of solid at injection, α1, α2 are
the yield factors, ma is the ash content in the particle.

Heat transfer during the devolatilisation process:

mpcp
dTp
dt

= hAp T − Tp
� �

+
dmp

dt
hfg + εpApσ T4

R −T4
p


 �
ð24Þ

Heat transfer during the char combustion process:

mpcp
dTp
dt

= hAp T − Tp
� �

+ fh
dmp

dt
Hreac + εpApσ T4

R −T4
p


 �
ð25Þ

The break-up approach for volatile was developed in the work [34] assumes that
the volatile from the biomass consists of carbon, hydrogen, oxygen, nitrogen and
sulphur. Volatile matters from biomass are first converted into the gas phase spe-
cies. A gas phase volatile break-up reaction (R1) is used to convert this gaseous
volatile to other gas phase species like CO, H2, CO2, CH4 and H2O.

Biomass→Volatile+ char+ tar+ ash

Volatile→ x1CO+ x2H2 + x3CO2 + x4CH4 + x5H2O ðR1Þ

∑
i
xi =1

To calculate the stoichiometric coefficient of reaction R1 volatile break-up
approach is used [35]. Stoichiometric coefficients x1, x2, x3, x4 and x5 for the species
are calculated from the molecular weights and mass fractions of these species.
Using this approach, a script is developed to calculate the stoichiometric coeffi-
cients of the volatile break-up reaction and incorporate this reaction to the gasifi-
cation simulation in ANSYS Fluent v15 [34]. Homogeneous gas phase reaction is
modelled using Eddy dissipation model, and heterogeneous reaction is modelled
using a multiple surface reaction model in ANSYS Fluent v15. All the homoge-
neous and heterogeneous reactions are listed in Tables 6 and 7.
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3 Feedstock Characterisation and Results

The feedstocks analysed for the purposes of this research are based on Scottish
agricultural waste sourced through the ‘Farm Waste Utilisation’ project [36]. A total
of 462,000 hectares of oil seeds and cereals were grown in Scotland in 2016 [37].
Scotland’s main cereal crop is barley, over a quarter million hectares of barley were
grown and just over a hundred hectares of wheat for the year 2016 [37]. 28% of the
barley grown in the UK is grown in Scotland of which 35% of the barley grown is
used for malting and 55% is used for animal feed. Scotland has approximately
30,000 hectares of oats and oilseed rape. For the year 2015, Scotland farmers
produced approximately one million tonnes of wheat and 1.9 million tonnes of
barley. Furthermore, Scotland farms over 12% of the land used to grow cereal in the
UK. There are two types of barley sown: one is sown in autumn (winter barley) and
the other is sown around March or April (spring barley). Spring barley accounts for
80% of the barley crop produced in the Scotland [37]. Recoverable straw that can be
used as biomass produced from UK farms typically ranges from 2.75 to 4 t/h
depending upon crop type [38]. In 2007, the total produced over the UK was
estimated at 11 million tonnes [38]. The straw is most commonly used for animal
feed, livestock bedding or ploughed back into the field as fertilizer.

Figure 5 illustrates the HHV and tar content for all the feedstock analysed. The
results show the effects of varying the feedstock on the HHV and tar content
produced. It can be seen that wheat straw has the largest HHV. The HHV is
dependent on the moisture content of the feedstock. In this case, the moisture
content of the wheat straw is 5.9%, the lowest moisture content compared to other
feedstocks. Feedstock’s with a lower moisture content result in higher values of CO
and H2, as a result, the HHV increases. As the moisture content increases the energy
required to remove the moisture is not recoverable and can be seen as lost energy.
As a direct result, the heating value is lower due to the energy losses which stem
from removing moisture. On the contrast, barley straw has the lowest HHV due to
high moisture content of the feedstock. Furthermore, the tar content produced is
highest for barley and lowest for wheat. This is due to the fact that the moisture
content is directly related to the amount of tar the system produces. In order to
reduce the tar content, the moisture content must be reduced by means of drying the
feedstock before gasification. It was reported in [19] that a decreasing the moisture
content from 20 to 5% results in a decrease of 18–26%.

Figure 6 illustrates the concentration of syngas for the various feedstock tested.
From the water-gas shift reaction, an increase in moisture of the feedstock and the
presence of CO produces H2. As a result, an increase in the H2 content of the gas
results in a greater production of CH4 from direct hydrogenation [11]. Although the
concentration of hydrogen and methane has increased as a result of a higher
moisture content, the gain does not counterbalance in the loss in energy due to
reduced CO produced in the syngas and ultimately as a result, syngas with a lower
HHV is produced from feedstocks with higher moisture contents. The HHV is
lower due to the reduced CO content of the syngas. As a result, the lost energy is
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not recuperated from the amount of methane produced and hence gives a product
gas with a lower HHV. From Fig. 6, it can clearly be seen that since wheat has a
lower moisture content than other feedstocks, the result is a syngas with a higher
CO composition with lower CH4 and H2, respectively. On the contrast, Barley straw
has a lower CO concentration than wheat straw with larger quantities of CH4 and
H2, respectively.

Figure 7 illustrates the fuel feed rate of the gasifier for given power outputs of
the CHP engine. It can be seen that a gasifier with a wheat straw feedstock would
require the least amount of feed in comparison to the other feedstocks. To power an
engine at 25% load (e.g. 1173 kW thermal and 809 kW electrical), the gasifier
would require 411 kg of wheat straw per hour. Wheat straw, in this case, is the most
optimal feedstock due to its properties; it has the highest HHV compared to other
feedstocks and thus the engine would require less feedstock in comparison to other
feedstock.

A wide range of biomass materials (38% ≤ C ≤ 52%, 5.5% ≤ H ≤ 7%, and
36% ≤ O ≤ 45%) have also been tested with various working conditions to
validate the model as presented in Fig. 8. The results of the producer gases show a

Fig. 5 Feedstock HHV and tar content

Fig. 6 Concentration of syngas for simulated feedstock
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fairly good agreement with other experimental results, which prove the ability of
the kinetic model operating under different working conditions for a wide range of
biomass composition. Tar formation is also taken into account which, however, was
not discussed by previous numerical models clearly. Figure 9 represents the contour
profile of the various gas species during the gasification of rubber wood.

A thermochemical equilibrium model of gasification containing the global
chemical equation [41] is adopted and by combining this with the exergy analysis
of MSW, overall optimum conditions of gasification, varying the moisture content
(MC), gasification temperature and equivalence ratio (ER) is presented in Fig. 10.
The figure shows the optimum value of the producer gases at various exergy
limitations, at 100%, 95%, 90% and 85%, respectively. Based on the limitation
value of exergy, the optimum value of the moisture content is reported to be at the
range of 0–10%, temperature 1108–1145 K and equivalence ratio 0.26–0.37 in the
MSW gasification.

Fig. 7 Fuel feed rate of gasifier/power output
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4 UCG Process Modelling

The main processes involved during the coal gasification are devolatilisation/
pyrolysis, combustion/oxidation and reduction. In the UCG application, these
mechanisms occur in the seam coal surface, and the research at the University of
Glasgow is currently focused on the numerical modelling of surface reactions based

Fig. 9 Simulated various gas composition in downdraft gasifier
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on a coal (PSOC 1451) particle injected in a cylindrical reactor illustrated in Fig. 11
[42, 43].

The contour plot of furnace/reactor temperature presented in Fig. 12 indicates
the oxidation process occurring dominantly, reaching the maximum of temperature
of ∼2100 K at 10 s. The temperature then gradually decreases due to the reduction
of oxygen concentration which is replaced by the appearance of CO2 concentration.
After a time of 20 s, the reduction phase has started and at the time of 105 s it is a
totally reduction zone. The further description of this behaviour can also be seen in
the profile of oxygen and CO2 in the reactor.

From Fig. 13a, the appearance of O2 by the time is decreasing until at some
point it disappears. This decrease is caused by its reaction with coal particle, pro-
ducing CO and CO2, which is supported by Fig. 13b where the concentration of
CO2 is presented. The reduction of magnitude of CO2 especially in the hot zone
area, as seen in the contour plot of Fig. 13b, indicates its reaction with char and
H2O thus results in the production of other syngas products such as CO, H2 and
CH4 presented in Fig. 14. These formations occur in the reduction stage/zone.

In order to establish a correlation of the reaction process at each zone with the
syngas formation, the product gases are monitored with time and presented in
Fig. 14. Each zone of gasification in the UCG application has its specific behaviour
while producing the gas products as can be seen in Fig. 14. Along the reactor, the
O2 concentration decreases but in contrast CO2 increases. In the same process, from
the time 0–50 s, the H2O increases and after 50 s, it then decreases. However, after
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50 s, the H2 production increases slightly faster than it did before. Further, as seen
in the figure, the area of the reduction zone in the furnace is larger after 50 s than
the oxidation zone, thus correlating with the H2 production as a consequence of the
more H2O reduction after this time. The same occurs for the others syngas products,
thus increases the syngas products as it is expected.

Fig. 11 Illustration of gasification in a seam coal in UCG [7] and b coal particle
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Fig. 13 Contour plots of a O2 and b CO2 in the furnace reactor

Fig. 12 Contour plot of temperature in the reactor
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5 Conclusion

The chapter gives an overview of new modelling approaches used for coal, biomass
and waste gasification. Kinetic work presents a four-zone kinetic model for a
downdraft gasifier in which the gasification products are determined using a novel
approach that includes an optimum length of the reduction zone. It gives accurate
results for producer gas composition, tar content and gives also predictions for
dimensions of a downdraft gasifier. Previous models never combined altogether in
one work. Finally, the results from this model were used to test wide range of
biomass materials to conclude the optimum working conditions and ideal feed-
stocks that give a higher yield of syngas with a lower tar content. Key design
parameters for a downdraft gasifier are mentioned and its effect on working con-
ditions is discussed using current model. A two-dimensional (2D) numerical model
has been developed to run side by side with the kinetic model to simulate the rubber
wood gasification in a downdraft gasifier using Eulerian–Lagrange computational
fluid dynamics (CFD) model.

Based on the kinetic model developed, a Simulink model for an integrated
gasifier and CHP model has been developed with the aim of predicting the most
optimum gasifier design and syngas concentrations based on Scottish agricultural
waste. The model incorporates a CHP engine that currently provides Glasgow
University campus with heat and electricity. The model is able to predict the most
adequate gasifier design and syngas quality for the based on the ultimate analysis of
the feedstock and the electrical and thermal load required from the CHP engine.

Fig. 14 Gas production profile of coal particle gasification
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An equilibrium numerical model of municipal solid waste (MSW) has been
developed to simulate producer gas output in a downdraft gasifier under various
working conditions. Finally, a coal particle model of gasification has been devel-
oped in order to give better understanding of chemical reactions process and the
syngas formation. This model can be used to describe how the syngas formation in
the oxidation or reduction zone as it occurs in the UCG application.
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Transient Cold Flow Simulation of a Fast
Fluidized Bed Fuel Reactor for Chemical
Looping Combustion

Ramesh K. Agarwal, Mengqiao Yang and Subhodeep Banerjee

Abstract Circulating fluidized bed (CFB) in chemical looping combustion
(CLC) is a novel carbon capture technology which offers great advantage for high
efficiency and low cost. To obtain a thorough understanding of the hydrodynamics
behavior inside the reactors as well as CLC process, numerical simulations are
conducted. Computational fluid dynamics (CFD) simulations are performed with
dense discrete phase model (DDPM) to simulate the gas–solid interactions. CFD
commercial software ANSYS Fluent is applied for the simulations. Two bed
materials of different particle density and diameter, namely the molochite and
Fe100, are used in studying the hydrodynamics and particle behavior in a fuel
reactor corresponding to the experimental setup of Haider et al. at Cranfield
University in U.K. Both the simulations reach satisfactory agreement with the
experimental data concerning both the static pressure and volume fraction at various
heights above the gas inlet inside the reactor. It is found that an appropriate drag
law should be used in the simulation depending on the particle size and flow
conditions to obtain accurate results. The simulations demonstrate the ability of
CFD/DDPM to accurately capture the physics of CFB-based CLC process at pilot
scale which can be extended to industrial-scale applications.

Keywords Chemical looping combustion ⋅ Circulating fluidized bed
DDPM ⋅ Cold flow simulation ⋅ Solid volume fraction ⋅ Molochite

1 Introduction

In 1896, Arrhenius was the first to quantify the contribution of CO2 to the green-
house effect and analyze the relationship between long-term variations in climate
and the concentration of CO2 [1]. Since the 1970s, fossil fuels have dominated the
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fuel markets for power generation worldwide; today, 39% more oil, 107% more
coal, and 131% more natural gas are used in the world compared to that in 1980 [2].
Greenhouse gas produced from fossil fuels combustion absorbs infrared thermal
radiation from solar energy thus leads to an increase in the atmospheric average
temperature causing global warming. The resulting changes due to global warming
in the rain patterns, melting of polar ice caps, and rising sea levels will sharply
affect the human and animal habitats and ecosystems. Although some renewable
energy such as wind, solar, geothermal, tide, and ocean waves, as well as nuclear
energy can alleviate the global warming effects since they are emissions-free, their
industrial use is still very limited due to their relatively higher cost and low effi-
ciency; however, this situation is likely to change in the next decade. Since the
fossil fuels are predicted to maintain their position as the dominant energy source in
the near future [3], development of techniques for carbon capture from power plants
and other industrial processes emitting CO2 and its sequestration and utilization has
become the focus of modern research in combustion technology.

In recent years, chemical looping combustion (CLC) has been put forward as a
next-generation CO2 capture technology which shows great promise for low cost
and high efficiency. To avoid direct contact between fuel (gas or coal particles) and
oxygen, this technology employs metal oxide solids as the oxygen carrier (OC).
Gaseous fuel is injected into the fuel reactor, and then it is oxidized by the OC to
initiate combustion; the reduced OC is then transferred to an air reactor and is
re-oxidized by air; finally, the re-oxidized OC is transported back to the fuel reactor
to complete a looping process. In this way, H2O and CO2 produced in the fuel
reactor are completely separated from the air and no extra separation process is
required for capture of pure CO2 compared to the traditional carbon capture tech-
nologies such as post-combustion capture or oxy-fuel combustion which requires
separation of oxygen from air resulting in 12–20% increase in energy requirements
[4]. The performance of a CLC system significantly depends on the choice of an
oxygen carrier; the ideal oxygen carrier should have high conversion and reaction
rates as well as nontoxic behavior [5]. The application of solid fuels such as
biomass or coal in CLC has also attracted great attention, and several injection
methods have been put forward. One method is to inject coal into syngas and obtain
a fully gasified fuel mixture which is subsequently injected into the fuel reactor [6].
From a CLC perspective, using pre-gasified coal in the fuel reactor is essentially
identical to using gaseous fuel. Another method, coal-direct chemical looping
combustion (CD-CLC), aims to inject pulverized coal into the fuel reactor where it
devolatilizes and is gasified before reacting with the OC [7]. For CLC systems, the
fuel reactor configurations, such as the moving bed, packed bed, bubbling bed, or
fast fluidized bed, also have an influence on the system behavior as well as its
performance. The fast fluidized bed, which was first introduced by Yerushali et al.
is the concentration of this paper [8]. The fast fluidized bed can generate a region in
which the solid–gas relative slip velocity changes rapidly. Many researchers have
studied the gas velocities and slip velocities in the fast fluidization regime [9].
Compared to the packed bed and bubbling bed, the fast fluidized bed produces
greater gas–solid contact, which leads to a higher fuel conversion rate [8]. However,
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the major difficulty lies in its inability to accurately control the circulation and solid
transfer rates. In this paper, CFD cold flow simulations are conducted to understand
the hydrodynamics inside a fast fluidized bed.

Majority of the CLC studies have been performed by conducting small-scale
experiments in a laboratory. There are very few pilot-scale CLC plants and hardly
any large-scale industrial plants. Due to the high cost associated with
industrial-scale CLC projects, computational fluid dynamics (CFD) simulations can
provide a much cheaper alternative to study their detailed hydrodynamics, chem-
istry, and performance [10]. However, even though laboratory-scale and pilot-scale
studies of CLC are mostly investigated, numerical simulations using CFD have
been rarely mentioned. By selecting different modeling approaches, simulations of
multiphase flows of granular solid and gas systems with different fluidized beds can
be performed. The two-fluid model or Eulerian–Eulerian considers both the gas and
solid phase as interpenetrating continua, and the mass, momentum, and energy
equations are calculated by averaging the particle variables over an appropriate
region with constitutive relations for the solid phase obtained from the kinetic
theory of granular flow, which is an extension of the classical kinetic gas theory. By
using the two-fluid model, the work of Ding and Gidaspow [11] shows great
agreement for a bubbling bed simulation. The Eulerian–Eulerian approach requires
less computational resources and is often used for pilot and industrial-scale mod-
eling [12]. However, its disadvantage is that due to treatment of the solid phase as a
continuous phase; it cannot trace the dynamic behavior of particles. The Eulerian–
Lagrangian approach, also known as discrete element method (DEM), however,
treats the gas as a continuous phase and the solids as discrete particles that are
tracked individually. However, due to the limitation of computational resources,
DEM models are typically limited to small-scale applications with the number of
particles normally constrained to around 1 million [13]. To avoid this limitation, the
dense discrete phase model (DDPM) has been put forward [14]. DDPM no longer
explicitly tracks the details of particle–particle and particle–wall collisions but
employs a force to represent the details of the collisions; this approach thus
accelerates the simulation. Since DDPM can implement the realistic particle dis-
tribution and track the discrete nature while maintaining a lower computational cost
than DEM [15], it is an ideal modeling approach for simulation of a pilot-scale CLC
project.

In a cold flow experiment conducted at Cranfield University in UK, Haider et al.
[16] mention encountering the problem of controlling the solids transfer and cir-
culation rates inside the fuel reactor. By employing the numerical simulation, the
cause of this problem can be thoroughly investigated. Given the large number of
particles involved in the experiment and the level of accuracy desired, DDPM is
well-suited for this simulation. In this paper, CFD simulation of the multiphase flow
using DDPM is conducted and compared with the experimental data of Haider et al.
[16]. Additional simulations are also conducted using different bed materials, and
the hydrodynamic behavior at various bed heights is investigated. The aim of this
paper is to demonstrate the capability of DDPM simulation in modeling a
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pilot-scale fast fluidized bed and lay the foundation for large-scale simulations
using solid fuel in industrial-scale modeling of CLC system.

2 Modeling Approach for DDPM Simulation

In this paper, a CFD simulation software, ANSYS Fluent version 14.5 [17, 18], is
employed in the modeling work. In Fluent, the dense discrete phase model (DDPM)
formulation assumes that the solid phase is sufficiently dilute, so that the effects of
the particle volume fraction on the gas phase and the particle–particle interactions
can be neglected; it requires that the volume fraction of solid phase should be
constrained to within 12% [18]. Since no chemical reactions are considered in this
cold flow simulation, only the mass and momentum conservation equations are
considered to compute the gas phase flow field.

The gas phase is treated as a continuous phase, and the mass conservation
(continuity) equation can be represented as

∂

∂t
αf ρf
� �

+∇ ⋅ αf ρf uf
� �

=0 ð1Þ

where αf , ρf , and uf represent the local volume fraction, the density, and the
velocity of the fluid phase, respectively. The conservation of momentum equation is
written as

∂

∂t
αf ρf uf
� �

+∇ ⋅ αf ρf uf uf
� �

= − αf∇pf −∇ ⋅ τf + αf ρf g−Rsg ð2Þ

where pf , τf , and g represent the fluid pressure, the fluid shear stress tensor, and the
acceleration due to gravity respectively, and Rsg is the transfer of fluid momentum
to the solid phase.

For an Newtonian fluid, the shear stress tensor τf is given by

τf = μf ∇uf +∇uTf
� �

−
2
3
∇ ⋅ uf I

� �
ð3Þ

For the solid phase, the trajectory of the particles is obtained from the force
balance given by

∂us
∂t

= g
ρf − ρs
� �

ρs
+FD uf − us

� �
+FKTGF ð4Þ

The terms on the right-hand side in Eq. (4) are forces due to gravity, interphase
drag, and particle collisions, respectively. The drag coefficient FD is
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FD =
18μf
ρpd2p

CDRep
24

ð5Þ

where dp represents particle diameter; CD represents the drag coefficient; and Rep
represents the Reynolds number, which is defined as

Rep =
ρf dp uf − up

�� ��
μf

ð6Þ

The drag coefficient used in this work is from the drag model of O’Brien and
Syamlal [19] because it corrects for the terminal velocity, which is the minimum
required velocity to lift the particle moving out of the bed and thus is a significant
index for characterizing the motion of a fluidized bed.

CD = 0.63+
4.8ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Rep ̸vr, p
p

 !2

ð7Þ

where vr, p represents the terminal velocity correction given by

vr, p =0.5 A− 0.06Rep +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð0.06RepÞ2 + 0.12Rep 2B−Að Þ+A2

q
 �
ð8Þ

A= α4.14f andB=
0.8α1.28f

α2.65f

if αf ≤ 0.85
if αf > 0.85

(

In the DDPM approach, the force due to particle collisions is obtained from the
particle pressure predicted using the kinetic theory of granular flows given by

FKTGF = −∇ ⋅ τs ð9Þ

3 Simulation of Fast Fluidized Bed with Molochite as Bed
Material

In this section, a coupled CFD/DDPM model of a fast fluidized bed is applied with
molochite as the bed material. The simulation offers an understanding of the
pressure and volume fraction distribution at different bed heights. To simplify the
simulation, the current work only considers the fuel reactor section of the Cranfield
pilot-scale advanced capture technology (PACT) circulating fluidized bed reactor
and maintains a constant circulating solids mass flow corresponding to the exper-
imental conditions by utilizing a constant solids injection. The geometry and mesh
of the fuel reactor are presented in Fig. 1. The geometry is a 1:1 scale model
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derived from the PACT reactor [16]. The riser height is 7.3 m with an interior
diameter of 0.1 m, and the diameters of the particle inlet and outlet pipes are
0.04 m. The mesh including 107578 computational cells is generated such that the
solution is mesh independent. A second-order upwind numerical scheme provides
an accurate and stable solution.

The molochite particles used in this simulation have a density of 1,400 kg/m3

and average diameter of 519 mm. To further reduce the computational cost, the
work implements the parcel concept to simplify and accelerate the simulation
process [20]. One parcel stands for a cluster of particles with the same intensive
properties as the individual particles. The mass and volume of the parcels are
adopted during the calculations instead of those of the individual particle. The
parcel diameter is set at 0.002 m which is slightly less than the minimum numerical
cell size required so that a total of 178,265 parcels are initially employed in the
entire system. The key modeling parameters for this DDPM simulation are given in
Table 1.

This simulation is conducted using ANSYS Fluent v.14.5 [17, 18]. The total
simulation lasts for around 300 physical hours due to the large number of particles.
The pressure and velocity distributions are monitored at several different
height-inlet, 0.4, 0.45, 0.68, 0.75, 3.05, 5.0, 5.9, and 6.2 m. Prior to the start of the
simulation, 178,265 particles are released into the fuel reactor and are totally settled
down for 0.5 s so that the kinetic energy of the particles becomes negligible and the
particles can be randomly distributed. This settled particle bed is considered as the
initial condition for the simulation. Then, the gas inlet boundary condition is set to

Fig. 1 Geometry and mesh in the upper and lower part of the fuel reactor of Haider et al. [16]
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inject the fluidizing gas from the bottom of the riser at 2.55 m/s. Meanwhile, the
mass flux at the particle inlet is set at 3.2 kg/m2/s, which corresponds to the solids
circulation rate of Haider et al. [16]. The particle velocities and distributions are
monitored at 1 s intervals, which are shown in Fig. 2.

From Fig. 2, the fast fluidization regime inside reactor is clearly evident. Once
gas is injected, the settled bed of particles experiences a sudden lift force and the
particles begin to move upward. The leading particles cluster reaches the top of the
reactor at around 17 s where they exit the fuel reactor (the rest of the circulating
fluidized bed system is not considered in the present simulation). To further
investigate the circulation condition, the particle mass flow rate at the outlet,
averaged over 0.5 s intervals, is shown in Fig. 2. From Fig. 3, few particles escape
the fuel reactor from the start of the simulation at a discontinuous rate. A continuous
stream of particles begins to exit the fuel reactor at around 17 s, as shown by the
particle tracks in Fig. 2. From this time to the end of the simulation, the mass flow
at the outlet was almost stable at around 0.002 kg/s. This is of the same order as the
particle injection rate of 0.004 kg/s used in the simulation to represent the con-
tinuous particle recirculation in the experiment of Haider et al. [16]. Hence, a stable
circulating system has been successfully achieved in the simulation. The slightly
lower outlet mass flow is due to a slightly reduced initial particle loading compared
to the experimental condition.

Since it is the pressure gradient that drives the particles movement in the reactor,
it is necessary to investigate the pressure trend. Time variations of the static
pressure at height of 0 m (gas inlet), 0.4 m, 0.68 m, and 5.9 m are shown in Fig. 4.
As soon as the gas is injected, it immediately experiences resistance from the
particle bed that causes a significant spike in static pressure detected by the inlet
monitor. As the gas moves through the bed, the pressure spike is still evident at
different heights simultaneously but at a reduced magnitude. With time, the parti-
cles in the bed begin to move upward by the pressure buildup leading to decrease in

Table 1 Key modeling parameters for the fast fluidized bed simulation with molochite as bed
material

Particle diameter 0.000519 m (519 μm)
Parcel diameter 0.002 m
Particle density 1,400 kg/m3

Primary phase material Air
Discrete phase material Molochite
Gas inlet boundary condition Velocity inlet at 2.55 m/s
Particle inlet boundary condition Wall; particle injection at 3.2 kg/m2/s
Outlet boundary condition Pressure outlet
Drag model Syamlal–O’Brien [19]
Numerical scheme Phase-coupled simple
Discretization scheme Second-order upwind
Time step Fluid: 1 × 10−3 s, particle: 1 × 10−4 s
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the pressure at the inlet and increase in higher planes. At 5.9 m near the top of the
bed, there is minimal effect on the pressure because of the movement of particles.
The pressures in the bed stabilize after around 5 s when the fast fluidization regime
is fully developed.

Fig. 2 Particle tracks colored by velocity magnitude for the fast fluidized bed simulation with
molochite
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The solids volume fractions at different heights are also investigated and are
shown in Fig. 5. From 0.5 s, the volume fraction at the bottom experiences a large
value due to the gathered initial particles as a result of momentum transfer and
particles movement, and the particles at lower height are driven to the top of the
reactor. Higher heights at 0.4 and 0.75 m experience the volume increment in the
following period with a decreasing magnitude. For example, at 0.5 s, volume
fraction at bottom is monitored at 0.48, but the volume fractions at 0.4 and 0.75 m
remain zero until 0.77 and 1.12 s, when both of these planes experience a volume
fraction increment of 0.2 and 0.16, respectively. Afterward, the volume fractions at
various heights decrease and tend to remain unchanged after several seconds, which
indicate a stable particle distribution in the reactor.

Fig. 3 Time variation of outlet mass flow rate for the fast fluidized bed simulation with molochite

Fig. 4 Time variation of static pressure at various heights for the fast fluidized bed simulation
with molochite
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The stable time-averaged pressures at various heights along the fuel reactor are
shown in Figs. 6 and 7 and are in compared with the experimental data from Haider
et al. [16]. From Fig. 6, the simulation pressure matches with the experimental data
both in trend and magnitude except at the gas inlet. The discrepancy in the pressure
at the bottom (gas inlet) can be explained as the consequence of different initial
process used in the simulation which is different from the experiment. In the
experiment, the particles are released from a narrow tunnel throughout, whereas in
the simulation, the particles are injected directly from the bottom and are allowed to

Fig. 5 Time variation of volume fraction at various heights for the fast fluidized bed simulation
with molochite

Fig. 6 Comparison of pressure variation at various heights for the fast fluidized bed simulation
with molochite
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settle for 500 ms prior to gas injection. The influence of the initialization decays
along the height of the reactor, and pressure data at higher planes are consistent
with the experimental results. An obvious pressure gradient is observed in Fig. 6,
which highlights the crucial role that pressure plays in the particle circulation in the
fast fluidized bed. The plot of the volume fraction in Fig. 7 also displays a gradient
along the height, which can be considered as the main reason for the pressure
gradient in Fig. 6. The discrepancy between the simulation and the experiment at
the gas inlet is also evident in Fig. 7 due to the difference in the initialization
process in the simulation and the experiment.

4 Simulation of Fast Fluidized Bed with Fe100 as Bed
Material

The multiphase simulation results in Sect. 3 demonstrate that the CFD/DDPM
simulations capture the flow and particles hydrodynamics of low-density bed
materials quite well. In this section, a higher density material is considered to
determine how the performance of fast fluidized bed depends on the material
density. In this simulation, the bed particles are Fe100 with a diameter of 6 × 10−5

m (60 μm) and a density of 5,818 kg/m3. It should be noted that although the
Syamlal–O’Brien drag law [19] used in Sect. 4 works well for large diameter,
low-density particles like molochite, it does not provide accurate results for the fine
Fe100 particles considered in this section. Therefore, a more general drag law due
to Gidaspow [21] is employed which is well-suited for both the packed and dilute
portions of the fast fluidized bed system to capture accurately the hydrodynamic

Fig. 7 Comparison of volume fraction at various heights for the fast fluidized bed simulation with
molochite
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behavior. The gas injection rate is maintained at 2.55 m/s as in Sect. 3, and all other
modeling parameters are kept the same as in Table 1. For the initialization process,
178,265 particles are released into the riser which are settled down for 500 ms. By
keeping the parcel diameter the same, the computational cost for Fe100 simulation
does not increase a lot. The particle velocities and distributions are inspected at
0.01 s intervals, and the particle tracks and mass flow rate at the outlet are given in
Figs. 8 and 9, respectively.

Figure 8 shows that the finer Fe100 particles require less travel time compared to
molochite; the leading particles cluster reaches the top of the fuel reactor at 1.25 s.

Fig. 8 Particles tracks colored by velocity magnitude for the fast fluidized bed simulation with
Fe100
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Given the smaller diameter, the Fe100 particles are less likely to collide with one
another when moving through the reactor and thus reach the top earlier. From the
particle tracks shown in Fig. 9, it can be observed that the particles outflow does not
demonstrate continuous behavior. The use of the Gidaspow drag law [21] could be
one possible reason. Although the Gidaspow drag law shows a wide applicability
for various fluidized bed systems, it may not represent the physical behavior for this
specific situation; thus, further improvement to the particle drag law is recom-
mended. The discontinuity in the particles outflow could also be attributed to the
relatively coarse mesh at the outlet, a constraint imposed by the available com-
putational resources. However, the average mass flow rate remains nearly stable
from 30 s onwards, consistent with a stable circulation condition as observed in the
experiment [16].

The pressure distributions at different heights are displayed in Fig. 10. Similar to
the case in Sect. 3 with molochite as bed material, it is clear that a pressure gradient
exists in the fuel reactor. However, in this case, the pressure at the bottom of the
reactor experiences unsteady behavior due to the irregular and uncertain movement
and collisions of the large number of fine Fe100 particles. At higher planes, the
pressure is relatively stable due to the reduced particle concentration. Particle
volume fractions at various heights are shown in Fig. 11. The volume fraction at the
bottom of the reactor is unsteady: It increases gradually for the first 12 s and then
oscillates irregularly up to 30 s, which also corresponds to the observed pressure
changes in Fig. 10. This is reasonable since the variation in the static pressure is
caused by the presence of particles. After 30 s, the bottom volume fraction achieves
relatively stable behavior. In addition, the particles behavior at the bottom only
slightly affects the volume fraction at higher planes due to the small number of
particles transferred. To validate the fast fluidized bed simulation with Fe100,
comparisons of pressure and volume fraction between the simulation and experi-
ment [16] are given in Figs. 12 and 13, respectively. The results of simulation
match the experiment data both in trend and magnitude except for differences at the

Fig. 9 Time variation of outlet mass flow rate for the fast fluidized bed simulation with Fe100
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inlet plane. Similar behavior was observed in the simulation with molochite in
Sect. 3 and can be explained again due to the different initial processes employed in
the experiment and the simulation.

Fig. 10 Time variation of static pressure at various heights for the fast fluidized bed simulation
with Fe100

Fig. 11 Time variation of volume fraction at various heights for the fast fluidized bed simulation
with Fe100
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5 Conclusions

In this work, CFD/DDPM cold flow simulations of a fast fluidized bed fuel reactor
are carried out by using ANSYS Fluent. The first simulation using molochite as a
bed material showed great agreement with the experimental data obtained by Haider
et al. [16] at Cranfield University in UK. The results showed that proper initial
particle distribution and circulating mass flow rate are required to achieve the
complete and stable circulation condition and to obtain the correct relationship

Fig. 12 Comparison of pressure variation at various heights for the fast fluidized bed simulation
with Fe100

Fig. 13 Comparison of volume fraction at various heights for the fast fluidized bed simulation
with Fe100
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between the static pressure and the volume fraction in the fuel reactor. Drag law
plays an important role in obtaining accurate simulations; Syamlal–O’Brien drag
law was found to be appropriate for this simulation given the particle size. To
explore the applicability of DDPM for a high-density and small diameter bed
material, a simulation using Fe100 as bed material was conducted which showed
acceptable results compared to the experimental data. Gidaspow’s drag law was
found to be more suitable for this simulation. The multiphase simulations in this
paper demonstrate that the CFD/DDPM modeling is suitable for simulation of the
gas and particles hydrodynamics of a fast fluidized bed CLC fuel reactor. Future
work should focus on developing a particle initialization scheme that can more
accurately represent the experimental condition prior to the start of the simulation as
well as improving the drag laws for various flow conditions.
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Part III
Integration of Renewable Energy and

Utilization of Wastes



Sustainability Assessment of the Biomass
Gasification Process for Production
of Ammonia

Pratham Arora, Andrew Hoadley and Sanjay Mahajani

Abstract Any technology needs to be environmentally sustainable to be suc-
cessful. The biomass gasification technology is often perceived to be carbon neu-
tral. However, these perceptions need to be confirmed using a rigorous life-cycle
assessment (LCA). This chapter presents a sustainability assessment of the biomass
gasification technology for the production of ammonia. Conventional ammonia
production that is based on hydrocarbon feedstock is known to be energy-intensive
and tends to make a substantial contribution to the global greenhouse gas emissions.
Therefore, an environmentally benign feedstock in the form of biomass is proposed
as an alternative. Biomass, when used as a feedstock for ammonia production, is
expected to yield a considerable reduction in environmental impacts. This chapter
undertakes a cradle-to-gate life-cycle assessment (LCA) for ammonia production
from biomass through the gasification route. Three different biomass feedstocks,
namely wood, straw, and bagasse, are compared for their environmental sustain-
ability by using different environmental indicators. Furthermore, these feedstocks
are modeled for cultivation in three different geographical regions. The results
suggest that different biomass feedstocks and geographical regions have their own
niche environmental advantages. The global warming potential (GWP) for the
straw-based ammonia production was found to be close to natural gas-based
ammonia production. Contrariwise, 78% reduction in GWP compared to natural
gas-based ammonia production is noticed when bagasse is used as a feedstock for
ammonia production.
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1 Introduction

At the 2015 United Nations Climate Change Conference or COP 21, 174 nations
committed themselves for combatting climate change. To achieve the target of
limiting global warming to less than two degrees Celsius (°C) compared to
preindustrial levels, nations are encouraging cleaner alternatives for already
established processes [14]. Biomass, an abundant renewable resource, is often
projected as an alternate to conventional fuels. By the application of different
thermochemical conversion routes, biomass can be converted into syngas, bio-oil,
and char. These products can be used to replace fossil fuels in a wide range of
activities ranging from heat and power applications to production of chemicals. The
products from thermochemical conversion of biomass are often considered carbon
neutral based on the fact that any emissions from biomass-based processes would
subsequently be absorbed for future production of biomass. However, these
assumptions need to be supported by a rigorous life-cycle assessment (LCA).

Biomass is a scattered resource and requires an effective supply chain man-
agement for its use in a large-scale plant. Hamelick et al. [6] have reported that the
energy requirements for transport of biomass feedstock range from 1.2 to 1.3
MJprimary/MJdelivered for different European countries. Depending upon the country’s
energy mix, this energy may be supplied by fossil fuels or renewable energy
sources. Consequently, the CO2 emissions associated with the supply chain would
be critical in establishing the sustainability of any biomass-based process. Roder
et al. [11] have estimated the greenhouse gas (GHG) emissions associated with
electricity generation from forest and sawmill residues. Their study predicts that
depending upon the supply chain the GHG emissions range from 132 to 1330 g
CO2 eq./kWh electricity produced. The lower values correspond to an emission
reduction of 80% when compared to fossil fuels, whereas the higher value surpasses
the emissions by fossil fuel route by more than 70%. Thus, a LCA is indispensible
for estimating the emission reductions resulting from any biomass-based process.

The present chapter demonstrates the use of LCA for predicting the viability of
ammonia production from syngas through the gasification route. Ammonia forms
the backbone of the nitrogen-based fertilizer industry. The average global energy
consumption from the production of ammonia is estimated to be 52.6 MJ/t NH3

[10]. Natural gas supplies 70.7% of this energy consumption, and the remaining is
supplied by oil and coal. The use of fossil fuels is inherently coupled with GHG
emissions. Biomass gasification can yield hydrogen-rich syngas, which on condi-
tioning can act as a suitable feedstock for ammonia production. The flowsheet for
ammonia production from biomass is shown in Fig. 1. The basic flowsheet starts
with biomass gasification. The chapter considers the use of dual fluidized bed
gasifier based on the syngas requirements and the scale of operation. The syngas
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produced is cleansed of impurities and particulates. The syngas is also reformed as
it contains a considerable amount of methane. Thereafter, the shift reaction is
employed to convert carbon monoxide to carbon dioxide. The syngas is then
stripped of carbon dioxide using a pressure swing adsorption (PSA). A methanator
is then used for removal of any trace carbon monoxide and carbon dioxide. Finally,
the syngas enters into a high-pressure ammonia loop which leads to the production
of pure ammonia. The details of the complete process are reported elsewhere [1].
Three different biomass feedstocks, namely wood, straw, and bagasse that were

Fig. 1 Biomass-to-ammonia process system boundary
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grown in Australia, India, and Brazil, respectively, were compared for their
potential for ammonia production. The three biomass feedstocks selected differ on
the basis of chemical and physical properties as well as supply chain. The wood
feedstock is sourced from eucalyptus plantation as an energy crop. Straw is a
primary residue available in the agricultural fields after the harvesting season.
Bagasse is a secondary residue available at sugar mills during the sugar-crushing
season. The feedstocks were selected to understand the effect of composition of
biomass and the supply chain on the environment.

2 Methodology

The environmental impacts of the biomass-to-ammonia process were estimated
using the LCA framework. This framework involves four major steps [9]:

1. determining the goals and scope of the LCA;
2. compiling an inventory of energy and mass inputs and outputs across all rele-

vant life-cycle stages;
3. evaluating relevant environmental impacts that are associated with the life-cycle

inputs and outputs; and
4. interpreting the results, which will lead to a more informed decision making and

improvement of results.

These four mandatory stages are governed by ISO norms [9]. The stages are
presented in Fig. 2.

Fig. 2 LCA framework
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The goal and scope definition step is used to state the intended applications of
the study, the audience of the study, and the methods (and assumptions) that are
undertaken. In the life-cycle inventory (LCI) analysis, all the mass and energy flows
in the different process stages are tabulated. The inventories are characterized in the
impact assessment stage in order to predict various midpoint and endpoint impacts.
Any additional results are evaluated in the interpretation stage to predict the impacts
of the process, while stating the limitations and providing future recommendations.
The flows between the different LCA stages suggest that the whole process requires
several iterations to reconcile the goals, data requirements, available inventories,
impact categories, and characterization models.

The goal and scope definition step provides the necessary details and trans-
parency that make an LCA study useful to its intended audience. The goal of this
chapter is to identify the environmental “hot spots” in the life cycle of ammonia
production from a biomass feedstock through the gasification route. Another
important decision to be made is the choice between attributional and consequential
LCA. An attributional LCA describes the emissions within the system boundary
based on the inputs and outputs. A consequential LCA aims to describe the change
in environmental emissions by the introduction of a product in a surrounding
environment. An example of the consequential LCA can be the effect on food
supply systems as a result of land use for bioenergy. The main characteristics of
both the approaches are listed in Table 1 [13]. The LCA study in this chapter will
focus on the attributional LCA of the biomass-to-ammonia process. The selection of
the functional unit is another important parameter. The purpose of the functional
unit is to quantify the identified functions in a more precise manner, which will
facilitate mathematical analysis. A functional unit serves as a reference to which the
inputs and outputs of our life-cycle system are normalized. The present chapter has
adopted a functional unit of production of 1 kg of ammonia from biomass feed-
stock. This choice of the functional unit was made to facilitate a comparison
between the present chapter and other studies on ammonia production.

The biomass-to-ammonia flowsheet was modeled in ASPEN Plus simulation
software (Aspen Technology Inc., [3]). ASPEN Plus is a process modeling software
for conceptual design, simulation, and optimization of chemical engineering

Table 1 Overview of consequential and attributional LCA [13]

Characteristic Attributional LCA Consequential LCA

Synonym Status quo Change-oriented
Data Average historical Marginal future
Knowledge
required

Physical mechanisms Physical and market mechanisms

Functional unit Represents static situation Represents change in volume
System boundaries Static processes Affected processes by change in demand
System expansion Optional Obligatory
Quality Sensitive to uncertainties Higher sensitivity to uncertainties
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operations. A gasifier model proposed by Arora et al. [2] has been utilized for
modeling the gasifier. This model had the ability to predict the syngas output from
the gasification of three different biomass feedstocks, namely wood, straw, and
bagasse. The conditioning of syngas for ammonia production was also modeled in
ASPEN Plus. The ASPEN Plus model provided the heat and mass balance for the
three biomass-to-ammonia process flowsheets corresponding to three different
biomass feedstocks.

A cradle-to-gate LCA study was carried out with the help of MS Excel work-
sheets for different biomass-to-ammonia process variants. The LCI data were
extracted from the ASPEN Plus flowsheets for the biomass-to-ammonia process as
well as the ecoinvent databases [15]. The ASPEN Plus flowsheets provided the
material and energy balances for major process unit operations. Ecoinvent data-
bases were used to supply data for background processes such as biomass culti-
vation, transportation, electricity production. A summary of the mass and energy
flows that were considered in the LCA is reported in Table 2. A system boundary
for the biomass-to-ammonia process is shown in Fig. 1. Figure 1 displays all the
major process stages and the inputs and outputs (from both nature and the
techno-sphere, that is, man-made world) that are considered in the LCA. Except for
biomass production, all the other stages have been modeled in ASPEN Plus. CO2

emissions and intake during cultivation have been treated as carbon cycles. CO2

emissions that originate from biomass have been termed as biogenic and have not
been considered in the analysis.

Inventory analysis was performed based on a model that was developed by
Heijungs and Suh [7]. This approach utilized matrix algebra to reconcile the various
unit process inventories imported from ASPEN Plus and the ecoinvent databases.
The LCA considers a total of nineteen hundred different types of emissions that are
a result of different unit processes. Each unit process is represented by a matrix
column; the rows indicate the process inputs and the outputs including the emis-
sions. The matrix columns that represent different unit processes together form the
process matrix, M. The process matrix is divided into a technology matrix (A) that
represents the mass and energy flows among unit processes and an intervention
matrix (B) that represents flows from and into the environment such as CO2

emissions. The combined inventories for all the relevant processes are combined to
form a technology matrix and an intervention matrix as shown in Eq. 1.

M =
A
B

� �
ð1Þ

The final output from the complete process is represented by vector, m. The
vector m may be further divided two vectors: Vector, d, which represents the
functional unit or the intended process output for normalizing all process flows, and
vector, g, which represents the total process emissions that are a result of nor-
malized process flows (Eq. 2).
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Table 2 Summary of mass and energy flows that were considered in the LCA of the
biomass-to-ammonia process

LCI elements considered Process stage Reference quantity

Wood/straw/bagasse production Biomass production From ASPEN Plus
model

Biomass transportation Biomass production 100 km transport for
wood and straw
feedstock

Electricity Gasification, compression,
refrigeration and steam
turbines

From ASPEN Plus
model

Infrastructure Whole plant 5.79 × 10−6 p/Nm3

syngas (Ecoinvent
database)

Silica sand Gasification 9.5 kg/t biomass
Fuel (Natural gas) Gasification 0.16 MJ/t biomass
Charcoal Gasification 5.35 kg/t biomass
Calcium carbonate Gasification 5.76 kg/t biomass
Fly ash disposal Gasification 9.71 kg/t biomass
Bottom ash Gasification From ASPEN Plus

model
Reforming catalyst Reforming From ASPEN Plus

model
Dolomite Reforming From ASPEN Plus

model
Fuel (natural gas) Reforming From ASPEN Plus

model
Rape methyl ester Gas cleaning 3.95 kg/t biomass
Sodium hydroxide Gas cleaning 0.16 kg/t biomass
Sulfuric acid Gas cleaning 2.78 kg/t biomass
Zinc oxide Gas cleaning 0.51 kg/t biomass
Shift catalyst Shift reactor From ASPEN Plus

model
Adsorbent PSA From ASPEN Plus

model
Methanation catalyst Methanator From ASPEN Plus

model
Synthesis catalyst Synthesis reactor From ASPEN Plus

model
Wastewater Gasification and desaturator From ASPEN Plus

model
Fly ash disposal Gasification 60% to incineration and

40% to landfill
Auxiliary transport (chemicals,
catalysts, adsorbents, and bed
material)

Whole process 100 km by road and
600 km by rail

(continued)
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m=
d
g

� �
ð2Þ

The relationship between the technology matrix (A) and the final demand vector
(d) can be established with the help of a scaling vector, s, as shown in Eq. 3. Since
both the technology matrix and the final demand matrix would be known, the
scaling vector can be calculated using Eq. 4.

As= d ð3Þ

s=A− 1d ð4Þ

The scaling vector is then used to calculate the process emissions pertaining to
the intended process output or the functional unit (Eq. 5).

g=Bs ð5Þ

To summarize, the technology matrix is solved for a particular process config-
uration (or the selected functional unit) and the related intervention matrix gives the
relevant emissions for the same process configuration (or the selected functional
unit). The multi-functionality of the unit processes has been solved by using
system-expansion (substitution) methodology. This methodology involves adding
stand-alone unit processes to simplify algebraic operations in matrices.

The environmental emissions that are calculated for the complete process are
used in the life-cycle impact assessment (LCIA). According to ISO standards [9],
LCIA consists of both mandatory and optional elements. They can be summarized
as:

• Selection of impact categories, category indicators, and characterization models
that correspond to the goal and the scope of the LCA.

• Assignment of elementary flows in the inventory to the selected impact cate-
gories. This is also known as classification.

• Calculation of category indicator results. This is also known as characterization.
• Normalization of the category indicator results relative to some reference value.
• Sorting of the impact categories in the order of their importance to some par-

ticular decisions. This is called grouping.

Table 2 (continued)

LCI elements considered Process stage Reference quantity

Landfill (Waste chemicals,
catalysts, adsorbents and bed
material)

Waste disposal From ASPEN Plus
model and correlations

Landfill transportation Waste disposal 10 km by road
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• Data quality analysis for understanding of the reliability of the collection of
indicator results.

Among these steps, the last three, which are normalization, grouping, and data
quality analysis, are optional. When selecting impact categories, it is important to
understand the difference between midpoints and endpoints (Fig. 3). The main
difference lies in the extent of the cause and effect chain that is considered. This can
be understood with the help of an example. CFC-11 is an ozone depleting chemical
which can cause destruction of the ozone layer and result in the thinning of this
layer over certain parts of the earth. This can lead to higher rates of skin cancer and
eye damage in exposed humans, crop damage on exposed land, and degradation of
plastics, resulting from a greater amount of ultraviolet light reaching the earth.
These final consequences are known as the endpoint impacts as they are the ulti-
mate consequence of the emission. The midpoint indicator would be stratospheric
ozone depletion because it is a common stressor which leads to different endpoint
impacts. All the emissions that contribute to an impact category must be converted
to a common unit, which is known as a category indicator, for example, the CO2

equivalent for global warming potential. Different characterization models may be
employed for the conversion of emissions to a particular category indicator.

According to IPCC [8], the environmental impacts can be divided into global
ones such as global warming, acidification and local ones such as soil quality,

Fig. 3 ReCiPe methodology (reprinted from Goedkoop et al. [5])
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biodiversity. Recent LCA studies use standard LCIA methods such as ReCiPe,
EDIP, LIME, TRACI (Curran [4]). These impact assessment methods may be
limited to endpoint or midpoint indicators or might predict both. In LCA, for impact
categories that are based on midpoints, relationships between emissions and envi-
ronmental stressors are often well established. Alternately, impact categories that
are based on specific endpoints require extensive observations, risk analyses, and
data to relate them to emissions of different substances. Thus, the use of midpoint
indicators is more common.

The chapter uses the ReCiPe impact assessment methodology [5]. This
methodology predicts eighteen midpoint indicators and three endpoint indicators,
which are based on the LCI data. The impact categories and the category indicators
for the ReCiPe methodology are shown in Fig. 3 [5].

Further, each of these midpoint and endpoint indicators can be predicted based
on three different perspectives, namely individualist, hierarchist, and egalitarian.
The assumptions undertaken in these perspectives are presented in Table 3 [12].
This chapter utilizes the hierarchist perspective, which is based on common policy
principles. Additionally, since the hierarchist perspective is widely used, it would
assist in the comparison of the LCA results and different LCA studies.

The LCA results that were calculated from the MS Excel-based framework were
validated against the results that were generated by the commercial LCA software
Simapro. An error of less than two percent was noticed between the two results.

3 Results and Discussion

A cradle-to-gate LCA for the different variants of the biomass-to-ammonia process
has been performed. The mass and energy balance for the three flowsheets utilizing
different biomass feedstocks is shown in Table 4. The three flowsheets resulted in

Table 3 Overview of different LCA perspectives [12]

Individualist Hierarchist Egalitarian

Vision on
nature

Considers nature
robust

Considers nature
tolerant

Considers nature
vulnerable

Level of
knowledge

Only considers
certain (proven)
effects

Considers likely effects Considers all known
effects

Time horizon Emphasizes present
and short-term
effects

Balanced time
perspective

Current and future
effects are considered
equal

Vision on
society

Economic output is
market driven

Developments within
limits of nature

Equality and social
driven

Manageability Adaptive
management style

Preventive and
comprehensive
management style

Controlling and
limited management
style
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different syngas yields as well as final ammonia yield, for similar feedstock input
(on mass basis). The different ammonia yields are attributed to the difference in
composition of the feedstocks considered as well as the extent of gasification.
Furthermore, the production of different amounts of char for the three feedstocks
alters the steady-state temperature profile of the dual fluidized bed gasifiers. This in
turn alters the electricity generation, a considerable proportion of which is generated
from the cooling of gasification flue gas. Electricity is mainly required for the
compression of syngas. In the proposed flowsheet, syngas is compressed before the
shift reactor and then again before the ammonia synthesis loop. The electricity
produced from flue-gas cooling is not sufficient to meet the compression electricity
requirement. The balance electricity, thus, needs to be imported from the grid.

The LCA results for the eighteen midpoint indicators are shown in Table 5.
The LCA results have also been compared with the LCA of conventional ammonia
production utilizing natural gas feedstock. In conventional ammonia production,
natural gas is reformed to produce hydrogen-rich syngas which can be conditioned
to react with nitrogen and produce ammonia. One of the most crucial midpoint
indicators is the global warming potential (GWP). The GWP for the
biomass-to-ammonia process varies considerably for the three biomass feedstocks.
It is lowest for bagasse feedstock associated with Brazil and highest for straw
feedstock available in India. The major contributors to the GWP are presented in
Fig. 4. Electricity import from the grid is the major contributor to the GWP for all
the feedstocks. The contribution of the electricity import from the grid to the total
GWP differs for the three flowsheets based on the country’s energy mix. The GWP
linked to electricity production is 1.06, 1.51, and 0.28 kg CO2 eq./kWh of elec-
tricity production for Australia, India, and Brazil, respectively. In India, the elec-
tricity production is primarily coal based and high CO2 emissions are associated
with it. In Brazil, on the other hand, hydel power and biomass-based power have
considerable contribution to the total power generation. The results also predict that
straw production has more emissions linked to it when compared to wood pro-
duction and bagasse production. The inventories point out that the emissions related
to straw production can mainly be attributed to the use of fertilizers. Charcoal and
rape methyl ester (RME) are used for cleaning the syngas downstream the gasifier.
In the bagasse-to-ammonia flowsheet, the ammonia production plant is assumed to
be near the sugar mill. Thus, the transportation of biomass is omitted for the
bagasse-based ammonia production.

Table 4 Material and energy balance for the biomass-to-ammonia process

Wood Straw Bagasse

Feed (kg/h) 5000 5000 5000
Syngas yield (kg/h) 6500.89 6614.88 6176.33
Electricity production (MW) 1.84 2.02 1.67
Electricity required from grid (MW) 1.89 1.88 1.86
Ammonia production (kg/h) 2703.68 2640.23 2411.24
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Different factors contributed to the ozone depletion potential of the three feed-
stocks (Fig. 5). The ozone depletion potential of the wood feedstock results mainly
from transportation and wood cultivation. In the case of the straw feedstock, the
major contributors to the ozone depletion potential were straw cultivation,
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Fig. 4 Global warming potential (GWP) for the biomass-to-ammonia process
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transportation, and electricity production. Electricity production and syngas refor-
mer fuel were the main contributors to the ozone depletion potential in the bagasse
feedstock. However, the ozone depletion potential process is much lower for the
biomass-to-ammonia process when compared to conventional natural gas-based
ammonia production.

The high acidification and eutrophication potential for straw is attributed to
coal-based electricity production in India. The terrestrial ecotoxicity for the
biomass-to-ammonia process stems mainly from biomass cultivation, whereas
electricity production and biomass cultivation are the major contributors to the
freshwater ecotoxicity. The majority of photochemical oxidant formation, particu-
late matter formation, and ionizing radiation resulted from electricity consumption,
biomass cultivation, and transportation. The water depletion potential of bagasse
(which comes from the cultivation of sugarcane which has a high water require-
ment) is similar to other biomass feedstocks, namely wood and straw. This can be
understood by the allocation of water requirement among various products of
sugarcane cultivation. Bagasse as a waste material would not normally have the
water allocated to it. Thus, a mere 1.5% of the total inputs to the sugarcane culti-
vation are attributed to bagasse production. Additionally, agricultural land occu-
pation is very high for the wood-based ammonia production process. While straw
and bagasse are residues from agricultural and industrial processes, separate land
would be required for cultivation of wood as a dedicated energy crop. The midpoint
indicators can be combined into a single score endpoint indicator by normalizing all
the impact categories. Single score endpoint results for different process variants
that were normalized using world average emissions are shown in Fig. 6.
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These results highlight the potential of LCA in understanding the sustainability
aspects of renewable energy systems. The single score endpoint indicators confirm
the environmental superiority of the biomass-to-ammonia production when com-
pared to conventional fossil fuel-based ammonia production. Conventional natural
gas-based ammonia production not only effects the human health by the release of
harmful emissions but also depletes the limited fossil fuel reserves. The single score
indicator for the straw feedstock is largely attributed to electricity consumption. The
results for the GWP and the ozone depletion potential underline the variation
experienced in LCA results, when the feedstock and the process configurations are
changed. The electricity consumption from the grid was found to be a major
contributor to many impact categories. The key to a sustainable
biomass-to-ammonia process is the reduction in the import of electricity from the
grid.

This chapter relies upon ecoinvent databases for the majority of LCI data. The
assumptions adopted in this chapter are consistent with the assumptions adopted by
the ecoinvent database. Since the ecoinvent database primarily focuses on the
European conditions, some of the assumptions in the LCA might not translate to
real impacts. One example is the assumption that fly ash that is generated in the
gasification process will be disposed of by municipal incineration, which is based
on the ecoinvent database. This incineration of fly ash is responsible for ∼ 50% of
the emissions that lead to human toxicity. This practice of incineration of fly ash
was not found to be common in the geographical locations that are considered in
this chapter. The human toxicity potential can, possibly, be reduced to half if the fly
ash is disposed of in landfills or recycled for construction applications. Even if the
fly ash is incinerated, the ecoinvent database would appear to treat all fly ash in a
similar manner, such that fly ash that results from coal combustion is considered to
be identical to fly ash from biomass gasification.

Another important aspect of the LCA is the selection of inventories. This chapter
utilizes ecoinvent inventories that are normalized for Australian conditions, in the
wood-to-ammonia scenario. For the straw-to-ammonia scenario, only the electricity
production inventory was available for India. World average inventories were
utilized for all the other process inputs and outputs. In the bagasse-to-ammonia
scenario, inventories were available for bagasse production and electricity pro-
duction in Brazilian conditions. The remaining process inputs and outputs were
modeled using world average inventories. Since, electricity was found to be the
chief contributor to the GWP and to the single score endpoint indicator, the
assumptions mentioned above are expected to yield reliable results in comparison
with ammonia production from three different feedstocks. The scope of available
LCI data for different world regions is expected to increase in the future. This
enhancement of LCI data would further assist in a rigorous comparison on the basis
of LCA. Thus, this chapter may be used as an example for a thorough analysis of
any biomass-based system. Different biomass feedstocks, process configurations,
and geographical regions have their own advantages.
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4 Conclusions

This chapter highlights the advantages of LCA, for predicting the viability of
ammonia production from syngas through the gasification route. A cradle-to-gate
LCA for the different variants of the biomass-to-ammonia process has been per-
formed. 78% reduction in GWP compared to natural gas-based ammonia production
is noticed when bagasse is used as a feedstock for ammonia production. This is
attributed to renewables-based electricity production and the absence of trans-
portation for the bagasse feedstock in Brazil. GHG-intensive electricity production
and straw production in India make the GWP of the straw-to-biomass process
similar to the GWP of the fossil fuel-based ammonia production. The GWP of the
wood-to-ammonia process, which was modeled for Australian conditions, was
midway between straw and bagasse. The single score endpoint indicators confirm
the reduction in emissions that result from the biomass-to-ammonia process when
compared to conventional fossil fuel-based ammonia production. The methodology
can be employed as an example in the development of different sustainable
chemical production processes.
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Recent Advances in Power Generation
Through Biomass and Municipal Solid
Waste Gasification

Natarianto Indrawan, Ajay Kumar and Sunil Kumar

Abstract This review focuses on the fundamentals, recent technology develop-
ment, environmental and economic analyses, and commercialization of power
generation by gasification of municipal solid wastes (MSW) and biomass wastes for
distributed power application. Design and operational factors affecting the perfor-
mance and emission characteristics of power generation systems using syngas are
reviewed. The performance characteristics include maximum power output, engine
efficiency, and specific fuel consumption of various technologies. Emissions
characteristics include levels of carbon dioxide (CO2), carbon monoxide (CO),
nitrogen oxides (NOx), unburned hydrocarbon (HC), sulfur dioxide (SO2), and
polychlorinated dibenzo-p-dioxins and dibenzofurans (PCDD/PCDF). Large-scale
system (>1 MW) is typically selected for power generation via MSW gasification,
which is generally accomplished using plasma-based gasification followed by the
use of internal combustion (IC) engines or gas turbines to achieve high efficiency.
Plasma is preferred for treating MSW due to its unique capability to ionize mate-
rials, minimize tars, and improve syngas quality. Besides, co-gasification of MSW
and biomass is also an alternative for power generation. Finally, techno-economic
and life cycle analyses of power generation from plasma gasification system are
summarized.
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1 Introduction

With an increase in price of natural gas, gasification can take essential role in power
production since clean energy from gasification can be harvested at a low cost and
gasification is capable of using diverse types of feedstock such as biomass and
MSW. Gasification allows the organic feedstocks to be in a limited oxygen envi-
ronment inside the gasifier reactor in order to produce synthetic gas or syngas,
which is a mixture of combustible gases such as carbon monoxide (CO), hydrogen
(H2), and methane (CH4). Feedstocks such as biomass, agricultural residues, coal,
and municipal solid waste (MSW) are commonly used [1]. As an illustration, recent
natural gas price for industrial customers in China has reached to around 10–15
USD/MMBtu and is predicted to steadily increase in the coming years, while
syngas production cost is approximately 5–6 USD/MMBtu [1, 2]. The increase in
price of natural gas price is mostly contributed by the use of liquefied natural gas
(LNG) in the natural gas pipeline networks that requires further processing for
liquefaction and transportation at the receiving terminal that eventually increases
the final cost, commonly known as landed price. The gasification process, through
the use of local resources, such as biomass, coal, and MSW, can directly eradicate
the necessity of pipeline network for delivering it to the end-customers.

The syngas can directly be utilized in an internal combustion engine and gas
turbine to produce heat and electricity. Syngas energy content, when air is used as
the gasifying medium, is approximately one-third compared to natural gas. Syngas
energy content typically ranges from 4 to 15 MJ/Nm3, while natural gas energy
content ranges from 35 to 40 MJ/Nm3 [3]. Although the energy content of syngas is
considerably lower than that of natural gas, syngas provides several compensations.
Syngas can be easily stored, transferred, and injected into natural gas pipeline
network; syngas can be also further converted into several valuable chemicals, such
as methanol, alkanes [4]. Moreover, syngas-operated engine provides an excellent
performance for the power generation with minimum modification. The current
development of the internal combustion engine has an output power range up to
6,500 kW and potentially brings a high return of the investment due to an increased
efficiency, longer interval maintenance, lower noise level, and robust emission
performance [5].

This chapter reviews power generation for distributed power application via
biomass and MSW gasification and feeding 100% syngas into IC engine including
gas turbines. Advantages and constraints such as system efficiency, modification
requirement, and emission performances are discussed in detail. An economic
assessment of power generation from MSW gasification is also presented.
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2 Gasification Designs

To produce a high-quality and stable syngas that delivers high-power generation
performance, selecting appropriate gasifier depending on requirements of feedstock
and downstream equipment is critical. Each of the gasifiers has its unique operational
characteristics including its advantages and disadvantages, (summarized in Table 1).

2.1 Fixed-Bed Gasifier

Fixed-bed gasifier can either be a downdraft or updraft. In downdraft gasifier, the
biomass and syngas both move downward. The biomass is fed from the top, drops
downward and reacts with the air or other gasifying agent, which is injected from
another side of the reactor. Then, both producer gas (syngas) and solid products
(ash and char) are formed and move down to the base of the reactor. In updraft
gasifier, biomass is fed from the top and moves downward, but the gasifying agent
is fed from the bottom of the reactor and moves upward to form syngas, which exits
near the gasifier top (Table 1).

2.2 Fluidized Bed Gasifier

Fluidized bed reactors (FBGs) have been used for years in the gasification process
because of their flexibility in accepting wide particle size, but their performance is
limited due to low carbon conversion [6]. The gasification medium is fed in con-
tinuously from the bottom, while the feedstock is fed close to the bottom (reactor
bed). The main advantage of FBGs is uniform distribution and mixing of feedstock
with sand bed and gasifying agent, thereby reducing heat and mass transfer limi-
tations. Generally, there are two main types of FBRs: the bubbling fluidized bed
reactor (BFBG) and the circulating fluidized bed reactor (CFBG). Technically,
CFBG is more preferred as it can handle large feed throughputs since it can recycle
large amounts of solids [7], prevent the buildup of ash due to high operating
temperature range (800–1000 °C), avoid the oxygen trap in the bubble, and,
therefore, maintain high efficiency [8].

2.3 Entrained Flow Gasifier

The entrained flow gasifiers (EFGs) operate based on the co-current feed of the fine
materials (typically less than 75 μm) and the gasification medium in the pressurized
and turbulent-flow environment [9, 10]. Normally operated at temperatures of
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1,200–1,600 °C and at pressures of 2–8 MPa [7, 11], the gasifier has short resi-
dence time and high carbon conversion (98–99.5%); therefore, it can produce
tar-free syngas [9]. Due to their advantages, EFGs are the most commonly used for
commercial gasification of coal [11]. The disadvantage of this gasifier is mostly
related to the high operating temperature. Such high temperatures reduce burner and
refractory life and require the use of expensive materials of construction as well as
the use of high-temperature heat exchangers to cool the syngas [11].

2.4 Plasma Gasifier

Plasma gasifier is a relatively new method of gasification especially for using
municipal solid waste (MSW). The plasma gasification was firstly introduced by
Dr. Camacho in 1973 [12]. “Plasma” is defined as any gas with part of the atoms or
molecules partly or fully ionized. Plasma is formed by running an electric current
through a gas resulting in high temperature that breaks organic molecule, thus
generating syngas. At the same time, melting of inorganic components (glass,
metal, silicate, and heavy metals) gives rise to a slag that vitrifies on cooling.
Plasma gasification typically operates at temperatures of over 5,000 °C [13]. Due to

Table 2 Proximate and ultimate analyses of MSW and biomass

Feedstock type
(References)

MSW-1
[25]

MSW-2
[25]

MSW-3
[70]

Switchgrass
[26]

Wood
chips [71]

Red
cedar
[72]

Proximate (wt%, dry basis)
Moisture content
(wet basis)

51.7 44.0 20 7.69 7.50 10.39

Volatile matter 44.2 46.9 75.95 78.60 82.20 78.31
Fixed carbon – – 10.23 17.47 17.60 20.42
Ash 4.1 9.1 13.81 3.93 0.20 1.27
Ultimate (wt%, dry basis)
Carbon, C 21.2 24.7 48.23 49.63 52.13 54.44
Hydrogen, H 3.0 3.3 6.37 5.72 6.36 5.80
Oxygen, O 23.1 18.3 28.48 40.37 41.23 38.28
Nitrogen, N 0.3 0.33 1.22 0.30 0.07 0.20
Sulfur, S 0.03 0.03 0.76 0.05 0.01 0.01
Lower heating
value (MJ/kg)

6.80 9.10 16.30 16.49 20.17 18.44

Higher heating
value (MJ/Kg)

7.14* 9.55* 20.20 17.73 21.24 19.69

Bulk density
(kg/m3)

1,051 91 660 122

*Note: calculated using 1.05 * LHV
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unique characteristics and high complexity of MSW (properties compared in
Table 2), plasma gasifier offers significant advantages including tar-free syngas,
flexibility in accepting feedstocks including hazardous wastes, and high carbon
conversion. Plasma gasifier can reduce up to 90% (volume basis) of the feedstock
materials, making it a robust technology to reduce landfill area for disposing MSW
[14]. However, drawbacks of this system mostly relate to its high capital cost,
ranging from 5,000 to 13,000 USD/kW [14, 15], high process temperature com-
pared to the conventional non-plasma gasifiers. Since it is a relatively new method
for treating MSW, the technology is not well developed [14].

3 Syngas Properties

Performance of power generation through gasification is heavily dependent on
syngas properties including gas composition, heating value, particulates, and tar
contents.

3.1 Gas Composition

Gas composition affects the flame speed, ignition, knock characteristics, spark
timing, and air-to-fuel ratio that are required to have an optimal engine performance
[16]. Primary combustible portion of syngas includes carbon monoxide (CO),
methane (CH4), hydrogen (H2), and small fraction of other hydrocarbons such as
acetylene (C2H2), ethylene (C2H4), and ethane (C2H6). Non-combustible gases such
as carbon dioxide (CO2) and nitrogen (N2) are also generally found in the syngas
generated from biomass and MSW. Gaseous heavier hydrocarbon in the syngas can
directly increase syngas energy content because heavier hydrocarbons, such as
ethylene and ethane, have high energy content [17]. However, the process of
producing heavier hydrocarbon of the syngas is impractical due to complex oper-
ating parameters in the gasification such as feedstock types, moisture content,
reactor temperatures and pressure, gasification medium, residence time, and pres-
ence of bed catalyst [18]. Furthermore, high hydrogen content can increase effi-
ciency of power production because hydrogen could improve cylinder pressure
inside the combustion chamber, leading to an increase in thermodynamic efficiency
of the internal combustion (IC) engine [19, 20]. High hydrogen content can also
improve combustion temperature and flame speed inside the cylinder [21]. In
addition, hydrogen potentially inhibits combustion knock during engine operation
[22]. Syngas with high hydrogen content has also shown to reduce emissions of
nitrogen oxides (NOx), hydrocarbon (HC), and carbon monoxide (CO) [19]. Both
N2 and CO2, normally available in syngas do not contribute to syngas energy
content, but the presence of these gases, especially CO2, might reduce the knocking
tendency of the engine [23].
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3.1.1 Effect of Feedstock Properties

In order to increase energy content of syngas, feedstock selection is crucial.
Regardless of the feedstock type, homogeneous carbon-based material is highly
preferred to generate CO and H2. In contrary, the non-combustible components
such as ash and metal do not contribute to the syngas generation. MSW/biomass
converts into syngas with an efficiency of 80–95% [7, 24]. However, gasifying
MSW is more challenging than biomass due to its diverse composition that includes
plastic and metal. Typically, organics content such as paper and food waste are
abundant (63–71%) in MSW (composition of MSW in the world and USA as
shown in Fig. 1). Plastics are found in the range of 10–13%.

As commonly known, the higher the heating value of syngas is, the better the
combustion, flame quality, and performance of the power generation will be. Due to
high ash content of MSW, the syngas generated from MSW is low in energy
content. With air as a gasification medium, syngas energy content (LHV) ranged
from 4.0 to 7.0 MJ/Nm3 [24, 25]. The energy content can increase up to 10 MJ/
Nm3 if oxygen is used as a gasification medium [24]. In comparison, biomass
gasification typically generates syngas with energy content of 4–6 MJ/Nm3 and 10–
15 MJ/Nm3 when air and oxygen is used, respectively [7]. To further increase
syngas energy content, steam can be used as a gasification medium as steam does
not dilute the syngas with nitrogen as air does [26] and steam promotes the reaction
producing hydrogen, such as water–gas and water–gas shift reactions [8].

Composition of MSW varies widely depending on collection method, but in
general MSW contains plastics and has relatively high ash content. Most plastics
are considered suitable feedstock for gasification, because these are carbonaceous
materials and are converted into syngas. With 100% polypropylene as feedstock
resulted in syngas with the heating value (LHV) of 6–9 MJ/Nm3 and tar content of
2 g/Nm3 [27]. However, results might be different if other plastic components are

Fig. 1 Typical composition of MSW in the world (2009) [55] and in the USA (2013) [69]
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used including polyethylene terephthalate (PET), high-density polyethylene
(HDPE), polyvinyl chloride (PVC), low-density polyethylene (LDPE),
polypropylene, polystyrene, polyethylene (PE), acrylonitrile butadiene styrene
(ABS), polyamide (PA) or nylons, and polybutylene terephthalate (PBT) [28].
Chlorinated plastics, such as PVC, can result in dioxin if reaction environment is
favorable. However, gasification typically generates syngas free from dioxin
(PCDD) and furan (PCDF) [29, 30].

3.1.2 Effect of Gasification Medium/Oxidizing Agent

The gasification medium heavily effects composition and energy content of the
syngas. Air is commonly used as gasification medium to reduce cost, but nitrogen,
present in the air, dilutes the syngas and lowers the syngas heating value. Steam or
oxygen gasification generates syngas with higher energy content, but adds to capital
and operating costs. Steam also promotes hydrogen producing reactions including
water–gas and water–gas shift reactions [8]. An oxygen/steam gasification produces
syngas with hydrocarbon components (e.g., ethylene and ethane) only in the order
of less than 5% [31], while steam gasification can produce heavier hydrocarbons up
to 7% [32], leading to an increase in syngas energy content. Heavier hydrocarbons
of the syngas could potentially increase greenhouse gas (GHG) emissions because
of incomplete combustion [33]. Typically, syngas energy (LHV) of 4–6 MJ/Nm3,
10–12 MJ/Nm3, and 15.69 MJ/Nm3 was reported using air, oxygen, and steam,
respectively, as gasifying medium [32, 34, 35]. If the oxygen is used to partially
oxidize the feedstock to provide heat required for endothermic reactions, the pro-
cess is typically termed as directly heated, while indirectly heated gasification needs
external energy sources [35].

3.2 Tar Content and Removal Mechanism

Another property of syngas that is severely important to control for power pro-
duction is its tar content. Tar is defined as the organics produced under thermal or
partial oxidation (gasification) of any organic material and assumed to be largely
aromatic [36]. Based on chemical solubility and condensability of different tar
compounds, tars are classified into five: tar class I (GC undetectable), tar class II
(heterocyclic), tar class III (light aromatic: 1 ring), tar class IV (light polycyclic
aromatic hydrocarbons (PAH) compounds), and tar class V (heavy PAH com-
pounds) [37]. Tars lead to an increase in corrosion, agglomerations, and fouling in
the engine and pipes, as well as considered a health hazard [23]. Tars also are
detrimental to catalysts used for syngas conversion and application in fuel cell [4].
For power generation, syngas tar content should not exceed 100 mg/m3 to ensure
reliable operation and life of an engine [36].
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Tar removal techniques are generally categorized into (a) primary removal
techniques and (b) secondary removal techniques. Primary removal techniques refer
to techniques that are employed inside the gasifier without the need of a secondary
reactor. These include selection of gasifier design, optimization of gasification
operating conditions, and addition of catalysts in the gasifier bed (called in-bed
catalysts) [37]. Secondary tar removal techniques use a separate reactor to destruct
and reform tars. Secondary tar cleaning techniques are divided further into dry, wet,
catalytic, and thermal/hot gas cleaning system [37]. As tar removal is critical for
commercialization of gasification-based technologies, environmental friendly but
effective and robust techniques, such as biomass filter [38] and low-density energy
of plasma cracking [39], are also being explored. For power production, recipro-
cating IC engines are relatively more tolerant of contaminants than gas turbines [35,
40]. The recommended limit of syngas tar content for reciprocating IC engine
ranges from 10 to 100 mg/m3 [36, 40]. Robust gas filter and syngas cleaning system
are essential before syngas can be injected into IC engines.

4 IC Engine

IC engine is economical for power generation applications as compared to the
newer technologies (e.g., microturbines, fuel cells) due to the technology maturity,
proven performance, rapid start-up and shutdown, relatively high efficiencies, and
low costs [5]. Current generation efficiencies range from 30 to 37% (HHV), and
current installed costs range from about $1,000/kW to about $700/kW for gener-
ation capacities between 100 and 5,000 kW [5]. With maintenance cost of 0.01–
0.02 USD/kWh, this technology is highly preferred especially for distributed power
generation application.

Theoretically, three operating parameters that affect the engine power are engine
design, operating conditions, and fuel consumption. The mathematical equation
describing that condition can be expressed as below [41]:

Pe =n ⋅ i ⋅ VT.ρia ⋅ ηv ⋅ C ⋅ Fre ⋅ Fsm ⋅ Hve ⋅ ηe ð1Þ

where Pe = the power output of the engine, kW; n = the number of engine revo-
lutions per second, rev/s; i = the index that depends on the engine type (1 for
2-stroke engine and ½ for 4-stroke engine); VT = the engine displacement, m3;
ρia = the referenced air density, kg/m3 for intake manifold pressure and tempera-
ture; ηv = the engine volumetric efficiency; C = the volume correction factor,
indicative of the volume occupied by the gaseous or vaporized fuel; Fre = the
equivalence ratio in the engine admitted mixture; Fsm = the stoichiometric
air-to-fuel ratio of engine intake mixture, kg of fuel per kg of air; Hve = the energy
content of the fuel, kJ/kg; and ηe = the effective efficiency. Thus, the parameters
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affecting the engine are: (1) engine design, Kd = i ⋅ VT ⋅ ηv ⋅ ηc; (2) operating
condition, Ko = n ⋅ ρia ⋅ Fre; and (3) fuel composition, EFQ = C ⋅ Fsm ⋅ Hve.

Typically, the IC engine can be classified into natural gas engine, gasoline
engine, compressed ignition (diesel) engine, and gas turbine. These engines are
technically proven to run on syngas generated from gasification of biomass and
MSW as described below.

4.1 Natural Gas Engine

Natural gas engine is one of the spark ignition (SI) engines. The three advantages of
using natural gas engine, compared to gasoline and diesel engines, are that it
produces lesser emissions (sulfur, nitrogen, and carbon dioxide), are less expensive,
and are considerably more efficient. In addition, the natural gas engines do not
produce a pungent odor [42]. Sridhar et al. [43] fed syngas with LHV of 4.9 MJ/m3

and density of 1.7 kg/m3 into 12.1 L, 4-stroke, six-cylinder, and 101 kW natural
gas engine at 1,500 rpm of engine speed and compression ratio of 10. By modi-
fying the carburetor, they found that the maximum brake power output,
brake-specific fuel consumption, and engine (electrical) efficiency were about
60 kW, 5.06 kg/kWh and 24.7%, respectively. CO and NOx emissions were 1.4–
6.5 g/kWh and 0.7–2.5 g/kWh, respectively. Raman and Ram [34] fed 100%
syngas with LHV of 5.6 MJ/m3 and density of 1.05 kg/m3 into six-cylinder,
100 kW natural gas engine running at engine speed of 1,500 rpm. The engine was
adjusted to have compression ratio of 12 with air-to-fuel ratio of about 1.2. The tar
content was reduced from 350 to 30 mg/m3 using a series of gas cleaning system
equipment that included a venturi scrubber, chiller, fabric filter, and paper filter. The
engine ran smoothly producing maximum power output of about 73 kW with the
engine efficiency of about 21% and specific fuel consumption of about 3.21 kg/
kWh. However, emissions performance was not reported. Tsiakmakis et al. [44] fed
syngas generated from fluidized bed gasification of olive, peach, and grape kernel
into a 4.7 kW, one-cylinder natural gas engine running at 3,400 rpm of engine
speed with the compression ratio of 10, and air-to-fuel ratio of about 1.74. The
syngas energy contents ranged from 4.52 to 6.96 MJ/Nm3, depending on the
feedstock. Authors also used propane to increase the energy content of the syngas
mixture up to about 23.73–24.4 MJ/m3. The maximum engine power output was
3.55–3.68 kW, depending on the feedstock with the engine efficiency in the range
of 23.2–26.2%. The engine was not modified, and emission performance was not
reported. Margaritis et al. [45] fed 100% syngas (containing 53.1–55% N2, 23.6–
24.1% H2, 3.8–4.1% CH4, 9.5–10.6% CO, and small fraction of O2, with energy
content of 5.65 MJ/Nm3) derived from downdraft gasification of olive kernel into
six-cylinder 135 kW natural gas engine at 1,500 rpm engine speed and power
setting of 70 kW. Tar and particulates from the syngas were removed using venturi
scrubber, heat exchanger with chiller, a mist of eliminator, and a series of fine
filters. A gas blower was also used to ensure stable flow of the syngas entering into
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the gas engine. The cold gas and electric efficiency were 75% and 16.1%, respec-
tively. However, air-to-fuel ratio as well as any operational issues were not
reported. Henriksen et al. [46] tested a two-stage gasifier—the pyrolysis and char
gasification taking place in separate reactors—with a 75 kW three-cylinder natural
gas engine and observed stable operation producing power for approximately
410 h. The syngas had 6.2 MJ/Nm3 of energy content with 32–35% H2, 28–30%
N2, 20% CO2, 15–18% CO, and 2–3% CH4. The maximum power output of the
engine runs with natural gas, and 100% syngas was 25 kW and 20 kW, respec-
tively; hence, 80% of de-rating factor was observed. The efficiency from gas to
mechanical power (engine efficiency) was about 28%. During the operation, one of
the cylinders did not ignite for several reasons.

4.2 Gasoline Engine

The gasoline engine is a type of SI engine. Shah et al. [47] tested a 5.5 kW gasoline
engine running on 100% syngas reducing tars to about 14 mg/m3. The engine was
modified by adding two air venturies in series to establish the flow of syngas from
the storage tank to the air intake manifold. To run the engine on syngas, the engine
was first cranked on gasoline and then the gasoline was turned off with the syngas
supply being turned on simultaneously. The engine efficiency was about 19% with
maximum brake power of 1.39 kW. CO emissions decreased by 30–96% when
syngas was used compared to gasoline. The higher CO emission of gasoline might
be because of the operation of the gasoline in rich conditions and higher carbon
content of gasoline (88.7% w/w versus 16.9% w/w of syngas) [48]. However,
syngas operation resulted in 33–167% higher CO2 emission compared to gasoline.
This can be attributed to higher conversion of CO to CO2 during the syngas
operation. The exhaust CO2 was 10.6–13.1% for syngas operation and 4.9–8.1% for
gasoline operation. There was no trend observed for HC emission—HC emission
was found to be less than 40 ppm for almost all the load variation. This might be
due to the very low HC (1.2–6.4%) in the syngas. Syngas operation resulted in 54–
84% lower NOx emission than the gasoline operation. The Zeldovich mechanism
can be used to explain the lower NOx emission from syngas. As LHV of syngas is
lower (5.6 MJ/m3) than that of gasoline (44.4 MJ/kg), the temperature of com-
bustion for syngas operation is lower, resulting in lower NOx emission. Mustafi
et al. [16] tested a gasoline-based engine using syngas with LHV of 15 MJ/m3. The
specific fuel consumption was about 1 kg/kWh at 2,000 rpm. The maximum torque
produced was 22 Nm (∼16.22 lb-ft), which resulted in maximum brake power
output of 4.61 kW. The HC emissions from syngas were very low (about 0–
20 ppm) compared to those from gasoline (90–225 ppm) and from natural (20–
106 ppm). CO2 emissions from syngas were higher (19% v/v) compared to that
from gasoline (15% v/v). CO emission was low, indicating complete combustion in
the engine. However, syngas operation resulted in higher NOx emission
(∼4500 ppm), compared to gasoline operation (∼1500 ppm).
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4.3 Compressed Ignition (Diesel) Engine

Diesel engine is a type of reciprocating IC engine, called compression ignition
(CI) engine. However, in CI engine, air is compressed first, and then, the fuel is
injected in the CI engine allowing the engine to design for high compression ratio.
Several studies reported performance of diesel engine (with little modification)
running on syngas. Homdoung et al. [49] tested the modified diesel engine running
on 100% syngas. The modification to the engine included changes to the com-
bustion chamber, reduction of compression ratio, mounting of ignition system in
place of injector nozzle, and mounting of air–gas mixer. The tar content of the
syngas (LHV of 4.64 MJ/m3) was reduced using gas cleaning system to below
50 mg/m3. The highest engine efficiency attained was about 24% with the specific
fuel consumption of 5.52 kg/kWh producing 3.5 kW at 1700 rpm. The compres-
sion ratio used was 14:1. CO, and HC emissions were in the range of 0.3–0.4% and
3.5–10 ppm, respectively. Sridhar et al. [43] also investigated performance of a
modified 28 kW diesel engine running on syngas with tar content of about 60 mg/
m3. A new carburetor was developed to ensure that the carburetor maintains the gas
pressure close to that of air pressure, thereby ensuring that the air-to-fuel ratio is set
irrespective of the total air–fuel flow rate. Homogeneity of the fuel and air mixture
entering the engine was effected by long interconnecting duct along with a few
bends (with a large diameter for keeping pressure losses to a minimum) between the
gas carburetor and intake manifold. The maximum power achieved was 20 kW
(engine efficiency of 27.6%, and de-rating of 20–30%) with the compression ratio of
17:1 and mixture energy density of 2.2 MJ/kg. The fuel-specific consumption was
about 4.07 kg/kWh if the syngas density was assumed to be about 1.7 kg/m3. CO
and NOx emissions were in the range of 14.4–57.6 g/kWh and 0.1–0.7 g/kWh,
respectively. Nataraj et al. [50] investigated a single-cylinder, 3.7 kW (at
1500 rpm) diesel engine with compression ratio of 17.5 running on 100% syngas
(energy content of 5–5.6 MJ/m3 and tar content below 50–60 mg/m3). The maxi-
mum power output and engine efficiency were 2.96 kW and 18.9%, respectively.
Engine modification, if any, was not reported. CO, NOx, and HC emissions were in
the ranges of 0.3–0.4%, 40–100 ppm, and 20–50 ppm, respectively. The summary
of recent researches on these engines (natural gas, gasoline, and compressed igni-
tion) is presented in Table 3.

4.4 Gas Turbine

The power plant based on advanced combined cycle gas turbine can offer gross
thermal efficiency of 50–54% at HHV basis [51]. Recent advances in gas turbines
have made these suitable to use syngas with low LHV (7–12 MJ/Nm3) [52].
However, gas turbines are generally very sensitive to gas quality and can only allow
extremely low levels of contaminants including tar, alkali metals, sulfur, and
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[54]

Charcoal longan tree

Downdraft, 5 to 6 kg/h

N/A 

N/A 

4.64

8.2

Diesel  

1 

1800

Changed swirl 
combustion 
chamber to cavity 
piston. 

92 x 90

0.6

14

N/A 

3.17

5.53

23.5%

3.5 to 10 ppm

03,000 to 4,000 ppm

N/A 

N/A 

N/A 

Added ventury type 
air–gas mixer; 
changed compression 
to spark ignition, 

[48]

N/A 

Downdraft,
75 kg/h

N/A 

N/A 

4.90

28

Diesel  

3 

1,500

Converted to 
SI engine, 
develop new 
carburetor 

110 x 116

3.3

17

1.2 to 1.5

20

4.52

27.6%

N/A 

14.4 to 57.6
g/kWh

0.1 to 0.7
g/kWh

N/A 

N/A 

[48]

N/A 

Downdraft,
75 kg/h

N/A 

N/A 

4.90

101

Natural gas 

6 

1,500

Carburetor 
adapted 

130 x 152

12.1

10

1.2 to 1.5

60

5.06

24.7%

N/A 

1.4 to 6.5
g/kWh

0.7 to 2.5
g/kWh

N/A 

N/A 

[52]

N/A 

No gasifier 

N/A 

N/A 

5.79
2)

5.5

Gasoline 

1 

3,600

Two air 
venturies in 
series added 

N/A 

N/A 

N/A 

N/A 

1.39

5.53

19%
(electrical 

eff.)

N/A 

45.3 to 51
g/kWh

1)

0.5g/kWh
1)

254g/kWh
3)

N/A 

(c
on

tin
ue
d)

Recent Advances in Power Generation Through Biomass … 381



T
ab

le
3

(c
on

tin
ue
d)

References 

G
as

ifi
ca

tio
n 

pa
ra

m
et

er
s

En
gi

ne
 p

ar
am

et
er

s
Em

is
si

on
 p

ar
am

et
er

s

Type of biomass

Reactor typeand 
capacity 

Equivalent ratio, ER

Cold gas efficiency, 
% 

Syngas LHV, 
MJ/Nm

3

Engine size, kW

Original fuel type

No. of cylinder

Rated speed, rpm

Modification 
performed

Bore x stroke, mm

Total displacement, 
L 

Compression ratio 
(CR)

Air-Fuel ratio (AFR) 

Max. Brake Power 
produced, kW

Specific Fuel Cons.,
kg/kWh

Engine Efficiency,
% 

To
ta

l e
m

is
si

on

H
C

 
C

O
N

O
x

C
O

2
SO

2

[16]

N/A 

N/A 

N/A 

N/A 

15.3

N/A 

Gasoline 

1 

2,000

N/A 

76.21 x 111.1

0.5

4.5:1 to 20:1

4.25:1

4.6

1.1

36%

0 to 20 ppm

N/A  

4,500 ppm

190,000 ppm

N/A 

[39]

Wood chips

Downdraft,
87 kg/h

0.35

88%

5.6

100

Natural gas 

6 

1,500

Fuel intake 
manifold, 
hydraulic 
governor

132 x 150

12.3

12

1.2

73

3.21

21%

N/A 

N/A 

N/A 

N/A 

N/A 

[56]

Sawdust, 
Sugarcane 

Downdraft 

N/A 

N/A 

4.4

100

Producer gas

N/A 

1,500

None

N/A 

N/A 

N/A 

N/A 

98

4.9 to 5.7

24.3 to 28.2%

N/A 

N/A 

N/A 

N/A 

N/A 

[51]

Wood chips

Downdraft 

N/A 

N/A 

6.2

N/A 

Natural gas 

3 

N/A 

None

N/A 

N/A 

N/A 

N/A 

20

3.5

28%

N/A 

N/A 

N/A 

N/A 

N/A 

[49]

Peach kernels

Bubbling 
fluidized bed

N/A 

N/A 

6.9 

4.7

Natural gas 

1 

3,400

None

71.9 x 65.5

0.3

10

1.7

3.68 

0.49 

26.2%  

N/A 

N/A 

N/A 

N/A 

N/A 

[55]

Rice bran oil 
methyl ester

Downdraft 

N/A 

N/A 

5.60

3.7

Diesel 

1 

1,500

N/A 

87.5 x 110

0.7

17.5

N/A 

2.96

5.78

18.9%

20to 50 ppm

3,000 to 
4,000 ppm

40to 100
ppm

N/A 

N/A 
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chlorine compounds. General limits of contaminants are presented in Table 4 [35].
The use of a properly designed dual-fuel combustion system and their controls is
key to achieving reliable and robust gas turbine operation using syngas generated
from biomass and MSW [52].

An electrical efficiency of 31.5% was achieved by feeding syngas with LHV of
9–20 MJ/Nm3 that was generated from 2 × 80 MW CFB gasification of wood
biomass (moisture of up to 37.5%) in Lahti Energia steam power plant of Valmet,
Finland [53]. The CFB gasifier operated at 5–30 kPa and 750–900 °C using air as
gasification medium, while the steam power plant was run on 120 bar and 550 °C.
The plant achieved nearly 80% of operational availability in 2014 with no major
maintenance issue including no indications of corrosion or erosion on the boiler
tubes; tube manufacturing marking was still visible after 13,000 h of operation.
However, a small amount of dust/slag in gas cooler, and thin dust layer in the boiler
was visible [53].

5 Power Generation from Biomass and MSW Gasification

The power generation through gasification of biomass and MSW is promising
throughout the world, especially in the areas that have abundant availability of
unused biomass and solid wastes and are still not connected to the electrical grid.
Biomass gasification has been known and used since the World War II, when
approximately one million downdraft gasifiers were used to operate cars, trucks,
boat, train, and electric generators in Europe [54]. On the contrary, the use of MSW
in gasification is relatively new as MSW generation is projected to increase globally
from 1.3 billion tons (1.2 kg per person per day) in 2012 to over 2.2 billion tons
(1.42 kg per person per day) in 2025 [55]. Compared to current practices of
incineration and landfill of MSW, gasification is considered superior from envi-
ronmental perspectives as it can produce power without release of methane,
dioxins, and furans (PCDD/PCDF) [29], can reduce the landfill area needed by over
88% [14], and produce non-leaching vitrified slag [30].

Table 4 Typical gas quality requirements for power generation [34–36, 40]

Parameter Boiler Internal combustion engine Gas turbine

LHV (MJ/Nm3) >4 >4 >4
Particulate (mg/Nm3) None <5–50 <5–7
Tars (mg/Nm3) None <10–100 <100–500
Alkali metals (ppm) None <1–2 <0.2–1
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5.1 Co-gasification of Biomass and MSW for Power
Generation

Co-gasification is defined as gasification of a mixture of biomass, waste, or coal to
improve operational reliability and/or achieve low carbon footprint by reducing
greenhouse gas (GHG) emissions [56]. Most reports on co-gasification are based on
a mixture of biomass and coal since the majority of conventional power plants are
steam-based coal power plant and adding biomass to replace some parts of coal can
reduce GHG emissions. Co-gasification of biomass and MSW offers significant
advantages as global MSW generation has been increasing by approximately 69.2
million tons per year [55]. MSW has become a public health hazard by contami-
nating soil, water, and air through leaching and biodegradation processes. As
compared to coal and biomass, MSW can generate additional revenue from tipping
fees that can make the process much more economical. Low operational cost of
MSW gasification can be achieved by deploying gasification technologies (e.g.,
fixed-bed gasifiers) instead of high-power thermal plasma gasification that generally
used for the gasification of wastes [30, 57].

Robinson et al. [58] reported the co-gasification of wood pellets and refused
derived fuel (RDF) in gasification temperature of 725, 800, and 875 °C, with RDF
ratio of 0, 25, 50, and 100 wt% and air as gasification medium and equivalent ratio
of 0.29–0.31 in a bubbling fluidized bed gasifier. The tests resulted in a syngas with
LHV of 4.9–5.7 MJ/Nm3, gasification efficiency of 48–58%, and tar content of 15–
50 g/Nm3. However, agglomeration of ash was found at gasification temperature of
875 °C for all mixtures containing RDF that prevented the steady-state operation of
gasifier.

Similarly, Ong et al. [59] conducted the co-gasification of wood chips and dried
sewage sludge in a fixed-bed downdraft gasifier with sludge ratio of 0, 20, and 33
wt%. The tests generated syngas with LHV of 3.6–4.6 MJ/Nm3 and gasification
efficiency of 63.2% at gasification temperature of 650–900 °C. However, the test
could only use sludge at maximum ratio of 33 wt% due to agglomerated ash that
leads to blockage of gasifier.

Narobe et al. [60] performed the co-gasification of wood pellets and plastics with
plastics ratio of 0, 25, 75, and 100 wt% on 100 kW dual fluidized bed gasifier with
steam as gasification medium (steam-to-carbon mass ratio of 2.3) and using olivine
as heterogeneous catalyst. The experiment resulted in syngas with LHV of 16 MJ/
Nm3 at plastic ratio of 75 wt% in gasification temperature of 850–900 °C and
generated tar of 0.2–1,3 kg/h with syngas flow rate of 7–17 kg/h. Elevating plastics
content in feed lowered syngas yield but increased fractions of ethane and ethylene
and decreased CO2 in syngas.

A co-gasification of switchgrass and MSW has recently been conducted at
Oklahoma State University. The proximate and ultimate analysis of the feedstocks
is summarized in Table 2 for MSW-3 and switchgrass. The ratio of MSW on the
feedstock was varied from 0, 20, 40, and 60%. The gasification used downdraft
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reactor with thermal capacity of 60 kW and equivalent ratio of 0.20; air was used as
the gasification medium. The feedstock throughput was constantly maintained at
95 kg/h. The co-gasification resulted in the syngas energy content (LHV) of 6.47,
6.76, and 6.72 MJ/Nm3 and cold gas efficiency (CGE) of about 68, 59.4, and 58.6%
for MSW ratio of 0, 20, and 40 wt%, respectively. The co-gasification produced
stable and maximum power output of 5 kW at all MSW ratios (0, 20 and 40 wt%)
using 10 kW natural gas SI engine and confirm system workability for off-grid
power generation application. Details regarding this are provided elsewhere [61].

At large scale, co-gasification of MSW and bottom ash has been reported [25].
With the feedstock throughput of 251.8 ton/day and using oxygen rich air (36%
oxygen) as gasification medium, the operating temperature inside the gasifier
(combustion and melting zone) reached 1,000–1,800 °C and generated syngas with
LHV of 4.4 MJ/Nm3. With the total plant capacity of 50 MW consisting of steam
turbine and gas engine, total power output of the steam turbine and gas engines
reached 9.0 and 1.6 MW, respectively, with cold gas and power generation effi-
ciencies of 54.6 and 18.9%, respectively, and with the average power generation of
408 kWh/t-MSW [25]. The PCDD/PCDF in the flue gas was 0.0082 ng/Nm3, much
lower than the local regulation of 0.05 ng/Nm3 [25].

5.2 MSW Gasification Using Plasma Technology

Among thermochemical treatment processes, gasification using thermal plasma
(“known as plasma gasification”) seems one of the most appropriate and proven
technologies to deal with various components of MSW. The comparison between
plasma gasification and other thermochemical treatment processes is summarized in
Table 5.

Generally, plasma technology can be classified into two groups: thermal or
equilibrium plasma and non-thermal plasma [57]. The main characteristics of
thermal plasma are the use of extremely high temperature, high intensity,
non-ionizing, and high energy density radiation that can reach temperature of up to
20,000 °C. The main advantages of thermal plasma include high energy density and
high temperature that allow high heat and reactant transfer rate, smaller footprint
size of equipment, and rapid start-up and shutdown [62]. However, the major
drawbacks include high electricity consumption (15–20% of power output of the
plant [24]) and the need to replace electrode due to sputtering that increases the
maintenance cost [63]. In comparison, non-thermal plasma (also known as “cold
plasma”) has lower degree of ionization; thus, it is generated either at low pressure
or at lower power, or in different pulsed discharge systems, requiring much less
power consumption [57, 64]. Thermal plasma can be classified into four categories:
direct current (DC) electric discharge, alternating current (AC), or transient arcs
(e.g., lamps, circuit breakers, or pulsed arcs), radio frequency (RF) inductively
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coupled discharge, and microwave discharge. The non-thermal plasma can also be
classified into several categories, which are corona discharge, pulsed corona dis-
charge, dielectric barrier discharge, spark discharge, and atmospheric pressure
plasma jet. The differences among these categories are discussed in more detail
elsewhere [64]. A MSW plasma gasification with capacity of 300 ton/day using
four 300 kW plasma torches operated in Utashinai, Japan, producing syngas with
high CO and H2. The syngas generated was used to produce steam for powering
steam turbine producing 8 MW power. However, about half of total power output
was used for the plant operation [65].

Table 5 Comparison between plasma gasification and other thermochemical technologies for
MSW [24, 30, 37, 53, 74]

Parameters Incineration Conventional
gasification

Pyrolysis Plasma gasification

Process goal To convert
wastes into
high-temperature
flue gases

To convert
wastes into
syngas
consisting
primarily of CO,
H2, CH4

To convert
wastes into
mainly
bio-oil and
syngas

To convert wastes into
high-quality syngas

Temperature
(°C)

850–1200 550–900 500–800 >4000

Pressure Atmospheric Varies Slight over
atmospheric

Atmospheric

Fuel created Not applicable Syngas Bio-oil and a
small
fraction of
syngas (CO
and H2)

Syngas

Emissions SO2, NOx, HCl,
PCDD/PCDF,
particulates

H2S, HCl, COS,
NH3, HCN, tar,
alkali,
particulates

H2S, HCl,
NH3, HCN,
tar,
particulates

SO2, NOx, HCl,
particulates

Ash Is composed of
ferrous metal,
nonferrous metal,
and inert
materials

Is a vitreous slag
that can be used
as construction
aggregate

Contains
high carbon
are disposed
as industrial
waste

Is an inert,
non-hazardous and
non-leaching glassy
slag that can be used as
construction aggregate

Gas cleaning
system

Treatment is
mandatory to
meet the air
pollution
standard

Syngas must be
cleaned before it
can be used.

Syngas must
be cleaned
before it can
be used

Complex syngas
cleaning system is not
required as tars, and
other pollutants are
vitrified in slag

Power
generation
efficiency

3–30% 14–35% Not
applicable

20–40%
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5.3 Recent Commercialization of MSW Gasification
for Power Generation

Several power plants using plasma gasification, mostly using plasma torches that
run on high temperature (>4,000 °C), have been reported (summary of plants
operating since the late 1990s is in Table 6). Among these plants, several have
stopped operating due to inconsistent supply of feedstock or inefficient operation.
However, many plants are operational and economically competitive because of
their uniqueness of processing complicated MSW feedstock such as medical and
hazardous wastes.

6 Environmental and Emissions Standards

The environmental pollutants produced during power generation through gasifica-
tion of biomass and MSW are available either in three forms: (1) ash/slag, (2) fly
ash/flue gas, and (3) engine emissions. Among the elemental pollutants generated
(shown in Table 7), hazardous and lethal pollutant that are of major concern include
PCDD/PCDFs and tar that can be significantly reduced by the limited oxidizing
environment of gasification and robust syngas cleaning system.

Ash generated from biomass/MSW gasification must comply with pertinent
standard. Leaching test and acid extraction are the common method used to mea-
sure potential to contaminate groundwater. Table 8 shows contaminants from
gasification of a MSW power plant with capacity of 50 MW and associated stan-
dard [25].

Table 9 compares the emission performance of a biomass gasification power
plant using steam cycle with emission standards. The plant used CFB gasifier and
operated at 5–30 kPa and 750–900 °C, while the steam power plant was run on
120 bar and 550 °C. Among the emissions, NOx emission was dominant
(∼161 mg/Nm3), but still under the EU and USA standards.

MSW gasification offers considerably high reduction of emissions as compared
to incineration and landfill disposal with gas capture. MSW gasification generates
only about 1 kg of CO2 equivalent per kWh of generated power, while landfill with
gas capture produces approximately 2.75 kg/kWh and incineration releases
approximately 1.6 kg/kWh of power generated [66]. MSW gasification generates
31 g of NOx and 9 g of SO2 per ton of waste, while landfill releases 68 g of NOx

and 53 g of SO2 per ton waste, and incineration generates more than 192 g of NOx

and more than 94 g of SO2 per ton waste [66].
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7 Economics of Power Generation from Plasma
Gasification

Plasma gasification is one of the most promising thermal conversions of
waste-to-energy (WtE) technologies. A number of plasma WtE projects were
deployed throughout the world with varied capital cost depending upon the tech-
nology used. In UK, for instance, total waste processing capacity can reach over
978,000 tons per year in 2021 as a number of advanced waste gasification projects,
mostly for power generation, are under construction including high-temperature
plasma gasification (>4,000 °C) of Tees Valley that has a capital cost of around
13,000 USD/kW [15]. However, due to technical difficulty and hard economic
return, the Tees Valley project has been discontinued since 2016. As comparison,
an integrated biomass gasification combined cycle (IBGCC) power generation has a
capital cost of 2,319 USD/kW that includes preparation of yard, gasifier, and
supporting systems, and prime movers (gas turbine and steam turbine generator)
and supporting systems [67]. Compared to other thermal processing technologies
such as incineration, pyrolysis, and thermal plasma (high temperature), to date the
gasification of biomass and MSW using air as gasification medium still exhibits
greater economic return including lower construction cost and lower unit cost per
generating capacity (based on a comparative analysis of commercial facilities at the
scale of 250 tons per day (tpd) in the USA as shown in Table 10 [68]).

Table 8 Leaching and acid extraction test results of ash disposed from MSW gasification power
plant [25]

Contaminants Leaching test Acid-extraction test

Measured JIS standard RCRA standard [103] Measured JIS standard

Cd <0.001 mg/L <0.01 mg/L 1.0 mg/L <5 mg/kg <150 mg/kg

Pb <0.005 mg/L <0.01 mg/L 5.0 mg/L 18 mg/kg <150 mg/kg

Cr6+ <0.02 mg/L <0.05 mg/L 5.0 mg/L <5 mg/kg <250 mg/kg

As <0.001 mg/L <0.01 mg/L 5.0 mg/L <5 mg/kg <150 mg/kg

Total Hg <0.0005 mg/L <0.0005 mg/L 0.2 mg/L <0.05 mg/kg <15 mg/kg

Se <0.001 mg/L <0.01 1.0 mg/L <5 mg/kg <150 mg/kg

CN – – – <1 mg/kg <50 mg/kg

F – – – 172 mg/kg <4000 mg/kg

B – – – 260 mg/kg <4000 mg/kg

Metal Fe – – – 0.18 mg/kg <1.0%

Ba – – 100 mg/L – –

Ag – – 5.0 mg/L – –
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8 Conclusions

This book chapter reviews power generation from biomass and MSW through
gasification for distributed power application. Gasification is a promising technol-
ogy to reduce MSW carbon footprint, to generate electricity at remote locations
utilizing local resources, and to support sustainable management of MSW. Running

Table 9 Emission performance of 2 × 80 MW CFB gasifier steam power plant using wood
biomass at Lahti Energia, Finland [53]

Emissions Measured EU standard [53, 104,
105]

US EPA standard [104,
105]

NOx (mg/Nm3) 161 200 264
SO2 (mg/Nm3) 7 50 63
CO (mg/Nm3) <2 50 45
Dust (mg/Nm3) <2 10 11
HCl (mg/Nm3) <1 10 29
HF <0.5 1 n.a
TOC <1 10 n.a
PCDD/PCDF
(ng/Nm3)

<0.002 0.1 0.14

Mercury, Hg
(mg/Nm3)

<0.0001 0.05 0.06

Cd + TI (mg/Nm3) <0.0003 0.05 (Cd) 0.02 [106]
Sb + As + Co+
Cr + Cu + Mn+
Ni + Pb + V

<0.03 mg/
Nm3

Total 0.5 mg/Nm3 (Pb) 0.2 mg/dscm [106]

Note: dscm = dry standard cubic meter of stack gas

Table 10 Comparative economic analysis of thermal technologies for power generation from
MSW [68]

Performance parameter Incineration Pyrolysis Thermal plasma
gasification

Air gasification
for MSW

Capacity in solid waste tpd 250 250 250 250
Conversion efficiency (MWh/
ton @ 8000BTU/lb)

0.7 0.3 0.4 0.9

Cost of construction (Rounded
to $10 MM)

60 40 100 30

Generating capacity MWh/
Day

172 180 108 224

Unit cost US$/kWh generating
capacity

348 222 1000 125

Unit cost (US$K/Ton
Capacity/day)

240 160 960 120
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100% syngas generated from biomass and MSW gasification into commercial
engines, including gasoline, diesel, and natural gas engines, requires minimum
modifications. However, wide commercialization of power production from gasi-
fication of biomass and MSW requires future development to address technical
challenges, especially in removing syngas contaminants and increasing reliability
and efficiency of advanced syngas to power conversion technologies, such as
combined system with fuel cell and advanced gas turbine. Plasma gasification is
another technology suitable for MSW utilization, but high capital and energy
requirement is a barrier for its commercialization. The use of low-temperature
plasma has potential to reduce the power requirement as non-thermal plasma is not
considered energy or capital intensive. Economic feasibility of biomass/MSW
gasification for power production appears more promising at medium scale than
that at small or large scale [61]. However, compared to conventional methods such
as incineration and landfills, gasification is still considered environmental friendly
to reduce release of greenhouse gases and pollutants.
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Solar-Assisted Gasification Based Cook
Stoves

Ankur Kaundal, Satvasheel Powar and Atul Dhar

Abstract Indoor air quality is one of the prime concerns as it relates directly to the
health of occupants. Detrimental pollutants from burning of solid fuels range from
CO to NO, NO2 and suspended particles containing polynuclear aromatic hydro-
carbons pose serious threats to human lives. Incorporation of alternative means of
heating and near-complete combustion of biomass feedstock would be a better
solution to this problem. Gasification based natural draft and forced draft cook
stoves are helpful in improving the wood utilization efficiency and reducing the
harmful pollutants. The combustion unit of gasification based cook stove is
equipped with the provision of primary and secondary air, which facilitates the
combustion and makes near-complete utilization of feedstock practical. Thermal
draft in the chimney, a control unit of overall process generates pressure difference
which facilitates the incoming of primary as well as secondary air and sidewise
keeps the flue gases moving. Utilization of solar heating for preheating the feed-
stock is another step for making the total process efficient. In this chapter, we will
discuss the advantages and challenges of different cook stove designs and feasibility
of incorporating the solar heating in them.

1 Introduction

According to Global Health Observatory data from WHO [1], around three billion
people worldwide rely on biomass namely wood, crop residues, dung cakes, etc., to
meet their day-to-day energy demands. Open fires and conventional cook stoves,
which quite often are inefficient due to improper design, lead to the emission of
harmful pollutants. Females and kids who are engaged to the hearth for longer
durations are subjected to their detrimental effects. Smoke coming out of wood
combustion consists of many harmful compounds, viz. NOx, SOx, CO, volatile
organic compounds (VOC), particulate matter (PM), furans, and dioxins [2].
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Inhaling these compounds can put anyone on cardiovascular risks like cardiac
arrhythmias, heart attacks, and other respiratory diseases [3–5]. Fine PM which gets
inhaled quite easily may lead to the destruction of alveolar wall and disturb the lung
functioning. All these effects though at snail’s pace but due to chronic in nature they
disturb the health of homies gradually and unluckily same is manifested years on.

Hence, it becomes essential to design the cook stove efficiently so as to have
proper combustion of feedstock and simultaneous control over the emissions.
Subsequent sections in this chapter will discuss the various aspects of combustion,
the chemistry of wood burning, requisites for the efficient combustion, and various
attempts which can improve the performance of domestic cook stoves.

2 History of Cook Stove and Biomass Burning

Biomass is a carbon-based organic material that quite often comes from plants and
is supposed to be the oldest source of energy for household applications since our
ancestors learned the secret of fire. Once upon a time when plants used to be alive,
sun’s energy during the process of photosynthesis gets stored in the plants in the
form of carbohydrates [6]. When these carbohydrates in the form of starch and
cellulose burn, chemical energy stored in them is released as heat. So, it can be
stated that burning is the basic form of utilization of biomass energy. Ancient
people started it with an open-hearth fire, and as the time progressed, subsequent
modifications kept on taking place. Then three-stone cooking method or mud/clay
stoves were developed, which went quite popular and are being used extensively
even today. The manufacturing process is quite simple, and any of household
members can fabricate it without any specific tool. But this combustion technique
has some disadvantages, which can be enumerated as follows:

1. Due to the improper intake of air, wood combustion does not take place effi-
ciently. Thus, to gain the same amount of heat output, more quantity of wood
needs to be burnt.

2. Smoke escaping out of the combustion remains in the kitchen due to lack of
specific ventilation, which gives birth to many respiratory disorders and leads to
premature deaths.

3. Because of the improper design, heat of combustion is not utilized properly, and
thus energy in fuel is wasted.

4. Because open flames keep on arising, working with such stove is little chal-
lenging. One needs to be extra careful to avoid any burns or scalds.

It was around 1970s when people started the intensive scientific research on the
efficient working of domestic cook stoves [7, 8]. The phenomenon of flaming
combustion related to wood burning began to study. New designs were developed
using various input parameters such as required quantity of air for proper com-
bustion, also the concepts of primary combustion and secondary combustion were

404 A. Kaundal et al.



introduced. Today, we have several cook stove designs confirming to the norms
issued by controlling authority, e.g., indoor air quality standards by WHO or
acceptable limits set by any particular country’s administration. The thermal effi-
ciency of these cook stoves ranges from 26 to 34% with the natural draft and 36 to
41% with forced draft [9]. Furthermore, the complete combustion in these cook
stoves has brought the emissions of CO, CO2, and other pollutants under control.
Emission of total particulate matter is also under acceptable limits. In short, these
cook stoves have been proven to be better than their predecessors in multiple ways.

3 Chemistry of Wood Combustion

Ultimate analysis of wood shows the weight fraction of different elements present in
it. The weight fraction of carbon in softwood ranges from 50 to 53% and same in
hardwood ranges from 47 to 50% [10]. This variation is due to varying lignin and
other extractable contents in wood. The percentage of hydrogen in almost every
kind of timber is close to 6%. The weight percentage of oxygen ranges from 40 to
44%, and that of nitrogen from 0.1 to 0.2% [10] and sulfur content is as less as
0.1%.

The proximate analysis gives the content of water, tar, char, ash, etc., present in
the wood. Combustible part of the wood is mainly made up of cellulose and lignin.
Cellulose mainly breaks down to release volatile gases, whereas lignin breaks down
to tar and char [11]. Cellulose and lignin are the organic compounds of carbon,
hydrogen, and oxygen. The wood combustion is an indirect burning process, i.e.,
the flaming combustion is the result of reactions between oxygen and gases released
from material and not the material itself. On the application of heat, wooden
material releases gaseous components which show a high affinity toward oxygen to
react and produce flames.

In the thermal decomposition of wood, pyrolysis of cellulose and hemicellulose
both takes place quickly. Decomposition of lignin is comparatively more chal-
lenging as it needs higher temperature than former. In terms of energy requirement
during pyrolysis, hemicellulose and lignin decomposition are endothermic in nat-
ure, whereas decomposition of cellulose is exothermic. The combustion process is
the succession of pyrolysis, which is the thermal decomposition of cellulose. The
entire structure of dry wood comprises of 45–50% cellulose. Shafizadeh [12] has
shown the temperature dependency of cellulose pyrolysis, according to which
pyrolysis in the temperature range less than 300 °C, release of gases in the form of
CO2, CO, and water vapors along with the formation of char take place. Whereas
same in the temperature range above 300 °C, molecules are rapidly depolymerized
to tarry pyrolyzate. Chemical structure of cellulose is shown in Fig. 1.

On the application of heat, cellulose starts breaking down. Product gases either
retain in the material or come out. The entire combustion process is depicted in
following three schematics. Figure 2a shows the wooden surface being exposed to
the external heating. Figure 2b shows the decomposition of structure, where
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volatile components in the form of gases are released by the application of heat.
Figure 2c shows the combustion process where these gases react with oxygen and
generate more heat. The temperature due to this exothermic reaction is quite high so
as to make it a luminous and flaming combustion. More heat on the surface
accelerates the volatilization and continues the reaction. These processes can also
be related in terms of temperature ranges in which they occur [15–17] as follow:

1. All loosely held moisture content evaporates in the temperature range of 100–
170 °C.

2. Gases, viz. carbon monoxide, carbon dioxide, and condensable vapors spring up
in the temperature range of 170–270 °C.

3. Reaction with oxygen and hence exothermic reaction starts at 270–280 °C,
which can be manifested by a subsequent rise in temperature as heat generation
keep on taking place.

4. Even without an external source of heat, this rise in temperature can be seen up
to 400–450 °C. The maximum temperature of 600 °C can be witnessed by
supplying external heat.

3.1 Phenomenon of Combustion in Cook Stoves

Any wooden biomass stores chemical energy, which is released as the result of the
combustion process. Combustion is essentially a chemical reaction between pyr-
olyzed gaseous products and oxygen. The output of this reaction is manifested in
the form of heat and high-temperature luminous flame. A pot can be brought to the
direct contact of flame, and heat energy can be utilized. Combustion in domestic
cook stoves is usually premixed and diffusion type in nature. In premixed com-
bustion, feedstock and air are mixed before their entry into burning chamber or
before the ignition in burning chamber. This air is known as the “primary air,” and
along with the application of external heat, it is responsible for the release of
pyrolysis gases. In short, this is known as primary combustion.

Rest of the air supplied during the process is “secondary air.” Oxygen present in
the secondary air reacts with pyrolysis gases and results in “diffusion flame” [16].
Pyrolysis gases tend to rise from the wood surface that is why this flaming com-
bustion is visible at a certain height from the wooden feedstock. We have yet
another flame called “premixed flame,” which is present in primary combustion, but

Fig. 1 Chemical structure of cellulose [13]
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“diffusion flame” is remarkably dominant on the former one. It is the diffusion
flame, which one sees during the combustion. Hence, the proper intake of primary
and secondary air is remarkably important in efficient working of the cook stove.
The quantity of air and the location where to feed it from are some parameters those
need to be worked upon to make combustion an efficient one.

External Hea ng

Pyrolysis Products

Heat of Combus on

Vola les 

Char

Oxygen

(a)

(b)

(c)

Fig. 2 a Surface exposed to external heating [14], b Pyrolysis products escaping out of surface
[14], c Combustion: reaction between pyrolysis gases and oxygen [14]
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3.2 Chain Reactions

A chain reaction is a form of chemical reactions where the product of one reaction
triggers other reactions to take place. Combustion of gaseous components is a chain
reaction. Any chain reaction is characterized by three steps [17, 18]:

1. Initiation phase: In this phase, various chain carriers are formed as a result of the
thermal decomposition in the presence of primary air. These may be atoms like
H, O or free radicals like OH, CHO, and CH.
For a chemical reaction X2 + Y2 → 2XY , chain initiation reaction is given by

X2 +M →
k1, k2X +X +M

2. Propagation phase: These chain carriers react with molecules present on the
reactant side and generate new chain carriers. The newly generated chain car-
riers follow the predecessors and continue the same. This promotes the reaction
and propagation takes place. Chain propagation reaction with X and Y as free
radicals is as follows:

X + Y2 → k2XY +Y

Y +X2 → k3XY +X

3. Termination: Termination takes place by breaking the chain which happens
either by eliminating the chain carrier from the reaction or by adsorption on
another surface like container walls. Chain termination reaction is given as:

X +Y +M → k4XY +M

It is also possible that during the propagation stage more than one chain carriers
are formed resulting in multiple further reactions at one time, known as chain
branching, responsible for rapid combustion. Chain branching is characterized by
the formation of two radicals from a reaction that consumes only one radical that
will last till there is no trace of any reactant. Example of a chain-branching reaction
is

O+H2O→OH +OH

4 Performance Analyses of Cook Stoves

There are certain parameters which can be used to assess the performance of a cook
stove. At present there are some manufacturers having a good market, but whether
their designs meet the standards or not hold substantial importance. Following are
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the parameters along with descriptions, which one can rely on for the scientific
performance specification of cook stoves.

4.1 Thermal Efficiency

Thermal efficiency in simple words is the ratio of output and input regarding heat
gained and energy supplied, respectively. Energy supplied is in the form of the
calorific value of wood. When wooden feedstock is subjected to combustion,
chemical energy stored in it is released as heat. Utilization of this heat in some
application is output. Attempts to minimize the heat loss to surroundings will be
reflected by a consequent rise in thermal efficiency.

Thermal efficiency test starts with the identification of a number of outputs. For
instance, a single pot stove will have one output. There might be some extra
attachments like water heating coil inside the stove or any other thermic fluid heating
coil. Any such modification will add to the number of outputs. One needs to be
careful to consider all these while calculating the heat gain. Sometimes people
sprinkle an easily combustible fluid on wooden feedstock, e.g., kerosene oil either to
get an easy start or to accelerate the combustion. Energy content in terms of the
calorific value of such oil must be added to the input energy supplied. Different wood
samples have varying moisture content, which gives incorrect results if tested
without monitoring. Moisture meter or any similar device can be used to continu-
ously monitor the moisture percentage in wood. Samples under consideration shall
be dried to attain same moisture content. This value is generally kept around 5% [19].

Assume the following notations for heating of water in a single pot.

m = mass of water in pot (kg)
M = mass of vessel with lid in (kg).
Mfuel = mass of wooden feedstock consumed (kg)
CVfuel = calorific value of wood (kJ/kg)
Mk = mass of kerosene oil used (kg)
CVk = calorific value of kerosene oil (kJ/kg)
T1 = initial temperature of water (°C)
T2 = final temperature of water (°C)
T3 = final temperature of water in last pot at the end of combustion (°C)
n = total number of pots used
Cw = specific heat of water (=4.186 kJ/kg/°C)
Cv = specific heat of pot material

The thermal efficiency can be calculated from following formula:

η=
½ðn− 1Þ× ðM ×Cv +m×CwÞ× ðT2 − T1Þ�+ ½M ×Cv +m×CwÞ× ðT3 − T1Þ�

ðMfuel ×CVfuelÞ+ ðMk ×CVkÞ ×100
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The first term in the numerator corresponds to first (n− 1) pots, which are heated
from temperature T1 to T2, whereas the second term corresponds to nth pot, which
is heated from T1 to T3. The first term in denominator relates to energy content in
wooden feedstock and the second one to that in kerosene oil.

Finally, power output rating which is the total energy gained per unit time is
calculated as:

P=
M
∙
×CVfuel × η

3600× 100
kWð Þ

where M
∙
is consumption rate of wooden feedstock in (kg/h).

4.2 Tests for CO and CO2 Emissions

Control over emissions in cook stove is highly important and can be yet another
parameter to characterize a cook stove. Following methods can be employed for
continuous measurement of CO and CO2 emissions.

4.2.1 Multicomponent Gas Analyzer

Multicomponent gas analyzer is an infrared-based technique used to measure the
concentration of various gases in a sample. The infrared beam emitted by a source
is made to pass through the sample as a consequence of which signals are generated
which relates to the optical energy coming out of the source and being transmitted
through the sample. These signals are characterized by the optical wavelength and
band pass [20]. These signals are manipulated and combined mathematically to
determine the concentration of different species in the gas sample. This system
measures the concentration of species in which absorption spectra is being
overlapped.

4.2.2 Nondispersive Infrared

Nondispersive infrared or NDIR is one of the standard methods of measuring the
carbon oxides, viz. CO and CO2. All gas molecules have a tendency to rotate and
vibrate at a certain particular frequency. These frequencies make unsymmetrical
molecules to absorb light at specific wavelengths. When infrared light is thrown at a
gas sample, each constituent will absorb some fraction of it. The constituent par-
ticles absorb the infrared whose wavelength is almost comparable to the size of a
constituent. Employing an NDIR detector, rest of the wavelength can be measured.
The difference between the amounts of projected infrared and that of non-absorbed
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is proportional to the concentrations of constituents. In short the amount of
absorbed infrared relates directly to the concentration of constituents [21]. Figure 3
shows the schematic diagram of NDIR [22] method.

4.3 Total Particulate Matter

Particulate matter is the constituent of air that is made up of quite small particles of
harmful acids, chemicals, metal dust, soil, and other carcinogenic substances.
Particulate matter is the propagator of cardiovascular, cerebrovascular diseases [23],
and other respiratory disorders. So, the continuous monitoring of total particulate
matter (TPM) holds substantial importance. The gravimetric method employed for
the measurement of TPM consists of the cyclone with a 2.5 μ particle size cutoff
and one Pitot tube. This Pitot tube is used for the measurement of exhaust gas
velocity which in turn helps to calculate the rate at which sample gas flows through
the probe. Another important part of the system is filter paper usually polyte-
trafluoroethylene (PTFE) filter which is employed amid the way of flowing sample
gas. The suspended PM gets deposit on the filter. The weight of filter before and
after the flow is computed, and the difference between them gives the weight of PM
present in flown quantity of sample gas [24]. Thereafter, total concentration of PM
in the sample can be calculated as a weight change of filter paper divided by the
volume of air flown by and is usually expressed in μg/m3.

5 Current Status of Cook Stoves

Table 1 shows the concerning values of different cook stove models. The thermal
efficiency of cook stoves labeled from A to K ranges from 26 to 38%, whereas same
for L to Q ranges from 36 to 41%. The former type corresponds to natural draft
cook stoves whereas later corresponds to the forced draft type cook stove. In forced
draft type cook stoves, provision for external air supply is made either through a

Gas Inlet

Infrared 
Emi er

Op cal Filter

Detector

Gas outlet

Fig. 3 Schematic of nondispersive infrared method
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blower or a fan. This simply shows that externally supplied air paves the way for
improved combustion in the cook stove, and hence the thermal efficiency of later
type is relatively higher than the former ones.

On the other hand, CO concentration in natural draft cook stoves is relatively
higher than forced draft cook stoves. Least value for natural draft corresponds to
cook stove labeled as D and is 0.1141 g/min whereas same goes as high as 2.95 g/
min for cook stove K. If we look at the figures for forced draft, the range of CO
concentration is 0.1015–0.497 g/min, which falls enough short than that for natural
draft cook stoves.

Similarly, from available data, total particulate matter concentration in forced
draft cook stoves falls below 23.214 mg/min mark whereas same for natural draft
cook stoves ranges from 10.14 to 169.8 mg/min. The point to be noted here is that
the traditional cook stoves without any dedicated draft lack the incoming of suf-
ficient air, which is manifested through the poor emission control. The lower value
of CO and TPM concentration in the cook stoves labeled from L to Q shows better
combustion characteristics due to near-stoichiometric availability of oxygen.
Hence, the thermal efficiency value for these cook stoves is relatively high.

6 Solar-Assisted Cook Stove

As discussed in Sect. 3, combustion is a two-stage phenomenon; the primary
combustion comprises of the release of the gases on the application of heat and the
secondary combustion, which is essentially the flaming combustion of already
released gases. Preheating of the cook stove or preheating of the wooden feedstock
through solar concentrators to release the volatile components is the proposed
concept of “Solar-Assisted Gasification Based Cook Stove.”

Solar radiation possesses the densely packed huge potential of energy, the
amount of which provided to the earth in just one hour is equivalent to what is
consumed on earth in one entire year [28]. Solar concentrators are the devices
which collect incoming solar radiations and direct it to a common focus either a
point or a line. Solar irradiance at its origin, i.e., sun is around 63 MW/m2 [29]. The
average value of the solar radiation flux that reaches earth’s surface ranges between
200 and 1000 W/m2. The concentrated radiation flux at the focus is multiple times
of what was incident on the reflector. This multiplying factor is concentration ratio
and is given in Table 2 for various collectors. Following table depicts the various
types of solar collectors, corresponding concentration ratio, and temperature range
that can be achieved.

Parabolic trough, cylindrical trough, and parabolic dish reflector have relatively
high output temperature range. These collectors are not much complex and bulky
and can be installed along with cook stoves, whereas Heliostat field collector,
though features high concentration ratio and temperature range but requires too
large space to install and lots of investment. This type is particularly suitable for
commercial applications only.
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Table 1 Current status of various available cook stoves

Label Name of
Cook Stove/
Manufacturer

Draft
Type

Image Thermal
Efficiency
(%)

CO
(g/
min)

TPM
(mg/
min)

Power
Output
(kW)

Ref.

A Bio-Classic
(Fuelowood)
Front
Feeding

Natural 26.01 0.406 28.19 1.49 [25]

B Vikram Bio
Super
Chullah, Top
Feeding

Natural 31.95 0.750 55.15 2.77 [25]

C Adarsh
Domestic

Natural 28.1 0.393 17.95 1.41 [25]

D Chulika
(Fuel-Wood)

Natural 29.77 0.114 10.14 0.74 [25]

E Digvijay
Chullah- Top
Feeding

Natural 33.44 0.376 40.15 2.46 [25]

F DB-II Natural 33.57 0.372 24.79 2.20 [25]

G EcoRecho
Stove Gadgil
Lab

Natural 32 0.730 – – [26]

H Mirak Stove
Gadgil Lab

Natural 28 0.760 – – [26]

I Traditional
Haitian Stove
Gadgil Lab

Natural 24 1.080 – – [26]

(continued)
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Table 1 (continued)

Label Name of
Cook Stove/
Manufacturer

Draft
Type

Image Thermal
Efficiency
(%)

CO
(g/
min)

TPM
(mg/
min)

Power
Output
(kW)

Ref.

J Prakti Rouj
stove Gadgil
Lab

Natural 38 0.600 – – [26]

K Wood
Burning
stove,
Ordinary,
Ghana

Natural 38 2.950 169.80 – [27]

L Oorja K3 Dlx Forced 37.26 0.101 11.62 1.51 [25]

M TERI SPF
0414S (Front
Feed)

Forced 40.78 0.172 9.59 2.24 [25]

N XXL Eco
Chullah
Stoves

Forced 36.52 0.135 6.69 1.98 [25]

O Eco Chulha
2.5

Forced 39.28 0.497 23.21 3.37 [25]

P Surya FDD Forced 40.9 0.270 19.99 2.50 [25]

Q TERI SPT
0314 Stove

Forced 40.81 0.183 12.32 1.46 [25]
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Parabolic trough collector (PTC) is the compact structures with relatively less
expensive technology and can be used to generate process heat up to 300 °C or
sometimes little more than that. PTCs are fabricated by bending highly reflective
metal sheet into a parabolic profile. The profile is the only important parameter in
case of PTCs and needs to be taken care of. It must be designed so as to capture
most of the incoming solar radiations and focus on the receiver tube, which is
usually a metal black tube surrounded by a glass tube to avoid any heat loss to the
ambient. PTCs can be extended to any length as per the suitability for a particular
application. PTCs can be employed with single-axis tracking. If the collector is
oriented in an east-west direction, it will track the sun from north to south [30]. It is
also possible to do it just the other way round. Since PTC captures the radiations
coming from the mouth of parabolic aperture, it can only use direct or beam
radiations called as direct normal irradiance [29]. Diffuse radiations, which are
deviated or scattered by clouds, dust particles, and other constituents are not of any
utility to PTCs. Figure 4 shows installed parabolic trough collector.

Similarly, parabolic dish collector (PDC) has dish-type structure with point
focus. Because of the very small area of the receiver, concentration ratio is quite
large ranging from 100 to 1000. Temperature around 500 °C can be easily obtained
in PDC. They need to be oriented so as to track along two axes for maximum
efficiency. Thermal energy gained by the circulating fluid is further carried on for a
particular application. Figure 5 shows installed parabolic dish-type collector.

Similarly, we have yet another category called Scheffler concentrator (SC),
which is particularly suitable for cook stoves. This is quite similar to PDC, but the
point focus is far away from the concentrator structure. That means while SC is
located outside in sunlight, cooking pot can be placed inside the kitchen. This

Table 2 Concentration ratio and temperature range of various solar collectors [30]

Motion Collector type Absorber
type

Concentration
ratio

Temperature range
(°C)

Stationary Flat plate collector Flat 1 30–80
Evacuated type
collector

Flat 1 50–200

Compound parabolic Tubular 1–5 60–240
Single-axis
tracking

Linear Fresnel
reflector

Tubular 10–40 60–250

Parabolic trough
collector

Tubular 15–45 60–300

Cylindrical trough
collector

Tubular 10–50 60–300

Two-axis
tracking

Parabolic dish
reflector

Point 100–1000 100–500

Heliostat field
collector

Point 100–1500 150–2000
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concentrator is essentially a small lateral section of a big paraboloid. Temperature
around 400 °C can be easily attained here. Hence, all kind of cooking, frying, etc.,
are possible (Fig. 6).

Fig. 4 Installed parabolic
trough collector. Image
Courtesy: German Flabeg FE
GmbH, Flabeg Research and
Development Division

Fig. 5 Installed parabolic
dish collector Image
Courtesy: Solartron energy
systems

Fig. 6 Installed Scheffler
concentrator [47]
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6.1 Conceptual Designs for Incorporation of Solar Heat
with Cook Stove

Following are some of the methods, which derive their concept from existing
technologies and can be employed to use concentrated solar heat along with a cook
stove:

6.1.1 Cook Stove Surrounded by a Jacket of Molten Salt

Use of molten salt as heat transfer fluid in solar collectors has been proposed by
several researchers [31]. Commonly used synthetic oils can be used below 400 °C
in various applications. According to Yang et al. [32, 33], molten salts can be used
in the temperature range of 450–500 °C. A molten salt mixture of NaNO3 and
KNO3 with 60:40 wt% has a melting point of 238 °C and can be used in solar
collectors up to 565 °C [34]. Similar constituents with 50:50 wt% have a melting
point of 220 °C and can be used in applications up to 550 °C [33]. The melting
point is a little constraint because after sunset or during night time system will get
choked after solidification of the mixture. Thermal storage system needs to be
strong enough to cope with these requirements. Another alternative is to go with
ternary mixtures of NaNO3 and KNO3 with other alkali and alkaline earth nitrates.
For instance, a mixture of LiNO3, NaNO3, and KNO3 in the ratio 30:18:53 of
weight percentage melts at 120 °C [34]. Some binary mixture like 68% KNO3 and
32% LiNO3 has a melting point of 133 °C [35]. This temperature range is relatively
easy to be managed with thermal storage system.

Herrmann et al. [36] discussed the storage system with nitrate salt inventory,
nitrate salt storage, and oil-to-salt heat exchanger as the primary components. Heat
energy can be interchangeably exchanged as per application requirement with
high-pressure hot fluid on tube side and salt mixture on shell side [36] in shell and
tube heat exchanger. Yang et al. [37] studied the design of molten salt receiver to
enhance heat transfer and found that heat transfer Nusselt number of spiral tube is
almost three times than that of a smooth tube. Grena et al. [38] studied linear
Fresnel collector using molten nitrate salt and found 550 °C as the output
temperature.

Furthermore, molten salt mixtures are quite cheap and environment-friendly
[39]. Therefore, they can be used along with cook stoves. Figure 7 shows one
similar concept in which parabolic trough heats up the molten salt mixture and same
is circulated in a jacket surrounding the cook stove body. The heat of molten salt
either preheats the combustion unit or preheats the wooden feedstock, so as to
facilitate the release of volatile gases.
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6.1.2 Direct Heating Through an Optical Window

In direct method of heating, concentrated solar radiations are made to pass through
a cavity onto the combustion chamber. This method does not require any inter-
vening medium to exchange heat. Hence, efficiency and output temperature ranges
are relatively higher in this method. According to Meng et al. [40] using curved
quartz window and cup-shaped porous absorber, the peak temperature of 794 °C
can be obtained under optimized conditions. Sarker et al. [41] investigated the use
of recirculating metallic particles to enhance heat transfer and found that 10%
metallic particle concentration in air can raise the temperature of air to 557 °C at an
optimized flow rate. This temperature otherwise would be around 200 °C less in
non-recirculating case. Kribus et al. 42] studied the geometric design of cavity and
suggested truncated-cone-shaped cavity to achieve high transmission rates. Janajreh
et al. [43] used the concept of a black body to absorb most of the radiations.
Combustion chamber can be enclosed by an external enclosure having a hole or
cavity. Solar radiations once entered through this cavity will remain entrapped
because of multiple internal reflections and heat up the combustion chamber almost
uniformly.

Steinfeld et al. [44] studied the optimum aperture size and optimum temperature.
Following equation [44] can be used to deduce a relation between aperture radius
and temperature attained.

Tmax =
αIC
εσ

� �0.25

Here C is the mean flux concentration ratio within aperture radius r and is given
by

C=
Paperture

πr2I

Cook Stove

Chimney

Fig. 7 Cook stove surrounded by a jacket of molten salt
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Paperture is the amount of solar radiations intercepted by the aperture. α and ε are
absorptivity and emissivity, respectively, and I is the direct normal irradiance.

Figure 8 shows the direct use of concentrated radiations with cook stove through
an optical window. Radiations once made to pass through an optical window on the
outer enclosure remain entrapped, and because of the minimum reradiation losses
combustion chamber is heated up.

There are some other methods of carrying direct heating like the use of high heat
capacity refractory honeycomb [45] on the outer enclosure. Concentrated radiations
are focused on its surface, and resulting heat is slowly and uniformly diffused
through it. Combustion chamber gets heat almost uniformly and paves the way for
combustion process inside it. Scheffler concentrator is particularly suitable for this
type of solar heating. Because the focus of concentrator is far away from the
structure, so cook stove can be placed inside the kitchen, or any other suitable place
and Scheffler concentrator is placed outside in the sun.

However, the addition of extra attachments with these cook stoves will impact
the economics and people in rural and remote areas are not affluent enough to
procure such stoves directly. But the improved features in these cook stoves can
motivate them to adopt them. Rural people are often seen to believe the idea of
contraption for maximizing the efficiency of their equipment. They need to be made
aware of the improved features in solar-assisted cook stoves like increased effi-
ciency, lesser amount of feedstock required. Furthermore, reduction in emission of
harmful gases by making provision for proper natural or forced draft will also pave
the way, which otherwise lead to chronic respiratory disorders. In short, it is going
to be one time investment and leads to sustainable utility.

Op cal win-
dow

Fig. 8 Concentrated solar
radiations through an optical
window
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7 Summary and Outlook

According to World Energy Council report [46] out of total energy consumption in
2015 through various resources, the contribution of solar was just 0.45%. This
indicates gross underutilization of available solar resources to us. Solar-assisted
cook stove is an attempt to utilize solar heat in the day-to-day applications. As
discussed earlier that wood combustion is an indirect one, i.e., it is not of wood and
oxygen but between pyrolysis gases released from wood and oxygen. The release of
these pyrolysis gases, i.e., primary combustion requires external heating. The
subsequent portion of the feedstock is subjected to release these gases by the heat of
already combusted feedstock. If concentrated solar heat is capable of performing
this primary combustion either completely or partially, ample amount of feedstock
can be saved. For the same amount of heat output from cook stove, the quantity of
feedstock used would be less in the case of solar assistance. Removing the moisture
present in wood through preheating by concentrated solar heat is yet another way to
improve combustion characteristics. So it can be concluded that using concentrated
solar heat in either way will improve the economics of domestic cook stove
substantially.
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Part IV
Advanced Technologies of Gasification



Dual Fluidized Bed Gasification
of Solid Fuels

Sminu Bhaskaran, Saurabh Gupta and Santanu De

Abstract In dual fluidized bed gasification technology, the gasification/pyrolysis

and combustion reactions are decoupled and conducted in two separate fluidized bed

reactors connected by circulating inert or catalytic bed material. Hence, a nitrogen-

free high-quality syngas is produced. The configuration obviates the need of a

capital-intensive air separation unit. It is a complex reactor system, and the chal-

lenge lies in selecting appropriate bed material/catalyst, understanding flow patterns

and heat transfer characteristics, and designing and operating such a system. This

chapter reviews the basic concept, critical components, hydrodynamics, and process

characteristics of this technology presenting the current state of the art.

Nomenclature
AER Adsorption Enhanced Reforming

BFB Bubbling Fluidized Bed

CFB Circulating Fluidized Bed

CFM Cold Flow Model

CV Calorific Value
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DFB Dual Fluidized Bed

DFBG Dual Fluidized Bed Gasifier
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FT Fischer Tropsch

HDS Hydrodesulfurization

PAH Polycyclic Aromatic Hydrocarbons

SNG Synthetic Natural gas

VTU Vienna University of Technology (TU Wien)

1 Introduction

Gasification is a process of converting solid fuels (coal, biomass, or other carbona-

ceous feedstock) into a combustible gas (called synthetic gas or syngas) through a se-

quence of thermochemical reactions. Gasification has many industrial applications,

e.g., power generation, production of liquid fuels and other useful chemicals.

The gasification involves several phenomena such as, the endothermic processess

like drying, devolatilization and char gasification, the exothermic combustion of char

and volatile hydrocarbons, and the transport of heat, mass, and momentum. If the

endothermic and exothermic processes are conducted in a single fluidized bed, by

injecting air and/or steam as gasification agents, the heat transfer between the sink

(gasification) and the source (combustion) is direct. But, in such systems, the syngas

produced is diluted with inert nitrogen present in air, and the resulting gas has lower

calorific value. Nitrogen dilution may be avoided either by using pure oxygen as

the gasification agent in place of air, or by physically separating the gasifier and the

combustor using a dual fluidized bed system. The former option requires installation

of air separation unit to produce high concentration of oxygen. In the latter option,

the endothermic and exothermic processes are decoupled into two fluidized beds

which are interconnected by circulating inert bed materials as a carrier of heat. The

concept of DFBG process is depicted in Fig. 1. Between the above two approaches,

the advantage of DFB gasifier is the production of high calorific value syngas without

the need of capital-intensive air separation unit.

The research work on DFB gasifier can be categorized into cold flow studies and

hot flow studies. The cold flow studies are used to investigate the hydrodynamic

characteristics, whereas the hot flow studies are used to investigate the reactions and

reactor performance of DFB gasifiers. In Sects. 2 and 3, the components of DFBG

and the bed hydrodynamics are presented, respectively. Steam is usually used as the

gasification agent in the DFB gasifier, which produces syngas without nitrogen dilu-

tion. The feedstocks for DFBG can be either coal, biomass, or even waste materials

like plastics. The technical feasibility of different feedstocks is examined in Sect. 4.4.

The bed material used in DFB system has mainly two functions: (1) to act as a heat

carrier from the combustor to the gasifier and (2) to act as a carrier of unconverted

char, which is dispersed in the bed material, from gasifier to combustor [7]. The

commonly used inert bed material is silica sand due to its relatively better thermal

properties and attrition resistance [35]. The details of different bed materials used in
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Fig. 1 Concept of dual fluidized bed gasification

DFBG are discussed in Sect. 4.3. Cleaning of tar and other impurities in the product

gas for DFB gasifier are examined in Sects. 5 and 6. Section 7 concludes the chapter

along with the discussion on future prospects of the technology.

2 Components of DFBG

The main components of DFBG are the fluidized beds, the gas–solid separators, and

the connecting components. In DFBG, a low-velocity bubbling/turbulent bed is usu-

ally used for gasification, whereas high-velocity circulating bed or riser is used for

char combustion [68]. Pure oxygen or steam is used as the fluidizing media in the

gasifier, whereas air is usually used in the combustor. The combination of bubbling

bed and high-velocity circulating bed (riser) ensures the solids movement between

the beds [20]. Also, this combination ensures higher fuel residence time for slow

gasification and tar reforming reactions compared to the combination where com-

bustion takes place in bubbling bed and gasification in riser. In order to maximize the

gasifier efficiency, the fuel allocation between the gasifier and the combustor should

be optimized by proper hydrodynamic design (refer Sect. 3). At the exit of the riser,

the solids need to be separated from the flue gas before it is circulated to the bub-

bling bed. Cyclones are usually used to separate solids from the gas. The solids are

transferred between the two beds without the interchanging of gases by employing
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(a) (b)

Fig. 2 Schematic of dual fluidized bed gasifier: a at VTU, Austria [49] and b Milena, ECN [41]

connecting components, e.g., mechanical valves or non-mechanical valves, such as,

loop seals or L-valves. In DFB gasifier, non-mechanical valves are preferred over me-

chanical valves, since the former one work based on hydrodynamic principles with-

out carrying any moving parts and hence experience less operational breakdowns.

The schematic of two different DFBG designs are shown in Fig. 2. The number of

loop seals can be one (either top or bottom) or two (top and bottom) depending on

various designs. The bottom loop seal transfers solids from the bubbling bed to the

riser, whereas the top loop seal transfers solids from the riser to the bubbling bed.

The other components are standpipe and downcomer. The standpipe supplies solid

materials from the bed to the loop seal at the bottom, whereas downcomer supplies

solid materials from the solid–gas separator either directly to the bed or to the top

loop seal. In this section, the features and working principles of each of these com-

ponents are discussed.

2.1 Bubbling Fluidized Bed

A fixed bed of particles is incipiently fluidized, when a gradually increasing gas ve-

locity reaches minimum fluidization velocity, Umf . When the gas velocity is further

increased, the extra gas flow in the form of bubbles. The portion of the bed outside

the bubbles is called as emulsion phase. The bed comprising both emulsion phase

and bubbles is known as dense bed. The bubbles are erupted at the surface of dense

bed and flows into the space above it. This region is called as freeboard. Some-
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Fig. 3 Gas–solid flow

structure in a bubbling

fluidized bed [5]

times, the bubbles entrain some solid particles into the freeboard. A further increase

in gas velocity, especially in deep beds, causes formation of slugs or gas bubbles

of size comparable to size of the bed. This is called as slugging. The next regime,

upon increasing the gas velocity is turbulent bed, where the bubble and emulsion

phase are violently agitated. The structure of bubbling fluidization regime is shown in

Fig. 3. A detailed description of fluidization regimes may be referred in the literature

[5, 22, 33].

In DFBG, the solid fuel is injected into the bubbling bed, and it gets dispersed into

the bed material. The fluidization medium is steam. The solid particles experience up

and down circulating motion, until it finds its way to the standpipe. Sometimes, the

distributor plate is kept inclined to facilitate the movement of solids to the standpipe

[31]. The gas mixing is characterized as complex two regions with near mixed flow
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in emulsion phase and near plug flow in bubble phase and freeboard. The gas–solid

contact is poor, if wider bubbles are present in the vessel [37].

2.2 Riser

The riser is operated under fast fluidization regime. The fast fluidization regime is

defined as follows: The turbulent fluidization transforms into fast fluidization when

the gas velocity is well above the transport velocity (Utr) of the largest bed material.

Beyond Utr, solid particles fed to the bottom of a vertical vessel transverses it in fully

entrained flow, and the concentration of the resulting suspension depends not only

on the gas flow rate but also on the solid flow rate [69]. The solid flow rate should

be sufficiently high to maintain a high solid concentration in the vessel. The main

characteristics of fast fluidized bed are high slip velocity between the gas and solid,

formation and disintegration of particle agglomerates, and dispersed plug flow gas

mixing and near-perfect solid–solid mixing [5].

The hydrodynamics of fast fluidized bed (Fig. 4) is explained with core-annulus

two-zone model, with upflow of gas and entrained solids in a dilute central core and

down flow of dense strands or clusters in a thin annular region at the wall [21]. The

solids are vertically distributed into two regions, a lower dense region with constant

solid fraction and an upper lean region where the solid fraction falls exponentially

with height toward the saturation carrying capacity of the gas. The boundary between

the regions is highly diffused [34].

2.3 Gas–Solid Separators

Gas–solid separators are used in DFBG to separate the hot bed materials from the

riser and play an important role to complete the circulation loop. The solids are sepa-

rated from the gas by means of the following internal forces: inertial and/or centrifu-

gal. There are mainly two types of separators: cyclones and inertial separators. Cy-

clones are the common devices in process industries and conventional power plants,

as they are especially used to clean the exhaust gases from particulate matters. The

cyclone installed in DFBG necessitates its operation under very high temperatures

and solid concentration. The overall effect of temperature on cyclone is to reduce

the collection efficiency, as the collection efficiency of cyclone is proportional to the

square root of the solid–gas density difference and gas viscosity [5]. Internal refrac-

tory lining is provided to protect the wall from high temperature and to reduce the

radiation and natural convention heat losses. Sometimes, the outer skin temperature

would be still high, and in that case, water or steam jackets are provided for better

thermal efficiency.

In inertial separators, the inertial forces on solids separate it from gases. The gas–

solid suspension passes through an inlet nozzle and a series of obstacles, and changes
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Fig. 4 Gas–solid flow

structure in a circulating

fluidized bed [22]

the flow direction frequently. The flow velocity of the suspension is reduced in the

diverging nozzle (diffuser), reducing the solid-carrying capacity of the gas. The solid

particles, because of its higher inertia, try to follow the original direction and are

intercepted by the obstacle and fall down due to gravity (refer the settling chamber

in Fig. 2b). The inertial separators are typically designed for coarse particles (>10–

20 µm) and are characterized by simple construction, low cost, and low pressure

drop.
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Fig. 5 Functioning of loop

seal (Adapted from [6], with

permission from Elsevier)

2.4 Non-mechanical Connecting Valves

Loop seals are the most commonly used non-mechanical connecting component.

The function of the loop seal is to transfer the solids from the low-pressure region

to the high-pressure region and at the same time prevent gas from short-circuiting

through the low-pressure path. The solid movement is established by proper aeration

of the valve, and the gas seal is obtained by ensuring appropriate amount of solids

in the standpipe. The operation of loop seal is delineated by Basu and Butler [6],

as shown in Fig. 5. The main parts of a loop seal are standpipe, supply chamber,

recycle chamber, weir, and recycle pipe. The base of the standpipe acts as supply

chamber, which has opening at least at one side. This opening connects to the recycle

chamber through a horizontal passage. The recycle chamber has an opening at its top

by using a weir, and this opening connects to an inclined recycle pipe. The recycle

pipe extends to the bed.

The standpipe can be considered as a moving packed bed. Because of the opening

at the supply chamber, the solids falls into the horizontal passage forming a slope.

The angle of the slope is determined by the inter-particle frictional force (angle of

repose). If air is injected perpendicular to the column (vertical aeration) and/or at

the bottom of the supply chamber, the inter-particle frictional force is reduced and

solids flow further in the horizontal passage toward the recycle chamber. The solids

in the recycle chamber are fluidized in the bubbling regime causing the bed to expand

beyond the weir. Thus, the solids flow over the weir into the recycle pipe.
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Fig. 6 Variation of solid

circulation rate with respect

to loop seal aerations

(Adapted from [53], with

permission from Elsevier)

The gas sealing is achieved due to the pressure drop across the loop seal. The

important feature of a loop seal is that the pressure drop across it is automatically

adjusted against the pressure variations in the riser. This is possible due to the pres-

sure drop characteristics of the packed bed in the standpipe. Hence, the aeration

velocity in the supply chamber should not exceed the minimum fluidization veloc-

ity, otherwise the solids in the standpipe are fluidized, and any further increase in air

flow will not increase the pressure drop across the standpipe.

The solids circulation rate in DFB system is directly varied by changing the loop

seal aeration velocities, even though the gas velocity in the riser also influences the

solid circulation rate. Seo et al. [53] studied the changes in the solid circulation rate

against the different loop seal aeration velocities, such as supply chamber aeration

velocity (Ug,sc), recycle chamber aeration velocity (Ug,rc), and vertical aeration ve-

locity (Ug,vertical) by cold model experiments and numerical simulations. The results

are shown in Fig. 6. The solid circulation can be effectively controlled by varying

the loop seal aeration velocities. However, loop seal aeration cannot be increased

beyond a certain limit, after which the pressure seal in the standpipe is broken. This

defines the maximum operable velocity of the loop seal. Similarly, if the loop seal

velocity is reduced below a certain value, the pressure drop across the standpipe falls

below a value required to drive the solids.

Larsson et al. [36] reported the effect of the bed material properties on the aeration

gas pathway in the loop seal. When low-density particles (2600 kg/m
3
) are used,

about 80–90% of the steam used for fluidization of a loop seal follows the direction

of bed material , whereas only 65% (approximately) of the steam used for fluidization

of the loop seal follows the direction of the bed material when high-density particles

(3300 kg/m
3
) are used. This forms a basis to calculate the effective steam-to-fuel

ratio in the bubbling bed. The loop seal dynamics and gas carryover characteristics

need to be studied further for its efficient design and control of solid circulation rate.
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3 DFBG Hydrodynamics

The knowledge of hydrodynamics is a fundamentally important and common aspect

in the modeling, design, and scale-up of DFBG. The main hydrodynamic parame-

ters of interest in DFBG are bed geometry, bed material, fuel and gas residence times

at different regions of the fluidized beds, gas–solid mixing efficiency, dispersion of

char in bed material, gas dispersion in axial and radial directions, solid circulation

rate, gas leakages in the reactors, etc. All these parameters depend on the complexity

of flow within the reactors and loop seals [54]. The hydrodynamic measurements are

very difficult or are expensive in industrial scale units under hot conditions. Hence,

a cheap and convenient option to resemble the hydrodynamics of an actual plant is

a scaled down cold flow model, operating at ambient conditions [9, 38]. The other

features of cold flow model are easy handling, requirement of only minor experimen-

tal equipments, and possibility of visual observation of macroscopic flow structures

[59]. The procedure followed for the hydrodynamic matching in the scaled down

model is explained below.

Glicksman’s scaling relationships for dynamic similarity of fluidized beds are the

far most used scaling criteria which have proven its applicability to give satisfactorily

agreement between hot fluidized rig and scaled down cold flow model (CFM) [18].

It sets a group of dimensionless numbers that should be matched while scaling down

the hot fluidized bed. A full Glicksman criteria is found to be very difficult to fol-

low because of very little freedom to fix the dimensions of CFM. Hence, researchers

generally adopt simplified sets of Glicksman criteria, which give more freedom in

choosing the scaling ratios [9, 46]. These criteria are applicable under high viscous

dominated (Rep < 4–5) or high inertia dominated limits (high Rep) [17]. The new

set is Froude number

(
u20
gD

)
, the solids to gas density ratio

(
𝜌p

𝜌g

)
, the ratio of superfi-

cial gas velocity to minimum fluidization velocity or flow number

(
u0
umf

)
, the reactor

height to diameter ratio

(
L
D

)
, the dimensionless flux

(
Gs

𝜌pu0

)
, the particle sphericity,

and the dimensionless particle size distribution. Shrestha et al. [59] report a compre-

hensive list of scaling criteria used by different researchers.

An extensive review on cold flow models on DFB is given by Shrestha et al. [59].

Since, only a few hydrodynamic studies exist exclusively on DFBG, we extend our

literature review to CFB studies to get useful insights. The major factors studied in

cold flow experiments are pressure profile, solid circulation rate, and the hydrody-

namic stability of the system. The most commonly used experimental technique to

measure the solid circulation rate is as follows: The aeration at the non-mechanical

valve is stopped abruptly at time zero, and the height of solids accumulation ‘𝛥z’ at

the standpipe is noted against a given time interval, ‘t’. Then a rough approximation

of the mass flux is given by, m = 𝛥z
t
∗ 𝜌b ∗ Adc. But, care should be taken by opti-

mally fixing the measurement interval, since solids removal from the riser may decay

the riser pressure drop and may affect the steady operation of DFB system [38].
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Karmakar and Datta [24] studied pressure profile and solid circulation rate in their

cold model DFB setup, where the control of solids circulation between the fluidized

beds is done with L-valves both at upper and lower positions. L-valve is another

simple kind of non-mechanical valve. The pressure profile observed in their setup is

shown in Fig. 7. The highest pressure drop is observed at the upper L-valve connect-

ing cyclone and bubbling bed, followed by the lower L-valve connecting bubbling

bed and riser. This proves the functionality of non-mechanical valve to make the

solid circulation and gas seal, possible simultaneously. The effect of riser velocity

on solid circulation rate, as observed, in their study is shown in Fig. 8. It is observed

that the solid circulation strongly increases with riser velocity. They attributed this

to the fact that the increase of upward drag force results in increase of net rising

particle velocity. The strong coupling of solid circulation rate with riser velocity is

also reported by other researchers [10, 32]. But there is a limit in the enhancement

in solid circulation rate by the riser velocity, since solid circulation rate falls after

reaching a maximum value while increasing the riser velocity. This is explained as

follows: There is a saturation level in solid-carrying capacity of the gas for a par-

ticular bed material used. However, before attaining this saturation, the feed rate to

the riser may act as a limiting factor. The feed rate to the riser is limited by the loop

seal conditions and the high static pressure experienced at the riser [58]. After the

Fig. 7 a Pressure profile observed in a dual fluidized bed gasifier, b Schematic of the cold flow

model with the arrows show the air flow direction (Reprinted from [24], with permission from

Elsevier)
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Fig. 8 Effect of riser

velocity on solid circulation

rate with different particle

size (Adapted from [24],

with permission from

Elsevier)

feed rate to the riser is reduced, the solid holdup at the bubbling fluidized bed may

increase at higher riser velocities. Lim et al. [39] caution the excessive increase in

riser velocity, since it increases the chances of flue gas and air getting bypassed from

riser to bubbling bed and increases the nitrogen dilution of product gas. It is found

that gas velocity to BFB has negligible effect on solid circulation rate, but proper

fluidization is required for smooth circulation [59].

Charitos et al. [10] investigated the stable operating region with two particle sizes

(142 and 230 µm) by varying the riser velocity in the cold model of a calcium loop-

ing DFB, consisting of a loop seal for solid transport from BFB to riser. There are

three regions of operation, as shown in Fig. 9. They are the region of stable riser

Fig. 9 Operational regions

observed in a calcium

looping dual fluidized bed

with two different particle

sizes: a 142 µm and b 230

µm (Adapted from [10],

with permission from

Elsevier)

(a)

(b)
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operation bordered by a slugging region at lower velocities and a region of unstable

riser operation at higher velocities. These minimum and maximum limits of stable

operation increase with the total solid inventory (TSI) for both the particle sizes.

It is found that above the maximum velocity the riser operation becomes unstable

in a manner that there are undesirable sinusoidal fluctuations of pressure drops at

different locations in the loop.

The knowledge of hydrodynamics is a prerequisite while designing the DFB gasi-

fication process. The mixing of fuel particles with bed material in BFB and its trans-

port from BFB to riser determine the relative conversion of fuel in the gasifier and

the combustor. The heat and mass transfer rates, and hence the overall reaction rate,

are determined by the extent of gas–solid contact in the beds. The details of DFB

gasification process and the effects of operating conditions and design parameters

on gasifier performance are discussed in the next section.

4 DFBG Process

In this section, the existing literature on DFBG is reviewed from its process point of

view, describing the syngas production, the quality of syngas, the favorable condi-

tions to produce better quality syngas and the gas cleaning technologies. The theo-

ries of solid fuel gasification and combustion in the context of DFBG are explained

shortly in the next paragraph. The details of kinetics and thermodynamics of gasifi-

cation processes are given in [60] and [23].

When a biomass or coal particle is injected into the gasifier, it undergoes two

distinct chemical processes; devolatilization of raw fuel and gasification of residual

char. These two processes may undergo simultaneously, at high heating rate, or one

after another, at low heating rate [60]. As the temperature of coal particle increases,

by virtue of radiation and convective heat transfer from the hot sand particles, mois-

ture is driven out in the initial stages, and devolatilization starts in a temperature

range of 300—350 °C. The volatiles released undergo gas phase secondary cracking

reactions and steam reforming reactions. The condensible hydrocarbons, which re-

main in the product gas even after these secondary pyrolysis reactions, are usually

termed as tar. The tar content or its dew point should be minimized below a particu-

lar limit to avoid fouling issues in the downstream processing equipments of product

gas. The devolatilization of coal generates a highly porous char structure. These hot

char particles undergo gasification reactions with the volatiles expelling out from

the solid fuel (internal gasification) and also with the steam injected. To maintain the

heat balance, the circulating bed material transports portion of the char to combustor,

where it undergoes combustion with the oxygen present in injected air. The oxygen

molecules have to diffuse through the pores from the bulk phase to the reactive sites

on the surface of porous char particles. There are three distinct regimes for the char

reaction rate based on the reaction temperature: (i) around 300–500 °C, where the

rate is influenced by intrinsic chemical reaction rate, (ii) around 500–800 °C, where

the rate is influenced by both intrinsic reaction rate and pore diffusion limitations,
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Table 1 Product gas compositions observed in different DFBG studies against the specified oper-

ating conditions

VTU, Austria [20] GoBiGas, Chalmer’s

University [3]

Milena, ECN [20]

Type of fluidized bed

(gasifier/combustor)

BFB/CFB BFB/CFB CFB/BFB

Temperature,°C

(gasifier/combustor)

900/1000 873/920 850/925

Power 8 MWth 20MWbiomethane 0.8 MWth

Bed material Olivine K2CO3 activated

olivine

Sand

Gas composition, vol

%

H2: 35–45 H2:39.9 H2:31

CO:20–30 CO:24.0 CO:27

CH4:8–12 CH4:8.6 CH4:14

CO2:15–25 CO2:19.9 CO2:22

Tar, g/Nm
3

1.5–4.5 20.5 40

and (iii) above 800 °C, where the rate is influenced by the limitation imposed by only

external mass transfer. Because of the transport limitations, the heterogeneous reac-

tions involving char are relatively slower, whereas the gas phase reactions are faster.

The typical timescale for pyrolysis is about 10 s, whereas it can be several minutes

for char gasification [70].

The typical product gas composition as observed at three different DFBG studies

of different scales are tabulated in Table 1. The H2 to CO ratio ranges from 1.4 to

1.6. The CV and H2 composition of the syngas can be further improved by incorpo-

rating Adsorption Enhanced Reforming (AER) technology, where CaO is added to

the bed material to selectively adsorb CO2 present in the gasifier and transport it to

the combustor.

4.1 Effect of Operating Conditions

The operating conditions which influence directly the product gas quality and yield

in DFBG are temperature, pressure and steam-to-biomass ratio. The air flow rate to

riser do not directly influence the product gas quality but should be fixed based on the

design of fluidization regime, and it is usually in excess to stoichiometric amounts. If

the riser temperature does not reach the required value, it may be necessary to inject

additional fuel to the riser.

A higher gasifier temperature favors the endothermic reactions and increases the

H2 and CO contents. From the perspective of tar content, higher temperature en-

hances secondary tar cracking reactions and reduces tar content in the syngas [40].

But, practically, it is very difficult to go to higher temperature beyond 900 °C in gasi-

fier, under DFBG operation. Also, the maximum temperature is usually limited by
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Fig. 10 Operational

temperature range for

different feedstocks [14]

the melting temperature of ash present in the solid fuel, due to bed material agglom-

eration and associated problems. The effect of inorganic content on gasifier perfor-

mance is explained in Sect. 4.4. The range of operational temperature for different

feedstocks and the effect of higher and lower temperatures on the gasification process

are shown in Fig. 10.

The pressurized gasifier offers economic advantages due to reduced gasifier size

and reduced cost of product gas compression prior to chemical synthesis or burning

the gas in gas turbine combustor. Besides this, high pressure operation has positive

effect on the gasifier performance, especially for certain applications like generation

of SNG. In general, with pressure, the carbon dioxide and methane yield increases,

carbon monoxide yield decreases, and hydrogen and tar yield remain more or less

constant [40, 63]. The changes in gas yield can be explained based on the changes in

the gas phase reactions, like acceleration of water gas reaction kinetics and decrease

in reforming of hydrocarbons (Le Chatelier principle). Especially, the increase of

methane with pressure is linked to changes in secondary hydrocarbon reactions.

A higher steam-to-biomass ratio has a positive effect in gasifier performance in

terms of higher hydrogen yield and lower tar yield. The value of steam-to-biomass

ratio should account for the water content in biomass and generally ranges between

0.8 and 1.1 in DFBG [45]. The accurate measurement will account the split fraction

of steam injected at the loop seal, between the gasifier and combustor. In DFBG,

only less than 10% of steam injected take part in the process and the rest exit the

gasifier unreacted [12]. So, an improved gasifier design with better steam utilization

factor can enhance the positive effects of higher steam-to-biomass ratio.

4.2 Effect of Fuel Feed Location

There are generally two fuel feed locations to the bubbling bed of DFBG, viz. on

the bed and in the bed. It is found that the fuel feed location influences the gasifier

performance in terms of product gas composition, gas yield, and tar content. With

on-bed fuel feeding, the major differences observed compared to in-bed fuel feeding

are significantly higher CO content and lower H2 content in the product gas, higher

amount of product gas, and higher tar yields. Figure 11 shows the comparison of
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Fig. 11 Changes in temperature profile and product gas composition with respect to fuel feed

locations (Adapted from [26], with permission from Elsevier)
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product composition and gasifier temperature profile, between the two feed locations.

When fuel feeding location is on the bed, the fuel meets the hot bed materials in the

freeboard, and most of the pyrolysis process is completed there with higher heating

rate. This results in product gas composition more similar to pyrolysis gas with higher

tar content [19]. The gravimetric tar content increases from 1.5 to 9.7 g/Nm
3
, and

product gas yield increases from 27.52 to 30.68 Nm
3
/h, when the fuel feed location

is changed from in-bed to on-bed [65]. When the feed location is in bed, the fuel

heating rate is lower and the pyrolysis gases are subjected to higher residence time

in the gasifier and increased contact with catalytic bed materials. These factors favor

the steam reforming reactions, increasing the hydrogen content and improving the

utilization factor of steam.

In short, the on-bed feeding is favorable in terms of higher gas amount and gas

calorific value, but not favorable in terms of gas quality due to higher tar content. So,

the choice should be made according to the end use of product gas. For example, if

the product gas is immediately used without cooling for heating applications, higher

calorific value will be advantageous, but if the product gas is used for generation of

synthetic fuels or gas turbine applications, the higher tar content will be problematic.

4.3 Effect of Bed Materials

As mentioned earlier, silica sand is the most generally used bed material in fluidized

bed gasifiers mainly because of its thermal properties. Since silica sand does not

exhibit catalytic activity toward fuel conversion reactions, it can be considered as a

reference material in comparing the performance of different catalytically active bed

materials. The use of active bed materials is attractive, especially due to the reduction

of tar with in the gasifier and increase of total solid fuel conversion to syngas. The

effects of bed material properties on fuel conversion can be summarized in terms

of the thermal effect, the catalytic effect, the ash-enhanced catalytic effect, and the

oxygen transport effect [7].

The thermal effect of bed material on fuel conversion is exerted based on the func-

tion of bed material as a heat source. For example, silica sand predominantly influ-

ences gasification process by its thermal effects. Presence of catalytic species present

in the matrix of bed material crystals, e.g., Mg and Fe in Olivine ((MgFe)2SiO4), can

exert catalytic effects on fuel conversion. Sometimes, calcination or heat treatment

of olivine particles is done to increase the availability of active species on the surface

of particles [11]. In situ calcination of bed material can also happen after around one

week of gasifier operation [7].

The alkali and alkali earth metals present in the inorganic content of the fuel

show catalytic activity toward the tar reaction and steam gasification of char [1,

42, 61]. The interaction of these metals with bed material species can inhibit or

enhance its original catalytic activity. For example, Si reacts with the alkali to form

stable silicates and inhibit the activity. Alternatively, alkali metals bond reversibly

with the bed material, forming more active compounds. This effect is known as the
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Fig. 12 Formation of layer on used olivine. Fuel is wood with an ash composition of 55% CaO

(Reprinted with permission from [29]. Copyright (2011) American Chemical Society)

ash-enhanced catalytic effect by bed materials. By forming such reversible bonds,

the active inorganic species present in ash are distributed throughout the DFB. Under

certain conditions, over a longer run, the active inorganic species are coated on the

bed material particle. This buildup of ash layer is the reason why certain bed material

like olivine shows enhanced activity over a long run [30]. The energy-dispersive X-

ray images of fresh and used olivine particles point to ash layer formation during

a DFBG run as shown in Fig. 12. The variation of H2/CO ratio (Fig. 13) and tar

reduction (Fig. 14) after one week of operation is reported by Berdugo Vilches et al.

[7].

As investigated in chemical looping combustion, the Fe content in the bed mater-

ial can transport some oxygen from combustor to gasifier due to its cyclic oxidation

and reduction. This oxygen can oxidize some part of the product gas and increase

the char conversion in the gasifier. So, it is important to consider the effect of oxygen

transport by the active bed materials while designing the DFBG process [2].

A comparison of product gas compositions observed in a DFBG while using dif-

ferent bed materials is given by Pfeifer et al. [45], as shown in Fig. 15. The bed ma-

terials considered for study are three natural minerals: silica sand, olivine, and lime-

stone and two synthetic materials: Fe-supported olivine and Ni-supported olivine.

The catalytic effect of olivine is evident here, and the changes in gas composition

Fig. 13 H2/CO ratio on first

day and after 1 week for

different bed materials.

Fuel-Wood pellets,

Steam-to-fuel ratio = 0.8,

Gasifier

temperature=740–760 °C

(Adapted with permission

from [7]. Copyright (2016)

American Chemical Society)
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Fig. 14 Amount of tar in product gas on first day and after 1 week for different bed materials. BTX

fraction not available for bauxite. Conditions same as that of Fig. 13 (Adapted with permission from

[7]. Copyright (2016) American Chemical Society)

Fig. 15 Comparison on performance of different bed materials in terms of permanent gas compo-

sitions (Reprinted from [45], with permission from Springer)

are attributed to enhancement of shift reaction and increased conversion of hydro-

carbons to CO and H2 by steam reforming and dry reforming reactions [31]. Fur-

ther, it can be seen that, with limestone significantly higher H2 composition of 50%

dry basis is achieved. It is attributed to the selective transport of CO2 from gasifier

to combustor by the CaO/CaCO3 system via cyclic carbonation and calcination. It

is recommended to use limestone as an additive to silica sand rather using as bed

material due to higher attrition rates of limestone. Even CaO content as low as 0.1–

0.2 kg/kg is sufficient to attain a gravimetric tar reduction by about 70–90 % [52].

The addition of Ni to olivine further improves the performance of olivine as bed

material in DFBG in terms of good permanent gas compositions and tar reduction

upto two orders of magnitude [44].
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4.4 Effect of Feedstocks

In many studies, the feedstock used in DFBG is wood pellets, mainly because of its

favorable characteristics of low ash content (<1%). But other kinds of feedstocks

are also tested for its technical feasibility with DFBG. They consist of agricul-

tural residue (straw), coal (lignite and bituminous), waste sludge, plastics, and their

blends. These feedstocks vary in their properties especially in terms of ash content,

ash melting temperature, and volatile matter content, and hence in some extreme

cases, special considerations should be given while designing the process. Schmid

et al. [50] compared the effects of different biomass feedstocks on DFBG operation in

their 100 kW test facility. The feedstocks considered are softwood pellets, hardwood

chips, straw pellets, blended pellets of 40% straw and 60% wood, and sewage sludge

pellets. The ash content is significantly high for sewage sludge and straw compared

to wood. The ash melting point of 720 °C makes the fuel with 100% straw not suit-

able with DFBG operation because the temperature in gasifier or combustor usually

crosses above 800 °C. Under such situations, fuel blending is a good strategy to gen-

erate feedstock with comfortable properties for gasifier operation. Figure 16 shows

the gas composition, tar, dust, and char contents in the product gas observed for dif-

ferent feedstocks. The variation of product gas composition obtained with different

feedstocks may be attributed to two factors: the changes in pyrolysis behavior due to

variations in cellulose or lignin contents of the fuels, and/or the changes in catalytic

activities of the inorganic components present in the ash. The high ash content of

the sewage sludge results in a product gas loaded with more dust particles (inorganic

fines) compared to other fuels. Schweitzer et al. [52] report that the main challenge

in utilizing biogenic waste materials as feedstocks, is in handling of product gas im-

purities such as tar, NH3, H2S, and Cl. They studied steam gasification of sewage

sludge and livestock manure in a 20 kW DFBG test facility, and not experienced bed

agglomeration issues at a gasifier temperature of 820 °C.

Coal, as a feedstock for DFBG, is characterized by its lower reactivity, higher

fixed carbon and ash contents, higher sulfur and nitrogen contents, and presence of

fine particles, compared to biomass. The most popular technology for coal gasifica-

tion is entrained bed technology, where the gasifier temperature is typically high in

the order of 1600 °C. At this temperature, low reactivity of coal and its higher ash

content are not problematic, because complete conversion is mostly achieved even in

a single pass and the ash is recovered in the form of molten slag. But, as mentioned

in the introduction of this chapter, entrained bed technology finds itself difficult to

compete with combustion-based power production on economic basis, especially for

low-rank coal. Hence, it is advantageous to widen the feedstock range of DFBG to

coal, especially as a CCS enabled technology. Kern et al. [25] studied the feasibility

of high-ash coal (31%db) in DFBG, and the product gas composition is found to be

relatively good. The interesting point to be noted in their study is that the carbon con-

version in gasifier is only 36.41% as against the carbon conversion in entire DFBG

of 93.13%. This is attributed to the lower volatile matter content and lower reactivity

of coal. Due to the higher carbon allocation to combustor, it is not needed to inject
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Fig. 16 Changes in product gas quality with different feedstocks [50]

additional fuel, unlike biomass as feedstock, to maintain the temperature. But the test

is performed only for 8 h, and the effect of ash buildup on the gasifier operation is not

characterized. The ash buildup can exert a positive impact on gasifier performance,

if catalytically active species are present in ash, and under such condition, the bed

material being injected to the reactor to make up the losses due to attrition can be

gradually reduced in subsequent gasifier operation. However, it may also lead to bed

material agglomeration problem, if the concentration of the species, which lowers

the ash melting temperature, exceeds beyond a certain critical value.

DFBG also runs with plastic wastes, either as a stand-alone fuel [64] or on blend-

ing with biomass [66] or lignite [27]. The product gas is characterized with signif-

icantly high tar content in the range of 100 g/Nm
3
, when polymers are gasified in

DFBG. The tar mainly consists of PAH and aromatics and also results in formation

of tertiary tars on polymerization of tar components in the gas mixture [64]. Hence,

it is necessary to further develop technologies to control or reduce the tar in product

gas, when this kind of feedstocks are gasified.

5 Gas Cleaning

Purification and conditioning of product gas are unavoidable for almost all appli-

cations of syngas, except in direct combustion of product gas immediately after

gasifier. The product gas needs to be processed to remove particulate matters, or-
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ganic impurities (tar), and inorganic impurities like compounds of sulfur, nitrogen,

chlorine, and any alkali/heavy metals. The extent of gas cleaning required depends

on the downstream application of syngas. In general, more stringent conditions on

minimum level of impurities in syngas are required for fuel or chemical synthesis

compared to combustion of syngas in gas turbine combustion chamber or internal

combustion engines, since the activity of the catalysts used in the synthesis process

is very sensitive to small amounts of impurities. The level of impurities in the syngas

depends on the type of gasification unit. Since DFBG operates at lower temperature

under non-slagging condition, the syngas is relatively loaded with tar, dust, and un-

converted carbon fines. Sulfur-based impurities (H2S, COS, SO2) and nitrogen-based

impurities (NH3,HCN) depend on the sulfur and nitrogen contents in the feedstock.

Hence, the gas cleaning technologies developed for high pressure and high tempera-

ture based entrained bed coal gasifiers are not suitable for atmospheric pressure and

medium temperature based DFBG. A detailed description of different gas cleaning

techniques is not under the scope of this chapter, and hence it is limited to couple

of case studies related to DFBG (refer Sects. 5.1 and 5.2). Since tar handling and its

reduction techniques directly affect the cold gas efficiency and product gas quality,

a separate section is devoted to tar reduction (refer Sect. 6).

5.1 Fischer Tropsch Diesel from Syngas by Kim et al.

Kim et al. [28] employ a two-stage gas cleaning system in their integrated DFBG

facility to produce Fischer Tropsch diesel. The first stage consists of conventional

gas cleaning system to remove particulates and tar by cyclones, gravity-based dust

collector, wet scrubber, and demister filter. By providing refractory lining, the tem-

perature of raw gas is maintained, till it reaches the wet scrubber in order to pre-

vent tar condensation and chocking. The demister filter removes the entrained water

droplets, condensed tar, and fine dust. Since the gasifier operates at atmospheric pres-

sure, and the downstream physical absorption of impurities and FT synthesis operate

at high pressure, the gas is compressed and stored to 6 MPa. The gas storage helps

to smoothen the fluctuations, if any, in gas production. The gas enters second stage

acidic gas removal stage where the impurities like CO2, H2S, and COS are removed

by Rectisol
TM

process. The Rectisol
TM

process uses chilled methanol as physical

solvent to absorb acidic gases from syngas. The solubilities of acidic gases are fa-

vored by low temperature and high pressure conditions [55]. The typical absorption

conditions used by Kim et al. [28] are –30 °C temperature and 2 MPa pressure. The

methanol exiting the absorption tower is regenerated by flashing and N2 stripping.

The average removal efficiencies for CO2, H2S, and COS observed in their study for

an operational duration of 500 h are shown in Fig. 17 . It is reported that the tar, if

any remains in the syngas from the upstream cleaning stage, also gets dissolved in

methanol.
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Fig. 17 Removal of acid

gas impurities from syngas

by Rectisol
TM

process [55]
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5.2 Synthetic Natural Gas from Sygas by ECN

The energy research center of the Netherlands (ECN) employs OLGA tar removal

technology in their synthetic natural gas production facility, which converts the syn-

gas from MILENA dual fluidized bed gasifier [47]. The raw syngas first passes

through a hot gas filter operating at 450 °C to remove the dust particles. Then the gas

is directed to an oil-based gas scrubbing process, OLGA. The concept of OLGA is to

selectively remove different classes of tar components from raw syngas, so that the

dew point of tar is brought below the minimum temperature observed in the process

chain. A classification of tar components for this purpose is given by Bergman et

al. [8]. Hence, the key idea of OLGA process is to remove the tar-related problems

(fouling), rather attaining a complete removal of all tar components [48]. In OLGA

process, the tars are separated, first by condensation of heavy tars by cooling the gas

from 450 °C to just above the water dew point and second by absorption of light tars.

Since OLGA process is operated above the water dew point, there is no mixing of

water and tar and hence a water treatment plant is not needed. An efficient clean-

ing system should not remove the permanent gases and light hydrocarbons such as

methane, acetylene, or ethylene to any appreciable amount, so that the initial cold

gas efficiency of the gasifier is maintained during the cleaning sequence, as the case

with OLGA process. OLGA system is composed of a collector, absorber, and strip-

per. Heavy tars and particles are removed in the collector. The oil removes the light

tar by absorption and is regenerated in stripper, by using N2 as stripping medium.

A simplified flow sheet of OLGA process is shown in Fig. 18. OLGA also removes

other contaminants like thiophene and dioxins from the product gas, besides tar [71].

To remove water and aerosols, the gas passes through a cooler and a filter. Further

sulfur removal is done in HDS system operating at 6 bar pressure. It consists of a

CoMoO catalyst bed to convert organic sulfur to H2S. The H2S is later removed by

adsorption on a ZnO bed. An extensive review on different gas cleaning technologies

are seen in the literature [15, 43, 56, 57, 67].
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Fig. 18 A simplified flow sheet of OLGA process [71]

6 Tar Reduction

The presence of tar in the product gas is one of the main problems that restrict the

commercialization of medium temperature gasification technologies like DFBG. The

tar comprises of a wide spectrum of organic compounds, generally consisting of sev-

eral aromatic rings. It does not pose any major problem in the process as long as it

remains in the gas phase. But, if the temperature, anywhere in the syngas process

chain falls below the dew point of tar, it initiates the fouling and this ultimately can

result in malfunctioning or plugging of the equipment [71], leading to high mainte-

nance cost and frequent operational shutdowns. The photograph of tar fouling in the

pipeline and the equipment is shown in Fig. 19.

The methods to reduce tar content in the product gas are divided into two: primary

methods and secondary methods. In primary methods, the higher organic compounds

Fig. 19 Fouling of pipeline and equipment due to tar condensation (Reprinted from http://www.

thersites.nl/, with permission from ECN, Netherlands)

http://www.thersites.nl/
http://www.thersites.nl/
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are converted into permanent gas components or smaller organic compounds. They

are generally applied with in the gasifier or immediately after the gasifier. The sec-

ondary methods comprise of the physical removal techniques of tar, such as water

scrubbing, OLGA, Rectisol
TM

, as we have seen in the last section. The primary meth-

ods are the most efficient, since the losses of primary heating value of solid fuel is

minimum. The secondary methods are applied over and above the primary methods,

if the latter is found incapable to achieve the target level of tar reduction.

The gasifier design and operation influence the tar conversion with in the gasifier.

For example, the higher gas residence time in the hot region of gasifier results in

lesser tar content because of the thermal cracking of higher hydrocarbons. Also, the

use of catalytic bed materials reduces the tar content, as already explained in Sect.

4.3. Another novel method to reduce tar content is the installation of candle filters

impregnated with reforming catalysts with in the freeboard of the gasifier. Figure 20

shows one such candle filter design. In the experimental facility used by Diego et

Fig. 20 Catalytic candle

filter design for insitu tar

reduction at the freeboard of

bubbling fluidized bed

(Adapted from [13], with

permission from Elsevier)

Fixed bed Catalytic bed

Raw syngas

Dust
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al. [13], the candle filters are installed in a reactor just downstream to the gasifier

of a DFBG, operating with Fe/olivine bed material. The tar content at the outlet of

the candle filter is as low as 0.2 g/Nm
3
(db). Naphthalene is found to be the major tar

content at the outlet of the candle filter loaded with Ni catalyst, because it has highest

resistance to cracking among the tar components detected [16]. Hence, Naphthalene

can be considered as a model compound representing tar, especially in numerical

simulation and design of secondary tar removal systems, under such conditions. The

activity of the catalysts during continuous operation of the gasifier needs to be further

assessed in order to determine its practical implications.

7 Summary and Future Prospects

From the ongoing discussions on various studies reported in this chapter, it is clear

that there is no doubt on the technical feasibility of the DFBG process. But the ma-

jor constraint for commercialization of DFBG plants is the lack of confidence on its

economic feasibility. To date, all the DFBG studies are conducted at atmospheric

pressure to the best of our knowledge. Numerical simulations show that the main

auxiliary power consumption for integrated DFBG operation comes from product

gas compression, during the downstream conversion of syngas [62]. Hence, a pres-

surized DFBG system will improve the net efficiency and also the gasifier capacity.

The steam utilization factor in DFBG is very low, as almost 90% of the steam in-

jected to the gasifier exits unreacted [12]. This results in significant loss of heat and

also increases the water treatment load when the tar mixes with water after condensa-

tion. The possibility of improved gasifier design for better utilization of steam needs

to be investigated further. A gasifier design with better gas–solid contact and longer

gas residence time inside the gasifier is expected to bring significant improvements.

The next generation fluidized bed gasifier being developed at TU Wien, Austria, is a

promising attempt in this regard. In this new design, the gasification reactor is sub-

divided into a lower bubbling fluidization zone and an upper turbulent fluidization

zone, where the hot catalytic bed particles and product gas are in counter current

movement [51].

Tar reforming is another important aspect for the further betterment of DFBG

technology. Even though a superior gasifier design and use of catalytic bed materials

reduce the tar content in the product gas, further conversion of tar and its secondary

removal will be necessary especially for smooth downstream operation of gas turbine

and synthetic fuel generation. The catalytic hot gas filter is a promising technology

in terms of better thermodynamic efficiency, but needs to be further tested under

real gasifier conditions. Further studies need to be conducted to explore fuel flexible

operation of DFBG using different feedstocks, such as high-ash coals, biomass, waste

plastic materials, and their blends.
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New Pathways in Clean Combustion of
Biomass and Coal via Partial Gasification

H. S. Mukunda and Suresh Attanoor

Abstract This chapter addresses studies conducted on a new approach to clean

combustion via gasification process progressing on the earlier work on packed bed

reverse downdraft (REDS) combustion. The additional element is the development

of continuous combustion device. The studies are aimed at the use of prepared

(in terms of size and dryness) biomass in a broad range of densities (100 to 1000

kg/m
3
) in a newly conceived scalable combustion scheme. The range of power lev-

els includes domestic demands (∼ 1 kg/h), semi-industrial needs (3 to 20 kg/h), and

larger industrial requirements (50 kg/h and more). System can deliver hot gases at

a flame temperature from 1150 to 1200
◦
C. In domestic stoves, CO emissions are

within the permissible limits (CO:CO2 ratio of 0.006 ± 0.002) and PM2.5 emissions

showed incremental steady values of a maximum of 30 µg/m
3
. An important aspect

addressed here concerns the mode of assessment of efficiency and emissions from

these stoves. It is suggested that recent expectations of domestic stove emissions need

revision in favor of known concepts from other combustion devices. The second part

is concerned with the use of coal of permitted ash content (of 21%, but up to 34%)

sized to 2–8 mm for thermal applications and clean cold combustible gas applica-

tions. Studies on the flame propagation behavior in packed beds in REDS with air

show rates about half of that with biomass. With air–steam mixtures, carbon con-

version beyond 99% and avoidance of ash fusion are achieved. Operation of the bed

with heated coal (∼ 120
◦
C) and air up to 160

◦
C are considered beneficial to reduce

the flaming time and char conversion times. The fixed bed studies provide inputs for

evolution to mildly fluidizing strategy for complete conversion of coal without ash

fusion.
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1 Introduction

Biomass as a source of heat has been used for over several thousand years, even

before coal became a source of energy. Its widespread availability has led to use more

for fire (known as cooking fire classically) and not flame, the distinction between the

two lying in the fact that in the case of fire, air for combustion enters in a free con-

vective manner and in the case of flame, participation of air is controlled by design

through the use of a fan or blower. Combustion of solid fuels has been practiced in

the last hundred years with increased understanding of the processes. Coal as a fuel

was brought in mostly for generating high pressure and high temperature steam that

would run steam turbines to generate electricity. Since it is mined in select places,

it is transported over distances to power stations distributed over various parts of

countries. One of the differences between biomass and coal is that biomass that is

grown widely and wastes are also widely distributed with intrinsic densities between

300 to 700 kg/m
3

where as coal has much higher density of 1100–1400 kg/m
3
. Also

biomass has ash content of a few percent, but coal has ash content varying from a

few percent to as high as 40% (particularly those mined in India). Since transporta-

tion depends on liquid fossil fuels, it has been mandated in India legally to limit the

ash content to less than 34% by coal beneficiation [17] to enable transportation to

what is essential. In the case of biomass, it is particularly important to convert the

potential disadvantage of the higher transportation cost associated with their lower

density into an advantage by seeking arrangements for their use as much locally as

possible.

Over a period of time, expectations have arisen on the clean combustion in domes-

tic combustion systems (stoves) and industrial processes. In the case of domestic sys-

tems, limiting the emissions of both PM2.5 (particulate matter below 2.5 µm) and

CO for combustion systems based on all fuels—gaseous, liquid, and biomass, has

been the demand. For industrial systems, limiting the additional emissions of NOx
and SOx is introduced for systems based on coal and mixed fuels. Mixing biomass

wastes with coal has been aimed at limiting the emissions as required by the stan-

dards. Seeking higher combustion efficiency of combustion devices and heat transfer

efficiency of heat utilization systems (cooking arrangements of high pressure boil-

ers or other industrial arrangements) helps limit the emission of CO2. The overall

efficiency is measured in terms of KWh/kg fuel (typically 1 to 1.5 kWh/kg biomass

or coal), larger values implying lower fuel consumption for generating the required

energy—electrical or heat and thus lower emission of CO2. Reduction in the raw

fuel used to generate the same output implies reduction in all the emissions. How-

ever, these require careful control of combustion processes more difficult to achieve

with solid fuels compared to liquid or gaseous fuels. The difficulty arises because

fuel related shape, size, moisture fraction, and inorganic content (leading to ash) add

additional features to be accounted for. The most effective approach toward achieving
greater efficiency and limiting emissions comes from gasification.

The use of coal has always been in thermal power stations at several hundreds

of MWe generation implying combustion systems at large throughputs (typically, a
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hundred MWe generation system burns 60 to 70 tonnes per hour of coal). Reducing

the emissions has been conceived through complex downstream clean-up units that

can turn out to be very expensive. One strategy to reduce the emissions is to use the

gasification approach. Since the conversion process leads to a gas throughput less

than half of the burnt-gas throughput, treatment processes become more economical.

Gasification is a controlled process of thermochemical conversion that uses air

(can also use oxy-steam oxidant for synthesis gas generation) with the first step lead-

ing to a raw or clean combustible gas and the next step involving combustion for heat

or electricity generation in internal combustion engines. The process of gasification

can be thought of as sub-stoichiometric combustion. When air enters a packed bed of

sundry biomass pieces, on ignition, the fuel vapors burn with air to produce products

called flaming pyrolysis products that generate a range of intermediate species. Sig-

nificant amounts of CO2, CO, H2, and several complex hydrogenated compounds

of carbon and hydrogen will get produced. These gases pass through a bed of hot

charcoal in which the complex compounds will breakdown to simpler molecules

that further react with carbon to produce a mixture of gases that when finally cooled

and cleaned lead to a mixture having by volume, nearly equal amounts of CO and

H2 (∼ 20%), and half of that as CO2 (∼ 10%) and rest nitrogen. This composition

will be different if oxy-steam gasification is conducted. With fixed bed downdraft

gasification systems, the arrangement of the packed bed will be such that the bed of

biomass will later get converted to a bed of charcoal so that the pathway of the gas

is consistent with the above description of biomass gasification process. Also when

coal of 20 to 25% ash is gasified with air–steam mixture of the best proportions in a

fixed bed, one can get a gas similar to air–biomass gasification. This is because coal

at this ash fraction is more energetic than sundry biomass.

Depending on the application, it is possible to improve the quality of the com-

bustible gas. When it comes to use in internal combustion engines, minimizing the

fraction of most of particulates of all sizes and some higher hydrocarbons (from tens

of ppm to a ppm or lower) is needed. Much early work on a novel ambient pressure-

based open-top gasification technology for biomass in qualifying the gasification

systems [8] for small- and medium-sized reciprocating engines with delivered power

levels of 1 to 250 kWe [15] and a high pressure modification for small gas turbines

of 30 kWe [16] have been reported. Considerable work on high pressure coal gasifi-

cation systems have been reported extensively and the current status of the varieties

of issues around it are described in the US department of Energy Web site [5].

While one would get an impression that large-scale gasification approaches are the

more appropriate choice for current day needs of most countries including India, one

challenging aspect concerns the large-scale introduction of solar photovoltaic power

generation systems. These are being made cheaper for installation with a promise of

much lower tariffs for the electricity generated. Whether this situation is short lived

is less important than that it breaks into conventional investment planning processes

that may not be very difficult to revive subsequently.

It is in this background that one needs to examine alternatives for the need of

biomass and coal in future.
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2 New Avenues for Biomass and Coal

It has been known over time that even downdraft biomass gasifiers have been used

more for heat application than for electricity. One of the reasons is that the quality

of gas demanded by turbocharged reciprocated engines is much higher than for nat-

urally aspirated ones, and this is not easy to achieve. A simpler market to cater to

is thermal applications at small to large throughputs and has been achieved signifi-

cantly in many countries including India. Also as distinct from electricity generation

which is pitted against the state in terms of electric supply, delivery of high grade heat

(temperatures of 1000 to 1200
◦
C) through biomass or coal is pitted against fossil

fuels—liquefied petroleum gas, high speed diesel, or furnace oil (fuel oil) and enjoys

benefits of price of heat including amortization of investment costs being lower. This

area has been green in several parts of India for over twenty years. However, over

time, there have been challenges even here because the global reduction in the price

of the fossil fuels and seeking less expensive solutions /it for delivery of heat from

biomass or coal has become attractive in many areas of use. This is where the use of

closely coupled gasification–combustion strategy makes much meaning.

Reverse downdraft (REDS) gasification system, otherwise also called top lit

updraft (TLUD) is the first of such ideas when used with pellets of high density offers

a clean and efficient cooking solution if the pellets are made available at affordable

cost. Such a solution is a fire and forget strategy, albeit with moderate power control;

it is a batch combustion process. The operational behavior has been characterized by

[11–13]. A thorough and insightful investigation of the thermochemical processes

and modeling of the operational behavior of biomass-based stoves has been dealt

with by [18]. All these studies are limited to air as the oxidant and sized biomass

pieces of varying density including pellets for the fuel bed. A very important infer-

ence from the studies is that one can achieve the best possible combustion process

for solid fuels of various shapes and sizes. The basis of this inference is that the

gasification process is a self-limiting thermal conversion process. Pieces of biomass

actively involved in the conversion process in the fuel bed can neither generate more

nor less than a mean value because the control is provided by heat flux back to the

fuel. Greater volatilization demands greater flux than available and lower volatiliza-

tion is enhanced because of the availability of larger gas phase heat flux controlled

dominantly by the flow of air through the bed (superficial velocity discussed in [11,

18, 19]).

Evolution of these ideas into a continuous clean combustion system was tried

through several approaches, and finally, it led to a horizontal ejector-based system

[10] shown in Fig. 1. Fuel in terms of pieces smaller in size compared to the size of

the fuel port (10 to 20 mm for a 1.5 kg/h domestic stove and larger sizes for larger

systems) is fed periodically. The initial feed of about a third in height of the combus-

tion zone is placed on the grate and lit using a small amount of kerosene, alcohol, or

a gel fuel without the fan being switched on. This is because the air currents cause

delayed ignition process. The jets of air maintained at speeds more than 10 m/s cause

a low-pressure zone upstream and so, the gases generated due to the gasification
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Fig. 1 Depiction of the principles of the horizontal ejector-based system also termed horizontal

clean continuous combustion device

process are inducted into the combustion chamber where they burn with the air com-

ing out of the ejector. Part of the air enters the bottom of the grate to help oxidize

the carbon of the char left after volatilization. In the steady combustion process, two

types of processes occur. The first type relates to the char that rests on the grate

being converted to producer gas before entry into the combustion chamber because

of the entrainment process. The second part relates to the top of the bed that has

some biomass also releasing the volatiles. Part of these volatiles enter the combus-

tion chamber directly due to air induction and burn up in the combustion zone. In

view of the combined processes, the total process can be termed quasi-gasification

process. The air induction process is such that a significant part of the unburnt gases

from the fuel zone get mixed with the air before final combustion occurs much like

in a flameless combustion system [7].

Full air supply can be turned on a few minutes after ignition. Then, the top of the

fuel bed releases volatiles, and these burn up in the combustion space downstream

after mixing with the ejector air that is introduced at speeds of 10 m/s or more through

3- to 4-mm-diameter holes. After about ten minutes during which period the fuel

bed generates char over the grate, more fuel can be fed into the fuel space—to fill

up the entire space. Allowing a small amount of space near the lip of the fuel port

will permit a small amount of air induction. This artifice enables biomass fuels with

varying CHNO composition to be burnt in a clean manner. The system will take 10

to 15 mins from ignition time to attain a steady combustion process.
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Fig. 2 The two-pan horizontal continuous clean combustion device (HC3D) for domestic use—1.5

kg/h with a 2 W blower operated with a rechargeable battery

The design has been realized at several throughputs—1 kg/h for a single-pan stove

and 1.5 kg/h is a two-pan stove that can be seen in Fig. 2, 4 kg/h is a single-pan semi-

industrial or larger scale cooking system, 12 to 200 kg/h for steam raising and other

industrial applications. One key parameter that governs the design is the allowable

mass fuel flux (kg/h m
2
) with the reference area being the cross section of the com-

bustion zone. This fuel flux is typically 100 to 300 kg/h m
2
. Larger values imply

higher velocities through the entire zone, and this leads to more intense combustion,

but larger particulate matter carry over. Thus for domestic applications, the flux must

be set at the lowest and for industrial applications in which the hot gas path has oppor-

tunity to dump some particulate matter in other zones and allow for a clean exhaust,

one can choose larger flux values. In one instance, the design for 20 kg/h has also

handled 35 kg/h of pellet fuel.

Figure 3 shows the range of fuels that can be used in the stove. As can be noted

from the figure, the packing densities of fuels that can be handled are very wide—

from 100 to 700 kg/m
3
. Fuel costs have the same trend as density with lighter fuels

being found more easily and the densification process adding to the cost of the fuel.

Density of the fuel affects directly the periodicity of the fuel feed. The highest density

fuel needs to be fed at nominal power perhaps once in an hour but the lower density

fuels every ten minutes or so. Larger systems that are generally for industrial need

will have automated feed system. The domestic system at 1 to 1.5 kg/h throughput

is in a sense more difficult to be realized since the expectations are different. Clean

combustion and continuous operation have to be coupled with reducing the initial

cost of the device to ensure affordability of the community expected to benefit from

it. Without automation, the limitation is that those who wish to use this device with
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Fig. 3 Fuels that can be used in HC3D combustion systems: a cut tree droppings along with bark,

packing density of 200 to 210 kg/m
3
, b casuarina chopped pieces, packing density of 240 to 280

kg/m
3
, c corncobs, packing density of 200 to 210 kg/m

3
, d cashew shell waste—90 to 100 kg/m

3
,

e processed sawdust–cowdung balls, 60 to 80 kg/m
3
, f pellets of a mix of seasonal agro-residues,

packing density = 600 kg/m
3
, ash content of all biomass ≤ 5%

Fig. 4 The single-pan HC3D at 2.5 to 4 kg/h with a 12 W two-stage fan operated with a recharge-

able battery

the low density fuel (that may be very cheap) will need to pay much larger attention

to fuel feed.

While operational performance has been checked for all the fuels, select tests on

efficiency and emission performance have been performed on 10% dry cut pieces of

casuarina firewood.

Figure 4 shows the views of a 3.5 kg/h system. In this system, fuel sizes up to

30 mm can be used. It has been also used for cashew shell waste in semi-industrial

applications.



462 H. S. Mukunda and S. Attanoor

3 Efficiency or Flame Temperature as Performance
Indicator

Whenever it comes to domestic stoves, water boiling efficiency has been chosen as

the criterion to identify better stoves, classically called improved cookstoves. The

question being brought up here is whether such an approach that has been adopted

world over for over five decades is indeed correct. The issue arises because when

the utilization efficiency is the combined effect of combustion efficiency and heat

transfer efficiency. In order to combine these two for the purposes of standardiza-

tion, flat-bottom vessels of specific sizes are prescribed for tests at specific power

levels. Such an approach seems to be based on a consideration that combustion tech-

nology changes if any, only moderately because most combustion approaches were

free convective based till the last decade. The combustion efficiency of such systems

has been known to be poor, and energy balance studies show that unaccounted losses

are about 30% [14]. These unaccounted losses are essentially due to incomplete com-

bustion caused by large-scale free convective effects (Varun [18]). However, prop-

erly designed forced convection system can increase the efficiency by a factor of 2 or

more and hence one can deliver more power for cooking. Larger cooking pots can be

served with these devices at the same fuel consumption rate. If one were to look at

combustion devices in gas turbine engines for instance, while combustion efficiency

is still retained as one criterion for performance, a more appropriate one that affects

the performance of the system is the temperature distribution at the exit of the com-

bustor. This indicates to the possibility of separating the combustion efficiency from

heat transfer efficiency. If one were to determine the temperature vs time in a zone

where the flat-bottom vessel will be located at one or several locations across the

combustor, one can obtain a very good estimate of the combustion efficiency. Plots

of mass loss vs. time and combustor exit temperature from HC3D and a classical

free-convective-based stove are set out in Figs. 5 and 6. The corresponding flame

pictures from the two stoves are shown in Fig. 7.

As can be noted, HC3D demonstrates a near uniform temperature of 1050 ± 50
◦
C

whereas free convective stove shows fluctuating temperatures between 800 ± 100
◦
C.

Fig. 5 Comparison of mass

loss versus time between a

forced convection stove

(HC3D) and a

free-convection-based stove

in the market
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Fig. 6 Comparison of flame temperatures between a forced convection stove (HC3D) and a free-

convection-based stove in the market

Fig. 7 Comparison between the flames behavior of a free convection stove and the single-pan

forced convection single-pan stove (HC3D design)

The drop in temperature after 50 min with HC3D stove is due to the consumption

of 1 kg of the biomass fed. As can be noted in Fig. 5, the mass has dropped to about

80 gms constituting the final char that takes time to get converted due to relatively

inferior aero-thermal environment. In the case of free convection stove, this situation

is caused some time later.

The difference in the thermal performance between the two cases is due to the fact

that fuel generation and air supply are near uniform in HC3D, but widely varying

temporally in the free convective stove. Smallest of wind currents around the stove

can cause wide changes in the wall temperature-driven free convective ingestion

of air into the combustion system. These are directly related to spatial and temporal

variation of air-to-fuel ratio and the coupled volatilization variation due to fluctuating

heat feed back. This is also the reason why laboratory tests and field tests show

substantial differences; one should find much less difference in the case of forced

convection stoves. These aspects have rarely been understood or acknowledged in

the large cookstove literature. The more recently born global alliance on cookstoves
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discusses a wide variety of issues surrounding clean cookstoves [1] with inadequate

scientific inputs from solid fuel combustion science.

Based on these ideas, it appears that combustion efficiency and heat transfer effi-

ciency can be decoupled also noting the fact that the use of the combustion system

can be for cooking with a variety of vessels and of different diameters even in flat-

bottom vessels. In fact, the vessel size dependence on the utilization efficiency has

been brought out in [13] in which the efficiency improves by 10% if the diameter of

the flat-bottomed vessel increases from 220 mm to 300 mm.

Varun [18] has made detailed studies on the heat balance on the REDS stove and

shown that out of the input energy, 58% is the useful heat, 21% goes to lost in the

flue gas, and 26% is stored in the body of the stove and lost to the environment.

4 Efficiency and Emissions

The results of efficiency measurements were made in a water boiling tests were made

for 1 kg/h system with aluminum vessel of a 6 liter, 270 mm dia vessel using a

conventional procedure. Similar tests were conducted for two-pan stove at 1.5 kg/h

with aluminum vessels of 220 and 240 mm dia. Efficiencies of 35 to 38% have been

measured for both these systems. Emission measurements of CO, CO2, and NOx
have been made by using a hood arrangement and a flue gas analyzer (FGA 53X

Indus system). Also spot mounted instruments were used to make measurements of

ambient CO and PM (Optical sensor-based Airveda make with PM2.5 of 0 to 999

µg/m
3

and PM10 of 0–1999 µg/m
3

with relative errors of ± 10% and ± 10 µg/m
3
).

Complete combustion was assured through the measurements of temperature and

oxygen in the direct exhaust stream. These showed values of temperature between

900 to 1100 C and oxygen fraction between 4 and 6% in various experiments per-

formed to clear the stove for other measurements. The measurements using hood

need care in obtaining good estimates of the emissions. After a number of experi-

ments with the hood, it was uncovered that to get better estimates of the data, it was

useful to reduce the dilution of the hot gases to get lower levels of oxygen in the mea-

sured stream and hence better estimates of CO2 fraction. The results of experiments

on 1.5 kg/h two-pan stove that was run for one hour are as follows. Mass ratio, CO2:

Biomass was obtained as 1.75 ± 0.05. Measurement of CO gave CO:CO2 mass ratio

as 0.006 ± 0.0015 and total particulate matter (TPM) obtained from the difference

in weight of the fine filter material as 22 ± 3 mg (note that this does not include

PM2.5 emissions). Separate measurement of PM2.5 in the domestic and laboratory

environment showed background values of 20 to 40 µg/m
3

before and much after

the experiment. During the experiment, the value went up to 200 µg/m
3

during the

light up period of a few minutes and dropped to 25 to 30 µg/m
3

through rest of the

duration. A suggestive estimate of the incremental PM2.5 is 30 µg/m
3
. This value is

being indicated in this manner because the background PM2.5 in most of the Indian

kitchens across the country, more particularly in the northern India is actually very

much higher than these values [3], and the presence of a clean burning stove makes
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little difference to the indoor PM2.5 levels (levels indicated in Balakrishnan et al. go

up to 1000 µg/m
3
).

The results of emissions can be expressed in other terms as well. CO produced

in burning 1.5 kg in one hour can be expressed as 1500× 1.75× 0.006 g = 15.75

g; it works out to 262 mg/min; it can also be expressed as 0.6 g/MJ of fuel energy.

These results are correct to within 25%. Particulate matter (excludes PM2.5) is 15

mg/kg fuel or 0.36 mg/min or 1 mg/MJ. Of these results, the scale-independent val-

ues are CO:CO2 ratio, mg/MJ data and not the values in terms of emission per minute

because this depends on the capacity of the stove (kg/h of burn rate). This is brought

up specially because the recent trends in WHO guidelines [20] indicate to permit-

ted emissions of CO and PM2.5 in terms of mg/min based on assumptions on air

exchange rates in a standard kitchen. The essential problem with these guidelines

is that the magnitudes limit indirectly the power rating of the stoves even for the

low-emitting stoves. The power level at which the emissions can be met with will

be one 0.65 kg/h stove. Family cooking in India occurs for an average of 5 members

and needs two single-pan stoves of 650 to 750 g/h or two-pan stove of 1.5 kg/h for

about an hour twice daily. This situation may not be universal but sufficiently general.

Hence, limiting the emissions in terms of mg/min would artificially and unrealisti-

cally limit the cooking operations even with the best stoves. Hence, one option is

to continue with the earlier guidelines that had longer time averages of 15 mins for

some, 24 hours, and more for others. More appropriately, it appears that the standard

guidelines in terms of scalable criteria are better—limiting to meaningful lower lev-

els of CO:CO2 ratio emissions of CO, PM in terms of mg/MJ, and PM2.5 in terms

of µg/m
3
. The subject of CO emissions has been discussed at length in earlier work

on a variety of applications with gaseous fuel for domestic applications [2], and it is

clear that CO:CO2 ratio offers a generality for expecting clean combustion that can

be applied even to biomass combustion systems.

On PM2.5, since fine particulate matter is brought into the kitchen by the winds

around, the more meaningful criterion for PM2.5 should be in terms of mg/m
3
. Also,

because of movement of members inside the kitchen, a valid indicator for what will

be inhaled is obtained from the local PM2.5 concentration.

A further point on the emissions of NOx in biomass combustion systems is that at

the flame temperatures of 1200
◦
C, its generation is insignificant and with respect to

SOx, sulfur present in biomass is so low in most biomass that its generation is also

insignificant.

Imposition of new WHO guidelines (in terms of mg/min) coupled with World

Bank fiscal support system may actually work against any possibility of improving

indoor air quality if the magnitude of cooking and the power of the stove(s) needed

to meet the requirement are not factored into the guidelines.
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5 Insights from Simple Experiments on Coal and High
Density Biomass

Coal with varying ash fraction up to 40% has been used in combustors at particle

sizes of 70 to 100 µm. Pulverizing coal to this fine size has been known to consume

significant amounts of energy. Alternately, coal in larger sizes—typically upwards

of 20 mm has been used in fluid bed combustion systems. Such a route has also

been contemplated for gasification of coal. Issues of incomplete conversion of char

in the coal as well ash fusion problems have been reported ([4]; Khadilkar [6]). Ash

fusion is caused by the presence of potassium, sodium, and iron elements in coal but

significantly encouraged by larger residence times and larger particle temperatures.

On the other hand, shorter residence times lead to incomplete conversion. Based on

these considerations, particle sizes of 3 to 8 mm have been considered as an alternate

for gasification aimed at achieving near-complete conversion without ash fusion.

Since particle temperatures that matter in the conversion process depend on the

flow of oxidizer rich gases around the particles, it was decided to adopt the packed

bed approach like the reverse downdraft system (REDS) used for biomass (see

Sect. 2) to understand the behavior of a packed bed of coal particles of the above

size range. Figure 8 shows the schematic of the experimental setup. The reactor

with 73 mm internal diameter and 170 mm length is made of 2-mm-thick mild steel

shell insulated outside with alumino-silicate wool blanket. It has four thermocouples

inserted laterally at a spacing of 34 ± 2 mm. Steam was generated in an electrically

heated boiler to get steam at about 105 to 110
◦
C and led through a valve to a mixing

Fig. 8 Schematic of the apparatus for measuring flame propagation in packed bed of coal and

wood pieces
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Table 1 Performance behavior of biomass (wood and coconut shell pieces) and coal in REDS; Wd-

o = wood in spheres, Cnut-sh = coconut shell pieces; coal size–see Fig. 10; Sup. vel = Superficial

velocity mini = initial mass and mfin = final mass

Property Wd-o Cnut-sh Coal Units

𝜌f 615 850 1250 kg/m
3

Size, 11 6–8 3, 8 mm

Moisture 10 10 7 %

Ash 1 1 21 %

Volatiles 74 74 29 %

Fixed

carbon

15 15 43 %

Air Steam–air

Sup. Vel 19 19 5.7 19 28 43.9 68 cm/s

Tair 28 155 140 150 155 170 170
◦
C

Fuel flux 155 470 126 728 960 800 604 kg/h m
2

mini 144 200 370 285 316 288 292 g

mfin 2 2 81 61 75 70 62 g

ṙ 0.35 0.37 0.17 0.2 0.2 0.18 0.17 mm/s

𝜌pṙ 300 311 212 250 250 225 212 kg/h m
2

𝜌char 185 342 800 736 729 777 711 kg/m
3

Steam fr. – – – – – 0.29 0.31 –

Steam:air – – – – – 0.25 0.27 –

chamber. Air heated to 150 to 180
◦
C in a separate arrangement was also led into

the mixing chamber through a valve. This arrangement allowed the reactant stream

to be monitored for its temperature (T5) and led into the bottom of the reactor. The

mixed hot gas stream would pass through the holes (2–3 mm dia) of a perforated

stainless steel plate acting as a grate and pass through the bed. The coal used in

these experiments had an ash content of 21%. The oxidants tested were air at ambi-

ent temperature and air or air–steam combination at temperatures of 130–150
◦
C. In

actual experiments, wood spheres, coconut shell pieces, and sized coal whose prox-

imate analysis set out in Table 1 are loaded into the reactor. On the top of test bed,

fine pieces of biomass about 20 g were loaded. This was ignited with a sprinkle of

kerosene, and after about a minute, bottom air was turned on to a specific superfi-

cial velocity. The system would acquire steady burning in about six minutes, and the

conversion process lasted about 25 min.

The flame propagated downward in a direction opposite to the flow of the oxi-

dant. After the flame reached the bottom during which period the coal would loose

volatiles and the char left behind for the flame to get reversed. This phenomenon is

the same as what would happen in the case of biomass. The bed height would con-

tinuously reduce due to volume reduction consequent upon the loss of volatiles and

finally, with biomass, char would occupy 30% mass and similar height, with coal the
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Fig. 9 Temperature vs. time at various locations in the packed bed

height reduction as well as weight reduction would be about 70%. The conversion of

char would occur at near-constant temperature depending on the oxidant.

Initial experiments were conducted with ambient temperature coal and ambient

air at superficial velocities between 5 and 6 cm/s. These showed that ash had fused

into significant small lumps. It was argued that if coal was heated to a temperature

below the point of significant evolution of volatiles, the conversion process time

could be reduced. After tests, it was concluded that heating it 120
◦
C, there was

significant evolution of volatiles and so it was decided that heating the coal to 100

◦
C would be satisfactory. Also air or air–steam mixtures would be maintained at

higher temperatures up to 150
◦
C. Increase in superficial velocity with air increased

the possibility of ash fusion. Peak temperatures would go up to 1600
◦
C, and this

would inevitably lead to ash fusion problems. Therefore, it was decided to limit the

peak temperatures by using air–steam mixtures. This would also enable gas compo-

sition to improve. Several experiments on this were also conducted. The fraction of

steam in air–steam mixture was varied over a few tests. Broken coconut shell pieces

and pellets of high density were also used in these experiments to see possible differ-

ences in the conversion behavior. Figure 9 shows the plots of temperature vs. time for

experiments with coconut shell with air and coal with steam–air mixture. Point “a” is

the start of the flame arrival at the location of the fuel, point “b” is the completion of

the ignition process, and point “c” is the completion of the conversion process. Then

onward there is a decay of temperature due to dominant cooling process caused by

the flow of air through the system. Flame propagation rate can be estimated by the

arrival of a specific isotherm at the different locations. The time difference between

thermocouples at T4, T3, and T2 are 80 and 100 s. For distances between thermo-
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Fig. 10 Coal pieces, hard ash (with some unconverted carbon), and soft ash found in the experi-

ments

couples of 33 and 35 mm, we get propagation rates as 0.4 mm/s and 0.35 mm/s. An

average value over the entire distance is 0.366 mm/s. A similar calculation for coal

with steam at the conditions of the experiment shows the propagation rate as 0.17

mm/s. This implies that coal is much less reactive than biomass. Part of this feature

is related to the fact that biomass has 75% volatiles whose conversion is due to gas

phase reactions and coal that has 27% volatiles takes longer to convert because the

solid char to gas conversion is slower.

The total conversion time for the mass introduced into the experiment for coal is

17 mins (1120 s) for the coal bed starting from thermocouple T4. This magnitude

is 220 g. Thus, the mass conversion rate is 0.2 g/s. Each particle takes 0.4 s to get

converted considering that each gram has on the average 13 pieces of mean size of

3mm × 8mm. This result is useful in the design of the reactor of a fluid bed kind.

Table 1 provides the details and results of the experiments conducted on specific

biomass and coal.

The results set out in this table have several features of interest. It is useful to

recognize the well-known differences in density, volatile fraction, and ash content.

The material that was left behind after the experiment on coal is about 21%, the

measured ash fraction of the coal samples used. This implies that the conversion has

been nearly complete. The regression rate at the superficial velocities considered

here has remained nearly constant at around 0.18 ± 0.01 mm/s.

A very important inference from the experiments is that with air alone at higher

superficial velocities, ash fusion appeared to be hard. It was inferred that this was

related to peak temperatures going up to 1600
◦
C. However, with steam–air as the

fluid, the temperatures were limited to 1300
◦
C with occasional peak touching 1400

◦
C as can be noted in Fig. 9. In these cases, the ash was soft even if packed and would

break up when handled gently. Figure 10 shows the broken coal pieces used in the

experiments, the hard fused ash in experiments with air at superficial velocity of 28

cm/s, and the broken soft ash from steam–air experiments at superficial velocity of

68 cm/s. At this condition, the bed appeared to be gently buoyant. The converted

ash pieces would fly off from the reactor. Yet, the final condition was such that the

process could not be sustained except as a batch process. It was inferred that it was
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necessary to keep the particles separated so that ash fusion could be avoided. In fact,

experiments with a reactor with increased height but with superficial velocity of 90

to 100 cm/s, the entire bed remained in an incipient fluidized condition.

6 Fluid Bed as an Extension of Packed Bed

A number of preliminary experiments were conducted to determine the operabil-

ity of high density mildly fluidizing gasification systems for coal. These indicated

that at superficial velocities of 1.2 to 1.4 m/s, the packed bad would be expanded

by about 25% and as conversion proceeded, the lighter particles would in fact be

thrown out. With an attached cyclone the hot gas bereft of particulate matter could

be delivered. This system when attached to cooling and fine cleaning systems simi-

lar to those developed for biomass gasification systems (see [9]) would help getting

engine consistent clean gas. Further work with respect to coal is a part of a separate

document.

7 Summary

This chapter has addressed the work on a horizontal gasification-based combustion

system for biomass for domestic and industrial applications. It is based on exploiting

much of clean combustion that comes from reverse downdraft gasification strategy.

The horizontal induced draft gasification-based approach is shown to lead to clean

combustion over a range of throughputs from 1 to 200 kg/h. This scalability of the

approach allows extension to even larger power levels.

The device emissions for domestic applications are indeed low as measured in

terms of CO:CO2 and total particulate matter as well as PM2.5. It is suggested that

efficiency is best assessed by separating combustion efficiency from heat transfer

efficiency. Measuring the combustion system exit temperature profile and relating

the delivered heat to the heat of combustion of the fuel will provide the combustion

efficiency. The classical water boiling test with vessels similar to the ones used in

practice will provide the overall efficiency. Improvements required on combustion

and heat transfer can be separately addressed, a feature that has not been practiced in

stove developments till now. Reduction in particulate emissions (including PM2.5)

can be achieved with lower throughput flux as the design parameter (of the order of

100 to 120 kg/h m
2
).

Conduct of flame propagation through packed bed of coal similar to REDS has

indicated that the overall rate of conversion is much lower for coal than for biomass—

about half the rate of biomass for 21% ash coal. While near-complete conversion

has been possible with steam–air mixtures, prevention of ash fusion is possible in

bubbling fluid bed operation with superficial velocities of 1.2 to 1.4 m/s enabling

separation of particulate matter and extraction through an attached cyclone.
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Synergistic Effects in Gasification
of Coal/Biomass Blends:
Analysis and Review

Debarshi Mallick, Pinakeswar Mahanta and Vijayanand S. Moholkar

Abstract Electricity generation through coal–thermal route is one of the highest
contributors to environment pollution through greenhouse gas emission, which has
given rise to issue of climate change risk. Among different alternatives of renewable
energy, an important source is biomass-based energy. Utilization of biomass for
energy production in coal-fired power plants is essentially in terms of partial sub-
stitution of coal feed with biomass. Major challenge in this route is fluctuating
supply and varying compositions of biomass. It can be overcome by adopting
co-gasification technology (using mixed feed of biomass and low-grade coal) for
power generation. In this chapter, we have presented a critical review and analysis
of the literature in the area of co-gasification of biomass and coal. Analysis in this
paper touches upon several facets of co-gasification process such as effect of
biomass/coal ratio, the composition (proximate/ultimate analyses of biomass/coal),
gasification media, temperature and heating rates on the gasification kinetics, pro-
ducer gas composition, and yield. The synergistic effects between gasification of
coal and biomass have been reviewed. The alkali/alkaline earth metal content in the
ash of biomass catalyzes the kinetics of the gasification of coal char. However, if
coal has high silica content, adverse reaction between silica and potassium oxides
can deactivate the catalytic effect. Actual chemical mechanisms related to this
synergy have also been described and discussed. Finally, a brief review of the
literature on gasification of coal/biomass blends in bubbling/circulating fluidized
bed gasifiers has also been presented.
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1 Introduction

The global demand for energy is on the rise, while the fossil fuel reserves, which are
the major sources of primary energy, are limited and fast depleting. Presently,
around 80% of the primary energy is obtained from conventional fossil fuels, viz.
oil, natural gas, and coal [1]. Oil and natural gas have been the source of trans-
portation fuel, while coal has been essentially utilized for electricity generation.
However, the natural reserves of fossil fuels have been depleting fast. At the present
rate of consumption, the oil and gas resources may not last for more than 50–
60 years; whereas the coal may be available for another maximum 200 years [2].
Among the fossil fuel, coal meets 29% of global primary energy need and 39% of
global electricity requirements [3]. Coal is the main commercial energy fuel in
India, amounting to ∼59% of installed electrical capacity in 2017 [4]. However,
Indian coal is of low quality (due to high ash content) and low calorific value [5]
and so it cannot be utilized efficiently. Another major concern associated with the
usage of coal is the emissions. Fossil fuel combustion accounts for about 75% of
total greenhouse gas (GHG) emissions, and combustion of coal alone accounts for
30–40% of the share of GHG from fossil fuels combustion [6, 7]. Hence, the coal
utilization deserves special attention given the likelihood of continued use for
electricity production. In this context, utilization of renewable energy sources in a
planned and strategic way may serve as a potential approach to minimize the gap
between demand and supply of required energy. Among all the sources of
renewable energy, biomass is likely to become an important source owing to its
availability worldwide in large amount. The utilization of biomass can reduce the
CO2 footprint to the environment. But the major challenge is the availability of a
single type of biomass due to seasonal fluctuations, variations in organic compo-
sitions, and thermal conversion efficiency. However, implementation of
co-gasification technology for power generation will benefit to overcome these
challenges. This concept has received wide attention of researchers, and large
amount of the literature has been published in this area. The basic idea underlying
the co-gasification is synergistic effect of the alkali and alkaline earth metals present
in the biomass for enhancing the gasification of the char resulting from coal
pyrolysis. This synergistic effect not only enhances the energy efficiency of the
process due to complete gasification of the feedstock, but also alters the compo-
sition of the producer gas resulting from the feedstock [8]. Another added advan-
tage of this process is the reduction in tar content of producer gas, which makes the
gas suitable for applications in engines. The most crucial merit of co-gasification is
reduction of GHG emissions, ecofriendly, and also current utilization of low-grade
coal.

474 D. Mallick et al.



This chapter touches upon several facets of co-gasification process, viz. the
effect of operational parameters of biomass/coal ratio, the composition of biomass
and coal, gasification media, equivalence ratio, temperatures of gasification and
heating rates on the gasification kinetics, producer gas composition, and yield. In
addition, the passive and active synergistic effects in co-gasification process are
briefly discussed.

2 Composition of Coal and Biomass

The gasification behavior of carbonaceous material like coal and biomass is a major
function of their compositions. The composition of carbonaceous material is
evaluated in terms of proximate and ultimate analyses. Ultimate and proximate
analyses of different coal and biomass species used as feedstock for gasification are
summarized in Table 1. The major distinction between compositions of coal and
biomass is in terms of the volatile matter, fixed carbon, and ash. Biomass contains
more volatile matter, while coal has more fixed carbon. So, during co-gasification of
coal and biomass blend, higher release of carbon-containing compounds is expected
in comparison with gasification of coal alone. In general, H2 content in biomass is
more which makes it suitable as a blend to compensate the low H2 content of coal.
Biomass as gasification feedstock has the disadvantage of low energy density due to
its high oxygen and moisture content, although it giving high hydrogen yield.
Compared to coal, a relatively low sulfur and nitrogen contents of biomass imply a
lower amounts of H2S, NH3, and HCN are expected during co-gasification. Dif-
ferent compositions of coal and biomass also affect the thermodynamic efficiency of
the co-gasification process. Biomass usually contains higher O/C ratio, which is
suitable for gasification as it enhances the reactivity at lower temperatures and also
lowers the amount of oxygen required to be added for the process.

The ash content of coal is higher than biomass. Another interesting distinction
between compositions of biomass and coal is in terms of the composition of ash.
The ash in the coal primarily comprises of silica (SiO2) and alumina, whereas the
ash in biomass has significant quantities of alkali and alkaline earth metals (>40%),
in the form of K2O and CaO [9, 10]. The components of ash contents in biomass
and coal are summarized in Table 2.

As compared to coal, the biomass has large oxygen content. On the contrary,
coal has relatively higher carbon content than biomass. Another distinct difference
between composition of coal and biomass is that coal has higher sulfur content
(depending on the origin of coal). The nitrogen content of coal and biomass,
however, is almost similar. Higher oxygen content of lignocellulosic biomass is
attributed to its basic chemical structure. The biomass has “lignocellulosic com-
position” in that it has three main components, viz. cellulose, hemicellulose, and
lignin. Cellulose is the linear polymer comprising glucose units linked by β–gly-
cosidic linkages. The hydroxyl groups present in the cellulose impart it an ordered
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linear and crystalline structure due to intermolecular and intramolecular hydrogen
bonds.

Hemicellulose is also a polymer with branched structure comprising pentose
sugars (such as xylose) as monomer units. Other pentose sugars may also be present
in the hemicellulose structure. These structural facets, heterogeneous in nature,
result in relatively amorphous structure of hemicellulose, as compared to cellulose.
Lignin is essentially an aromatic polymer comprising of three basic units, viz. p–
coumaryl alcohol, coniferyl alcohol, and sinapyl alcohol. Lignin has hydrophobic
and amorphous character, and the basic units of lignin linked to hemicellulose with
covalent cross–linkages also result in embedding of cellulose fiber chains.

Coal does not have a well-defined structural composition like biomass. The
principal organic components, which make up coal, are: maceral groups (vitrinite,
liptinite and inertinite), inorganic minerals and moisture [11]. The hydrogen and
oxygen contents of coal are very low, and the structure is very complicated and
random. The grades of coal are decided by the carbon content. Higher carbon coals
are essentially anthracite or bituminous coal, while lignite is relatively
low-carbon-containing coal. Lignite coal has the highest oxygen content.

3 Catalytic Activity in Gasification

The key motive for co-gasification is the catalytic effect of alkali and alkaline earth
metals in biomass on enhancing the gasification of char resulting from coal
pyrolysis, which otherwise has slow kinetics. Coal ash has high silica (SiO2)
content, which is an efficient catalyst for cracking heavy hydrocarbon molecules.
As compared to coal, pyrolysis of biomass results in significantly higher quantities
of tar due to higher content of volatiles. SiO2 in coal char can catalyze the thermal
decomposition of these heavy hydrocarbons into lighter hydrocarbons such as
methane or ethane. This results in enhancement of calorific value of the producer
gas resulting from pyrolysis.

Inorganic materials that act as catalyst in coal gasification can be categorized in
three groups, viz. alkali metals, alkaline earth metals, and transition metals. The
catalytic effect is of relevance mainly for CO2 and H2O as gasifying agents [12].
From viewpoint of biomass/coal co-gasification, the catalytic effects of alkali and
alkaline earth metals are relevant, as biomass is rich in these metals. Several authors
have reported the catalytic activities of different alkali metal carbonates for gasi-
fication of pure graphite and coal char [13–15]. For gasification of Pittsburgh coal
char, K2CO3 was the most active salt for both CO2 gasification and H2O gasifi-
cation. The catalytic activity of the potassium also depended on the anion in the
salt. Mckee [16] has reported that potassium carbonates, sulfates, and nitrates
demonstrate better catalytic activity than silicates and halides. Alkali metal
hydroxide also demonstrated comparable effects as carbonates in promoting CO2

gasification and H2O gasification. This result essentially points to necessity of
presence of oxygen in the potassium salt anion for effective catalysis. Other similar
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studies on steam gasification of lignite and sub-bituminous coal char [17–19] have
also demonstrated the efficiency of potassium over other metal cations (such as Ca,
Na, Fe, and Mg). Other factors influencing catalytic effect in gasification are
temperature and pressure of gasification [20]. The catalytic effect of alkali metals is
also a function of the physical location of gasification phenomenon (oxidation/
reduction). Catalytic gasification via carbon loss from basal planes and steps of
biomass particles results in formation of pits, which grow deeper and circular as the
gasification proceeds. On the other hand, catalytic gasification from crystal edges
produces channeling effect. The anisotropic component (e.g., carbon prismatic
edges) of biomass is more susceptible to alkali-catalyzed gasification. The physical
mechanism of the alkali catalysis is melting of the catalyst and absorption on the
coal char particle.

The alkaline earth metals are relatively less active in catalytic gasification, as
compared to alkali metals. Calcium is reported to possess the highest catalytic
activity for gasification among alkaline earth metals. The activation energies for
catalytic reactions involving alkaline earth metal salt are higher than alkali metal
salts. Among different salts of alkaline earth metals, the carbonates (i.e., CaCO3)
possess highest catalytic activity toward gasification. The catalytic effect of alkaline
earth metal was more pronounced in the presence of CO/CO2 mixtures than pure
CO2. Presence of calcium reduces the inhibition effect of CO [18] on alkali metal
catalysts. Moreover, calcium salts have lesser reactivity toward the coal minerals
(viz. silica oxides) and are less prone to deactivation.

Catalyst activity partially depends on its dispersion properties. Potassium
compounds are dispersed more easily compared to calcium compounds. Unlike
calcium, potassium appears is able to diffuse through char and forms active gasi-
fication sites [21]. During CO2 gasification, potassium carbonate is less mobile
compared to steam gasification of coal [9]. It is reported that catalyst dissolving in
the gasifying medium will help dispersion on the coal surface [21]. The catalytic
activity of calcium reduces during gasification [22]; on the contrary, potassium is
reported to maintain its activity, reflecting its relative mobility and ability to
regenerate active sites.

3.1 Chemical Mechanism of Alkali-Metal-Catalyzed CO2
Gasification

Most of the published literature on mechanistic analysis of alkali metal catalysis has
employed CO2 as gasification medium for pure carbon or coal char. One of the
earliest studies on understanding the mechanism of alkali-metal-catalyzed gasifi-
cation of coal char was published by Mckee [16]. This study has suggested that
alkali metal catalysis operates via oxidation–reduction sequence. First step in the
physical mechanism proposed by Mckee [16] involves melting of K2CO3 followed
by its deposition (in the form of thin film) on the surface and micropores in the char.
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This facilitates contact between carbon and the catalyst. The molten film of K2CO3

acts as oxygen transfer medium between gasifying agent and char. The redox
reactions in chemical mechanism proposed by Mckee [16] in alkali metal catalysis
are as follows [12]:

M2CO3ðs, lÞ+2CðsÞ↔ 2MðgÞ+3COðgÞ ð1Þ

2MðgÞ+CO2ðgÞ↔M2Oðs, lÞ+COðgÞ ð2Þ

M2Oðs, lÞ+CO2ðgÞ↔M2CO3ðs, lÞ ð3Þ

where M represents the alkali metal. The letters in the bracket indicate phase of the
reactant (s—solid, l—liquid, and g—gas). The schematic of the reaction mechanism
is depicted in Fig. 1 for potassium metal. It may be noted that overall reaction (or
the resultant reaction) represented by Eqs. 1–3 is essentially the Boudouard
reaction.

Among the three redox reactions listed above, the first reaction involving
solid-phase reactants has the slowest kinetics and, thus, is the rate controlling
step. Experimental observation of marked rise in rate of gasification at temperature
(>1000 °C) higher than the melting point of carbonate supports the hypothesis
proposed by Mckee [16].

3.2 Steam Gasification of Char

Several authors have employed steam as the gasification medium for char. On a
comparative basis, intrinsic kinetics of H2O gasification of char and carbon was
revealed to be much faster than CO2 gasification. However, as far as catalytic effect
of K2CO3 was concerned, the basic physical and chemical mechanisms with either
H2O or CO2 as gasification medium were similar. Mckee and Chatterji [15] and
Mckee [16] have proposed following elementary reactions for K2CO3-catalyzed
steam gasification of carbon:

Fig. 1 Oxidation–reduction
reaction pathways at the
carbon/catalyst junction
during CO2 co-gasification.
Adopted from Mallick et al.
[8])

Synergistic Effects in Gasification of Coal/Biomass Blends … 481



M2CO3ðs, lÞ+2CðsÞ→ 2MðgÞ+3COðgÞ ð4Þ

2MðgÞ+2H2OðgÞ→ 2MOHðs, lÞ+H2ðgÞ ð5Þ

2MOHðs, lÞ+COðgÞ→M2CO3ðs, lÞ+H2ðgÞ ð6Þ

The overall reaction represented by Eqs. 4–6 is primary water–gas reaction. The
rate determining step (or step with the slowest kinetics) among Eqs. 4–6 is Eq. 1
due to solid-phase reactants.

Kopyscinski et al. [23] have recently reported new mechanistic facets of the
K2CO3-catalyzed CO2 gasification of ash-free coal. The redox reaction cycle of
potassium proposed by Kopyscinski et al. [23] is as follows:

K2CO3 +C→ 2K +CO+CO2 ð7Þ

2K +CO2 →K2O+CO ð8Þ

K2O+CO2 →K2CO3 ð9Þ

Mckee [16] has incorporated the redox cycle in localized sites where the carbon
as well as catalyst can interact. As noted earlier, melting and deposition of K2CO3

on coal char generate a “KC” generalized site with proper potassium–carbon
contact. The reaction scheme in this case is as follows:

KCðsiteÞ+CO2 →KC−O+CO ð10Þ

KC−O→CO+KðsÞ ð11Þ

KðsÞ+C→KCðsiteÞ ð12Þ

The third reaction step, i.e., Eq. 12 which represents regeneration of the KC
(site), requires mobility of part of potassium. On the basis of experimental results,
the following mechanism has been proposed that involves –CK and –COK surface
intermediates [23].

The new mechanism proposed by Kopyscinski et al. [23] essentially pointed
nonexistence of K2CO3 under inert gas and gasification atmosphere at 700 °C. The
schematic of the reaction mechanism is shown in Fig. 2. Two other important
observations made by Kopyscinski et al. are as follows: (1) The oxygen bound in
carbonate can be the gasification agent due to its mobility at ≥ 700 °C in the
absence of CO2 and (2) Under inert atmosphere (such as N2), contact between
ash-free coal and K2CO3 for extended period results in faster kinetics of gasification
due to formation of potassium–carbon intermediate (∼K) as a result of greater
extent of catalyst reduction.
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4 Interaction of Coal/Biomass Blends: Synergistic Effect

A relatively new concept in coal gasification is the use of biomass and coal blends
as feedstock. This concept has received wide attention of researchers, and large
amount of the literature has been published in this area. Co-gasification of coal and
biomass blends could be a bridge between energy production based on fossil and
renewable fuels [24]. The basic idea underlying the co-gasification is synergistic
effect of alkali and alkaline earth metal contents in the biomass for enhancing
gasification of the char resulting from coal pyrolysis. This synergistic effect not
only enhances the energy efficiency of the process due to complete gasification of
the feedstock, but also alters the composition of the producer gas resulting from the
feedstock. The addition of biomass lowers the CO2 footprint. Another added
advantage of this process is the reduction in tar content of producer gas, which
makes the gas suitable for applications in engines.

The thermal decomposition of fuel is very essential to evaluate the performance of
gasification processes. The pyrolysis is the initial stage of thermal conversion process
of carbonaceous materials. So, a better knowledge of coal and biomass pyrolysis may
be useful to predict the reactor performance in gasification process. Most of the
co-gasification studies overlook the mechanisms by which coal/biomass blends
interact and how coal and biomass gradually thermally degrade. Some pyrolysis
results of coal and biomass blends have reported little or no synergy between the two
fuels [25–29], whereas other authors have exposed substantial synergy [30–34].

4.1 Passive Synergistic Effect During Co-pyrolysis

Interactions of mineral matters and in individual components of biomass, when
mixed with coal, need to be explained. The interparticle mobility of alkali metal

Fig. 2 Reaction scheme of K2CO3 on ash-free coal heated under N2/CO2 atmosphere. Adopted
from Kopyscinski et al. [23]
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(potassium), in particular, allows transfer of the catalyst from a biomass to coal
during co-pyrolysis. Therefore, biomass may provide an economical source of
gasification catalysts to convert fossil fuels at relatively lower temperatures. In
co-gasification of sub-bituminous coal with switchgrass, coal had high alumina and
silica contents. These two components can react with potassium contents in the
switchgrass ash to form potassium aluminosilicates (viz., KAlSiO4, KAlSi3O8) and
inhibit gasification. The switchgrass/coal blends gasified relatively slowly than coal
itself, which recommends that co-feeding biomass with coal char deactivates not
only the potassium but also the other catalytic species present in coal [9]. The
degree of synergistic effect essentially depends on several factors, viz. pyrolysis
temperature, coal/biomass ratio, and composition of the feedstock.

Masandi et al. [35] pyrolyzed the switchgrass, pine sawdust, coal, fluid coke, and
coal/biomass blends using TGA. Devolatilization of the biomass and coal portions
of mixed samples occurred independently, i.e., without any significant synergy.
Collot et al. [36] have observed that the degree of synergy was insignificant at
temperature 850 and 950 °C during co-pyrolysis of Daw Mill coal and silver birch
wood. However, Kajitani et al. [37] observed the synergistic effect at 850 and
950 °C in the thermogravimetric analyzer and 1200 °C in the drop tube furnace
during co-gasification of bituminous coal and cedar bark. But, their analysis
revealed no distinguished synergy at 1400 °C. The study reported by Yuan et al.
[33] found that the synergy occurred only when coal/biomass mass ratio was 4:1,
but for higher coal/biomass ratios (1:1 and 1:4) not only weakened the synergies but
also reduced the gasification reactivity of the residual char. Synergistic effects of
gasification of coal/biomass blends were also not clear from the work published by
Moghtaderi et al. [27], Idris et al. [38], Meesri and Moghtaderi [26] using the TGA
analysis. Masandi et al. [39] claimed that the alkali and alkaline earth metals present
in biomass can undergo secondary reactions with minerals present in fossil fuel to
form metal aluminosilicates compounds which hinder gasification reaction. Ding
et al. [40] have reported co-pyrolysis study using cornstalk with three different
types of coal, viz. Hulunbeier lignite coal, Shenmu bituminous coal, and Jincheng
anthracite coal, in a high-pressure thermogravimetric analyzer. Inhibiting effect was
observed due to the intimate contact and the formation of KAlSiO4 with compa-
rable gasification rate of biomass char and coal char.

Other authors like Vamvuka et al. [28], Garcia-Perez et al. [41], Jones et al. [42],
and Pan et al. [29] have also reported no synergetic effect in the co-pyrolysis of the
biomass/coal mixture, as each fuel decomposed independently and the total rate of
weight loss equaled the sum of weight loss of each fuel.

4.2 Active Synergistic Effect During Co-pyrolysis

In spite of the lack of synergy in co-pyrolysis studies quoted above, other inves-
tigators have found synergy during coal/biomass pyrolysis. Synergistic effect
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during pyrolysis of coal/biomass blends is due to the presence of high content of
potassium in biomass char and the substantial discrepancy of gasification rate
between biomass and coal char [40]. The mineral matters in biomass act as a
catalytic agents supporting decomposition of coal/biomass blends by reducing the
formation of char and favoring the formation of more volatile material [43].

Krerkkaiwan et al. [31] investigated the pyrolysis characterization of Indonesian
coal (sub-bituminous), two types of biomass, viz. rice straw and Leucaena leuco-
cepha wood, and blends of coal and biomass in a drop tube fixed bed reactor. The
synergetic effect is observed in terms of higher gas yield and lower yield of tar and
char, for coal/biomass ratio of 1:1. This positive synergetic effect could be
described by the transferring of active OH and H radicals from the biomass to the
coal and also the catalytic role of potassium from the biomass. Pyrolysis study
reported by Yuan et al. [33] revealed that synergy occurred only when the mass
ratio of coal and biomass was 4:1. However, higher coal/biomass ratios (1:1 and
1:4) not only weakened the synergies, but also reduced the gasification reactivity of
the residual char. The positive synergy during co-gasification was more pronounced
at higher biomass blending ratio (70 wt%) as reported by Oney et al. [44] and Gao
et al. [45]. On the other way, Jeong et al. [46] have observed that synergy was
remarkable for all coal/biomass ratios (4:1, 1:1, and 1:4) and increased as the
amount of biomass increased in the blend. The co-pyrolysis study reported by Oney
et al. [44] exposed substantial synergy in the fixed bed reactor, especially when the
proportion of coal content in the blend was <33%. Brown et al. [47] performed an
innovative study on catalytic gasification of coal char using switchgrass-derived
potassium salts, using thermogravimetric analyzer in CO2 medium. The study
reported that switchgrass ash was impressive catalyst, with an almost eightfold
increase in coal char gasification rate at 896 °C. These results indicate that biomass
ash could provide an in situ and inexpensive catalyst to boost coal gasification. The
switchgrass ash displayed remarkable catalytic activity when blended with the coal
char in a 50:50 wt% mixture. A catalytic/synergistic effect was observed for
biomass/fossil fuel mixtures with potassium-to-aluminum molar ratios beyond 1
[39]. A co-pyrolysis study of Park et al. [32] observed that the char yield during
pyrolysis was relatively lower than the additive (or total) char yield that can be
obtained if both fuels were decomposed individually. They also noted that the
difference was more pronounced around 600 °C and disappeared as the temperature
approached 800 °C and higher. Zhang et al. [30] also reported that synergy was
pronounced at lower temperatures (600 °C) but reduced as temperature increased
and was less pronounced around 720 °C. Gao et al. [45] made a similar observa-
tion. Another comprehensive study of co-pyrolysis and co-combustion is that of
Kubacki [48]. The study involves the co-pyrolysis of different ranks of coal with
biomass in different reactors. The study reported slight synergistic effects were
observed in TGA study. The co-pyrolyzed coals in blends frequently had lower
peak temperatures compared to coal alone, and higher volatile yields were pro-
duced. Higher gas yield was observed during co-pyrolysis. This effect was present
for certain biomasses, viz. oat, straw, even after mineral materials were removed,
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and hence this is not purely the result of catalytic ash components present in the
biomass.

From this observation, we can conclude that synergy seems to be uttered by the
pyrolysis/devolatilization step. Hence, the synergy effect occurring during the
gasification is only the consequence of what has already taken place during the
pyrolysis/devolatilization step. Summary of some passive/active synergistic effect
during pyrolysis of coal/biomass blends drawn from TGA studies is given in
Table 3.

Table 3 Summary of the literatures on synergistic effect during co-gasification of coal/biomass
mixtures

Authors Synergistic effect

Vamvuka et al.
[28]

No synergetic effect is observed, each fuel decomposed independently in
the mixture during co-gasification

Habibi et al. [9] Potassium content in biomass deactivated by formation of
aluminosilicates during co-gasification with coal char that hinders the
synergy

Krerkkaiwan
et al. [31]

Synergistic effect in coal/biomass blend occurs due to catalytic role of K
and transfer of active OH and H radicals from biomass to coal

Park et al. [32] Synergistic effect is observed in terms of higher yield of CO and CH4

concentration in producer gas for coal/biomass ratio of 40:60 wt% at
600 °C

Yuan et al. [33] Synergistic effect is observed in terms of lower char yield and increase in
volatile matters during co-pyrolysis

Masandi et al.
[35]

Minerals in coal react with alkali and alkaline earth metals in biomass to
form aluminosilicates which hinder gasification reactions

Collot et al. [36] Positive synergy is observed due to presence of mineral materials present
in biomass that play catalytic role during co-gasification

Kajitani et al.
[37]

Synergistic effect diminishes at high temperature. However, at lower
gasification temperatures, char reactivity slightly increased due to
catalytic effect of mineral matters in biomass

Idris et al. [38] No synergistic effect is observed, the coal/biomass blends show
independent thermal decomposition as individual fuel

Masandi et al.
[39]

Pyrolysis of coal/biomass blend occurs independently without any
synergistic effect

Ding et al. [40] A passive synergistic effect is observed by formation of KAlSiO4 during
co-gasification of coal and biomass

Garcia-Perez
et al. [41]

No synergetic effect in the co-pyrolysis of the coal/biomass blends, the
total rate of weight loss is equal to the sum of weight loss of each fuel

Jones et al. [42] Synergy observed in terms of decrease in aromatics content and increase
in phenol content of pyrolysis products

Oney et al. [44] Synergy is obtained for coal/biomass blends <33% due to presence of
mineral matters in biomass that catalyzes co-pyrolysis reactions

Brown et al. [47] Biomass ash is an impressive catalyst that enhances coal char gasification
eightfold for coal/biomass ratio of 10:90 wt%
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5 Gasification of Coal/Biomass Blends

Co-gasification of coal and various types of biomass blends is done to improve
biomass gasification by decreasing the tar content in the producer gas. In addition,
minerals present in the ash of biomass catalyze the gasification of coal. An added
advantage of this process is improvement in the H2/CO ratio in the produced gas,
which is relevant from viewpoint of use of this gas for liquid fuel synthesis.
Although the co-gasification is useful from a chemical point of view, various
practical problems have also been associated with coal and biomass gasification on
upstream, gasification, and downstream processes. In addition, during upstream
processing, pretreatment of biomass and moisture content are very important. The
choice of gasifier operation parameters (temperature, gasifying agent, and catalysts)
decides product gas composition and quality. The overall reaction in an air and/or
steam gasifier can be represented by Eq. 13, which proceeds with multiple reactions
and pathways [49]. The process of biomass and coal gasification occurs through
three steps. The initial devolatilization or pyrolysis occurs at lower temperature and
produces volatile matters and char residue. Then, secondary reactions start
involving the volatile products [50]. Finally, the gasification reaction of the
remaining carbonaceous residue occurs with steam and carbon dioxide. Equa-
tions 14–20 represent volatile and char reactions. All volatiles and some tar are
thermally cracked and broken down into simple gaseous products during gasifi-
cation. The main reactions which occur during gasification of coal, biomass, or their
blends are summarized below [51, 52].

CHxOy biomassð Þ+O2 21% of airð Þ+H2O steamð Þ→CH4 +CO+CO2 +H2 +H2O

ðunreacted steam) +Cðchar) +Tar

ð13Þ

Oxidation (complete):C+O2 →CO2,ΔHo
R = − 393.7 kJ ̸mol ð14Þ

Water gas reaction (primary):C+H2O→CO+H2,ΔHo
R =138.3 kJ ̸mol ð15Þ

Water gas reaction (secondary):C+2H2O→CO2 + 2H2,ΔHo
R =105.44 kJ ̸mol

ð16Þ

Boudard reaction:C+CO2 → 2CO,ΔHo
R =170.45 kJ ̸mol ð17Þ

Methanation reaction:C+2H2 →CH4,ΔHo
R = − 93.8 kJ ̸mol ð18Þ

Steam reforming: CH4 +H2O↔CO+3H2,Δo
R =206.2 kJ ̸mol ð19Þ

Dry reforming: CH4 +CO2 ↔ 2CO+2H2,Δo
R =247.4 kJ ̸mol ð20Þ

Co-gasification process and the composition of product gas depend upon several
factors such as gasifying agent, gasification temperature, coal/biomass blends,
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airflow rate etc. With increase in biomass content of the fuel, the gasification
efficiency and CO, H2, CH4 production increase due to high ash content in biomass
and low volatile content of coal [53]. However, Velez et al. [50] found that H2

content in the producer gas increases for maximum 15% mixing of biomass with
coal.

5.1 Effect of Bed Materials

The proper utilization of bed material in fluidized bed co-gasification not only
accelerates the chemical reaction rate but also acts as a heat transfer medium. The
presence of catalyst in the bed material during co-gasification influences the
composition and heating value of the product gas. The hydrogen and carbon
dioxide contents in the product gas increased with the use of bed materials during
gasification, while the carbon monoxide content decreased. The exothermic water–
gas shift reaction is enhanced by use of bed material, resulting in lower energy
demand for gasification. The presence of bed material reduces the temperature of
gasification and prevents solid agglomeration tendency of the bed. Pinto et al. [54]
found that use of dolomite catalyst helped to reduce H2S and to retain more than
90% sulfur in solid phase during co-gasification of Puertollano coal mixed with
pine, petcoke, and polyethylene. The dolomite catalyst also reduced the formation
of gaseous chlorine. The metal-based catalysts (such as Ni) are very outstanding in
removal of tar. But, the deposition of carbon on the catalyst surface results in their
fast deactivation. The catalytic reforming reactions by which tar is converted into
useful gaseous compounds are given as follows [8]:

CnHmðhigher hydrocarbonsÞ+ nH2O→ ðn+m ̸2ÞH2 + nCO ð21Þ

CnHmðhigher hydrocarbonsÞ+ nCO2 ↔ ðm ̸2ÞH2 + 2nCO ð22Þ

CnHmðhigher hydrocarbonsÞ+ ðn ̸2+m ̸4ÞO2 ↔ ðm ̸2ÞH2O+ nCO ð23Þ

CnHmðhigher hydrocarbonsÞ↔ ðm ̸2ÞH2 + nC ð24Þ

5.2 Effect of Gasifying Agent

Choice of the gasification medium is an important facet of design of gasification
process, which contributes to the quality of the product gas. Generally, air is used as
gasification agent in simplest gasification process. The product is a low-energy gas
containing primarily H2 and CO diluted with the N2 from the air during air gasi-
fication. Very low airflow rate to the system results in low bed temperature, which
produces higher tar and lower gas yields. Unlike air gasification, steam gasification
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requires an external heat source to produce steam. Steam gasification produces a
higher energy content producer gas with heating value 10–16 MJ/Nm3 and H2

content 30–60 vol.% [55]. But, bed temperature decreased due to endothermic
reactions and additional equipments and energy are required to increase the tem-
perature to above 700 °C [56]. Oxygen-enriched air gasification provides a gas with
medium heating value, but it necessitates membrane-based air filtration equipment,
which essentially increases the cost of gasification process. With increase in O2

concentration in the fluidizing gas from 20 to 100%, the concentrations of CH4, H2,
and CO increased from 4 to 6%, 13 to 19%, and 25 to 55%, respectively [57].
Oxygen–steam gasification resulted in the increase in heating value of the fuel per
unit mass of feedstock from 5 to 16 MJ/kg [58].

5.3 Effect of Bed Temperature

The reaction temperature is one of the important operating variables, which greatly
affects the product gas composition and, hence, the calorific value of syngas. With
the constant value of equivalence ratio, the gas heating value increases with the
increase in temperature due to improved carbon conversion at higher temperature
[59]. The rise of temperature favored the formation of hydrogen and hydrocarbons
for further reactions, which lead to reduction of hydrocarbon content in the product
gas. Pinto et al. [60] observed that CH4 and hydrocarbons were reduced by 30 and
63%, respectively, while H2 concentration increased by 70%, with increase in
temperature from 750 to 890 °C during co-gasification coal/pine blends. Velez et al.
[50] claimed that in temperature range between 810 and 850 °C, the water–gas shift
reaction had a strong role in increasing the H2 content in the fuel gas. At 850 °C,
the Boudouard reaction dominated and consumed CO2 produced through the
water–gas shift reaction and, thus, increased the CO concentration in the product
gas. A decrease in the CO/H2 weight ratio was obtained at high temperature, which
indicated high reaction temperature for producing H2-rich gas [53].

5.4 Effect of Equivalence Ratio

Equivalence ratio expresses the amount of oxygen supplied for gasification relative
to combustion. A typical range of ER values employed for gasification is 0.19–0.43
[61]. The gasifier temperature was found to increase with increase in the equiva-
lence ratio, and this was attributed to increase in the exothermic reactions. Low
equivalence ratio results in relatively low bed temperature, thus producing a lower
gas and higher tar yields. Theoretically, optimum equivalence ratio from viewpoint
of gasification is ∼0.25. For ER <0.25, not all of the char is gasified, which
essentially is energy loss due to underutilization of energy potential of biomass. At
higher ER, complete oxidation of carbon results in rise of temperature inside the
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gasifier. At ER ∼0.25, all the char is converted into product gas giving the highest
energy of the producer gas. Kehzong et al. [62] observed that when ER was
increased from 0.30 to 0.42, the total gas yield enhanced from 1.75 to 1.94 m3/kg
fuel, though the syngas gas yield decreased from 0.98 to 0.93 m3/kg fuels, as more
O2 was provided for combustion. Ponzio et al. [63] also reported that ER ≥ 0.25
produced significantly higher yield of all gases, as compared to low ER of 0.19
during co-gasification. Similar observation was made by Pinto et al. [60] for
co-gasification of coal and pine mixture.

5.5 Composition of Syngas

Syngas gas is the mixture of gas produced by gasification of organic materials at
relatively low temperature. It consists of H2, CO, CO2, CH4, and tar. The variations
of each gas component with different parameters are briefly discussed below.
Figure 3a–c shows the variation of syngas composition with ER (0.19–0.35) for
different coal/biomass blends in our own study conducted in circulating fluidized
bed gasifier [64]. The effect of the ER on the gas composition is mainly attributed to
the oxidation reactions which release heat and create high temperature for the whole
gasification process. It is considered that an increase in the ER led to further
combustion of the product gas and dilution of the gas by nitrogen in air, resulting in
a decrease in the concentrations of H2 and CO. Conversely, CO2 showed a slightly
increasing trend with the increase in the ER. A higher value of the ER results in
more CH4 burning with O2 and inhibiting the formation of CH4 at higher tem-
perature. Therefore, the volume fraction of CH4 decreased with increasing ER.
Sawdust has been used as the representative biomass in our study. Different
biomass/coal ratios of 25:75, 50:50, and 75:25 wt% have been represented as
follows: (A) 25% S + 75% C, (B) 50% S + 50% C, and (C) 75% S + 25% C.

5.6 H2 Concentration

Co-gasification of coal with biomass having higher volatiles (viz. coffee husk)
produced lesser quantity of H2 as compared to gasification of individual coal [50].
The high volatile matter contents improved the release of combustible gases (such
as H2, CH4, CO CnHn), which required a lower reaction temperature and hence
caused a reduction in H2 concentration. But, for the biomass having less volatile
contents, higher operating temperature was required to obtain good products of
combustion [50, 51, 65]. However, it was observed that simultaneous increase in
biomass content and temperature in co-gasification led to higher contents of
hydrogen [66]. Low volatile content biomasses and low-ranked coal are more
suitable for significant H2 production because low-ranked coals (with relatively
high ash content) have higher reactivity than higher-ranked ones [67].
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Fig. 3 Variation of gas composition with ER for different coal/biomass blends a 25% S + 75% C,
b 50% S + 50% C, c 75% S + 25% C
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5.7 CO2 Concentration

In both biomass and coal gasification, high amount of CO2 is produced due to the
oxidation as well as water–gas shift reactions, which are very exothermic in nature.
However, upon increasing the gasification temperature, the CO2 concentration in
the product gas starts decreasing due to increase in rates of endothermic reactions,
which consume CO2 [53, 65, 68, 69]. During co-gasification, CO2 production is
more than that of coal gasification because of higher O2 contents in biomass than
coal [63]. It is also reported that CO2 production in co-gasification is reduced with
the rise in temperature due to increase in consumption of CO2 during dry reforming
of CH4, tars, and also occurrence of Boudouard reactions [51, 60, 65, 70, 71]. CO2

content of producer gas is higher at relatively low temperature range of 810–850 °C
due to impact of main water–gas shift reaction. However, Boudouard reaction
becomes more dominant at high temperature, resulting in reduction in CO2 con-
centration [50].

5.8 CO Concentration

In biomass and coal gasification, concentration of CO increases with increase in
temperature due to an increase in the rate of both water–gas and Boudouard
reactions [53, 68, 69]. CO contents in co-gasification are observed to be higher than
that in coal gasification due to the greater reactivity of biomass compared to coal as
well as due to the presence of excess O2 in biomass. The rise in bed temperature
leads to an increase in the production of CO in co-gasification because of the
dominancy of the Boudouard reaction [50, 66]. Pinto et al. [70] observed that
carbon monoxide is mostly produced during oxidation reactions that are exothermic
in nature, thus lowering CO production with the increase in temperature [72].
Hernandez et al. [73] stated that at longer residence times in air gasification, for all
temperature ranges studied, more CO is produced, though the effect of residence
time on the production of CO is lower compared to H2 production. Hernandez et al.
[66] observed that co-gasification using coal/biomass mass ratio of 20:80% can
cause an increase in CO contents from 7.18–14% when temperature increases from
750–1050 °C. Pinto et al. [70] claimed that at higher temperature of ∼830 °C, the
CO production is slightly increased due to the consumption of CO2 in dry
reforming and Boudouard reaction [51].

5.9 CH4 and Other Hydrocarbons Concentration

In gasification, methane is produced by methanation and methane steam reforming
reaction, but CH4 concentration starts consuming during combustion reaction. As a
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result, CH4 concentration does not change considerably with the variation of
temperature [56]. In co-gasification, with the rise of temperature, both CH4 and
hydrocarbon concentrations decrease due to an increase in the reforming reactions
[51, 69, 70]. It was observed that the concentrations of hydrocarbons are higher in
co-gasification than in coal gasification because of the biomass content in
co-gasification. The presence of biomass lowers the temperature in co-gasification,
and so the concentrations of hydrocarbons are comparatively higher than those from
coal gasification [50]. However, Pinto et al. [70] observed that during
co-gasification of coal with edible waste at temperatures >850 °C, the concentra-
tion of CnHm decreases more due to the cracking and reforming reactions. Aznar
et al. [71] have also studied co-gasification of coal, biomass and plastics, and
reported a slight increase in CH4 contents at temperatures >820 °C in the presence
of dolomite catalyst due to an increase in the rate of methanation reaction. How-
ever, the concentration of light hydrocarbons decreased due to the cracking reac-
tions at higher temperatures.

6 Conclusions

This chapter deals with the issue of gasification of coal/biomass blends. The basic
idea underlying in gasification of coal/biomass blend is to attain synergy between
the individual gasification of coal and biomass, where the kinetics of gasification of
coal char is improved by biomass ash due to presence of alkali and alkaline earth
metals in it. Synergistic effect in co-gasification has been in terms of reduction of
activation energy of the fuel, which boosts the kinetics of gasification. Presence of
alumina and silica in coal is unfavorable to synergistic effect, as silica and alumina
block the catalytic action of alkali metals by formation of aluminosilicates during
gasification. Furthermore, excessively high temperatures also hinder the synergy
due to evaporative loss of alkali metals from biomass. The optimum coal/biomass
ratio should be maintained to achieve maximum synergy.

The effects of various operational parameters, viz. temperature, bed materials,
gasifying agents, equivalence ratio, on producer gas composition, and yield in the
gasification process, are briefly discussed. Gasification temperature is a significant
parameter in the process of gasification. The rise of gasification temperature leads to
increase the H2 content of the producer gas; however, the concentration will
decrease if the biomass contains more volatile matters. The CO concentration also
increases with the increase in gasification temperature due to increase in the rate of
both water–gas and Boudouard reactions. However, heating value and producer gas
composition, especially H2, CO, and CH4, can be varied with gasification medium.
Unlike air gasification, steam gasification produces a higher energy content pro-
ducer gas with heating value 10–16 MJ/Nm3 and H2 content 30–60 vol.%.

In summary, the concept of co-gasification of coal/biomass blends has shown
distinct merits and high promise in laboratory-scale studies, as compared to indi-
vidual gasification of coal and biomass. Moreover, the co-gasification process also
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helps in reduction of greenhouse gas emissions by partial replacement of fossil fuel
with renewable feedstock of biomass. With further research and development
endeavors on bench/pilot-scale co-gasification process, commercial implementation
of biomass/coal gasification may be realized in near future.
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Chemical Looping and Plasma
Technologies for Gasification of Coal
and Biomass

Barnali Bhui and Prabu Vairakannu

Abstract Gasification of solid fuels exhibits a vital role in power plants for
electricity generation using gas turbines, fuel cells and for various chemical pro-
ductions such as hydrogen, methanol, liquid hydrocarbons, etc. Chemical looping
combustion (CLC) and plasma gasification are the recent emerging advanced
technologies for the production of clean energy from solid fuels. CLC operation
eliminates the energy penalty of air separation unit (ASU) in an oxy-fuel com-
bustion unit and paves a way for carbon capture and storage. Another promising
technology for the conversion of solid fuel into syngas is plasma gasification.
Tar-free syngas with high-calorific value can be obtained in this technology. Fur-
ther, co-gasification of coal and biomass is another option to utilize renewable
energy, which reduces a considerable amount of greenhouse gas emission. In this
chapter, the conversion efficiencies of solid fuels such as coal and biomass in the
CLC technology are compared with liquid and gaseous fuels. The complexity of
solid fuel-based CLC operation and future research scope of the CLC technology
are discussed. Also, the percentage conversion of solid fuels and CO2 yield in pilot
plant-scale CLC experiments is reviewed. The syngas composition and carbon
conversion efficiency of plasma gasification are compared for biomass and coal.
The feasibility of co-utilization of coal and biomass in these gasification tech-
nologies is also explained.

1 Introduction

Coal and biomass play a crucial role in fulfilling energy demand of the present
scenario. Direct combustion of these fuels produces thermal energy, which can be
utilized for steam production in a boiler for power generation. Co-gasification of
coal and biomass is beneficial as it reduces the dependency on fossil fuels along
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with reduction of greenhouse gas emission. Also, the co-combustion of high ash
coal and biomass is advantageous due to the presence of high volatile matter in
biomass. Alkali and alkaline earth metals in biomass ash can act as catalysts in
gasification reactions.

Gasification is one of the thermochemical processes, which converts solid
feedstock into syngas through partial oxidation using either air, steam, CO2, or their
mixtures as gasifying agent. It is generally carried out at 800–1500 ºC. In a gasifier,
the solid fuel undergoes several thermochemical processes such as drying, pyrol-
ysis, combustion, and gasification. Table 1 provides a list of chemical reactions,
which occur in a gasifier. Drying is the removal of moisture from feedstock. It
occurs relatively at low temperatures and thus, feedstock does not get decomposed
at this temperature range (100–200 °C). The dried feedstock gets decomposed into
tar, char, and volatiles at elevated temperature known as pyrolysis. Further, the heat
liberated from the partial combustion of feedstock progresses the char gasification,
which is an endothermic solid–gas reaction [67]. Thus, gasification occurs at low
concentration oxygen atmosphere. Steam and CO2 are potential gasifying agents for
coal and biomass. Steam gasification produces a hydrogen-enriched syngas due to
water gas shift reaction (reaction 5), whereas a CO-enriched syngas is formed
during CO2 gasification.

Coal would dominate the world energy market till 2030 [62]. Out of 223
gigawatt (GW) of total thermal energy (produced by coal, gas, and oil), coal pro-
duced 196 GW of energy till June 2017 (Government of India Ministry of Power).
Biomass, a carbon-neutral energy source, becomes an attractive option to harness
energy in small-scale industries. As biomass is abundantly available in nature, it
could be considered as a viable energy source under economic conditions. Biomass
gasification was originated in the 1800s for domestic purpose [10]. Biomass is
highly oxygenated source as compared to coal or other feedstock because of its
carbohydrate structure. Biomass is basically a lignocellulose component, which
comprises of cellulose, hemicellulose, and lignin. Lignin mainly constitutes char
content while cellulose and hemicellulose possess huge volatile matter [11].

The presence of alkali and alkaline metal (Na2O, K2O, and CaO) of biomass
would result in positive synergy during co-gasification of coal and biomass [28, 46,
72]. Table 2 provides a comparative study of syngas composition of coal, biomass,
and their blend-based gasification in fluidized and entrained bed gasifiers. Coal as a
fuel produces high-calorific value syngas as compared to biomass. At high oper-
ating temperatures of a gasifier, the cracking and reforming reactions enhanced the
production of hydrogen and CO.

Lignite coal under airstream gasification produced 226.8 kJ/mol calorific value
of syngas. When biomass is blended with this coal, the calorific value of syngas is
increased to 237 kJ/mol. With further increase in the percentage of biomass, its
calorific value decreased. This is due to the reduction of total carbon content of fuel
with increase in the percentage of biomass. Bituminous coal yields highest calorific
value in oxy-steam gasification. Pine biomass produced a high yield of syngas as
compared to other biomass. It produced 290 kJ/mol calorific value of syngas at
800 °C, whereas the blended pine and bituminous coal produced a
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Table 2 Comparative study of syngas composition of coal, biomass, and their blend during
gasification in steam atmosphere

Feedstock Gasifier Operating
conditions

Operating
parameters

Outlet gas
composition

Calorific value
of syn gas (kJ/
mol)

References

Pine sawdust Fluidized
bed gasifier

Airstream 700 °C CO-44%,
H2-21%,

247.52 [44]

800 °C CH4-9%
CO-37.5%,
H2-32%,
CH4-8%
(vol. %)

247.73

Pine bagasse
and lignite
coal

Fluidized
bed gasifier

Airstream Coal:
Biomass

[4]

100:0 CO ∼ 19%,
H2 ∼ 45%,
CH4 ∼ 8%

226.83

60:40 CO ∼ 26%,
H2 ∼ 38%,
CH4 ∼ 9%

237.72

40:60 CO ∼ 21%,
H2 ∼ 37%,
CH4 ∼ 10%

229.17

850 °C (vol. %)

Low rank
coal

Fluidized
bed gasifier

Airsteam 1040 °C CO-19.2%,
H2-6.9%,
CH4 -0%,
CO2-17%
(vol. %)

71.03 [36]

Bituminous
coal

Entrained
flow
gasifier

Oxygen-steam 1500 °C CO-58.52%,
H2-27.68%,
CH4 -2.95%
(mol%)

256.26 [30]

Pine and
bituminous
coal (2:1)

Fluidized
bed gasifier

Steam 1045 °C CO-36%,
H2-17.66%,
CH4-1.76%
(vol. %)

158.73 [38]

Bamboo Downdraft
gasifier

Steam Moisture
(%)-20%

CO-19.5%,
H2-18.8%,
CH4-1.25%,
CO2-11.2%

110.71 [12]

Moisture
(%)-5%

CO-20.5%,
H2-17.8%,
CH4-1.15%,
CO2-10.5%

110.31

850 °C (vol. %)
(continued)
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low-calorific-value syngas of 159 kJ/mol at 1045 °C. As high operating tempera-
ture enhances combustion reaction, the carbon content of solid fuel is burnt at such
a high temperature.

Chemical looping combustion and plasma gasification are the recent emerging
technologies for clean energy production using coal and biomass. Chemical looping
concept uses oxygen carriers to oxidize solid fuels in a fuel reactor. Oxygen carriers
act as a donor of oxygen molecules for fuel combustion as well as catalysts for char
gasification and tar reforming reactions. Plasma gasification converts solid feed-
stock into rich syngas using plasma torch at high temperatures (1500–5000 °C). Tar
content of coal and biomass is completely destructed in plasma gasification due to
the cracking reactions of high hydrocarbons. Thus, a high syngas gas yield can be
obtained in this technology.

In this chapter, the conversion efficiency of solid fuel and CO2 yield under CLC
process conditions is discussed and compared with liquid and gaseous fuels. The
difficulty of solid fuel-based CLC operation is explained. Also, this chapter
reviewed the pilot plants of CLC systems for solid fuels in order to show the
technical feasibility for commercialization of this technology. The syngas compo-
sition and its calorific value of solid fuels during plasma gasification are reported.
The effect of carrier gas on syngas composition of plasma gasification is discussed.

Table 2 (continued)

Feedstock Gasifier Operating
conditions

Operating
parameters

Outlet gas
composition

Calorific value
of syn gas (kJ/
mol)

References

Neem Downdraft
gasifier

steam Moisture
(%)-20%

CO-18.5%,
H2-18.2%,
CH4-1.35%,
CO2-11%

107.226 [12]

Moisture
(%)-5%

CO-19.2%,
H2-17.5%,
CH4-1.2%,
CO2-10.3%

106.31

850 °C (vol. %)

Eucalyptus Fluidized
bed gasifier

Steam 750 °C CO-42%,
H2-22%,
CH4-15%

292.4 [15]

880 °C CO-42%,
H2-32%,
CH4-9%
(mol%)

268.48

Pine Fluidized
bed gasifier

Steam 750 °C CO-42%,
H2-28%,
CH4-14%

298.9 [15]

880 °C CO-40%,
H2-36%,
CH4-12%
(mol%)

296.56
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2 Advanced Gasification Technologies

Syngas can be produced by gasifying solid feedstock using air, steam, CO2, or their
mixtures. Air as a gasifying medium decreases the calorific value of syngas due to
the dilution of N2. Pure oxygen as the oxidizing medium may increase the calorific
value of product gas but it would also increase the operational cost of gasifiers.
Syngas from gasifiers can be utilized for hydrogen production or for electricity
generation. In case of hydrogen production, a high-temperature reformer and a
water gas shift reactor are required for the conversion of CO into H2. Further, a CO2

capture unit is required for the removal of CO2 from H2. However, the resultant
hydrogen gas may be contaminated with a trace amount of CO, NOx, and SOx. The
incorporation of these several downstream units would result in high energy penalty
and reduces the overall efficiency of the process. These drawbacks can be overcome
in chemical looping reforming technology (CLR), which produces high pure
hydrogen.

In case of gas turbine for electricity production, the combustor of a gas turbine
requires pure oxygen to produce nitrogen-free flue gas for storage. However, the
addition of an ASU unit for the production of pure oxygen would reduce the net
thermal efficiency of power plants. This problem can be rectified in chemical
looping combustion (CLC) technology.

2.1 Chemical Looping Combustion (CLC)

Chemical looping concept can also be referred as dual fluidized bed gasification.
CLC technology separates oxygen from air through the oxidation of metal particles
(Eq. 12) in an air reactor (AR).

Air reactor: Me+0.5O2 → MeO ð12Þ

Metal oxides from the AR are circulated to a fuel reactor (FR) for the oxidation
of fuels. Firstly, solid fuel is converted into syngas using steam and CO2. Secondly,
metal oxides oxidize the resultant syngas into CO2 and H2O and produce a pure
CO2 stream, which can be stored without any further treatment. This process is
referred as in situ gasification CLC technology.

Fuel reactor: Coal orð ÞBiomass+H2O → CO+H2 +CH4 ð13Þ

MeO+CO+H2 +CH4 →Me+H2O+CO2 ð14Þ

Reduced metal particles from FR are recycled to AR for oxidation. Reduction
and oxidation of oxygen carriers occur in a cyclic manner and hence, the concept is
named as “chemical looping.” The heat of reaction in both reactors depends on the

504 B. Bhui and P. Vairakannu



choice of fuel and metal oxides. This technology eliminates the use of ASU for the
separation of oxygen from air.

Figure 1a, b shows the experimental setup of gas- and solid-based CLC reactors.
Solid fuels such as coal and biomass can be gasified in a separate gasifier and the
resultant syngas can be processed in CLC reactors. Figure 1a shows the reactor
setup of gas fuel-based CLC process. Syngas is usually injected at the lower section
of fuel reactors to provide counter-current mode of interaction with oxygen carriers
[14, 18, 35, 39]. Also, one can use solid fuel directly in a CLC operation, which is
termed as iG-CLC. Figure 3.1b shows the solid fuel-based reactor arrangement.
Solid fuel is introduced at the upper section of fuel reactor via hopper and the fuel
particles interact with CO2/steam in a counter-current mode [9, 23]. A stripper is
placed between air and fuel reactor to prevent the leakage of char into the AR [17,
47, 48, 58, 64]. The stripper is operated under bubbling fluidized mode for the
transfer of carbon particles to the FR [50, 66].

2.2 Chemical Looping Gasification (CLG)

Chemical looping gasification (CLG) is a novel gasification technology, which is
similar to the CLC technology.Metal oxides provide oxygenmolecules for the partial
combustion of syngas and this reaction liberates thermal energy for the progress of
gasification reactions. This concept uses either two or three interconnected reactors in
series known as air reactor, fuel reactor, and steam reactor. Interconnected fluidized
bed enables high solid circulation rate. The gasification of solid fuel into CO and H2

Fig. 1 Chemical looping setup in solid and gaseous fuels. ( —Fuel particles; —Oxidized
oxygen carrier; —Reduced oxygen carrier) [9, 14, 17, 39, 47, 58]
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(Reaction 5–10) and further, the oxidation of syngas into CO2 and H2O with metal
oxides (Reaction 15) would occur simultaneously in the FR.

CnH2m + nH2O→ m+ nð ÞH2 + nCO ð15Þ

CO+MeO→CO2 +Me ð16Þ

H2 +MeO→H2O+Me ð17Þ

CO2 +H2 →H2O +CO ð18Þ

At high temperatures, reverse water gas shift reaction would occur and might
resulted in CO formation.

Figure 2 shows the schematic diagram of chemical looping gasification unit. It
comprises of fuel reactor (1) and air reactor (6). Solid feedstock is usually fed by a
hopper (2). FR is usually a bubbling fluidized bed reactor while AR is designed as a
circulating fluidized bed reactor [14]. A cyclone separator (4) separates the mixture
of reduced OC materials and syngas from the FR. The reduced OC is recycled to the
AR and air (7) is introduced at the lower section of the AR (6). The heat required
for gasification can also be supplied in the form of sensible heat of oxygen carriers
from the AR to the FR. Metal oxide to fuel ratio is kept low in order to prevent the
complete combustion of feedstock into CO2 and H2O [27].

Biomass is a suitable raw material for CLG as it contains 80% of volatile matter.
Table 3 shows the syngas composition of biomass-based CLG. It can be noticed
that with increase in the operating temperature of FR, a high-calorific-value syngas
is obtained. In the CLG operation, CO-enriched syngas is reported under inert
atmosphere whereas an equimolar percent of CO- and H2-based syngas is noticed

Fig. 2 Schematic layout of interconnected fluidized chemical looping gasification unit [14, 27]
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under steam atmosphere. High operating temperature favored the release of vola-
tiles from biomass, and thus, the calorific value is increased [20].

CaO is a cheaper metal oxide for CLG operation and also it acts as a catalyst for
the production of hydrogen-enriched syngas [70]. Han et al. [19] claimed that CaO
can also act as a catalyst for cracking of tar components in solid fuels. Further, CaO
adsorbs CO2 and thus, it enhances the percentage of hydrogen in syngas [2, 67].

2.3 Chemical Looping Reforming (CLR)

Chemical looping reforming (CLR) is an alternative method for the production of
high pure hydrogen. It is similar to chemical looping combustion (CLC) technol-
ogy. In this technology, solid fuel is converted into two separate gas streams.
A pure CO2 stream is obtained in the FR, whereas a high pure hydrogen can be
produced in the steam reactor (SR). In this technology, an additional reactor (steam
reactor) is required to connect with other reactors such as air reactor and fuel
reactor. The reduced oxygen carriers from the FR are transferred into steam reactor
(SR) for the oxidation of metal particles using steam. During the metal oxidation
process, steam molecules are converted into hydrogen gas. The unoxidized metal
particles in the steam reactor are recirculated to the AR to achieve complete oxi-
dation. Thus, the metal/metal oxide particles are circulated between three inter-
connected reactors.

Figure 3 shows the schematic representation of the CLR technology. Iron-based
OC exists in three thermodynamically stable form of oxides such as Fe2O3, Fe3O4,

Fig. 3 Schematic illustration of chemical looping concept in hydrogen production [33, 53, 71]
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and FeO. In the FR, the supplied fuel is converted into CO2 and H2O with the
reduction of metal oxides. The reduced FeO from the FR is transferred into the SR.
FeO is oxidized in the form of Fe3O4 in the SR. Further, Fe3O4 is transferred into
the AR and gets converted into Fe2O3, which can be recycled into the FR for fuel
oxidation [33, 53, 71]. The chemical reaction between steam and metal oxide in the
SR is shown below:

In steam reactor,

H2O+3FeO→Fe3O4 +H2 ð19Þ

H2O+Fe→FeO+H2 ð20Þ

2.4 Metal Oxides

Metal oxides such as Ni, Cu, Co Fe, Mn, etc., can be used as oxygen carriers. Cu,
Co, and Mn possess a tendency to release its lattice oxygen at high temperature and
the liberated-free oxygen molecule directly reacts with solid fuels and it is termed as
chemical looping oxygen uncoupling (CLOU). Support materials such as Al2O3,
TiO2, ZrO2, SiO2, etc., are used to provide mechanical strength to oxygen carriers.
Alumina-based support materials have been extensively used as it exhibit low
agglomeration tendency, high thermal stability, and low attrition. Wastes such as
manganese ore, red mud, perovskite from steel and alumina production industries
and natural iron ores such as hematite, ilmenite can be used as a cheaper source of
oxygen carriers in solid fuel-based CLC operation.

Table 4 provides a comparison study of reactivity of solid, liquid, and gaseous
fuels under CLC operating conditions in terms of CO2 yield and fuel conversion.
CO2 yield is defined as the molar percentage of CO2 obtained in the flue gas of FR
[68]. Copper-based oxides show highest reactivity with 99% of CO2 yield as
compared to Ni and Mn [56]. Cu and Mn have shown high reactivity with metal
oxides due to its oxygen uncoupling property. However, Mn shows a lower reac-
tivity than Cu due to high attrition tendency of Mn particles. Ni- , Mn- , Cu-based
oxides are expensive and the use of these metal oxides for handling solid fuels leads
to uneconomic conditions. Cheaper metal oxides such as ilmenite, hematite, mag-
netite, red mud, etc., can be used for solid fuel-based CLC operations. These metal
oxides can be obtained as a cheaper source of waste material from several indus-
tries. The reactivity of hematite with bituminous coal shows a high CO2 yield of
90% under steam and CO2 atmosphere. Volatile matter in solid fuel plays a crucial
role for enhancing the reactivity of metal oxides. Lignite coal possessing high
volatile matter has shown a high reactivity with iron ore and achieved 90% of fuel
conversion with 81% of CO2 yield. However, in case of pet coke containing high
fixed carbon, an average of 74% fuel conversion is achieved. In case of gas fuels,
metal oxides have shown a high reactivity with a fuel conversion and CO2 yield of
95%. Indirect method of solid CLC operation involves gasification of solid fuels in
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a separate gasifier and the resultant syngas can be utilized in the CLC operation.
However, it requires pure oxygen for the gasification of solid fuels in the gasifier. In
the present study, liquid fuel CLC operation is also reviewed in order to compare
the reactivity of solid fuels. Liquid fuels are superior to solid fuels as there is no
char gasification in liquid fuels. However, heavy liquid fuels achieve slightly lower
yield as compared to low molecular liquids due to high viscosity and sulfur content,
which restricts the reactivity of oxygen carrier. Liquid fuels have shown high
reactivity as compared to solid fuels.

The handling of solid fuel in a CLC operation is difficult due to the poor
interaction between solid fuel and metal oxides. Especially, handling of Indian coal
in the CLC process is more complex due to its high ash content. Co-combustion and
co-gasification conditions of high ash coal and biomass can be highly suitable for
the CLC operation. Table 5 provides a summary of pilot-scale studies in CLC
process using solid, gas, and liquid fuels. Gaseous fuels such as syngas and natural
gas have shown almost 100% fuel conversion efficiency irrespective of reactor
choice (bubbling, circulating, or moving bed). However, solid fuel conversion was
found to be lower due to the rate limiting step of char gasification reaction. The
pilot-scale studies have shown that the fuel conversion is found in a wide range of
66–97%, which depends on its inherent properties and the choice of metal oxides.
Thus, blended conditions of biomass and coal can enhance the reactivity of metal
oxides.

The integration of co-gasification and chemical looping technology has several
advantages.

(i) Metal oxides can act as a catalyst for char gasification, water gas shift
reaction, and Boudouard reaction.

(ii) Biomass ash contains catalytic inorganic species, which is suitable for effi-
cient char gasification.

(iii) High volatile matter of biomass leads to high reactivity of metal oxides.
(iv) The utilization of biomass reduces carbon emission into the atmosphere.

Research should be focused toward the direct utilization of solid fuels under
blended conditions with suitable combination of metal oxides.

2.5 Plasma Gasification

Plasma is the fourth state of matter consisting of free electrons, neutral particles, and
ions. The interaction of carrier gas with high energy source produces plasma
plumes. Plasma creates high-temperature environment in electric arc discharge
method (>13,000 °C) [13]. Plasma can be categorized into cold plasma (<4000 K)
and hot plasma (4000–20,000 K) [57]. The rate of energy transfer from electron to
molecules is low in cold plasma. In a conventional gasification unit, a
sub-stoichiometric quantity of oxygen is utilized for the partial combustion of solid
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fuels and the liberated heat is utilized for the gasification of char and the release of
volatiles. Figure 4 shows the schematic representation of plasma gasification
technology [13]. In the plasma gasification technology, the reaction between
hydrocarbons of solid fuels and plasma at temperatures in the range of 2700–
4500 °C cracks heavier components into lighter fractions (CO and H2) with ash
content as the residue. As the plasma torch is used as the energy source for gasi-
fication, the supply of pure oxygen for partial combustion of feed is not required.
Also, the contamination of CO2 with syngas can be avoided as compared to con-
ventional gasification technology. A high-calorific syngas can be generated with a
negligible tar content [26].

In plasma gasification, the carrier gas is allowed to pass between two electrodes
under high voltage. Due to high potential difference, an electric arc is generated.
This electric arc ionizes the carrier gas and a plasma plume is generated. This
plasma plume at a temperature greater than 5000 °C decomposes solid feedstock
[43] and progresses the pyrolysis and gasification reactions. The plasma electrons

Fig. 4 Schematic diagram of
plasma gasification
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intensify the chemical oxidation process by reducing the activation energy of car-
bon conversion reactions. Plasma gasification technology requires carrier gas such
as air, O2, or noble gas for plasma production. Plasma can be discharged using
direct current (DC), radio frequency (RF), or microwave (MC) sources. In DC
method, a high voltage is applied to electrodes to produce ions and electrons, which
produces core temperatures greater than 10,000 K. However, the temperature in
marginal region reaches only about 6000 K. The electrons get excited at this
temperature range and produces ions with further collision. In case of RF, alter-
nating current is applied between electrodes and produces a core temperature of
about 8000 K [65]. Microwave method is economical as compared to other sources
as it does not require any electrodes. Also, a low voltage supply is sufficient for the
production of high-temperature plasma [22]. It is preferred over DC and RF as it
has robust reactor design [31, 57]. Figure 5 shows the block diagram of plasma
gasification. Solid feedstock should be pretreated for sizing of particles for plasma
reactor.

Plasma gasification is an allothermal process and operated at atmospheric
pressure. Allothermal process requires external heat to sustain its operating tem-
perature (1500–5000 °C). It breaks down high molecular weight organic fractions
into syngas and slag. This vitrified slag can be used for making building materials
(tiles, bricks, etc.).

2.5.1 Choice of Plasma Carrier Gas

The choice of carrier gas affects the syngas composition during plasma gasification.
Du et al. [11] conducted a comparative study to evaluate the effect of carrier gas on
syngas composition. A low heating value of syngas is estimated for air as the carrier
gas, and it is due to the dilution of syngas with N2.

Steam as the carrier gas gets dissociated into free radicals such as hydrogen,
oxygen, and hydroxide at high plasma temperature. These reactive free radicals
enhance the reaction rate [59]. The generated CO gas may get oxidized into CO2 in
presence of OH radical.

Energy, 
liquid fuel production

Pretreatment Plasma Reactor

Carrier gas

Vitrified slag

Electricity

Syngas

Fig. 5 Block diagram of plasma gasification

514 B. Bhui and P. Vairakannu



H2O→OH +H ð25Þ

C+H2 →CH +H ð26Þ

C+H2 →CH2 ð27Þ

CH2 +O→CO+H2 ð28Þ

CH +O→CO+H ð29Þ

CO+OH→CO2 +H ð30Þ

This technology is examined in pilot-scale level with a capacity of 12 ton/h feed
rate at Swindon, UK. The sensible heat of hot syngas of plasma reactor can be used
to produce steam for electricity generation. However, high operating cost of plasma
reactor is the major drawback of this technology as the generation of plasma and the
cost of electrodes are expensive.

2.5.2 Plasma Gasification-Based Syngas

Table 6 shows the composition of syngas obtained during plasma gasification. The
reported syngas composition shows 25–30% of CO2 and the rest of the gas con-
stituted of H2, CO, and CH4. NOx pollutants are generated with the use of air as the
carrier gas due to high temperature of plasma. A high fuel conversion about 90–
100% is reported for the steam and CO2 atmosphere, whereas 65–85% of fuel
conversion is noticed for air and N2 atmosphere. This is due to the reactive
atmosphere of the gasifying medium such CO2 and H2O. Low yield of syngas is
obtained using argon as the carrier gas. This is due to the high ionization potential
of argon gas, which consumes high energy [11]. Hrabovsky et al. [25] observed
almost a tar-free syngas (>10 mg/Nm3) due to the progress of cracking and
reforming reactions at elevated temperatures.

Tar is an undesired product in syngas and consists of a mixture of organic
components of polyaromatic hydrocarbons (PAH) such as naphthalene, phenan-
threne, anthracene, etc. These components are highly stable in the temperature
range of 600–900 °C. High operating temperature of gasifiers reduces the quantity
of tar due to the progress of cracking and reforming reactions. Phenolic components
can decompose at high temperatures. The generation of polyaromatic hydrocarbon
(PAH) was considerably low in plasma gasification as compared to conventional
gasification [26].
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3 Conclusions and Scope for Future Research

The conversion of coal and biomass into syngas through advanced gasification
technologies such as CLC, CLR, and plasma technologies is feasible for the pro-
duction of clean fuels. Plasma gasification leads to high yield of syngas without any
residual matter. CLG generates syngas without using pure oxygen and CLR tech-
nology produces high purity hydrogen gas. Thus, the development of these
advanced technologies would pave a path toward the production of clean and
sustainable energy. Further, the future research scopes of these technologies are,

(i) Research should be focused for the direct utilization of solid fuels using
cheaper oxygen carriers in CLC technology. As Indian coal contains 40% ash
content, the separation of ash and metal oxides in fuel reactors is difficult.
Thus, cheaper metal oxides with high reactivity should be identified.

(ii) As the conversion efficiency of solid fuels is less in CLC operation,
co-combustion and co-gasification coal and biomass is an appropriate option
for the CLC operation with a suitable gasifying medium.

(iii) Pilot plant studies are required for plasma gasification to evaluate the fea-
sibility of commercialization of the technology.
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