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Preface

This volume contains high-quality research papers presented at the third
International Conference on Microelectronics, Electromagnetics and Telecommu-
nications (ICMEET) held in Departments of Electronics and Communication
Engineering of BVRIT Hyderabad College of Engineering for Women, Hyderabad,
Telangana, India, during September 9–10, 2017. ICMEET aims to bring together
academic scientists, researchers, and research scholars to discuss the recent
developments and future trends in the fields of microelectronics, electromagnetics,
and telecommunication. Previous editions of the conference were held in GITAM
University (2015), Visakhapatnam, and Raghu Institute of Technology (2016),
Visakhapatnam. ICMEET received a total of 325 submissions for LNEE series
of the conference. Each paper was peer-reviewed by at least two members of the
Program Committee. Finally, a total of 94 papers were accepted for publication in
this proceeding. ICMEET was technically supported by IETE student forum and IE
student chapter. Several special sessions were offered by eminent professors in
many cutting-edge technologies. Several eminent researchers and academicians
delivered talks addressing the participants in their respective field of proficiency.
Topic on evolutionary optimized power control methodologies and mitigation of
H2S from hydrothermal power plant has been discussed by Naeem M. S. Hannoon,
Professor, Technology of University, Mara, Malaysia. A thorough discussion on
MEMS and NEMS was made by Prof. Sanket Goel from BITS Pilani, Hyderabad
campus.

We would like to express our appreciation to the members of the Program
Committee for their support and cooperation in this publication. We are also
thankful to the team from Springer for providing a meticulous service for timely
production of this volume. Our heartfelt thanks to our Chairman Sri Vishnu
Raju K. V. garu and other management members of Sri Vishnu Educational Society
for extending wholehearted support to host this in their campus. Special thanks to
all guests who have honored us by their presence on the inaugural day of the
conference. Our thanks are due to all special session chairs, track managers, and
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reviewers for their excellent support. Last, but certainly not the least, our special
thanks go to all the authors who submitted papers and all the attendees for their
contributions and fruitful discussions that made this conference a great success.

Barcelona, Spain Jaume Anguera
Vijayawada, India Suresh Chandra Satapathy
Lucknow, India Vikrant Bhateja
Hyderabad, India K. V. N. Sunitha
September 2017
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A DCT-CS Watermarking Method
for Monochrome and Color Image

D. Susmitha and S. M. Renuka Devi

Abstract In order to overcome the threat of data transmission over Internet,
watermarking techniques have been developed. Watermarking can be implemented
in spatial or in frequency domain. In this paper, watermarking is implemented in
frequency domain using DCT transform and compressive sensing technique. The
paper deals with a proposed watermarking scheme that can be applied to binary,
monochrome, and color image. Here, the features of compressive sampling are
considered in order to overcome the drawback of insecure data transmission.
A random Gaussian matrix is used as the secret key for encrypting the watermark in
the process of compressive sensing. This encrypted watermark is then embedded
into the mid-frequency DCT coefficients of the host image. Experimental results
depict that the performance of our algorithm is better than basic DCT watermarking
in terms of robustness. It is observed that the security level and embedding capacity
are also improved by the usage of compressive sampling.

Keywords Discrete cosine transform ⋅ Watermarking ⋅ Compressive sampling

1 Introduction

In the current years, the growth of technology has increased vastly in the concern of
transfer of information over Internet. As Internet is an open source, the security of
the digital media is put under risk. This threat can be faced by providing some
authentication information along with the data. Embedding of authentication
information into the digital media is referred as watermarking. Watermarking can
be applied to video, audio, images, and other digital media also. Research in this

D. Susmitha (✉) ⋅ S. M. Renuka Devi
G. Narayanamma Institute of Technology and Science (for women),
Hyderabad, India
e-mail: susmitha.daparty18@gmail.com

S. M. Renuka Devi
e-mail: renuka.devi.sm@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
J. Anguera et al. (eds.), Microelectronics, Electromagnetics
and Telecommunications, Lecture Notes in Electrical Engineering 471,
https://doi.org/10.1007/978-981-10-7329-8_1

1



area had been developed enormous from the past decade onward [1–3]. The
resulting image after embedding the ownership or signature information is the
watermarked image. Properties of HVS (human visual system) are used for
embedding the data into the cover image imperceptibly.

Many authors [4–7] have discussed the watermarking performance evaluation by
testing the algorithm’s robustness against various attacks, embedding capacity and
transparency, i.e., visual degradation of host and extracted watermark image. It is
required to keep a trade-off between all these parameters.

Some of the authors [8–10] have already used watermarking based on com-
pressive sampling and DCT. The main contribution of our work is in using com-
pressive sampling and discrete cosine transform for providing better security by
using a measurement matrix in compressive sampling and a full reference image
watermarking scheme is used. Also, this paper explores the use of DCT-CS method
for color images, which is the first of its kind.

This paper is organized as follows: Sect. 2 is about basics of compressive
sampling and orthogonal matching pursuit algorithm; Sect. 3 discusses the pro-
posed method of watermarking technique; and Sect. 4 concludes with the results by
comparing the proposed method with basic DCT watermarking technique.

2 Compressive Sampling

Bandwidth is of major concern when transmitting information over channel and so
the data needs to be compressed as per the Shannon–Nyquist sampling theorem
before transmitting [11, 12]. In order to satisfy this theorem, it requires acquiring
large number of samples (i.e., double the maximum frequency of input signal),
which is expensive in applications like radar and medical imaging [11]. Com-
pressive sampling deals with this problem by acquiring the signal directly in the
compressed domain. This is possible by representing the signal in an appropriate
basis [11, 12]. For example, consider a 1-D signal X (of finite length N) that can be
expressed in an appropriate basis Ψ using

X = ∑
N

i=1
SiΨ i or X =ΨS, ð1Þ

where S is the N × 1 column vector. X is similar to S except that their domain
representation is different. If the number of samples in S that is nonzero, far less
than the total number of samples, then S is said to be sparse representation of X, i.e.,
X is sparse in Ψ domain. Now, the signal X is in compressed form.

But recovering the signal X at the receiver, without having any knowledge about
the location of nonzero coefficients is computationally complex problem [12]. This
is overcome by computing M(M < N) inner products between X and ϕj where
j = 1 to M as yj = ⟨x,ϕj⟩.
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Y=ϕX=ϕΨS=ΘS ð2Þ

Θ=ϕΨ ð3Þ

Θ is an M × N matrix. Θ can also be referred as dimensionally reduced space of
signal X. The signal can be recovered from this dimensionally reduced matrix by
using the recovery algorithms like OMP, l1-minimization [11, 13]. In our context,
OMP is used since its performance is better as compared to l1-minimization and
also OMP is a generalized algorithm and suits all kinds of applications [14].

2.1 OMP (Orthogonal Matching Pursuit)

The OMP algorithm is an iterative process [14]. It makes use of the orthogonal
projections of measurement matrix Y onto the random Gaussian matrix A. The
algorithm for implementing the OMP is given below.

1. Initially, measurements YM×1 and the measurement matrix AM×N =
[a1, a2,…, aN]€RM are given, whereM is the number of measurements and
N is the number of samples.

2. Calculate the angles Θi for i = 1 to N, by orthogonally projecting Y onto
the atoms, ai, Θi = angle (Y, ai).

3. Find the inner product, λi, between Y and ai and preserve the maximum
value. This will be the first nonzero coefficient.

4. Calculate the index I1 = argmin (Θi), for i = 1 to N.
5. Calculate the residue Y1 = Y – λI1aI1 .
6. Now calculate the inner product between residue Y1 and atoms of A

(exclude the I1th atom as it is already perpendicular) and preserve the
maximum value to be the second nonzero coefficient.

7. Repeat the procedure until the residue value tends to be less than a pre-
defined threshold (this is the stopping criteria).

3 Proposed Method

3.1 Watermark Embedding

Figure 1 illustrates the watermarking scheme used. The cover image is taken to be a
color image. Since modifying the three channels (R, G, B) is not recommendable,

A DCT-CS Watermarking Method for Monochrome and Color Image 3



usually blue channel [4] is used for embedding the watermark. So, select the blue
channel and apply 2-D DCT. For a monochrome watermark, apply compressive
sampling principles. This can be done by generating a measurement matrix and
calculating the measurement vector. These measurements are embedded into the
mid-frequencies of B channel. The mid-frequencies are used, since in DCT the low
frequencies carry most of the visual information and especially the DC component
should not be disturbed; otherwise, this results in degradation of the cover image.
The high-frequency components are more susceptible to noise and compression
attacks. The measurement matrix acts as key1 and the equation used for embedding
given below acts as key2:

I′ = I+ g*W, ð4Þ

where I′ is the watermarked image, g is the watermarking strength (0 < g < 1) [7],
and W is the watermark measurement vector. Watermarked image is produced by
applying inverse DCT. In case of color cover image, combine the channels after
applying inverse DCT to blue channel, for obtaining watermarked image.

Cover image 

Watermarked
Watermark                                                                                                image

Key 1                                  Key 2

(a)

Watermarked Extracted 
image                                                       watermark

Key 2                         Key 1

(b)

DCT on 
Blue 
channel

Select mid 
frequencies

DCT 
watermarking

Measurement 
matrix

DCT based 
watermark 
extraction

OMP

Fig. 1 a Watermark embedding b Watermark extraction

4 D. Susmitha and S. M. Renuka Devi



3.2 Watermark Extraction

Extraction of watermark can be achieved only when the key is shared with the
authorized party. Watermark can be extracted by applying DCT to the watermarked
image and using the following formula:

W= I′ − I
� �

̸g ð5Þ

Now, the measurement vector is obtained, from which watermark can be pro-
duced by using the compressive sampling reconstruction algorithm OMP. Recovery
is successful only when the same random matrix (key1) is used. In case of using a
color cover image, it is recommended to separate the three channels initially and
then extract the watermark.

4 Performance Measures and Results

Transform-domain watermarking provides less embedding capacity compared to the
spatial-domainwatermarking. For example, theDCTwatermarking system offers less
than half of the middle frequencies to be suitable for embedding without visual
degradation [2]. This algorithm is carried out on 256 × 256 host color image and
watermark of sizes 64 × 64 and 32 × 32. The extracted watermark quality is
evaluated in terms of PSNR, SSIM, RMSE, and normalized correlation [2].

Figure 2 shows the results of the proposed system. Watermarks of size 32 × 32
and 64 × 64 are used for embedding the host image of size 256 × 256. Table 1
presents the performance evaluation of watermarked image for basic DCT method
[5] and proposed DCT-CS method. Table 2 gives the quality measure of a 64 × 64
watermark considering one-third of total samples and half number of
measurements.

(a) (c)(b)
Original watermark Watermarked image Extracted watermark

Fig. 2 a 64 × 64 watermark; b Watermarked image of size 256 × 256; c Extracted watermark
using DCT-CS method, obtained NC = 0.9652

A DCT-CS Watermarking Method for Monochrome and Color Image 5



It can be observed from Tables 1 and 2 that the performance of our system is far
better than the traditional approach of watermarking in DCT domain in terms of
PSNR, SSIM, RMSE, and NC for both watermarked image and extracted
watermark.

Robustness of the watermark is evaluated by subjecting the watermarked image
to attacks like salt and pepper noise, Gaussian filtering, additive white Gaussian
noise (AWGN) and measuring the PSNR, SSIM, RMSE, and NC of the extracted
watermark. Table 3 summarizes the robustness of extracted watermark (64 × 64)
under the presence of various attacks. The results are compared against the basic
DCT system.

Figure 3 displays the effect of Gaussian noise on extracted watermark. It can be
observed from the plot that the NC of the watermark extracted is at least 80% only
when the SNR of the watermarked image (after the channel attacks) is greater than
35 dB.

Table 1 Quality measure of watermarked image in DCT-CS watermarking method in comparison
with the basic DCT [5]

Watermark
size (Text
watermark)

PSNR (dB) SSIM RMSE NC

Proposed
DCT-CS

Basic
DCT

Proposed
DCT-CS

Basic
DCT

Proposed
DCT-CS

Basic
DCT

Proposed
DCT-CS

Basic
DCT

32 × 32 51.2432 38.4746 0.9955 0.9731 0.0333 0.0917 0.9999 0.9988

64 × 64 39.6751 34.3594 0.9430 0.9619 0.1220 0.1208 0.9991 0.9969

Table 2 Quality measure of extracted watermark for DCT-CS watermarking method in
comparison with basic DCT [5]

Watermark
size (Text
watermark)

PSNR (dB) SSIM RMSE NC

Proposed
DCT-CS

Basic
DCT

Proposed
DCT-CS

Basic
DCT

Proposed
DCT-CS

Basic
DCT

Proposed
DCT-CS

Basic
DCT

64 × 64 19.2819 11.5241 0.7675 0.2949 0.1178 0.2862 0.9652 0.8543

32 × 32 23.2600 16.9982 0.5613 0.7805 0.0741 0.1533 0.9866 0.9403

Table 3 Robustness evaluation of extracted watermark in proposed DCT-CS system compared
with basic DCT system [5]

Type of attack PSNR (dB) SSIM RMSE NC

Proposed
DCT-CS

Basic
DCT

Proposed
DCT-CS

Basic
DCT

Proposed
DCT-CS

Basic
DCT

Proposed
DCT-CS

Basic
DCT

Salt and pepper
(0.025)

8.6410 3.156 0.2002 0.022 0.3989 0.750 0.6698 0.36

Gaussian filter
(5 × 5)

23.0097 2.603 0.5532 0.040 0.0763 0.799 0.9862 0.47

AWGN
(SNR = 35 dB)

11.0732 2.588 0.2430 0.041 0.3015 0.800 0.8070 0.47
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The degree of resistance of this system to intruders depends on watermarking
key (key2) used for selecting the embedding location and the measurement matrix
(key1) used for implementing compressing sensing. Figure 4 illustrates the
importance of the keys in extracting the watermark.

Our method of DCT-CS is also suitable for color images, by embedding the
watermark in one of the channels (R, G, B). The performance analysis by using a
cover color image is similar to that of grayscale image since the same watermarking
method is used except that the watermark is embedded in the blue channel. Figure 5
shows the performance of our algorithm for color image.
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Quality of extracted watermark after AWGN channel attack

Fig. 3 Performance of extracted watermark with Gaussian noise attack on channel

(a) (b) (c)
Original watermark Extracted watermark Extracted watermark

Fig. 4 a Embedded watermark of size 64 × 64; b Extracted watermark by using right key,
obtained NC = 0.9652; c Extracted watermark by using wrong key, obtained NC = 0.0003
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5 Conclusion

DCT-CS watermarking scheme proposed in this paper can be applied to binary,
monochrome, and color images. This paper deals with the full reference water-
marking where the original cover image is required for extracting the watermark. In
this DCT-CS system with full reference watermarking, initially the watermark is
compressively sensed and is embedded into the mid-band coefficients of DCT of the
cover image. For improving the security and robustness, compressive sampling is
considered. Since the compressive sampling reduces the total number of samples
required for reconstruction of a signal, it therefore enhances the embedding
capacity. In future, our algorithm can be stretched to other digital media like video
and audio signals.
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Intelligent Counter System for Generating
Attendance

N. Edna Elizabeth, T. K. Gowthaman, J. Joannes Sam Mertens
and P. Likhitta Dugar

Abstract In the present time, in most educational institutes, proxy is witnessed as
one of the most inexcusable violences of the rules and regulations. It is also often
observed that the attendance in all the educational institutes is taken manually by
the faculty in charge to avoid proxy, but ends up in reducing the productive time
available in the classroom. The solution to the above-faced difficulties is to bring
about an automated system to mark the student’s presence in each hour. Thus, the
aim of this project is to bring a two-factor authentication system for generating the
attendance by integrating the radio frequency identity cards along with biometrics.
The result shows the prototype of the system designed with security. Also, wireless
communication through radio waves between the transmitter and the receiver is
carried out in this work.
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1 Introduction

The current scheme used for marking the attendance in the classroom is very time
consuming and not entirely secure in terms of avoiding proxy. Hence, the idea to
develop a handy terminal was implemented. The incapability of manipulating the
biometric human characteristics was a major concern while implementing the
project. It is used by assigning the fingerprint to their individual details, like name
and unique register number in their passive Radio Frequency Identification (RFID)
tags. The successful matching of both the authenticated factors helps in enlisting
and creating a database for each time the attendance is generated.

This system is carried out by the integration of a fingerprint scanner along with
an RFID reader and a Liquid Crystal Diode (LCD) screen. The LCD screen is used
to display the acknowledgment and to avoid any mismatch of data. With the help of
an Arduino UNO 3 using the transceiver, Serial Peripheral Interface (SPI) com-
munication is the methodology used to communicate with the student terminal to
the faculty terminal and vice versa. The faculty terminal is a complete integration of
the transceiver with the database storage device as an individual module. As a
device for local storage, a computer/laptop present in each classroom is used. The
present local storage device is only accessible by the faculty in charge, of that
particular hour. On the confirmation of the database observed on the Graphical User
Interface (GUI), it is transferred to the faculty’s Simple Storage Device (SSD) for
anytime access. Our major concern is to access any particular hour’s attendance by
the faculty, within the premises, in case of any discrepancies. The faculty is the sole
controller.

There are already available attendances marking systems but lack in some way
or the other when taken into account the proxy or possible violations. The readily
available systems are either wall mount or designed on only one-factor
authentication.

When taken in the case of the wall mount biometric systems, there is a possi-
bility of intentional time waste in doing the same. On the other hand, while ana-
lyzing the case of the available one-factor authentication system, i.e., RFID or
biometric factor, there is no evidence of proxy or other malpractices.

In present time, at the end of each attendance slot allotted by the universities, it
becomes a tedious job for faculties to create the database and get it reviewed by
each and every student to avoid discrepancies, which lead us in creating this
automated counter system.

2 Related Works

The article [1] has proposed a design using the emerging technology for identifi-
cation (not proper format). Biometric refers to automatic identification of a person
based on biological characters such as fingerprint, iris, facial recognition, etc. In this
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article, the main heart of the circuit is fingerprint module. This sends commands to
the controller whenever fingerprint is matched.

Anif Jamaluddin et al. [2] have proposed a design for the improvement of
assessment model using RFID technology which is implemented on Computer
Based Test (CBT). But this system still needs human as a proctor for monitoring
server.

G. V. Ambadkar and A. R. Karwankar [3] described the implementation tech-
niques of RFID, integrated with biometric sensor to improve the security system. In
this system, it uses both the techniques for registering proper attendance of student.
No one can give proxy. It operates when the students swipe their RFID tag and also
access the biometric, so that the attendance gets marked and the class door gets
opened for the day. The limitation in the above paper is that the attendance was
marked only at one instance in the whole day. This leads to high percentage of the
students’ attendance, for every subject even if the particular student was absent on
particular class hours on several days.

Kong Shengli et al. [4] have explained the basic concept of the connection of
RC522 reader to the Arduino platform for the acquisition of RFID card information.
They have also given the optimum frequency of working as 13.5 MHz. They state
that the usage of RC522 reader is for low power consumption, low cost, and low
voltage requirements.

3 Proposed System Overview

3.1 Introduction

The system consists of a transmitter module and a receiver module. The micro-
controller is common to all modules and it performs logical operations. The
transmitter is placed on the students’ desk, while the receiver is connected to the
faculty accessible laptops. For communication between the transmitter and receiver,
Serial Peripheral Communication (SPI) is used. This can be adapted easily by the
windows operating software which is analyzed to be a common platform of
operation in the present times. SPI communication was chosen as there are a
common clock and other general signals. This type of communication is preferred
as they communicate from one to many devices by just proving single and separate
“chip enable” pin layouts for each device that is being connected and used.

Intelligent Counter System for Generating Attendance 13



3.2 Transmitter

The transmitter module consists of the Arduino UNO 3, fingerprint sensor module,
the RFID reader, a 16 × 2 LCD screen, and the nRF24L01 transceiver. A com-
munication link is established between the transmitter and the receiver, when the
transmitter module receives the initializing signal transmitted from the module
present in the faculty side.

Figure 1 describes the transmission module which contains the fingerprint
sensor, Arduino, RFID reader, LCD, and transceiver. Once the initial signal is
received, the Arduino supplies power to the LCD screen and the RFID reader.
The LCD screen first displays, stating that the module is ready to accept and receive
data. The students are asked to swipe the passive tags that are distributed indi-
vidually consisting of unique RFID numbers.

Initially, a database is created in the faculty accessible laptop, when the students
are simultaneously made to enroll one of their fingers as password along with the
tag swipe, for the two factors of authentication. In the case of mismatching of the
fingerprint and the RFID retrieved details, the error messages are displayed on the
LCD screen. This ensures a high-level security in the attendance system.

3.3 Receiver

The message signals from the various transmitters present are received by the
module that is present at the receiver end. This module is an integrated system of
the Arduino UNO 3 with the transceiver.

Figure 2 describes the receiver module which contains an Arduino and a
transceiver. This module is also used as the initialization system. When this receiver

Fig. 1 Transmission module
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module is powered on by the faculty, through the method of SPI communication, it
is observed that the receiver module sends the initial enabling signals to all the
connected modules (transmitter) present in that classroom.

The signal is sent to each module and there is a particular time slot given to the
students by the faculty within which they are asked to post in their attendance by
passing through the two-factor authentication procedure. At the end of that time
slot, the receiver module resends a signal which collects the generated list of
attendance. On the successful reception of the data, the receiver sends the
acknowledgement signal back to the students’ module, stating the confirmation of
the attendance received. On the contrary if there is any loss of data or errors
observed, that particular unique ID number would not get an acknowledgement, by
which they are required to repost their attendance.

4 Proposed System Execution

Implementing the process flow of the system is the major part that should be done
carefully. Interfacing each component individually with Arduino UNO 3, and then
integrating them completely, gives the final counter system. The student’s terminal
is the first step, which consists of an RFID reader and the fingerprint sensor with an
LCD display connected to the Arduino UNO along with a transceiver. Next is the
faculty terminal, which has an Arduino UNO 3 connected with a transceiver which
receives the data sent from the students terminal and displays it on the laptop screen
which the faculty accesses. The transceiver present at both the terminals is used for
sending and receiving data. Further, there is a discussion about the interfacing steps
for each component in the system.

In Fig. 3, the overall system process flow is shown. As seen in the process flow
diagram, the proceedings of this counter system begin when the students’ side
terminal get powered on by the initializing signal received from the teacher’s
terminal. Once the student terminal is powered, the students are accessible to scan
their tags along with matching their respective enrolled finger for marking their
attendance.

On the event of both the factors of authentication, a temporary database is
created and stored in the Arduino present in the student terminal. Once the faculty

Fig. 2 Receiver module
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in charge clicks on the “STOP” button, there is a link created between the trans-
ceivers of the faculty and student terminals. Through SPI communication by the
link, the temporary stored database is communicated and enlisted on the GUI screen
on the faculty side terminal. The enlisted database created is then saved and used
for further processing by the faculty.

4.1 Interfacing RFID with Arduino

This stage is the first factor for authentication, which is done using the RFID tag
and reader. The passive RFID tag is made to swipe over the reader which uses its
signals to capture the data from the tag swiped. The reader sends energy to an
antenna which converts it into an RF wave and sends it into the read zone. Once the
tag is read within the read zone, the RFID tag’s internal antenna draws in energy
from the RF waves. Mifare RFID reader is connected to the Arduino UNO R3 with
its respective pin configurations. The LCD-connected pins, i.e., the secret slave pin
and the reset pin of the RFID, are defined. Each card is read by the reader and the
unique ID associated with each card is defined with its owner. The details of this
owner (i.e., the name of the owner) of that particular card are made to display on the
LCD screen as well as the serial monitor screen. When the faculty in the class is
ready to take attendance, the faulty gives in the power signal from the terminal
present there and once each unit receives the initial start signal, the LCD monitor

Fig. 3 Attendance process flow
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present in the students terminal displays the message that reads “SCAN
CARD WHEN INSTRUCTED” as shown in Fig. 4. Once the student swipes his
RFID tag on the reader, the LCD displays the student’s name (owner’s name).

In case of any unauthenticated card tapped on the reader, it will display an error
message stating the detection of an invalid card.

4.2 Interfacing Biometric with Arduino

The second factor of authentication is carried out by using the biometric factor, i.e.,
the fingerprint sensor as shown in Fig. 5. Fingerprint authentication refers to
the automated method of verifying a match between the saved fingerprint image
and the fingerprint scanned at that moment. Fingerprint is one of many forms of
biometrics which is said to be unique and is used to rightly identify individuals
or verify their identity, addressed by the enrolment and matching of the fingerprint.
The module is connected to Arduino UNO 3 and LCD with its respective pin
configurations.

ENROLING—Here, the student’s finger is placed twice for confirmation while
creating the image and is then made to recognize by the Arduino. By the captured
images, a database is created by the allocation of unique ID numbers (starting
from 0).

Fig. 4 Interfacing RFID with Arduino
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MATCHING—The initial setup is kept the same as that in the enrolling
step. The fingerprint sensor is programmed to blink until it identifies and captures a
valid finger. Upon capturing, it is compared with the already existing images in the
database. If a matched fingerprint is found, the associated ID is displayed on the
LCD display.

Depending on the instructions displayed on the LCD, the student imprints and
acquires the confirmation with the associated unique number. On the contrary, if it
does not match, it displays the error message “NOT MATCHED”.

4.3 Integrating RFID and Biometric

This step deals with the integration of the above two explained stages. Each RFID
unique number is tagged not only with the owner’s name but also with their
respective biometric information. At first, the RFID is made to tap on the reader and
once the first factor is authenticated successfully, it is then lead to the second level
of authentication. At this stage, it captures the fingerprint and checks if it matches
with the details pertaining to that of the unique ID of the matched RFID tag.

In Fig. 6, once the student “X” swipes the RFID tag and gets successfully
recognized by the reader, the LCD displays as follows:

Fig. 5 Interfacing biometric with Arduino
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The student X then will place the enrolled finger on the fingerprint sensor,
assuming it was enrolled with the number “1” and gets it verified as the second
factor of authentication. If both, the RFID and fingerprint, match successfully, the
LCD displays and the next continues the same process to mark his attendance. This
is shown in Fig. 7.

X

PLACE YOUR FINGER

Fig. 6 Integrating RFID and
biometric

1
OK MATCHED

Fig. 7 Integrating RFID and
biometric
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4.4 Transmission of Data

The nRF24L01 transceiver is connected on both ends to send and receive the
student’s data in each hour. The transmission/reception of data through the trans-
ceivers takes place only when the numbers of both the transceivers trying to connect
and communicate are verified to be the same. In the case of identification of
different numbers, there is no communication that takes place between those two
transceivers.

4.5 Display of the Database

The final step of this counter system is the display of the database on the faculty
accessible laptop screen. The data received through the transceiver is displayed on
the GUI created for each laptop. The application (or) GUI created on the laptop is
programmed such that the faculty has the control from the beginning to the end of
attendance process. Once all the databases from each unit in the class are collected,

Fig. 8 Form of the students present
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the GUI gives the list of all the students who have marked their attendance in the
classroom during that particular hour.

Figure 8 shows the created GUI which has a presentation screen on which the
dates with the respective period numbers are mentioned. On the event of clicking
upon a particular period, a list of the created database appears on a side tab.

The form is used for creating and storing the initial database of all the students in
the educational institution. The form is filled when the students are enrolled in the
educational institution at the time of admission. Alongside is also given a provision
of viewing the personal information, such as their name, photo, register number,
etc., upon selecting the student’s database created.

5 Conclusion and Future Work

Thus, the attendance database generated by the intelligent counter system, through
the two-factor authentication, is a secured system and does not involve any
manipulation of data. Despite the existence of various methods which propose the
generation of attendance using RFID solely or the generation of attendance by using
only the biometrics factor, our proposed work stands high with the combination of
both RFID system and the biometric for a secured way of authenticated attendance
marking, thus avoiding proxy. The most common and efficient way of communi-
cation is purely wireless. So wireless communication through radio waves is what is
carried out in this work. Interference or loss during the transmission is very less
compared to the usual communication as SPI communication is the methodology
used in this project. For reducing the burden of the faculty and by eliminating the
large amount of time taken during marking the attendance, this intelligent counter
system does justice.

Another aspect of work that can be done using the RFID tag is by replacing it
with a smart card [5]. Each student having their own smart card can access it for
multiple purposes in the college premises, for example, paying their fee, using it for
paying bills in cafeteria, Xerox purposes, and also for transit application [5].
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High-Throughput VLSI Architectures
for CRC-16 Computation in VLSI Signal
Processing

R. Ashok Chaitanya Varma and Y. V. Apparao

Abstract The intent of this paper is to design VLSI architectures for different CRC
polynomial equations to achieve high throughput and low latency using DSP
algorithms for signal processing. These architectures for CRC polynomials are
designed using different techniques such a serial architecture, combined pipelining
and parallelism, retiming technique, unfolding technique, and folding transforma-
tion. Linear Feedback Shift Register (LFSR) is an important component used in
designing these architectures. A new formulation IIR filter-based design is proposed
for designing these serial and parallel architectures using LFSR. In this paper, serial
architectures, different levels of parallelism like one-level parallelism, two-level
parallelisms, and three-level parallelisms are proposed for CRC-16 polynomial
equation. Comparison is done between throughput and latency for different CRC
polynomials for serial architectures and different levels of parallelism architectures.
These architectures are designed and implemented in Verilog language and syn-
thesized using Xilinx tool, cadence tool, etc.
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1 Introduction

To meet the real-world communication standards for high-throughput, low-latency
Linear Feedback Shift Register (LFSR) is widely used in Digital Signal Processing
(DSP) and communication systems, especially for Cyclic Redundancy Check
(CRC) operations and BCH encoders. Recursive formulae have been performed for
parallel CRC architecture computation, based on mathematical analysis. CRC is
used to find errors in data communication during the receiving of data at the
receiver using LFSR component to obtain data correctly for designing
high-throughput Very Large-Scale Integration (VLSI) architecture [1, 2]. In the
CRC technique, a few number of check bits, often called a checksum, are appended
or added to the message being transmitted at the transmitter side. When the
transmitted data is received at the receiver, the CRC checks the data and look-ahead
technique is applied to the generator polynomial in correcting the errors [3]. For
high-speed data transmissions, the normal serial architecture is designed and
implemented which cannot meet the speed requirement because latency (number of
clock cycles required to get the output) is high and throughput rate (number of
instructions executing per a second) required is very less. Serial-to-parallel trans-
formation is applied which is a very efficient technique to increase the throughput
rate and reduce the latency of the clock cycles in serial architecture [4, 5].
A high-speed parallel architecture is introduced using a new formulation in the form
of an IIR filter. Proposed high-speed architecture technique called combined
pipelining and parallelism is applied to achieve good throughput rate [6, 7].
High-speed parallel architectures is based on the multiplication and division com-
putations called look-ahead technique on CRC-16 generator polynomial equation in
speeding up the parallel processing [8, 9]. The proposed design reduces the latency
and increases throughput [10–12]. Single-level parallel, two-level parallel, and
three-level parallel implementations are proposed to realize parallel processing
[13, 14].

This paper is organized as follows. Section 2 describes a brief summary of
mathematical analysis, algorithm for serial architecture; Sect. 3 describes the pro-
posed designs of one-level parallel, two-level parallel, and three-level parallel
architectures of CRC-16. Simulation waveforms of CRC-16, serial architecture, and
three levels of parallel architectures, in comparison with the number of XOR gates,
number of delay elements, latency of architecture, and throughput rate of the
architecture of different parallel architectures, are presented in Sect. 4. Conclusion
and remarks are presented in Sect. 5.
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2 Analysis of Serial Architectures of CRC-16

2.1 CRC-16 Serial Architecture

The generator polynomial for CRC-16 is

yðnÞ=y16 + y15 + y2 + 1 ð1Þ

The output equation of CRC-16 generator polynomial is

y nð Þ=y n− 16ð Þ+y n− 14ð Þ+y n− 1ð Þ+ f nð Þ ð2Þ

f nð Þ= u n− 16ð Þ+ u n− 14ð Þ+ u n− 1ð Þ ð3Þ

Figure 1 explains the CRC-16 serial architecture where output of the architecture
is y(n), feedback of the architecture is w(n), and input to the architecture is u(n).
Throughput achieved by serial architecture is 1. Latency is 16 clock cycles. The
input for data is given as 1000000000000011. The output checksum bits are
observed after 16 clock pulses and are observed as 1000000000000011. Since
critical path is the loop with the maximum iteration bound, hence, critical path is
2Txor. Hence, latency is very high and throughput is very less; this architecture has
disadvantage in digital signal processing. To overcome this throughput and latency,
a high-speed technique called combined pipelining and parallelism is proposed.

3 Analysis of CRC-16 Parallel Architectures

3.1 CRC-16 Single-Level Parallel Architecture After
Proposed Formulation

The proposed formulation (combined pipelining and parallelism technique) which
is an IIR filter-based design architecture is introduced. The parallel algorithm
technique processes an n-bit message in (n + k)/L clock cycles, where k is the order
of the generator polynomial and L is the level of parallelism. n message bits can be
processed in n/L clock cycles [7, 8].

Fig. 1 Serial architecture for CRC-16

High-Throughput VLSI Architectures for CRC-16 Computation … 25



Block in one-level parallel architecture is delayed with block delay of 1 unit.
The output equation of CRC-16 generator polynomial is

y nð Þ= y n− 16ð Þ+ y n− 14ð Þ+ y n− 1ð Þ+ f nð Þ, ð4Þ

where

f nð Þ= u n− 16ð Þ+ u n− 14ð Þ+ u n− 1ð Þ ð5Þ

Figure 2 shows the single-level parallel architecture after which the proposed
formulation consists of both feedforward and feedback paths and multiplexer.
When selection input is “0”, it will not allow output bit feedback to input. When
selection input is “1”, it will allow output bit feedback to input. Latency and
throughput rate for CRC-16 single-level parallel architecture are 16 clock cycles
and 1, respectively.

3.2 CRC-16 Two-Level Parallel Architecture After Proposed
Formulation

In Fig. 3, each block in two-level parallel architecture is delayed with block delay
by 2 units:

y nð Þ= y n− 16ð Þ+ y n− 14ð Þ+ y n− 1ð Þ+ f nð Þ, ð6Þ

Fig. 2 Single-level parallel
architecture for CRC-16

26 R. Ashok Chaitanya Varma and Y. V. Apparao



where

f nð Þ= u n− 16ð Þ+ u n− 14ð Þ+ u n− 1ð Þ ð7Þ

(With unit delay)

y n− 1ð Þ= y n− 17ð Þ+ y n− 15ð Þ+ y n− 2ð Þ+ f n− 1ð Þ ð8Þ

After solving Eqs. (6), (7), and (8), the final equations are

y 3k+2ð Þ= y 3k− 14ð Þ+ y 3k− 12ð Þ+ y 3k+1ð Þ+ f 3k+2ð Þ ð9Þ

y 3k+3ð Þ= y 3k− 14ð Þ+ y 3k− 13ð Þ+ y 3k− 12ð Þ+ y 3k− 11ð Þ
+ y 3k+1ð Þ+ f 3k+2ð Þ+ f 3k+3ð Þ, ð10Þ

where

f 3kð Þ= u 3k− 16ð Þ+ u 3k− 14ð Þ+ u 3k− 1ð Þ ð11Þ

f 3k+1ð Þ= u 3k− 15ð Þ+ u 3k− 13ð Þ+ u 3kð Þ ð12Þ

In the above architecture, Fig. 4, two inputs (i.e., u 3k+1ð Þ, uð3k)) are processed
at a time and the corresponding output bits y 3kð Þ, y 3k+1ð Þð Þ are computed. The

Fig. 3 Block delay of
two-level parallelism

Fig. 4 Two-level parallel architecture for CRC-16
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critical path of the above architecture is 8Txor. Let n be the number of input
sequence; then, latency for two-level parallel CRC-16 is L= n ̸2 clock pulses.

3.3 CRC-16 Three-Level Parallel Architecture After
Proposed Formulation

In Fig. 5, each block in three-level parallel architecture is delayed with block delay
by 3 units.

(with no delay)

y nð Þ= y n− 16ð Þ+ y n− 14ð Þ+ y n− 1ð Þ+ f nð Þ ð13Þ

(with 1 unit delay)

y n− 1ð Þ= y n− 17ð Þ+ y n− 15ð Þ+ y n− 2ð Þ+ f n− 1ð Þ ð14Þ

(with 2 units delay)

y n− 1ð Þ= y n− 17ð Þ+ y n− 15ð Þ+ y n− 2ð Þ+ f n− 1ð Þ ð15Þ

After solving Eqs. (13)–(15), the final equations are

y 3k+3ð Þ= y 3k− 13ð Þ+ y 3k− 11ð Þ+ y 3k+2ð Þ+ f 3k+3ð Þ ð16Þ

y 3k+4ð Þ= y 3k− 12ð Þ+ y 3k− 10ð Þ+ y 3k− 13ð Þ+ y 3k− 11ð Þ
+ y 3k+2ð Þ+ f 3k+3ð Þ+ f 3k+4ð Þ ð17Þ

y 3k+5ð Þ= y 3k− 13ð Þ+ y 3k− 10ð Þ+ y 3k− 12ð Þ+ y 3k− 9ð Þ
+ y 3k+2ð Þ+ f 3k+3ð Þ+ f 3k+4ð Þ+ f 3k+5ð Þ, ð18Þ

Fig. 5 Block delay of
three-level parallelism
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where

f 3k+3ð Þ= u 3k− 13ð Þ+ u 3k− 11ð Þ+ u 3k+2ð Þ ð19Þ

f 3k+4ð Þ= u 3k− 12ð Þ+ u 3k− 10ð Þ+ u 3k+1ð Þ ð20Þ

f 3k+5ð Þ= u 3k− 11ð Þ+ u 3k− 9ð Þ+ uð3kÞ ð21Þ

In the above architecture, Fig. 6, three inputs (i.e., u 3k+2ð Þ, u 3k+1ð Þ, u 3kð ÞÞ
are processed at a time and the corresponding output bits
y 3kð Þ, y 3k+1ð Þ, y 3k+2ð Þð Þ are computed. Latency for three-level parallel CRC-16
is L= n ̸3 clock pulses.

4 Simulation Results and Discussions

The results shown below are simulation results of the architecture simulated using
Xilinx 12.2 i and the comparison table, for which the results have been obtained.

Fig. 6 Three-level parallel architecture for CRC-16
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4.1 CRC-16 Serial Architecture

The simulation waveform of the CRC-16 serial architecture is shown in Fig. 7.
Throughput obtained with serial architecture is 1 and latency obtained with serial
architecture is 16 clock cycles.

4.2 CRC-16 Single-Level Architecture After
Proposed Formulation

In the proposed formulation technique, the simulation waveform of the CRC-16
single-level parallel architecture is shown in Fig. 8. Throughput obtained with serial
architecture is 1 and latency obtained with serial architecture is 16 clock cycles.

4.3 CRC-16 Two-Level Architecture After
Proposed Formulation

The output waveform of the CRC-16 two-level parallel architecture is shown in
Fig. 9. Throughput obtained with serial architecture is 2 and latency obtained with
serial architecture is 8 clock cycles.

Fig. 7 CRC-16 output waveform

Fig. 8 CRC-16 single-level parallel architecture output waveform

30 R. Ashok Chaitanya Varma and Y. V. Apparao



4.4 CRC-16 Three-Level Architecture After
Proposed Formulation

The output waveform of the CRC-16 three-level parallel architecture is shown in
Fig. 10. Throughput obtained with serial architecture is 3 and latency obtained with
serial architecture is 5 clock cycles.

Table 1 describes the comparison in terms of number of checksum bits, number
of XOR gates required, number of delay elements required, latency of the archi-
tectures, throughput rate of the architectures for CRC-16 serial architecture,
single-level parallel architecture after proposed formulation, two-level parallel
architecture, and three-level parallel architecture.

Fig. 9 CRC-16 two-level parallel architecture output waveform

Fig. 10 CRC-16 three-level parallel architecture output waveform

Table 1 Results of the different architectures proposed for the CRC-12 generator polynomial

Level of
architectures

Number of
checksum
bits

Number
of XOR
gates

Number of
delay
elements

Critical
path
(TXOR)

Throughput
rate

Latency

Serial
architecture

16 3 16 2 1 16

Single-level
parallel
architecture

16 6 32 2 1 16

Two-level
parallel
architecture

16 12 32 8 2 8

Three-level
parallel
architecture

16 12 32 8 3 5
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5 Conclusion

As the level of parallelism increases, the number of bits executing per a clock cycle
also increases from single-level parallel architecture to three-level parallel archi-
tecture. In future, the further reduction of latency and increasing the throughput rate
can be achieved by retiming technique, unfolding technique, and folding trans-
formation DSP algorithms from parallel architectures.
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Etch Time Optimization in Bulk
Silicon MEMS Devices Using a Novel
Compensation Structure

J. Grace Jency, M. Sekar and A. Ravi Sankar

Abstract The article aims to analyze the use of different compensation structures
in MEMS micromachining technology to determine the minimum release time as
fast as possible where undercutting is desirable. A high undercutting rate is
advantageous for the formation of suspended structures. Thus, the implication of
the present research includes analysis of corner undercutting behavior, their etching
time, and etching characteristics using KOH and TMAH etchants. In this paper, the
effective time and etchant concentration are studied using 33% KOH at 80 °C and
25% TMAH at 85 °C. It is found that wide bar with slit structure is the best
compensation structure with minimum space competence.

Keywords Micromachining ⋅ Undercut ⋅ Etchants ⋅ Compensation structures
Etch rate ⋅ Processing time

1 Introduction

Micromachining is a common technique employed for developing MEMS
(Microelectromechanical System) structures. It is a process of fabricating minia-
turized devices and classified under surface and bulk micromachining. Surface
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micromachining structures are developed on top of the substrate by depositing
sacrificial layers or by etching thin layers. Bulk micromachining etches material
from the bulk substrate. The removal of substrate material is done either by dry
etching or wet etching. Dry etching uses gas species or high-power laser to remove
the substrate material and wet etching uses wet chemical species. Based on the etch
rate, wet etching is either isotropic or anisotropic. If the etch rate is independent to
the direction of crystallographic orientation, it is isotropic etching, and if the etch
rate is dependent to the direction of crystallographic orientation, it is anisotropic
etching [1]. Selection of micromachining etchants depends on factors like etch rate,
anisotropy, handling, CMOS compatibility, and type of undercutting. Selection of
micromachining etchants depends on factors like etch rate, anisotropy, handling,
CMOS compatibility, and type of undercutting. Corner undercutting is a common
phenomenon referred to as under-etching. It is the additional removal of materials
below the substrate material due to fast etching in some planes. The effect of
undercut is determined by undercut ratio which referred as the ratio undercut length
to the etch depth. In the corner compensation method, extra structures called
compensating structures are added at the convex corners in the mask layout design
to eliminate the deformation at the convex corners during anisotropic wet chemical
etching of silicon. A high accuracy of geometric pattern to crystal orientation is
favorable to fabricate MEMS structures with controlled geometry. The shape and
size of the etch profile are controlled by the alignment of mask edges along the
crystallographic orientation direction. Typical MEMS piezoresistive device is
considered under study by Ravi Sankar et al. to eliminate the deformation at the
convex corners while fabricating the proof mass [2–5].

2 An Overview of Undercut Structures

The undercut structures both convex and concave are due to the intersection of
{111} planes. However, undercut starts at the convex corner because in atomistic
scale the break bond density is significantly higher in convex corners and there is no
significant break bond density in concave undercut. The break bond density is not
significant in concave undercut because all the concave corners are knotted by the
neighboring atoms and hence they stay together by the intersection of {111} planes
regardless of the etchant concentration, temperature, time, and etch depth. Con-
versely, in convex corners, though infinite planes pass through the tangent, only one
plane is well noticed; the etching behavior at that tangent plane contains atoms at
the convex corner that has higher etch rate than {111} planes [6–9]. Figure 1 shows
the schematic of corner undercutting.

It is observed that corner undercutting affects the corners of the substrate and it
causes corners to be etched away [4]. Undercutting results in loss of desired shape
and functionality of the resultant microstructure. The various techniques to reduce
corner undercutting are (a) by adding alcohols and surfactants with the etchants
[10–12].
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3 Analysis of Corner Undercutting

Corner undercutting depends on factors like type of the etchant, concentration of
the etchant, the temperature of the etchant, its etch time, its geometry, and its typical
etch planes [9–13].

The selection of etching solution is resolved by factors like etch rate, anisotropy,
etched surface roughness, and selectivity of silicon dissolution with silicon dioxide.
Though a simple KOH solution produces a clear etched surface, the surface is
worse causing irregular shapes above 80 °C. In TMAH, the process is CMOS
compatible and the advantage of non-toxicity is significant. For <100> and <110>
surfaces, the etch rate increases as TMAH concentration increases with increase in
temperature. Higher densities of pyramidal hillocks cover the surface at 5% con-
centration of TMAH. A very smooth surface is obtained when the TMAH con-
centration is greater than 22%. The etch rate for TMAH is constant for a longer
etching time with a tolerable etch rate and it does not decompose below 130°. The
(411) planes which emerge at the convex corners are found to be responsible for
undercutting in KOH. Using wagon wheel experiment, it is observed that the etch
rate of <111> plane is very slow using 25% of TMAH at 85°. The fast etching
planes are <212> and <411> [6–9]. (Table 1 gives the etch rates of etchants KOH
and TMAH for different etching planes.)

Fig. 1 A schematic of convex corner undercutting; a perfect corners and b corners with
undercutting

Table 1 Etch rates of various etchants for different etching planes

Etchant {100} {110} {311} {111}

KOH (33%, 80 °C) 0.629 1.292 1.065 0.009
TMAH (25%, 70 °C) 0.272 0.532 0.576 0.009
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Table 2 A comparison of corner compensation methods

Compensation structure Upper
edge

Bottom
edge

Corner
edge

Shape of the structure

Thin bar [7, 10] Sharp Sharp Smooth

Wide bar [11] Sharp Distorted Smooth

Superimposed squares [8, 9, 12] Sharp Sharp Smooth

<100> bar with narrow slit
(proposed structure)

Sharp Extruded Uneven
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4 Typical Corner Compensation Structures

Corner compensation structures retain the convex corner during micromachining.
During etching, the etchant will attack the additional structures provided at the
corners. By the time etchant reaches the corners, the desired portions are taken
away and perfect convex corners are obtained. Some of the corner compensation
structures are (1) Simple <100> oriented structure, (2) modified <100> oriented
structure, (3) superimposed structure, and (4) slit-based structures.

In simple <100> oriented structure based on the boundary conditions for 33%
KOH solution, the length of the structure should be equal or greater than the width
of the structure. In modified <100> oriented structure, the width of the bar is
preferred such that the lateral etching through (100) vertical planes stops at
(410) sidewalls. The width of the beam is preferred twice the etching depth, and
hence the length of the beam is greater than the width of the beam [7, 8]. The
superimposed square structure has one large square with side length “a” and two
short squares with side length “a/2” and are connected to the apex of the corner.
Though the superimposed structure takes more time, a sharp corner is obtained
occupying less amount of space [8, 9, 12, 13]. In the proposed design, slits are
introduced at the convex corner for both thin bar <100> structure and wide bar
<100> structure. The slit is made longer and it is twice the etch depth so that the
<100> band is completely undercut. The length of the beam is concentration
independent for the first half of etching. This structure consumes less space than
other structures at the cost of leaving behind residue causing unevenness at the
corner and it can be etched away. This is summarized in Table 2.

5 Results and Discussions

The above results use ACES (Anisotropic Crystalline Etch Simulator) to determine
the etch rate for the various etchants at corresponding etchant concentration and
temperature. The etchant concentration is inversely proportional to the etch rate and
the temperature is directly proportional to the etch rate.

Figure 2 shows the accomplishment of perfect corners using corner compensa-
tion structures. It also determines the processing time required to attain perfect
corners with different etchants at its corresponding etchant concentration and
temperature. Etching is carried out for the proposed design using KOH etchant at a
temperature of 80° with the concentration of 33% to ensure minimum surface
roughness at optimum etching rate. More amount of KOH will inject the potassium
ions into the substrate which will result in bad effects. The proposed structure is also
carried out using TMAH etchant at a temperature of about 70 °C, as the best range
of temperature. The etchant concentration is taken as 25% as usage of pure TMAH
leads to severe undercutting; however, increase in TMAH concentration decreases
the surface roughness.
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Table 3 demonstrates the variation in the processing time of the etching process
resulting in varied etching depth. As the processing time is increased, the etch rate
increases for both KOH and TMAH etchants at its corresponding concentration and
temperatures. Squares are obtained in the wafer at lesser processing time when
KOH is used than that of TMAH and the etch rate table shows that the etch rate of
KOH is higher than the etch rate of TMAH. However, though the etch time is less,

Fig. 2 Using KOH etchant, (i) Thin bar with slit gets a perfect corner after 22 min. (ii) Wide bar
with slit gets a perfect corner after 38 min. Using TMAH etchant, (iii) Thin bar with slit gets a
perfect corner after 69 min. (iv) Wide bar with slit gets a perfect corner after 93 min.

Table 3 A quantitative comparison of etch time consumption using KOH and TMAH

Reference Etch time consumption (min)
33% KOH concentration at
80 °C temperature

22% TMAH concentration at
70–90 °C temperature

Thin bar [7, 10] 24 60
Wide bar [11] 57 121
Thin bar with slit [13] 22 69
Wide bar with slit
(Present work)

38 93
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perfect wafer squares are not obtained when the process involves KOH etchant. But
the advantage of TMAH is that, even though it requires more processing time
periods, the etched wafer squares are perfect.

6 Conclusions

The objective of this work is to analyze and design the different corner compen-
sation structures, and to determine the etch rates for etchants like KOH and TMAH.
The exact etch time period to etch the corner compensation structures and to obtain
perfect wafer squares is determined. The above figure provides the optimized
processing time period for various compensation structures and for both positive
mask and negative mask. It is observed that the wide bar with slit structure is
considered to be the best corner compensation structure because of its nature of
space efficiency. There is a reduction of 2.3% in etch time when a wide bar with slit
is used when compared to wide bar using TMAH. However, there is an increase of
1.76% when a wide bar with slit is used rather than narrow bar with slit using
TMAH.
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Eye Monitoring Based Motion
Controlled Wheelchair for Quadriplegics

Raju Veerati, E. Suresh, Adithya Chakilam and Sai Priya Ravula

Abstract In today’s world, people suffering from various disability problems is
rising and more concernedly with quadriplegics (People, who are unable to walk in
and around). To enhance their confidence and life independent, we have developed
an effective alternative solution. The developed model uses the eye-tracking tech-
nique through circular Hough transform algorithm to control the movement of the
wheelchair. The camera mounted aligns with the eye of the patient and captures
continuous snapshots which are processed by image processing techniques in real
time which, in turn, controls the direction of movement. Along with the control of
motion of the wheelchair, this model also designed to detect the obstacles using
ultrasonic sensors.

Keywords Image processing ⋅ Viola–Jones algorithm ⋅ Arduino
Wheelchair ⋅ Circular Hough transform

1 Introduction

Individuals utilizing wheelchairs are approximated 200 million around the world
and in only 47% of the US population are suffering from spinal cord injuries and
leading to quadriplegia problems. Some persons those unable to use the limbs are
restricted and make their life difficult. Paralysis is another problem causing
quadriplegia problems which can be of local, global, or tag on specific patterns.
Most of the paralysis is almost identical nature and some of them vary such as
periodic paralysis. Accidents and diseases causing the injuries to nervous system
are regularly paralyzed due to which the people are losing their ability to move.

For people with severe disabilities, there is a need for design and development of
a semi-automatic wheelchair, where the motion of the wheelchair can be controlled
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by movements of the different organs of human body. Conventional wheelchair
developed initially presumed that the user is capable of moving their hands.
Semi-automatic wheelchairs had been developed which operates based on the
movement of hands, fingers, or respiratory organs. Eye-controlled wheelchair
movement offers alternative solutions to overcome such issues [1].

2 Literature Survey

The main reason to choose eye-tracking based technique can be understood from
the disadvantages in various types of existing automated wheelchair technologies.

a. Head gesture-based wheelchair movement: It has two modes where different
kinds of head movements are required to give the command to control. An EEG
tool, Emotiv EPOC, is deployed to attain the head movement information from
user which requires human effort and the devices used are expensive. It proves
to be difficult for the people with deformities [2].

b. Voice-operated wheelchair: Even though it has less hardware requirement in
similar to eye-tracking technique, there are drawbacks such as background noise
and speaking style. It also provides less accurate results in accordance with
speed of the speech and speaker variability [3].

c. Finger-based automated wheelchair: This type of wheelchair makes use of
accelerometer and flex sensors. The value of those sensors is predictable to be
within small range and few combinations can be made possible [4].

d. Motion-based method [5]: This depends on the effective movement of the
human body organs to operate as computer input. Computer input is controlled
by various organs like head, fingers, etc.; inadequacy of this method is that more
human efforts are required to travel on a desired route using joystick, etc. and
also not useful for a quadriplegics.

3 Block Diagram

The functionality of the system can be understood by architecture shown in Fig. 1.
We have used Logitech C310 webcam for this prototype and operated it at a
resolution of 240 × 320. It is mounted in front of the patient and the feed is set to
MATLAB for further processing. Image processing toolbox of MATLAB is used
extensively to take the continuous snapshots from the camera and performs mor-
phological operations on them in real time. Depending upon the results from those
operations, the direction which patient decides to move can be estimated. The
commands estimated by MATLAB are transferred through an interface to the
Arduino microcontroller at a baud rate of 9600 and suitable parity. Arduino UNO
R3 microcontroller which is interfaced with L293D motor driver is programmed to
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act according to the commands and sends signals to motors of wheelchair. To detect
the obstacles in the path of the wheelchair, an ultrasonic sensor is employed which
calculates the distance between wheelchair and obstacle as a precautious [6].

4 Methodology

The camera is connected to a computer with the help of image acquisition toolbox
shown in Fig. 2; continuous snapshots are taken and they are given as input to
MATLAB software, where the further processing is done through image processing
toolbox. Viola–Jones algorithm is used to detect the presence of face in the snapshot
taken. The next step is to process the image by using some morphological opera-
tions to detect the direction of motion. Another technique is simultaneously
employed to detect the state of eye (open/close). Based on the information obtained
from the circle detection, the direction of the wheelchair is determined. Before the
movement of wheelchair, obstacle detection will be done using ultrasonic sensors.

4.1 Viola–Jones Algorithm

Viola–Jones object detection algorithm is used to detect the human eye in the
camera-captured images. Actually, this algorithm was developed for face detection
though, but in recent times it is used in most of the applications for detecting all
sorts of objects. This algorithm mainly works by taking aggregate of pixels of a
rectangular array. Initially, the face detection is done by Viola–Jones algorithm
from the smaller rectangles also called as fundamentally feature points; and if face
detection is not identified, then it will detect from the large rectangles. These large

Fig. 1 Basic architecture of automated eye-tracking system
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rectangles are constructed from many such smaller rectangles. For instance, upper
cheeks is less darker than the eye region (Fig. 3a) and nose bridge region is brighter
than the eyes (Fig. 3b). These features are termed as Haar features.

The “cascadeobjectdetector” on MATLAB utilizes this algorithm to detect the
eyes of the person. We then extract the region of interest of detected eye by
cropping the image at the appropriate position of the eye [7].

4.2 Morphological Operations

The image then undergoes processing as described below:

(1) Image resizing: The obtained image is resized into 256 × 256 resolutions so
that it can be easily processed without large delays. This is done by using
imresize().

(2) Color to black and white conversion: Now, the image is converted to grayscale
image using the rgb2gray() function as shown in Fig. 4 because we do not need
the color information for extracting the eye feature points [8].

Opened
Closed

Get camera 
Feed

Edge detection by Voila algorithm

Circle Detection by 
Hough Transform

RGB to Gray Scale
Image resizing and 

Histogram equalization

Eroding and Edge Detection

Direction 
Estimation

Eye state 
Detection

Obstacle 
Detection

Wheel chair 
Movement 

Fig. 2 Proposed model methodology flow chart

Fig. 3 Haar features (Left-3 (a) Right-3 (b))
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(3) Histogram equalization: Using this technique, the intensities are better dis-
tributed on the histogram. In this region, the lower local contrast is transformed
into higher contrast. The most significant intensity values are effectively spread
out by the Histogram equalization. The command histeq is used for this
equalization and the images before and after Histogram equalization are shown
in Figs. 5 and 6.

(4) Edge detection: An edge can be detected where there is a drastic change in the
intensities of two adjacent pixels shown in Fig. 7. The image is eroded using a
suitable structural element and resultant image is subtracted from the original
image to obtain the boundary around the eye. The resultant image is binary.

Fig. 4 RGB to gray conversion

Fig. 5 Before histogram equalization (Image and intensity v/s number of pixel plot)

Fig. 6 After histogram equalization (Image and intensity v/s number of pixel plot)
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4.3 Direction Estimation and Control

After the edge detection process, we obtain a binary image where a boundary is
obtained around the iris of the eye. The boundary is in the shape of partial circle. To
detect that circle and identify its coordinates, we use circular Hough transform. This
algorithm will try to detect all possible circles in the given image by storing the
votes of each pixel in an accumulator array [9] (Fig. 8).

The Hough transform returns the center of the eye with its x, y coordinates and
radius. Since we normalized the resolution of every snapshot that has been taken by
camera, decision can be made by comparing the x-coordinate with established
thresholds (85 and 120). We can also change the thresholds dynamically using the
graphical user interface.

We must stop the movement of the wheelchair if the eye is closed. To differ-
entiate between the open and closed eye, we have calculated the column-wise mean
of the image and plot it as shown in Fig. 9. Since most of the regions are black in an
open eye, mean calculated is low when compared to the closed eye.

User interface is created by using GUIDE of MATLAB and with the help of
deploy tool, it is developed into an executable file which can be installed and used
on any personal computer [10]. It also provides the ability to change thresholds
dynamically for decision making. Developed user interface is shown in Fig. 10a, b.

The direction commands taken by the MATLAB are sent to Arduino serially,
which has been pre-programmed to act accordingly. The Arduino is also connected

Fig. 7 Comparison between original and edge detected image

Fig. 8 Mapping of detected circle on original image
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to an ultrasonic sensor which detects the obstacles in its path and supervises the
wheels of wheelchair by using a motor driver circuit [11].

Fig. 9 Column-wise mean plot (Green-open eye, red-closed eye)

Fig. 10 a Developed user interface indicating forward directions, b developed user interface
indicating forward and left directions
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5 Results

The developed hardware prototype for eye-controlled wheelchair is able to detect
the eye movement accurately even in the low-level lighting conditions with use of
IR illuminators as shown in Fig. 11. Table 1 provides the test date of the developed
wheelchair specifying the different parameter values.

6 Conclusion

The ideology of the project is not only to overcome the problems of the conven-
tional wheelchair systems but also to take a supplementary step in bringing back the
independent life of the disabled persons. The developed wheelchair model is easy to
operate by the user. The user needs to position his eye towards the camera mounted
on the wheelchair to move in the desired direction for small duration. The devel-
oped model movements are successfully verified in real time. In future, faster image
processing techniques can be employed for improving the speed of the wheelchair
as well as the detection of blinking nature of the eye in various lighting conditions.

Statement of consent:
The proposed work prototype is successfully operated with iris of the student who
is the part of this project. The images containing the iris of the student and inter-
faces developed for indicating the direction are provided in the result section. The
student is also the co-author of this work. In this regard, I request the editorial to
accept this manuscript as it was.

Fig. 11 Results from real experiments

Table 1 Test results for
developed wheelchair
prototype

Frame capturing speed (of camera) 20 fps

Wheelchair maximum speed 4 km/h
Braking distance 1 feet
Radius of rotation 1–2 feet
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Design and Analysis of Spherical
Inverted-F Antenna Cavity Model

Parisa Jwalitha and G. Sambasiva Rao

Abstract The spherical inverted-f antenna having a spherically conformal rect-
angular patch antenna terminates with a quarter section of a metallic sphere. The
spherical inverted-f antenna cavity model will be analyzed by using a new coor-
dinate system which is custom curvilinear coordinate system. The conventional
cavity method procedures can be applied by which the spherical structure is con-
verted to an equivalent rectangular topology by mapping of coordinate transfor-
mation. By using this transformation, the wave equation is solved and also for
predicting the input impedance, model characteristics, and antenna radiation
parameter. Analytically simulated models are obtained for SIFA cavity model for
different parameters of its fabrication.

Keywords Patch antenna ⋅ Spherical inverted-f antenna ⋅ Cavity model
Conformal antenna

1 Introduction

An antenna having ability to transmit the guided electromagnetic waves into free
space which is a key component of modern electrical systems requires the free space
communication. The antennas were used in many applications like commercial,
industrial, military for the purpose of sensing, and also for communication. The
spherical geometry is mostly used in mobile and aerodynamic, and also for
biomedical devices, microsatellite systems, and mobile ad hoc networks (MANETs).
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The planar microstrip patch antennas cavity model was applied to different ranges of
conformal antennas with different geometrics like cylindrical, spherical [1, 2, 3], and
conical. The spherical geometry improves antenna visibility in the direction of back
radiation, in contrast to planar microstrip antenna technologies [4], where a larger
ground plane can limit radiation to just one hemisphere. Analysis of the cavity model
provides the operation of different types of antennas and enables radiation behavior,
input impedance, and accurate prediction of model characteristics, input impedance,
and radiation behavior. To apply the cavity model, the geometry of the spherical
inverted-f antenna [3] is suitable because of its structure. In its general form, the
SIFA is defined by a planar inverted-f antenna that is conformed onto a sphere
quadrant and inserted into its volume [5, 6]. Hence, it is taken into the category of
microstrip antennas [7] which are conformal. By using any standard coordinate
system, the topology of patch does not get any desired solution for the wave
equation. The analysis of the cavity which is proposed mitigates the geometric
complexity which is through the custom coordinate transformation provides a
desired solution for wave equation.

In Sect. 2, the basic model of spherical inverted-f antenna is described, by using
custom curvilinear coordinate system which is newly proposed to describe the
spherical inverted-f antenna cavity model in Sect. 3. Based on the new coordinate
system, the wave equation and its parameters are computed. Finally, in Sect. 4, the
simulated results of cavity model are described. In Sect. 5, the conclusion is
viewed.

2 Simulated Model of SIFA

A simulated model of spherical inverted-f antenna [3] is shown in Fig. 1. The
structure of the simulated model has a metallic patch and metallic ground plane.
The metallic patch is conformed to an outer sphere and the other one which is a
metallic ground plane is conformed to a smaller inner sphere. The structure of the
patch takes the area less than one-fourth of the sphere surface area. By using a small
metallic shorting strip, the connection between the patch and the ground plane will
be made. The SIFA [3] which is taken in this is feed by the coaxial probe which is
radially radiated. For simplification, analysis of the cavity which is developed here
is applied at which the design satisfies ∅s =∅w. Table 1 gives information about
different design parameters of canonical SIFA which are the specific dimensions
and substrate parameters.
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3 SIFA Cavity Model

3.1 Boundary Conditions for SIFA Cavity

The geometry proposed for the SIFA cavity is shown in Fig. 2. The cavity
geometry can be achieved by extruding the structure of two-dimensional patch on
the outer sphere which is radially included in the ground plane. There are two
boundary conditions of PEC: one is metallic patch and the another is ground plane.
A radially directed shorting wall which has the PEC boundary conditions is applied
between the patch and ground plane. PMC surfaces are taken here as three radiating
slots.

3.2 Custom Curvilinear Coordinate System

To describe the geometry more easily and to achieve the desired solution for wave
equation, the custom curvilinear coordinate system is used because of the peculiar

Fig. 1 The SIFA-simulated model of patch geometry, a general, b canonical

Table 1 Design parameters
of the SIFA cavity

Values Name of the parameter Design values

εr Dielectric constant 1
tan δ Loss tangent 0
Ro Outer radius (mm) 180
Ri Inner radius (mm) 170
∅w Patch width 90°
θg Length of the gap 15°

θf Angle for the feed 20°

fr Resonant frequency (MHz) 380
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nature of the SIFA [3]; it does not allow the spherical coordinate system. The
coordinates used by curvilinear coordinate system are u, v, and w, which is defined
by (1), (2), and (3) in relations with the coordinates of the Cartesian which is in the
standard form:

x= u cos wð Þ sin vð Þ ð1Þ

y= u sin wð Þ ð2Þ

z= u cos wð Þ cos vð Þ ð3Þ

Here, u is a radial quantity and v and w are the angular quantities. The custom
coordinate system u, v, w is shown in Fig. 3 graphically. In space, u, v, w, the
spherically inverted-f antenna is defined from the Eqs. (4)–(6). The mapping is done
from Cartesian space to custom coordinate system; the spherical inverted antenna is
represented as a rectangular prism and it is symmetrical to PIFA cavity. This
provides a desired solution to the wave equation and gives a clarification on the
application of cavity method.

Ri ≤ u≤Ro ð4Þ

θg ≤ v≤
π

2
− θs ð5Þ

−
∅w

2
≤w≤

∅w

2
ð6Þ

Fig. 2 Boundary conditions for the geometry of the SIFA cavity
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Helmholtz wave equation is given by

∇2φ+ k2 = −
uJu
u

ð7Þ

The scalar function is

φ=
Au

u

Helmholtz wave equation which is in homogeneous form is a distinct form of
(8). By applying the boundary conditions of spherical inverted-f antenna cavity
model, the solutions for the separated equations are obtained by using the technique
[8] and are given by (9)–(11).

ψμvk =A uð Þ B vð Þ C wð Þ ð8Þ

A uð Þ= n′vr kdRið Þ jvr kduð Þ− j′vr kdRið Þ nvr kduð Þ ð9Þ

B vð Þ= cos μr v− θg
� �� � ð10Þ

C wð Þ=Qμ′r
vr sin

∅w

2

� �
Pμr
vr sinwð Þ−Pμ

0
r

vr sin
∅w

2

� �
Qμr

vr sinwð Þ ð11Þ

Fig. 3 The coordinate
system for the custom
curvilinear, P1 is (u1, v1, w1)
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For satisfying all boundary conditions, two transcendental Eqs. (12), (13) are
must required for getting the parameters vr and kd. Another parameter, μr, is rep-
resented by Eq. (14). μr, vr and kd are represented as discrete model quantities
which are based on integer index. Every mode has its corresponding resonant
frequency represented by Eq. (15) which is defined from kd and the model
wavenumber is given by

Qμ′r
vr sin

∅w

2

� �
Pμ′r
vr sin −

∅w

2

h i� �
=Pμ′r

vr sin
∅w

2

� �
Qμ′r

vr sin −
∅w

2

h i� �
ð12Þ

n′vr kdRið Þ j′vr kdRoð Þ= j′vr kdRið Þ n′vr kdRoð Þ ð13Þ

μr =
mπ

2 π
2 − θg
� � ð14Þ

fr =
kd

2π
ffiffiffiffiffi
με

p ð15Þ

Table 2 gives the list of computed model quantities for the design with
respective resonant frequencies of the computed model quantities for design. In the
model, computations were performed with numerically.

3.3 Fields for Cavity Model

The magnetic vector potential is allowed by the total solution ψ and also in the
cavity electric, magnetic fields are found. Extensively, the quantities of the field in
the custom coordinate uvw components is given by Eqs. (16)–(21).

Eu =
1

jωμε
∂
2 φuð Þ
∂u2

− jω φuð Þ ð16Þ

Ev = −
1

jωμεu cosw
∂
2 φuð Þ
∂u ∂θ

ð17Þ

Table 2 SIFA cavity model parameters

μr vr kd fr (MHz) cavity fr (MHz) simulated Error

1.18 0.925 14.67 188.22 192.46 2.18
1.18 2.107 28.78 364.48 371.32 1.85
3.47 3.438 43.85 555.46 567.56 2.13
1.14 3.846 48.22 610.91 620.83 1.61
3.54 4.258 53.03 672.03 686.27 2.06
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Ew =
1

jωμεu
∂
2 φuð Þ
∂u ∂w

ð18Þ

Hu =0 ð19Þ

Hv =
1
μu

∂ φuð Þ
∂w

ð20Þ

Hv = −
1

μu cosw
∂ φuð Þ
∂v

ð21Þ

3.4 Slot Radiation

The SIFA cavity fields are used to derive the radiation from primary radiating slot
and also for the two side radiating slots. In Eq. (22), cos∝ is the cosine angle
between far-field point and any point on the slot, R is the distance from origin to a
point which is in the far field, n be the normal vector to the surface, and S′ is the slot
surface. In uvw coordinates, cos∝ and n are taking too long for the exact expres-
sions of it. By using the electric vector potential, the radiated electric field is
computed and through the standard techniques the radiated power is found to be

F = −
2∈Eoe− jkR

4πR

ZZ
Eu u, v,wð Þ na ̂uð Þejku j cos∝j ds ð22Þ

3.5 Probe Model and the Effective Loss

By using effective loss tangent [7], the energy loss from the cavity because of the
radiation parameter is to be accounted [9]. The effective loss tangent (23) is derived
as inverse of cavity quality factor. The stored electric energy is used to compute the
quality factor (24) ðWeÞ at resonance in cavity model.

tan δeff = 1
Q Q= 2ωWe

Prad
ð23Þ

We =
ε

4

ZZZ
Euj j u2 coswdu dw dv ð24Þ

The coaxial feed probe which causes the current density Ju is designed from
standard convention to planar cavity model [10]. The approximation of
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two-dimensional sheet having current density (25) is stretching radially from
ground plane to patch. The arc length is taken as five times the probe feed diameter
by chosen angular width wf of the strip. The corresponding scalar current (27) is
unity by choosing the magnitude (26) of

Jf =
Juδ v− π

2 − θf
� �� �

a ̂u − wf

2 ≤w≤ wf

2
0 otherwise

	 

ð25Þ

Ju =1 ̸2u2 sin
wf

2

� �
ð26Þ

If =
ZZ

Jf dA=
Z Zwf ̸2

−wf ̸2

Juu2 cos wdw=1 ð27Þ

3.6 Input Impedance

Equation (28) is the input impedance which is defined by the ratio of feed voltage to
the feed current. Equation (27) defines the feed current and the feed voltage is
defined by the average voltage between the patch and ground plane. Here, the
average is taken by the width of present feed strip.

zin =
Vf

If
= −

1
If wf

Zwf ̸2

−wf ̸2

ZRo

Ri

Eu du dw ð28Þ

Equation (28) describes the ideal cavity which is given by input impedance.
Practically, due to the capacitance between the ground plane and the patch, the
impedance is affected and also coaxial probe adds the inductive component to that
impedance. For planar microstrip antennas [10], inductive reactance effected by the
probe is determined and is given in Eq. (29). Equation (30) describes by using
parallel plate capacitance the estimation of capacitive reactance Xc between the
ground plane and the patch, where A represents the cross-sectional area of the
spherical inverted-f antenna patch, computed at the average radius between Ri and
Ro. The input reactance is represented by the addition of two reactances which
defines from Eq. (28)

Xprobe =
ηkh
2π

ln
4
kd

− 0.577
� � �

ð29Þ

Xc =
h

wεeff εoA
ð30Þ
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4 Results

The wave equation can be derived by using custom curvilinear coordinate system.
Figures show the different parameters of SIFA (spherical inverted-f antenna) cavity
model. Figure 4 describes the VSWR versus frequency, and Figs. 5 and 6 show the
input impedance versus frequency for both real and imaginary. The fields of SIFA
cavity describe the radiation parameter of both the primary and side radiating slots
which are shown in Figs. 7 and 8.

Fig. 4 VSWR versus
frequency

Fig. 5 Real impedance
versus frequency

Design and Analysis of Spherical Inverted-F Antenna … 59



Fig. 6 Imaginary impedance
versus frequency

Fig. 7 Side slot resistance
versus frequency
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5 Conclusion

The custom curvilinear coordinate system is analyzed by the spherical inverted-f
antenna cavity model. In this, the curvilinear coordinate system mapped to the
Cartesian coordinate system so that it allows a desired solution to the wave equation
which can easily understand the cavity method. Transformation of the system
solves the wave equation and also analyzes different parameters like input impe-
dance, slot radiation, and primary slot radiation of spherical inverted-f antenna
cavity model.
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Performance of Ternary Sequences Using
Adaptive Filter

K. Renu and P. Rajesh Kumar

Abstract The wide application of pulse compression is mainly because of its
ability to reduce peak transmission power that causes improvement in SNR value.
Pulse compression is a standard signal processing technique which can be used to
achieve desired range resolution and detection range. Better range resolution can be
achieved by using matched filter. In this paper, chaotic maps are used to generate
ternary chaotic sequences of any length. A new approach is used to achieve superior
performances in range detection and range resolution. The method used in this
paper is adaptive filtering technique. The performance parameter is peak sidelobe
ratio which has been estimated with and without adaptive filtering technique. The
simulation results show significant improvement in the performance. Least mean
square algorithm is one of the well-known algorithms due to ease of implemen-
tation in various applications. In this paper, the convergence property of this
algorithm is measured in terms of mean square error which is clearly investigated.

Keywords Pulse compression ⋅ Chaotic maps ⋅ Autocorrelation sidelobe peak
PSLR ⋅ Adaptive filtering ⋅ LMS algorithm ⋅ Mean square error

1 Introduction

In general, most of the radars transmit long duration pulses to achieve large energy
for good range detection. But good range resolution can be achieved with short
pulses. Pulse compression is a technique that differentiates nearby targets by
combining both the high energy and resolution [1]. Various waveforms have been
used for this purpose such as linear FM, nonlinear FM, bi-phase codes, etc. [2].
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The code indicates the phases of sub-pulses of a phase-coded waveform. In pulse
compression, these sequences have much importance.

The selection of a radar signal depends on the performance of range resolution
and energy efficiency. This range resolution is determined from the autocorrelation
pattern of the coded waveform which is the output of the matched filter. Pulse
compression is a standard signal processing technique used to reduce peak trans-
mission power and maximize SNR. For more better range resolution, matched filter
is used [3]. The drawback of binary sequence appears for longer length codes where
low peak sidelobe ratio is required. Boehmer, Linder, Rao, and Reddy proved that
longer length binary sequences violating the condition of barker code [4–6]. Hence,
the necessity of multilevel code came to picture. The elements of multilevel
sequence are of unequal magnitude. Some examples of multilevel sequences are
ternary code having elements 0, +1, and −1, whereas quinquenary sequences have
0, ±1, and ±2 as elements. Moharir proved that the ternary barker sequences exist
for longer length [7, 8].

An exclusive set of radar signal which is used in spread spectrum communi-
cations is ternary chaotic sequence. The correlation properties of these ternary
chaotic codes are surveyed by Bateni and MCGillen [9]. The generation of good
ternary sequences and their performance are compared using different chaotic maps
[10, 11]. The performance measure considered is peak sidelobe ratio which is the
reciprocal discrimination factor. The peak sidelobe ratio is obtained by finding the
ratio between sidelobe peak to peak of the mainlobe. This PSLR value must be as
low as possible. This can be achieved in this paper by using adaptive filtering
technique. Adaptive filtering has been widely used in various signal processing
applications such as sonar, radar biomedical applications [12, 13]. However, least
mean square adaptive filter is quite popular due to its simplicity. In this technique,
an adaptive filter is placed after the matched filter whose coefficients are updated in
every iteration. This results in reduced error in the output. The technique discussed
here has the advantage over the previous method and low peak sidelobe ratio is
achieved.

This paper is organized as follows. Section 2 reports the chaotic ternary
sequence generation. Section 3 reports the adaptive filtering technique. The design
implementation of the proposed method is explained in this section. The simulation
and comparison results are presented in Sect. 4.

2 Sequence Generation

The chaotic signals in radar are easy to generate. Chaotic sequences are generated
using various types of chaotic maps such as logistic map, improved logistic map,
cubic map, tent map, and quadratic map. Logistic equation is a key example that
represents the behavior like stable, chaotic, and periodic depending on the
parameter called bifurcation factor µ in the following logistic map equation:
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Xn+1 = μXnð1−XnÞ ð1Þ

The logistic map equation in Eq. (1) is very simple and fairly innocuous. The
range of µ is (0, 4) and x is (0, 1). It exhibits chaotic behavior when the value of µ is
4. Logistic map is the second-order polynomial mapping considered as a prototype
model. It represents how complex and chaotic behavior can arise from a nonlinear
dynamical equation. The system exhibits chaotic state when µ is between 3.57 and
4, and beyond 4 the value of x diverges for all initial value by leaving the interval
(0, 1). A small difference in initial value leads to different waveforms after some
iterations. Cubic map equation can be written as

Xn+1 = 4ðXnÞ2 − 3Xn ð2Þ

The chaotic behavior exhibits for xn € (−1, 1). If n is infinity, x0 is larger than 1
and at the same time xn also tends to infinity. Similarly, improved logistic map is
described by the equation

Xn+1 = 1− 2 ðXnÞ2 ð3Þ

Here, x ranges from −1 to 1. This equation exhibits chaotic behavior for x0
between 0 and 1. If x0 > 1 when n tends to infinity, xn also tends to infinity.

The method of generation of sequence is described below:

1. The bifurcation parameter is chosen as 4 so that map is in the chaotic region.
2. These maps are sensitive enough on initial values. So select the initial value xn

between the proper ranges.
3. Using the map equations, generate various raw sequences depending on dif-

ferent initial values.
4. Ternary sequences are generated by quantization of raw sequences into three

defined levels depending on the threshold levels a and b.

For logistic map, threshold levels are chosen by taking the mean of the raw
sequence, i.e., 0.5 and the levels a and b are chosen above and below this mean
value of the raw sequence.

S = 1 for xn < a

= 0 for a < xn < b

= − 1 for xn > b

ð4Þ

A completely uncorrelated infinite sequence can be obtained by varying the
initial condition x0 for a given length of the sequence. Good sequences were filtered
with smaller value of peak sidelobe ratio as defined in Eq. (6). Various lengths of
sequences were generated based on threshold levels and maps. For logistic map, the
values of a and b were 0.7 and 0.3, respectively. Similarly, for improved logistic
map, a and b values were 0.7 and −0.7, respectively, and for cubic map 0.6 and
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−0.4. Sequence generation using these maps is very simple and fast. The output of
the matched filter is the aperiodic autocorrelation of the sequence which is given by

r kð Þ= ∑ Si Si+ k, ð5Þ

where “i” ranges from 0 to N −1 − k and k = 0,1, 2, … N − 1. The performance
in terms of peak sidelobe ratio is obtained from the autocorrelation pattern r(k)
which is defined as the ratio of peak sidelobe amplitude to the main lobe peak.

PSLR=20*log10 max r kð Þð Þ ̸r 0ð Þð Þwhere k≠ 0 ð6Þ

It is expressed in decibels. A sequence having low PSLR is said to be best
sequence. These PSLR values for good sequences for different lengths were tab-
ulated using all map equations. The reciprocal of PSLR is discrimination factor.

3 Adaptive Filtering Technique

An adaptive filter consists of two components. They are transversal filter and an
adaptive algorithm. The output of the transversal filter in response to the input
signal is continuously compared with the desired reference signal. The adaptive
algorithm is responsible for adjusting the coefficients of the transversal filter. The
block diagram of adaptive filter including matched filter is shown in Fig. 1.

3.1 LMS Algorithm

The wide use of least mean square algorithm lies in its computational simplicity and
the convergence characteristics. It is one of the classes of adaptive filter which
imitates the desired filter by finding its coefficients. These coefficients produce least
mean square error signal that is the difference between desired signal and actual
signal. Initially, small weights, in most of the cases zero weights, are assumed and
then in each step these are updated according to the algorithm equations written

q(n) y(n)
x(n) d(n)

e(n) 
updation of
filter weights 

Matched 
Filter

Adaptive 
Filter

Adaptive 
Algorithm

Fig. 1 Block diagram of adaptive filter with matched filter
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below. The advantage of using LMS algorithm is that it is stable and gives robust
performance for different signal conditions. LMS algorithm is widely used in radar
systems because of its simplicity in implementation and slow convergence. The
step-size parameter is critical to the performance of the LMS and determines how
fast the algorithm converges along the error performance surface.

The basic concept behind LMS algorithm is to approach the optimum filter
weights by updating the weights. The value of the step size “µ” is properly chosen
to avoid mislead in convergence of mean. The filter weights never reach optimum
weights but the convergence in mean can be possible. The adaptive filter calculates
the output signal y(n) by using the following equation:

y nð Þ=XT nð Þ ⋅W nð Þ,

where W(n) is the filter coefficient vector. The adaptive algorithms adjust the filter
coefficients to minimize the cost function. LMS algorithm has the advantage that it
requires fewer computational resources and memory than other adaptive algorithms.
In this paper, the output of the matched filter, autocorrelation function, is applied to
adaptive filter whose weights are adjusted and updated based on the LMS algo-
rithm. The peak sidelobe ratio is measured and compared with that obtained after
matched filter for different lengths of the sequence. This procedure is repeated for
different orders of the filter to achieve minimum peak sidelobe ratio.

3.2 MSE Behavior

It is one of the properties of LMS algorithm that depends on the step-size parameter.
In LMS algorithm, the filter weights never attain optimal value. Hence, there is a
possibility of convergence in mean. But the value of the optimal weights changes
even with a small change in filter weights. The main cause of this problem arises if
step size will not be chosen properly. This parameter controls the convergence
speed of the algorithm. Selection of right constant value for this parameter is
important and also difficult task. A very low value of step size is desired for this
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algorithm that results in minimum mean square error value. In this paper, the
maximum value of mean square error is obtained and tabulated for various lengths
of the sequence. It is observed that the maximum value of mean square error
decreases with increase in length of the sequence for fixed number of iterations.

4 Simulation Results

Simulation is performed with the help of MATLAB software. Figures 2 and 3 show
the autocorrelation pattern of the best sequences that were generated using logistic
map equations without and with LMS algorithm for length 5000, respectively. The
peak sidelobe ratios obtained using Eq. (6) before and after least mean square
algorithm, which is given in Eq. (7), for good ternary sequences at different lengths
for the logistic map are tabulated in Table 1.
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Fig. 2 ACF pattern of logistic sequence of length 5000
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Table 1 shows how the peak sidelobe ratio of ternary logistic sequence varied
with respect to length. The PSLR has measured from the output of the matched
filter. The input to adaptive filter is the output of the matched filter.

A plot of PSLR versus length of the ternary logistic sequence without and with
least mean square algorithm is shown in Fig. 4. With the investigation, it is also
observed that, as µ increases from 0 to 1 but not equal to 1, the maximum value of
MSE decreases. The maximum value of mean square error is investigated for fixed
step size and included in the table. The number of iterations chosen is 50 and step
size is 0.05.

Similarly, the performance of peak sidelobe ratio for improved logistic sequence
and cubic sequence before after employing LMS algorithm is tabulated in Tables 2
and 3, respectively. With analysis, it is also concluded that the maximum value of
MSE increases with order of the filter.

It is clearly observed from the above analysis from the tables that the value of
PSLR is increasing and the maximum value of MSE is going on decreasing with
length for minimum value of step size, which is required for LMS algorithm to
satisfy. Figure 5 represents the behavior of mean square error for 50 iterations with
sequence length 5000.

Table 1 Comparison of PSLR of logistic map sequence without and with LMS algorithm

Length of the
sequence

Logistic map
Without LMS With LMS Maximum value of

MSEPSLR ASP PSLR ASP

20 –17.5012 0.1333 –25.7712 0.0515 1.0975
30 –17.6921 0.1304 –20.8364 0.0908 0.8205
50 –18.8402 0.1143 –22.2532 0.0772 0.4778
70 –18.5884 0.1176 –18.7603 0.1153 0.4394
90 –18.4597 0.1194 –20.6247 0.0931 0.3383
100 –18.5314 0.1184 –20.8866 0.0903 0.3250
200 –20.2848 0.0968 –23.2037 0.0692 0.1521
300 –20.5993 0.0933 –22.0398 0.0791 0.1077
500 –21.8451 0.0809 –23.2414 0.0689 0.0631
700 –22.7244 0.0731 –24.4511 0.0599 0.0459
900 –23.4572 0.0672 –23.7869 0.0647 0.0353

1000 –23.5336 0.0666 –25.3883 0.0538 0.0329
2000 –26.0917 0.0496 –27.4281 0.0425 0.0163
3000 –27.3804 0.0428 –28.2946 0.0385 0.0111
4000 –27.9588 0.0400 –28.7488 0.0365 0.0084
5000 –28.9338 0.0358 –29.5468 0.0333 0.0066
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Fig. 4 Comparison of PSLR of logistic map without and with LMS

Table 2 Comparison of PSLR of improved logistic sequence without and with LMS algorithm

Length of the
sequence

Improved logistic map
Without LMS With LMS Maximum value of

MSEPSLR ASP PSLR ASP

20 –20.8279 0.0909 –25.6701 0.0521 1.0892
30 –19.0849 0.1111 –21.9554 0.0798 0.9712
50 –18.4164 0.1200 –19.9979 0.1000 0.5677
70 –18.5884 0.1176 –20.0732 0.0992 0.4322
90 –18.6900 0.1163 –20.5679 0.0937 0.3349
100 –19.0849 0.1111 –20.0810 0.0991 0.2972
200 –20.7485 0.0917 –22.8375 0.0721 0.1507
300 –20.9399 0.0897 –21.7370 0.0819 0.1040
500 –22.1371 0.0782 –22.9685 0.0711 0.0674
700 –22.8024 0.0724 –24.1078 0.0623 0.0469
900 –23.4804 0.0670 –24.1169 0.0623 0.0370

1000 –24.4089 0.0602 –26.4352 0.0477 0.0321
2000 –26.1176 0.0494 –27.0794 0.0443 0.0165
3000 –27.2231 0.0435 –29.0352 0.0353 0.0112
4000 –28.1748 0.0390 –28.9364 0.0357 0.0084
5000 –29.0712 0.0352 –29.6382 0.0330 0.0067
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Table 3 Comparison of PSLR of cubic map sequence without and with LMS algorithm

Length of the
sequence

Cubic map
Without LMS With LMS Maximum value of

MSEPSLR ASP PSLR ASP

20 –20.8279 0.0909 –30.9226 0.0284 1.1653
30 –19.0849 0.1111 –19.8496 0.1017 0.8525
50 –20.0000 0.1000 –21.7463 0.0818 0.5000
70 –18.2763 0.1220 –19.3356 0.1079 0.4195
90 –18.7570 0.1154 –19.7470 0.1030 0.3260
100 –18.7152 0.1159 –21.2510 0.0866 0.3026
200 –20.0000 0.1000 –21.0831 0.0883 0.1604
300 –21.3079 0.0860 –24.2402 0.0614 0.1044
500 –22.1039 0.0785 –24.3158 0.0608 0.0635
700 –22.7568 0.0728 –25.0277 0.0561 0.0456
900 –23.5810 0.0662 –25.1020 0.0556 0.0361

1000 –23.8407 0.0643 –25.1673 0.0552 0.0333
2000 –25.6739 0.0520 –26.0207 0.0500 0.0166
3000 –27.0651 0.0443 –27.3001 0.0432 0.0112
4000 –27.8147 0.0407 –28.1074 0.0393 0.0085
5000 –28.3786 0.0381 –28.4439 0.0378 0.0068

Fig. 5 Mean square error for
the logistic sequence of length
5000
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5 Conclusion

In this paper, PSLR of ternary chaotic sequence is optimized. The chaotic nature of
these sequence helps for secure communication. A significant improvement in
PSLR performance is obtained by using adaptive filtering with the implementation
of LMS algorithm. The advantage of using this technique is that the maximum
value of mean square error decreases with increase in sequence length. This indi-
cates the good convergence property of the ternary chaotic sequence using LMS
algorithm. The performance of least mean square algorithm is measured in terms of
its convergence characteristics which depend on the minimum mean square error
(MSE). The MSE is sensitive to the choice of scaling factor or step size µ. By using
LMS algorithm, the maximum value of mean square error decreases by varying the
value of ‘µ’ between 0 and 1. This work can be extended to obtain better results for
different phase sequences of any length.
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Effects of Square- and Rectangular-Shaped
Slots Kept Over the Microstrip Antenna

Parsha Manivara Kumar, Nalam Ramesh Babu
and Lam Ravi Chandra

Abstract This paper clearly explains the slot loading effects of microstrip antenna.
The effect of a series of square-shaped slots of different sizes is studied by using
parametric analysis, and radiation characteristics are observed. Slot dimensions and
position are chosen to get the better results. The variation in parameters like 10 db
bandwidth, resonant frequency, return loss, radiation pattern, and VSWR with
different slot sizes is presented. A rectangular slot width is chosen by using para-
metric analysis and it is positioned properly over the patch and simulated to obtain
dual-band operation antenna which resonates at two different frequencies of
6.96 GHz in C-band and 9.66 GHz in X-band.

Keywords Square slots ⋅ Microstrip antenna ⋅ Dual band ⋅ Return loss
Parametric analysis

1 Introduction

Usage of a plain microstrip antenna is limited to few applications because of low
bandwidth and poor gain. Lot of research has been carried out on this antenna for
the past decade [1]. Slotted microstrip antenna gives high radiation efficiency if the
slot is properly kept over the patch. Different techniques to achieve high isolation
and bandwidth are adopted [2]. Extended dual-slot designs are being used to solve
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beam tilt problems [3]. Slot loading is often used to control the frequency at which
the antenna resonates [4]. Miniaturized structures of loop, slit, and strip loading
techniques are considered and the results achieved are almost similar to the
unloaded antennas [5]. Bandwidth of the microstrip antenna can be increased using
slots over the patch [6].

This paper gives a more elaborative study and analysis of the effects of different
slots kept over the patch. Our design starts with a basic line feed microstrip antenna
which is simulated using HFSS tool. Same antenna is used to study the charac-
teristics of the slot-loaded microstrip antenna. Parametric analysis is used to obtain
the maximum dimensions of the square-shaped slots. Position of the slot is carefully
adjusted to obtain good radiation characteristics. Radiation pattern and VSWR are
observed continuously to check whether any undesirable radiation is present.
Parameters like return loss, resonant frequency, and bandwidth are measured for
each slot size. After this, the paper shows a geometry of a dual-band microstrip
antenna with a rectangular slot which works better for C and X bands. Parametric
analysis is done to get the optimum width of the rectangular slot for a specified
length.

2 Basic Microstrip Design

For our basic design, we have chosen the operating frequency 7.5 GHz. Rogers
RT/Duroid 5880 is suitable for the frequencies from 5 to 10 GHz band; hence, it is
chosen as substrate. Its dielectric constant is ∈ r = 2.20.

Width of the microstrip antenna can be determined by using

W =
1

2fr ffiffiffiffiffiffiffiffiffiffi
μ0μ∈ 0

p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

∈ r +1

r
ð1Þ

If fr = 7.5 GHz, we obtain the W = 12.45 mm.
Length can be calculated from

L=
1

2fr
ffiffiffiffiffiffiffiffiffiffiffi
∈ reff

p ffiffiffiffiffiffiffiffiffiffiffiffiμ0 ∈ 0
p − 2ΔL, ð2Þ

where

ΔL=0.412h×
∈ reff + 0.3ð Þ W

h +0.264
� �

∈ reff − 0.258ð Þ W
h +0.8

� � , ð3Þ
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where h is the thickness of the substrate

∈ reff =
∈ r + 1
2

+
∈ r − 1
2

1+
12h
W

� �1
2

ð4Þ

By substituting ∈ r =2.20 in (4), we obtain ∈ reff .
Then, we substitute (4) in (3) and (3) in (2) to obtain the length of the patch

L= 16mm

Ground plane and substrate dimensions are chosen as 28.1 and 32 mm and
height of substrate is 0.794 mm. Microstrip antenna geometry with these dimen-
sions is shown in Fig. 1.

We used perfectly electric conductor for the patch area, feed line, and ground
plane. Substrate is Rogers RT/Duroid 5880, which is suitable for 7.5 GHz. The
microstrip antenna geometry with these dimensions is designed in HFSS and it is
shown in Fig. 1. Simulation results of S11 for this basic design are shown in Fig. 2.

Figure 3a shows the radiation pattern and Fig. 3b shows the 3D polar plot of the
basic microstrip. These figures indicate the radiation characteristics of basic
microstrip antenna.

Fig. 1 Microstrip without slot
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3 Slot-Loaded Microstrip

Slot is kept over the microstrip, just by subtracting a portion of the specified patch
area. Figure 4 shows the slot-loaded microstrip with slot dimension of 2 mm
2 mm. Size and shape of the slot decide operating frequency of the antenna. As the
slot area increases from 1 to 16 mm2, the resonant frequency shifts from 7.5 to
6.8 GHz and slight change in the radiation characteristics is observed without
affecting the basic performance of the antenna.
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Fig. 2 Return loss versus frequency graph of the designed microstrip

Fig. 3 a Radiation pattern and b 3D polar plot of the microstrip antenna
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Figure 5 shows the simulation results of 2 mm × 2 mm slot-loaded patch.
These results are similar to the results shown in Fig. 3, which belongs to without
slot. Only the resonant frequency shifts a bit to 7.45 GHz. Different dimensions of
the square-shaped slot are chosen with the help of parametric analysis shown in
Fig. 6. This figure gives the plots of S11 versus frequency for 16 different slot
dimensions. After studying these 16 graphs, only seven slots are chosen. All these
seven antennas with properly positioned slots are constructed and simulated sep-
arately without the use of parametric analysis. The S11 results are depicted in Fig. 7
and the values of return loss, 10 db bandwidth, and VSWR are indicated in Table 1.
Numbers in the yellow color boxes indicate dimension of the square slot. We can
easily notice the change in 10 db bandwidth and return loss as shown in Fig. 7.

VSWR curves for all the seven square slots and rectangular slot antennas are
shown in Fig. 8. Yellow color labeling in Fig. 8 is same as in Fig. 7. VSWR values
at resonant frequencies are ranging from 1.0099 to 1.87 as shown in Table 1. The
dimension of the slot has no considerable effect on the VSWR of the antenna.
Resonant frequency is a dependent quantity on slot dimension. As the slot size
increases from 1 to 16 mm2, the resonance frequency decreases from 7.5 to
6.8 GHz.

Return loss varies with the slot size. Therefore, more radiation is expected with
the increase in slot size. Same is the case with 10 db bandwidth. Radiation char-
acteristics remain unaltered from 1 to 3.7 mm slot. Radiation pattern slightly
changes for the 3.8 and 4 mm slots.

Fig. 4 Slot-loaded microstrip antenna with 2 mm × 2 mm slot
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Fig. 5 a S11 (Return loss), b radiation pattern, c 3D polar plot, d VSWR curve of slot-loaded
microstrip antenna with 2 mm × 2 mm slot
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4 Dual-Band Behavior with Rectangular Slot

Dual-band operation can be achieved by keeping a rectangular slot as shown in
Fig. 9. The length of the slot is 6 mm and the width is chosen based on the
parametric analysis. Return loss at the two frequencies is almost same when the
width is between 2.25 and 2.5 mm as shown in Fig. 10. Hence, the width is chosen
as 2.282 mm and the simulations are carried again. S11 analysis for this width is
shown in Fig. 11. We observe almost same return loss at the two frequencies and it
is indicated in Table 2. Radiation pattern and VSWR for this rectangular
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Fig. 6 S11 results for microstrip antenna with 16 different slots
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Fig. 7 S11 of all the seven antennas with different square-shaped slots (Color figure online)
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slot-loaded antenna is shown in Fig. 12. We can also observe the bandwidth,
VSWR, in the table. The slot is kept at the right extreme of the patch as shown. If it
is kept along the feed line, its radiation characteristics are undesirable and affect the
antenna performance. This antenna operates at two resonant frequencies 6.9639 and
9.6693 GHz and the S11 is −16.8088 and −16.1823 db, respectively. S11 of this
antenna is compared to the 1-mm-square and 4-mm-square loaded microstrips as
shown in Fig. 13. Radiation pattern and VSWR curve of this rectangular
slot-loaded microstrip antenna remain same when compared to the unloaded
microstrip antenna shown in Fig. 1.

Table 1 Simulation results for different slot sizes

Antenna Dimensions of
square slot (mm)

Frequency
(in GHz)

Return
loss in db

10 db
bandwidth
(MHz)

Shape of
radiation
pattern

VSWR

Ant 1 1 × 1 7.5351 10.33 20 No change 1.87

Ant 2 2 × 2 7.45 10.9 30 No change 1.81

Ant 3 3 × 3 7.30 11.39 55 No change 1.73

Ant 4 3.5 × 3.5 7.1343 15.74 130 No change 1.39

Ant 5 3.7 × 3.7 7.044 14.15 110 No change 1.48

Ant 6 3.8 × 3.8 6.8938 18.10 140 Slight change
in RP

1.28

Ant 7 4 × 4 6.8236 46.19 160 Slight change
in RP

1.0099
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Fig. 8 VSWR curves of all the seven antennas with different slots (Color figure online)
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Fig. 9 Rectangular slot-loaded microstrip antenna
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Fig. 10 S11 analysis to find the width of the slot
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5 Conclusion

Basic microstrip antenna is designed and its simulation results were shown. Then,
square-shaped slots are loaded on the microstrip and the radiation behavior is
observed. We have used different sizes of square-shaped slots. No deviation is
observed in radiation patterns, VSWR, and 3D polar plots for a slot size of up to
3.7 × 3.7 mm. However, a change in radiation pattern is observed for the slot sizes
beyond 3.7 × 3.7 mm. Other parameters like return loss, resonant frequency, and
−10 db bandwidth are tabulated for each slot size. Slot-loaded radiation charac-
teristics are found similar except for a shift in frequency when compared to the
unloaded antenna. Dimensions of the rectangular slot are chosen based on para-
metric analysis. Dual-band microstrip antenna which works better at 6.9639–
9.6693 GHz is presented. Rectangular slot S11 results are compared with square
slots results.
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dB(S(1,1))
Setup1 : Sweep

Name X Y
m1 6.9038 -9.9493
m2 7.0240 -10.0339
m3 6.9639 -16.1823
m4 9.5792 -9.5969
m5 9.7495 -10.2966
m6 9.6693 -16.8088

Fig. 11 S11 of the slot-loaded microstrip antenna

Table 2 Simulation results of rectangular slot-loaded antenna at two frequencies

Dimension of
rectangular slot

Frequency
(in GHz)

Return
loss in db

10 db
bandwidth
(MHz)

Shape of
radiation
pattern

VSWR

2.282 mm × 6 mm
rectangular

9.6693 16.8088 180 No change 1.3375

2.282 mm × 6 mm
rectangular

6.9639 16.1823 120 No change 1.3674
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Fig. 12 a Radiation pattern, b 3D polar plot, c VSWR curve of rectangular slot-loaded microstrip
antenna
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Fig. 13 Comparison of S11 plot of microstrip antenna with 1-mm-square slot, 4-mm-square slot,
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Quality Monitoring of Water Through
Electromagnetic Sensor

Sheetal Mapare and G. G. Sarate

Abstract The proposed sensor is designed on the principle of electromagnetic. The
sensor structure is capable of generating electromagnetic field; this field is used for
sensing contaminations in water. This electromagnetic sensor is a hexagonal-shaped
coil surrounding the interdigital capacitor, implemented for monitoring the quality
of water. The modelling and simulation results are experimentally tested. The
experiments were performed to find out the behaviour characteristics of sensor and
also to observe the response of sensor to materials involving air and distilled water.
The sensor is capable of differentiating the presence of material. The sensor is tested
for phosphate detection. The ammonium dihydrogen phosphate is added to distilled
water so that solution of varying phosphate concentration is prepared. The sensor is
immersed in the solution and its varying characteristics were obtained. The
experimental results and future improvements that will be considered are also
incorporated in the paper.

Keywords Water quality monitoring ⋅ Phosphate ⋅ Electromagnetic sensors

1 Introduction

The most vital element that provides essential nourishment for the perpetuation of
life for human being and animal life is the water. The two main sources of water are
the surface- and groundwater. The unsafe substances, in general, that cause the
pollution in water resources are possibly generated from chemical waste of
industries and solutions that are used for metal plating, surplus fertilizers and
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pesticides from the farming land and feedlot of animals wastes [1]. On the other
hand, livestock and poultry farms contribute to nitrates contamination waste,
harmful bacteria growth, biotic materials, phosphates and the solids that are not
completely decomposed [2]. The nitrates and phosphates are the most worried
pollution-causing chemicals in the water supplies [3]. Existing methods for moni-
toring water supplies involve spectrophotometric [4], electrochemical detection [5],
ion-exchange chromatography combined with spectrometric, biosensors [6] and
reaction due to different chemicals [7]. The high cost of material required for
detection, difficulty in handling the elements of sensors, huge devices that make it
bulky structures and reagents used for detection of impurities may be harmful to the
environment and also involve number of steps for measurement of impurities so the
current technologies are not favourable for revealing in situ measurement. Besides
this, most of the devices technologies cannot be made transportable. Therefore, all
current technologies drawbacks motivate the development of a sensor that will be
build in as a cost-efficient, easy to use conveniently and suitable for making
measurement as and when required system for quality monitoring of natural water
sources. Planar electromagnetic sensors for testing the conductivity and magnetic
property of materials have been reported in [8]. For numerous applications, the
presence of moisture in the pulp has been measured using interdigital sensors [9];
the growth of immobilized bacteria is monitored by measuring the change in
impedance [10], humidity measurement by sensors [11], inspection of food for
human health safety [12] and also dielectric properties of the material that can be
estimated [13]. The designed electromagnetics is a successive turn of coil and
interdigitally placed elements are introduced. The simple printed circuit board
(PCB) fabrication technology is used for fabrication of the sensor.

2 Modelling and Simulation of Sensor

The 3D modelling and simulation view of the sensor is shown in Fig. 1. The front
view of sensor has hexagonal spiral inductor coil enclosing interdigital capacitor.
The back side of sensor has ground plate as shown in Fig. 2. The sensor impedance
and the characteristics of the sensor are evaluated that show the combination of
electric and magnetic fields as electromagnetic field. The three-layer properties of
the sensor are listed in the table (Fig. 3, Table 1).

The above figure shows the simulated impedance characteristics of the sensor.
The sensor is simulated for frequency ranging from 100 to 10 MHz. The charac-
teristics in Fig. 2c show the capacitive behaviour at lower frequencies and inductive
at higher frequencies above 400 kHz. For intermediate frequencies, the field effect
produced by the sensor is electromagnetic field. Magnetic lines are generated
around the coil, and electric field lines are produced by the centrally placed
interdigital capacitor. These two, magnetic and electric, fields combine to form an
electromagnetic wave. This electromagnetic wave will be passed throughout the
water sample to be tested that varies the sensor impedance.
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The impedance characteristics of sensor are measured in air as shown in Fig. 4.
The sensor reference is obtained by immersing it in pure water that is the reference
point for measurement. The characteristics of the sensor immersed in pure water
show a drastic change in the impedance that is initially reduced to lower frequencies
and then for a long range of frequencies it remains almost constant. This means the
movement of ions in the pure water is almost constant at lower to intermediate
frequencies; at higher frequencies, the electromagnetic field intensity increases that
causes the free ions and thus displacement of those free ions in turn causing the
impedance reduction slightly at higher frequencies.

The sensor is then tested for phosphate measurement. A sample of ammonium
dihydrogen phosphate is mixed with distilled water prepared and the sensor is
immersed in this solution. The sensor characteristics are shown in Fig. 5. This
difference in the impedance value of the solution under test and distilled water

(a)
(b)

(c)

Fig. 1 Modelling of sensor. a 3D view of sensor. b Front view of sensor. c Sensor with back plate
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Fig. 2 a Hexagonal sensor HS2 top layer. b Hexagonal sensor HS bottom ground. c Simulation
characteristics of sensor
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Fig. 3 Magnetic flux density and electric potential

Table 1 Layer properties Properties Layer 1 air Layer 2
copper

Layer 3
dielectric

σ – 5.998 × 107 –

ε−o 8.854 * 10−12 1 1
ε−r 1 – 4.3
μ0 4π * 107 – –

μr 1 0 1
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Fig. 4 Air characteristics
of sensor
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yields the detection of phosphate by the sensor. The impedance variation with
frequency is noted. The ion conduction of the sample due to the presence of
phosphate increases thereby decreasing the impedance with change in frequency.
The conduction in distilled water is negligible due to less number of freely available
ions in it. The characteristic difference shows the detection capability of the sensor.

The sensor response for various concentrations is shown in Fig. 6. As the
phosphate concentration dissolved in distilled water increases, the impedance
exponentially falls. For highest concentration, the impedance value is lowest. Due
to increase in phosphate concentration, there is an increase in conduction phosphate
ions that cause conduction in solution and reduction in dielectric of the solution.
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These ions are generated due to the electromagnetic field produced by the sensor
that interacts with the solution containing distilled water and phosphate ions. But
these ions are deposited on the surface of the sensor that reduces the dielectric
between the solution and the sensor. This results in reduction of overall impedance
of the sensor.

The comparison of impedance measured, with sensor immersed in distilled water
to that of solution containing ammonium dihydrogen phosphate dissolved in dis-
tilled water. From Fig. 7, the difference in the impedance values measured is
equivalent to the phosphate contained in the solution of distilled water with
phosphate ions.

3 Conclusion and Future work

The primary behaviour of the sensor shows distinctive difference between the
characteristics in air and in pure water. Also, the phosphate detection is possible
with sensor. This proves the sensing capabilities of the sensor that will be used for
testing the water samples from the identified natural sources. A cost-effective
microcontroller-based system will be well thought-out for the relative change in
electrical quantity due to the excess material present in the water solution.
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Design and Implementation of Low-Power
Memory-Less Crosstalk Avoidance Codes
Using Bit-Stuffing Algorithms

Battari Obulesu and P. Sudhakara Rao

Abstract The crosstalk problems of interconnects are one of the main problems in
DSM of switching network high-speed buses. To avoid the problem of crosstalk,
we provided the crosstalk avoidance codes (CACs) to avoid the crosstalk problem.
In this chapter, we will traverse and then produce FTC that should not have
opposed directions of transitions, any direction of n number of neighboring wires in
the channel. In this, we proposed a new method called a low-power algorithm for
sequential and parallel bit stuffing. The low-power algorithm is for sequential and
parallel bit stuffing by just inserting inverters (NOT gate) by avoiding the opposite
transitions in the channel. We show the results of both algorithms (serial and
parallel) of bit-stuffing (bus encoding) simulations and bit-removing (bus decoding)
simulations using Verilog HDLs and synthesis and implement in FPGA. Compared
to sequential bit stuffing, algorithms are somewhat more rapidly fast than the bit
stuffing. And also we are finding the coding rate of both algorithms. The algorithms
achieved not only higher coding rates but also lower power. Finally, we can extend
the bit stuffing encoding system for generating forbidden transition codes
(FTC) that avoid the two transition patterns, “01→ 10” and “10→ 01”, on any four
adjacent wires.

Keywords CACs ⋅ Bit stuffing ⋅ FTC ⋅ Bus encoding and bus decoding
Switching networks ⋅ Inverters
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1 Introduction

The VLSI IC technology in DSM is an advanced technology, which is possible to
group a large number of wires into on-chip buses and connect more I/Os. Never-
theless, the propagation delay through elongated on-chip buses have more problems
in (DSM) designs [1], the problem crosstalk noise, the transmission of bit streams
were damaging to be data were transmitted. To reduce the crosstalk noise effect, it is
suggested to use above patterns on wires [1], and for this purpose, several bus
encoding and bus decoding schemes are proposed. Among them, “adjacent opposite
transitions” are preferred on n number [2–14]. The simplest way to avoid opposite
or reverse transitions in two adjacent wires is to have only odd number of wires for
data transmission, and in even-numbered wires, transmit 0 in any all time is called
“ground shielding” in [15]. However, no explicit constructions of such codes and
the associated encoding and decoding were given in [6].

We proposed the lower power algorithms for sequential and parallel bit stuffing,
and also for achieving a code rate, implemented by the 2 × 2 bar state and 2 × 2
crossbar state switches with the help of above-mentioned algorithms using Verilog
code, which is simulated with the help of modelism hardware tool.

2 Channels for FTP

In this system, let us consider that the sampling time should be ts = 1, 2, 3 …. This
forbidden transition channel is defined and there is no differing transition in any two
nearby wires. We can transmit the data with n binary sequences via n parallel wire
by considering forbidden transition channel with n parallel wires, i.e., from 1 to n,
any two nearby wires. The code word ci(t), where i = 1, 2, 3, … and ts = 1, 2, 3,
…, be the bit transmitted on the wire ith time ts in n parallel wires. Then, for i ≥ 2
and t ≥ 2, let

biðtÞ
bi− 1ðtÞ

� �
=

1
0

� �
ð1Þ

Let us consider the NOT gate operation, i.e., if a = 0 and abar = 1, and also we
can represent the sequence

ci− 1 tð Þ= ci tð Þ ð2Þ

Cn =
1
n

limt→∞
log2 XnðtÞ

t
bits ̸wire ̸time unit. ð3Þ
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The channel capacity, Cn, for determining the number of bits can transmit within
the unit time. The adjacency channel matrix is defined by Anð Þcc− 1 = 1 if there exists
no 4≤ i≤ n such that bi− 1 = b′i− 1 = bi = b− 1

i and Anð Þcc− 1 = 0; otherwise, where
b= ðbn, bn− 1, . . . . . . ., b1Þ and b′ = ðb′n, b′n− 1, . . . . . . ., b

′

1Þ ∈ f1, 0gn. In other
words, if the bit is the previous unit delay, the output = b, and present bit b(t) = b’,

then Anð Þcc− 1 = 1 ∑
n

i=1
2i− 1 ∈ f0, 1, . . . . 2n − 1g.

The maximum eigenvalue λn, max of the adjacency matrix An is expressed in
terms of channel capacity Cn.

Theorem 1 Forbidden transition channel with n parallel wires of channel capacity
is given by

cn =
1
n
log2 λn, max ð4Þ

3 Sequential Bit-Stuffing Algorithms

This sequential bit-stuffing algorithm can be used to send the data sequentially
without loss of information and crosstalk occurrences in between the FTCs from
sender and receiver (Fig. 1).

The algorithm 1 for sequential bit-stuffing encoder
Given the bit stream {d1, d2, …} for input data.
Initially, set bi = di, for i = 1, 2, 3, …, n.
Generate the coded bit for every i ≥ 2, bi, i = 1, 2, 3, …n; the bit-stuffing rules

are given as follows:

(1) Set the data bit stream for next input as bi.
(2) Every value is i = 2, 3, 4, …, n.

(a) if bi is a stuffed bit, we set bi = bi- (bit-stuffing condition).
(b) Otherwise, set bi = the data bit stream for next input.

Fig. 1 Bit-stuffing encoder and a bit-removing decoder for an n parallel transition channel
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The algorithm 2 for sequential bit-stuffing decoder
Given received data bit stream bi, i = 1, 2, 3, …,n.
Initially, set di = bi, for i = 1, 2, 3, …,n.
For every value for i ≥ 2, received coded bit is decoded, that is, bi, i = 1, 2, 3,…n

by the following bit-removing rules:

(1) Decoding the bit bi is the data bit stream for next data.
(2) Every value is i = 1, 2, 3, …, n.

(a) if bi = bi−1, the stuffed bit is bi and it is not needed (bit-removing
condition).

(b) Otherwise, decode the bi as the bit stream for data next.

4 Parallel Bit-Stuffing Algorithms

Only one bit stream data can be possible in the sequential bit-stuffing algorithm.
When there is a parallel bit data stream, we will get a scalability problem. By using
an algorithm for parallel bit stuffing, we can tackle the scalability problem.
Algorithm:
In encoder, let us consider the n data bit stream inputs {di,1 di,2….}, i = 1, 2, 3,…, n,
and convert them into codewords (b1(t), b2(t), ….., bn(t)), t = 1, 2, 3, …,n, so that

b1 tð Þ=di, 1 = d1, 1, d2, 1, d3, 1, . . . . . . . . . dn, 1f g
b2 tð Þ=di, 2 = d1, 2, d2, 2, d3, 2, . . . . . . . . . dn, 2f g
⋮
bn tð Þ=di, n = d1, n, d2, n, d3, n, . . . . . . . . . dn, nf g

Fig. 2 Encoding and decoding for parallel bit-stuffing and bit-removing algorithms

98 B. Obulesu and P. Sudhakara Rao



As shown in Fig. 2, among the n number of wires, there are no differing tran-
sitions in the two nearby wires for all values of time t. The rules for parallel
bit-stuffing algorithm are represented as follows:

(1) (Odd wire) If i is odd, we can set the bit bi(t) to be ith data bit stream which is
equal to the next data bit.

(2) (Internal even wire). If i is even and i < n, we can use the following three rules:

R1: (for (i−1) wire bit-stuffing condition) if bi(t) bit is a stuffed, then we can set
the bit bi(t) = bi(t−1).
R2: (for (i + 1) wire bit-stuffing condition) if bi(t) bit is a stuffed, then we can
set the bit bi(t) = bi(t−1).
R3: Otherwise, the ith data bit stream is equal to the bit bi(t) that we set to be
the next data bit.

5 Implementation and Simulation Results

1. Sequential bit-stuffing algorithm: In the sequential bit stuff, we are using the
NOT gate or buffer-based inverter to avoid the 10 and 01 crosstalk combina-
tions. Let us consider input 1 0 0 after FTC; again, the output will be 1 0 0
(Fig. 3).

Simulation result:
We can simulate the input and output, and simulation results will be obtained
exactly as the same input 1 0 0 (Fig. 4).

2. Parallel bit-stuffing algorithm: In the parallel bit stuff, the information can be
sent parallel through the FTC and the data without loss and crosstalk occur-
rences are obtained. This is very fast compared to sequential bit stuffing (Fig. 5).

Simulation result:
For the above simulation using parallel bit stuff, the input data can be sent
100,110,001 by doing this output also to replicate the same (Fig. 6).

Fig. 3 Encoding and decoding for sequential bit-stuffing and bit-removing algorithms
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Coding rate balance:
1. 2 × 2 bar state switches for the crossbar: By obtaining the high coding rate,
we will use 2 × 2 bar state switches for the purpose of balancing the even and odd
wire combination and to avoid the crosstalk occurrences between the input and
output (Fig. 7).

Fig. 4 Simulation results for encoding and decoding for sequential bit-stuffing and bit-removing
algorithms

Fig. 5 Encoding for bit stuffing and decoding for bit removing

Fig. 6 Simulation results for encoding bit stuffing and decoding bit removing
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Encoder simulation results:
The above encoder results state that the input will be considered as the data bits
1100, 1000, 1010, and 0001 by doing bit stuff, sent through the channel, and
after bit removing, we can obtain the same input at the end (Fig. 8).

Decoder simulation results:
The above decoder results state that the input will be considered as the data bits
1100, 1000, 1010, and 0001 by doing bit stuff, sent through the channel, and
after bit removing, we can obtain the same input at the end (Fig. 9).

2. 2 × 2 cross-state switches for the crossbar: Even if any twisted pair or
cross-state switches are there for sending the data, now we will use the 2 × 2
crossbar state switches (Fig. 10).

Encoder simulation results:
The above encoder simulation results state that the input will be considered as
the data bits cross-coupled with 1100, 1000, 1010, and 0001 by doing bit stuff,
sent through the channel, and after bit removing, we can obtain the same input at
the end (Fig. 11).

Fig. 7 2 × 2 bar state switches for the crossbar when the time t = 1, 3, for all values

Fig. 8 Simulation results for 2 × 2 bar state switches for the crossbar
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Decoder simulation results:
The above decoder simulation results state that the input will be considered as
the data bits cross-coupled with 1100, 1000, 1010, and 0001 by doing bit stuff,
sent through the channel, and after bit removing, we can obtain the same input at
the end (Fig. 12).

Fig. 9 Simulation results for 2 × 2 bar state switches for the crossbar

Fig. 10 Simulation results for 2 × 2 cross-state switches for the crossbar when the time t = 1, 3,
for all values

Fig. 11 Simulation results for 2 × 2 cross-state switches for the crossbar when the time t = 1, 3,
for all values
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6 Conclusion

We implemented the algorithms for sequential and parallel bit stuffing that can
produce prohibited switch codes in the channel for any two/three/four adjacent
wires for avoiding the crosstalk. We achieved the high coding data rate in the
channel using the bar switches, and thus we also achieved the lower power with
both encoder and decoder. Further, we can also implement five/six/seven adjacent
wires for avoiding the crosstalk.
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180-nm 20 ps Resolution 0.29 LSB
Single-Shot Precision Vernier Delay Line
Based Time-to-Digital Converter

R. S. S. M. R. Krishna, Debashis Jana, Sanjukta Mandal
and Ashis Kumar Mal

Abstract This article presents a Vernier Delay Line (VDL)-based Time-to-Digital

Converter (TDC) in SCL 180-nm CMOS process technology. Delay elements are

acknowledged through CMOS inverters and the transmission gate. Owing to vernier

structure, the resolution of the TDC is that the distinction of delay lines instead of

the delay of the single part. TSPC-based flip-flop uses the solitary clock and ensures

to work at high frequencies with no skew. At supply voltage 1.8 V, the planned TDC

demonstrates 20 ps resolution with most pessimistic scenario (PVT corners) DNL

and INL of 0.3889 and 0.0032 LSB, respectively. This TDC indicates single-shot

precision (σ) of 0.2903 LSB at an average power of 62.1936 µW.

Keywords Vernier delay line (VDL) ⋅ Time-to-digital converter (TDC)

CMOS Inverter ⋅ Transmission gate ⋅ True single-phase clock (TSPC) ⋅ Resolution

Single-shot precision ⋅ INL ⋅ DNL ⋅ Measurement range (MR)

1 Introduction

Digital building blocks take the total advantage of fast scaling of complementary

metal oxide semiconductor (CMOS) technology regarding speed, size, and power

wherever as analog building blocks degrade their attributes as far as intrinsic gain

or output resistance since these circuits rely upon actual form of the transistor
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characteristics instead of the quick transition between the states [1]. In time-domain

circuits, wherever data is portrayed by the time contrast between the prevalence of

digital events, opposition to the nodal voltages (voltage domain) or branch currents

(current domain) of electric systems would take the full preferred standpoint of scal-

ing [2]. Time-domain signal processing, thus Time-to-Digital Converters (TDC), is

the unit projected for mainstream electronic circuits so as to bypass analog impair-

ments in nanometre-scale CMOS technologies. Time-domain approaches have found

a wide range of applications in time-of-flight (TOF) estimation, All Digital Phase-

Locked Loops (ADPLL), Serializer/Deserializer (SerDes), Time-domain—Analog-

to-Digital Converters, Software-Defined Radio (SDR), digital oscillators, and Space

science instruments, to mention just a few.

Different structures and outline methods of time mode circuits have been devel-

oped as of late. TDC in light of parallel delay components using symmetric SAFF is

given in [3]. In [4], TDC utilizing two-level change plans is shown. TDC used as a

phase/frequency detector in an ADPLL is written in [5]. Curiously, TDC with cus-

tomizable resolution for space instruments is appeared in [6]. Time-of-Flight (TOF)

system-on-a-chip for spacecraft instruments is made public within [7]. Vernier Delay

Line (VDL) alongside Delay-Locked Loop (DLL) is utilized as a part of [8]. A time

interpolation circuit based on a DLL and a passive RC delay line is portrayed in

[9]. Time digitizer with high-resolution based multi-stage delay line interpolation is

employed in [10]. TDC by exploring local passive interpolation for on-chip portrayal

is clarified in [11].

In this work, a simple way of designing of VDL-based TDC using True Single-

Phase Clock (TSPC)-based flops and delay lines made up of inverters and transmis-

sion gate is shown. The methodology utilized here is that the resolution of the TDC

is the distinction of delay lines instead of the delay of the single part. Attributable

to symmetrical and straightforward design, this sort of TDCs would have higher lin-

earity and precision.

The rest of this paper is structured as follows. Section 2 describes context and

architectures of TDCs. Modified TSPC-based D flip-flop is bestowed in Sect. 3.

Section 4 presents the simple way of designing delay elements. Section 5 discusses

the performance matrices of the work and Sect. 6 presents the conclusions of the

article.

2 TDC Architecture Description

TDC’s resolution is restricted by technology to one delay unit (τ ). The delay unit (τ )

can be expressed as given in (1).

τ = Rs ∗ □Cg (1)

The sheet resistance Rs and standard gate capacitance unit □Cg are specific to the

technology. Many of the applications mentioned above demand higher resolution.
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Start

Stop

td1 td1 td1

td2 td2 td2

Fig. 1 Vernier delay line based time-to-digital converter

So design strategies are essential that are not restricted by technology limits.

The fundamental structures are parallel delay components and Vernier TDCs, modu-

lating time variable techniques like pulse shrinking and stretching TDCs, TDC with

interpolation, successive approximation TDC, and the Gated Ring Oscillator (GRO)-

based TDC, to name a few. On a fundamental level, all structures specified above can

accomplish a self-assertively high resolution. By and by, be that as it may, the resolu-

tion is restricted by process variations. TDCs, which make use of oversampling and

noise shaping for accomplishing high resolution, are Gated Ring Oscillator (GRO)-

based TDC. This article focused on Vernier TDC in light of its straightforward and

symmetrical design.

The VDL-based TDC is best suitable for measuring time interims which are less

than stage delay. As appeared in Fig. 1, it comprises two delay lines for start and stop

pulses. The time interval to be measured is in between the start and stop signals. The

delay blocks in start delay line have a postponement of td1, marginally bigger than

the postponement of stop delay blocks td2. Amid estimation of the start pulse spreads

through the start delay line and stop pulse happens just after the time input, yet the

postponement offered here is littler. In this way, the stop pursues the start pulse. In

every stage, stop pulse gears up by TLSB.

TLSB = td1 − td2 (2)

The instant wherever each pulse in part is captured by flip-flops, sense amplifiers,

arbiters, or just comparators. Toward the starting, these signals are unit skew by the

menstruation time; however, each stage lessens the time contrast by TLSB. For every

single later stage, the initial order is turned around. The coarseness of the design,

i.e., the resolution of TDC, is given by the delay distinction TLSB as appeared in

Eq. (2). On a basic level, this distinction can be made self-assertively little, so the

resolution not restricted by technology limits. Therefore, the Vernier TDC gives the

design strategy to conquer the restrictions imposed by a specific technology.
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3 Modified True Single-Phase Clock-Based D Flip-Flop

The True Single-Phase Clock (TSPC), proposed by Yuan and Svensson [12], uti-

lizes a solitary clock, provided in here that is particularly unique to the conventional

dynamic CMOS circuit engineering in which it utilizes just a single-clock signal

which is never inverted since the inverted clock signal is not utilized in any place in

the framework; no clock skew issue exists. Therefore, higher clock frequencies can

be gone after element pipelined operation.

Modified positive edge-triggered TSPC-based D flip-flop with asynchronous reset

is shown in Fig. 2. The moment Clk = 0, the first stack of MOSFETs formed as

inverter with (M1–M3) and the altered contribution of input, will be given to node

X. The second stack of MOSFETs would be in the pre-charge mode, since M6 ener-

gizing the output node to supply voltage. The third stack of MOSFETs is within

the hold mode, because the input to M8 is Clk and the input to M9 is Vdd both are

ineffective mode [13]. During negative edge of the clock, the input to the last static

inverter stage is decided by its previous value, so the output of the flop is stable. On

the positive edge trigger, dynamic inverter formed by M4–M6 is in evaluate phase,

so the output of the second stack of MOSFETs would be the inversion of its input,

i.e., X. During positive edge triggering, third stack of MOSFETs forms inverter with

M7–M8, so the input to this stack would be passed to the output node Q by means

of double inversion. One NMOS (M13) and another PMOS (M12) transistor are

Vdd Vdd Vdd

Vdd

D

Clk Clk

Clk

Clk

Reset

Reset

QQ_bar

X

Y

M1

M2

M3

M4

M5

M6

M12

M13

M7

M8

M9

M10

M11

Fig. 2 Modified TSPC-based D flip-flop with asynchronous reset
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delivered to the second inverter level to pull down the node Y to Gnd for reset action

irrespective of Clk and X exchanges.

The propagation delay of flip-flop increases tremendously as the relative arrival

of D and Clk approaches the point of setup/hold timings violations, this region of

characteristics of the flop known as sampling window [14]. In spite of the fact that

there are numerous meanings of the setup time, they are all identified with a similar

key that the debasement of Clk-Q delay is attributable to an amendment within the

relative time of arrival of D and clock signals. The Clk-Q versus D-Clk characteris-

tics of the composed flip-flop can be used for extraction of setup time and is shown

in Fig. 3.

There is no such equivocalness in the meaning of the hold time; this is just in

light of the fact that the D-Q delay does not catch the hold time violation. Rather,

the hold time is acquired from the Clk-Q versus D-Clk qualities [14]. It is commonly

resolved to be the D-Clk offset like some such increment in Clk-Q delay from its

value as associate degree illustrated in Fig. 4.

Fig. 3 Clk-Q versus D-Clk
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Fig. 4 Clk-Q versus D-Clk
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Fig. 5 Stop delay element Vdd Vdd

Fig. 6 Start delay element Vdd Vdd Vdd

4 Delay Lines

CMOS buffer is framed by falling two CMOS inverters consecutively. The operation

of CMOS inverter is to alter the signal from its rationale level [15]. In this way, a

combo of inverters will convey back the signal to the initial rationale level after

a certain delay. This property of CMOS buffer is exploited here for realizing stop

delay line as shown in Fig. 5.

Stop delay ought to be not as much as start delay element in light of the fact

that the stop pulse pursues the start pulse as clarified in Sect. 2. However, the prime

enthusiasm here is to realize the buffer with slightly more delay than the stop delay

elements, to accomplish the same as CMOS transmission gate [16] is cushioned by

the CMOS inverters as appeared in Fig. 6.

5 Performance Analysis

The designs are synthesized at SCL 180 nm 1.8 V 1P4M CMOS process on Cadence

Virtuoso Analog Design Environment using Synopsys’s HSPICE simulator. The

transfer characteristics of designed TDC are shown in Fig. 7. The resolution of the

design is 20 ps ascertained by the slope of the transfer characteristics. The general

execution is outlined in Table 1. The most extreme Differential Nonlinearity (DNL)

is 0.3889 LSB, whereas the utmost Integral Nonlinearity (INL) is 0.0032 LSB.
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Fig. 7 TDC Transfer characteristics

Table 1 Performance

summary
Parameter Value

Technology SCL180 1P4M

Supply voltage 1.8 V

Power 62.1936 µW

Resolution 20 ps

Measurement range (MR) 320 ps

DNL(max) 0.3889 LSB

INL 0.0032 LSB

Single-shot precision (avg) 0.2903 LSB

ENOB 3.9919

These nonlinearities are produced by criss-cross loads to the flop because of dif-

ferent contributions of TDC. As per simulations, the average value of the current

used by the design is around 34.552 µA.

Measurement Range (MR) of TDC is distinction amongst most extreme and least

quantifiable time interims. For ideal n-bit TDC, MR is 2n time of LSB so the MR of

designed TDC is 320 ps. Single-shot precision (σ) can be defined as the standard

deviation of the estimation that comes about appropriation when a solitary time

interim is measured over and again, under repeatability conditions. Just the most

pessimistic scenario esteem is generally given. The designed TDC is subjected to

single-shot precision (σ) test and the result is given in Fig. 8. In many applications,

Effective Number of Bits (ENOB) can be communicated as follows:



112 R. S. S. M. R. Krishna et al.

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

x 10
−10

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

Input Time Interval (Sec)

P
re

ci
si

on
 (L

S
B

)

Fig. 8 Single-shot precision of the TDC
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(

MR√
12σ

)
,

(3)

where d models the impact of systematic deviations, whereas σ considers absolutely

random variations and the root-mean-square value of noise is given by noise rms.

As declared in [17], because of accumulative jitter, σ will increase as square root

of MR. Accordingly, the most pessimistic scenario σ is typically registered for time

interims beside the maximum MR. In these cases, σ is normally substantially more

prominent than d, hence, supporting the above estimation.

Table 2 shows the designed TDC of earlier reported work. This TDC operates at

20 ps resolution within the MR of 320 ps. The total power utilization is not specif-

ically tantamount on the grounds that the outcomes from alternate works are com-

pared to various measurement ranges. Nonetheless, despite everything it shows that

this TDC expends low power owing to its compact design.

The anticipated design is put through PVT corners. The DNL of composed TDC

is simulated at numerous corners of the process and the results are shown in Fig. 9,

while INL variety is within 0.0032 LSB. The DNL of planned TDC is measured

at various corners of supply voltage and furthermore the outcomes are shown in

Fig. 10, whereas there is no important variation in INL. The DNL of planned TDC

is measured at various temperature corners and the similar can be found in Fig. 11,

while there is no critical variety in INL. The PVT examination graphs clear that the

anticipated configuration has the minimal deviation (i.e., most pessimistic scenario

for DNL and INL are 0.3889 and 0.0032 LSB, respectively.) and subsequently it is

the sensible practicability.
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Table 2 Performance summary

Work Technique CMOS [µm] VDD [V] Power [mW] LSB [ps] INL/DNL

[LSB]

This Vernier 0.18 1.8 0.0622 20 0.0032/0.3889

[4] 2-level DL 0.35 3 50 24 −1.5/0.55

[5] Pseudo-diff

DL

0.09 1.3 6.9 17 0.7/0.7

[6] Pulse

shrinking

0.8 3 10 50 –

[7] Pulse

shrinking

0.8 5 20 180 –
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6 Conclusion

In this paper, Vernier Delay Line (VDL)-based Time-to-Digital Converter (TDC) has

been conferred ranging from delay elements to architectural design in SCL 180 nm

CMOS process technology. Outlining of delay lines utilizing inverters and transmis-

sion gate has been illustrated. TSPC-based DFF has been incontestable to satisfy

timing requirements of the designed TDC. With supply voltage 1.8 V, the composed

TDC has accomplished 20 ps resolution with most pessimistic scenario (PVT cor-

ners) DNL and INL of 0.3889 and 0.0032 LSB, respectively. This TDC has indicated

single-shot precision (σ) of 0.2903 LSB at an average power of 62.1936 µW.
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Low-Cost Portable Gas Pollutants
Detection System for People
with Olfactory Impairment

Pushpa Kotipalli, Jyothi Chinta and M. Mohan Varma

Abstract Olfactory impairment refers to complete loss of normal ability to smell.
Problems in nose, nervous system, or brain can lead to olfactory impairment.
People with olfactory impairment need assistive devices for detecting the presence
of harmful gases so that they can take necessary steps to protect themselves. Here,
we propose a gas pollutants detection system. It is designed for four harmful gases
methane, carbon monoxide, LPG, and air pollutants. It displays the amount of gases
using LCD, provides audio output about safe or dangerous levels in a particular area
by comparing the measured values with threshold levels and to save the information
in the SD card. It is a low-cost portable system.

Keywords Olfaction deficiency ⋅ Harmful gases ⋅ Gas detection
LPG ⋅ Methane ⋅ Carbon monoxide ⋅ Air pollutants

1 Introduction

According to the 2014 WHO report, gas pollutants caused the deaths of around
seven million people worldwide in 2012. Neurological disorders like Alzheimer’s
disease, tumors in the brain, head injuries, dementia, over the use of nasal
decongestant can cause olfactory impairment. People with olfactory impairment
face several problems in day-to-day life. If LPG leak occurs in the kitchen, the
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person with olfactory impairment will be unable to recognize the toxic odor of the
LPG and may face fire accidents leading to losing a life. Persons with olfactory
impairment cannot detect the odor of any items [1]. As long as those items belong
to foods, fruits, flowers, and scents, persons with olfactory impairment cannot get
odor related satisfaction. But the toxic gases may severely affect the health, i.e.,
they may affect the lungs, heart, and even brain of those people with olfactory
impairment. They need an assistive device which works similar to their olfactory
system.

The biological olfactory system is as shown in Fig. 1a. The inhaled air through
two nasal cavities carries volatile materials such as gases present in the air.
Olfactory receptors act as a variety of chemical sensors. The volatile compounds,
also known as odorants, stimulate olfaction receptors located in the olfactory
epithelium, and produce signals. The olfactory nerves in the mucous membrane
carry signals related to odor to olfactory bulbs located in the forebrain. Olfactory
bulbs further transport the signals through olfactory tract to the olfactory cortex.
Olfactory cortex processes the signals and identifies the odor of the gas. The
electronic gas detection system, as shown in Fig. 1b, consists of the sensor array.
Each sensor is sensitive to all volatile molecules but each in their specific way.
They produce responses in the form of analog signals whenever gases are present in
the surrounding air. These signals are preprocessed by reducing noise and con-
verting it to digital form. In the digital domain, pattern recognition algorithms are
applied and odor of the gas is identified.

Several toxic gases in the surrounding environment cause health hazards to the
people with olfactory impairment. Some of the toxic gases are discussed below.

• Carbon monoxide (CO): CO is released when natural gas, wood, or coal is a
colorless, odorless, toxic yet non-irritating gas. It is a product of incomplete
combustion of fuel, such as natural gas, coal, or wood. Vehicular exhaust is a
major source of carbon monoxide.

Fig. 1 Basic diagram showing the analogy between biological and electronic gas detection
systems
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• Ammonia (NH3): Ammonia gas is emitted by agricultural processes. It is
pungent in odor and it is both caustic and hazardous. In the atmosphere,
ammonia reacts with oxides of nitrogen and sulfur to form secondary particles.

• Methane (CH4): Methane is generated by the waste deposition in landfills. Due
to its high flammable nature, it forms explosive mixtures with air. As methane
displaces oxygen content, the people in enclosed space get suffocation when
oxygen content falls below 19.5%.

• Liquefied Petroleum Gas (LPG): LPG is generated by mixing commercial
butane and propane gases having both saturated and unsaturated hydrocarbons.
LPG vapor accumulated in the low lying area in the eventuality of the leakage or
spillage may lead to an explosion. The combustion of LPG produces carbon
dioxide (CO2) and water vapors, but sufficient air must be available.

In [2, 3], authors suggested a system using a set of sensors, such as CO2, CO,
VOCs, H2, temperature, and relative humidity and a Bluetooth link. The acquired
data from Sensors is transmitted to the smartphone through the Bluetooth link. In
[4], authors developed a system similar to the one suggested in [2, 3] but added an
additional feature Wi-Fi. Bluetooth link transmits data from sensors to a smart-
phone. The smartphone forwards the received data from Bluetooth link to the server
using a built-in Wi-Fi module. Wi-Fi module is also utilized for localization. These
systems consist of Bluetooth, Wi-Fi modules, and smartphone which make the cost
of the system very high. People with olfactory impairment need a low-cost portable
system which they can carry everywhere and protect themselves whenever gas
pollutants are detected. Chandrasekaran et al. [5] simulated the air pollutants
detection for motor vehicles but practical implementation was not done.

Keeping this in mind, we propose a low-cost portable gas pollutants detection
system with the following objectives:

(1) To find the amount of gases present in the atmosphere which are responsible for
air pollution, such as NO2, SO2, CO, and CH4.

(2) To give the indication about safe or dangerous levels, and to produce the audio
output.

Remaining paper is organized in the following way. Section 2 proposes gas
pollutants detection system. Section 3 discusses hardware design. Section 4
describes the software design of the proposed system. Section 5 discusses the
hardware results as well as software results and concluding remarks.

2 Proposed Gas Pollutants Detection System

As shown in Fig. 2, the gas pollutants detection system consists of an array of
sensors, ATmega 2560 microcontroller, and audio amplifier. The microcontroller
ATmega 2560 gets the data from the array of sensors. The output of the sensors
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from Arduino can be used in many ways. This output is printed on the LCD and can
be stored in the micro SD card. Then, it is compared with the threshold and if that
output value crosses the threshold then the red LED will glow and the buzzer starts
sounding otherwise it will be OFF. Different audio outputs can also be obtained
depending on the output value. In order to get the audio output, first, the audio files
are to be converted into.wav files and to be stored in the SD card. These files can be
retrieved by the Arduino depending on the output value from the sensors. The audio
output will have a very low voice and is amplified using the LM386 audio amplifier
module.

2.1 Sensors Array

The device that is used for measuring a physical quantity is called sensor. The
sensor produces an electrical signal corresponding to the physical quantity mea-
sured. A sensor’s sensitivity indicates how much the sensor’s output changes when
the input quantity being measured changes. In the proposed system MQ series
sensors are used. These sensors have low conductivity in the fresh air. Whenever
the gas is exposed to the MQ series sensors the conductivity of the sensing material,
here SnO2, increases thereby, the analog output increases indicating the change in
the concentration of the gas. As shown in Fig. 2, (a) CO sensor (MQ-7), (b) LPG
sensor (MQ-5), (c) Methane sensor (MQ-4), and (d) Air quality sensor (MQ-135),
are used in the proposed gas pollutant detection system.

Fig. 2 Proposed gas pollutants detection system and sensors used in it
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3 Hardware Implementation

Figure 3 shows how the Air Pollution Monitoring System is implemented using
different components, such as Arduino, LCD, micro SD card, sensors, speaker, etc.
ATmega2560 microcontroller is used in Arduino Mega board. ATmega2560
microcontroller consists of 100 pins out of which 54 digital input/output pins, 16
analog input pins. 15 PWM pins are part of digital input/output pins. The clock is

Fig. 3 Circuit diagram of gas pollutants detection system
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provided by 16 MHz crystal oscillator. Other features of Arduino board include
USB connection, ICSP header, power jack, and a reset button. It operates at 5 V.
Preferable input supply voltage falls in the range 7 to 12 V.

This circuit diagram shows the connections of the sensors to the Arduino pins
and the interfacing of the micro SD click, LCD module, and the light-emitting
diodes for indicating the dangerous levels when the threshold value is crossed.

The threshold level for each pollutant gas is fixed based on the threshold limit
values given by the government [5]. The threshold value is nothing but the safe
limit up to which the person can expose to that gas. And the buzzer is also con-
nected similarly to the Arduino. The speaker is also connected to the Arduino for
the audio output. In this LM386 is used to amplify the audio output.

3.1 Flow Chart

Flowchart for implementation of the air pollution monitoring system project is
given in Fig. 4. The steps for implementing the proposed system, as shown in the
flowchart, are as follows:

Fig. 4 Flowchart of implementation of gas pollutants detection system
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(1) Initially, store the audio files on the SD card. These audio files must be con-
verted into the wav files.

(2) Read the analog output from the sensor. Print the amount of gases on the LCD
and Store the values into the SD card.

(3) Compare the threshold with the obtained output value. If the Threshold is
greater than the obtained value, then the LED will glow for 10 s and the buzzer
will ring, otherwise, the LED will be off.

(4) The audio output will be according to the sensor output values.
(5) For continuous monitoring, step 2 to step 8 are repeated.
(6) In the proposed system, four different sensors are used for detecting different

pollutants present in the atmosphere. Hence, the above procedure should be
done for four sensors simultaneously.

4 Results

Complete implemented gas pollutants detection system is shown in Fig. 5.
Whenever the Arduino mega board is powered it supplies power to all the external
devices connected to it. Depending on the program written in the Arduino software
the results will be obtained. The sensor output pins are connected to the Arduino
and it is interfaced with the LCD and micro SD click. Then, the output value of
each sensor is displayed on the LCD. If the threshold of any of the sensor is crossed
then the respective LED glows for indicating the dangerous level and the audio
output will also be obtained from the speaker.

The CO sensor value is displayed on the LCD when it is exposed to camphor.
The obtained value is in milli Volts (mV). This value has to be converted into the
ppm in order to compare it with the thresholds given the Permissible Exposure
Limits for Chemical Contaminants [6].

A prototype of the gas pollutants detection system is as shown in Fig. 6a. LCD
display is a display of CO reading 770 mV. The ppm conversion formula for this
sensor is given by

ppm=3.027 * e∧ 1.0698 *VRLð Þwhere VRL = analogValue * 5V ̸4095ð Þ

Similar conversion formulae are available for other sensors for converting analog
reading in mV to ppm.

The settling time of each sensor is determined by exposing with their corre-
sponding gases and readings on LCD display on the prototype are noted down.
Readings are taken for every 5 s time. This raw data of sensors is plotted with
respect to time as shown in Fig. 6b. It is observed from Fig. 6b that minimum 1
minute is required for sensor readings to settle down and negligible variation
afterwards.

Low-Cost Portable Gas Pollutants Detection System … 123



5 Conclusions

A portable gas pollutants detection system for the people with olfactory impairment
is developed. It detects harmful gases like CO, methane, LPG, and air quality and
provides audio messages. With the help of these messages, the people with

Fig. 5 Circuit of implemented system

(b) Sensor data variation w.r.to time(a) Prototype

Fig. 6 Settling period of sensors tested using prototype of proposed system
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olfactory impairment can take necessary actions to get least affected by the harmful
gases. Total cost required to develop this system is INR 1500 which is far less than
that of existing systems. The proposed system is portable and can be carried by
individuals for protection from pollutant gases. Sensor working capability slowly
decays with temperature and time. Therefore, it needs to be calibrated at regular
intervals of time and this calibration process is complex. More concentration of
gases may lead to damage to sensors. The proposed system can be used at chemical
industries, traffic junctions, and crowded places to identify pollutant gases and save
the people before facing health hazards.
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Seismic Signal Processing by Using
Root-MUSIC Algorithm

G. Pradeep Kamal, B. L. Prakash and S. Koteswara Rao

Abstract The overall purpose of this study is to obtain a high-resolution seismic
signal from a raw seismic data by avoiding all the noise. The earthquake data,
which is received from an earthquake station, contains noise. In order to remove
that noise, we implement signal processing techniques by using Root-MUSIC
algorithm, which is an improvement to the actual MUSIC algorithm. In this paper,
better results are obtained by using Root-MUSIC algorithm.

Keywords Seismic signal ⋅ Power spectral density ⋅ Complex exponentials
Eigendecomposition

1 Introduction

Earthquake is an unpredictable natural phenomenon; the seismic signal acquired
from the earthquake monitoring stations contains enormous data which has to be
processed in order to analyze the magnitudes of the seismic events; many tech-
niques are there to predict an earthquake and its pattern. The only problem with
seismic signal processing is the lack of resolution to clearly identify a peak of the
magnitude of the earthquake event. The resolution can be increased by applying
some algorithms to the actual process of the seismic signal. In this paper,
Root-MUSIC algorithm is implemented. The algorithm’s basics are clearly
described below for the better understanding of the algorithm and its mechanism.

G. P. Kamal (✉) ⋅ B. L. Prakash ⋅ S. Koteswara Rao
Department of ECE, K L University, Green Fields, Guntur DT 522502, AP, India
e-mail: gollamudipradeep@gmail.com

B. L. Prakash
e-mail: prakashklu4368@kluniversity.in

S. Koteswara Rao
e-mail: rao.sk9@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
J. Anguera et al. (eds.), Microelectronics, Electromagnetics
and Telecommunications, Lecture Notes in Electrical Engineering 471,
https://doi.org/10.1007/978-981-10-7329-8_13

127



2 Frequency Estimation

A complex sinusoidal signal’s frequency estimation in noise is one of the crucial
problems in the signal processing field, because estimation of frequency is used
extensively in several areas such as communications, radar, image analysis, and
sonar [1]. The pole-zero types presume a system which is linear time-invariant
excited by white noise. However, in several implementations, the complex expo-
nentials are signals of interest which are lying in white noise for which a sinusoidal
or harmonic model is more appropriate. Signals which have complex exponentials
are identified as formant frequencies in radar’s moving targets, speech processing,
and signals which propagate spatially in array processing. In real signals, complex
conjugate pair (sinusoids) is made by complex exponentials, but for complex sig-
nals, they may happen at only one frequency. For complex exponentials found in
noise, the parameters of interest are the frequencies of the signals. Hence, the
primary aim is the estimation of these frequencies from the data, by calculating the
power spectrum and by utilizing the nonparametric techniques or the
minimum-variance spectral estimate. The complex exponentials frequency esti-
mates are hence the frequencies at which peaks appear in the spectrum. Certainly,
the usage of these non-parametric techniques appears appropriate for signals of
complex exponentials as they do not make assumptions about the basic procedure.
As some of these techniques can get very good resolution, none of these techniques
accounts for the basic model of complex exponentials in the noise, beginning by
harmonic signal model description, deriving the model from a vector notation, and
looking at the eigendecomposition of the correlation matrix of complex exponen-
tials in noise. Then, we describe frequency estimation methods based on the har-
monic model: Root-MUSIC. This method has the ability to resolve complex
exponentials closely spaced in frequency and has led to the name superresolution
commonly being associated with them [2]. The extreme level of performance in the
means of resolution is acquired by supposing a foundational model of the data. By
considering all the other parametric techniques, the performance of these techniques
depends upon how nearly this mathematical technique corresponds to the actual
physical technique that generates the signals. Deviations from this assumption
result in model mismatch and will generate frequency estimates for a signal that
may not have been generated by complex exponentials.

3 Root-MUSIC Algorithm

This algorithm has been proposed as an improvement over the MUSIC algorithm
which is proposed by Barabell. Root-MUSIC indicates that the MUSIC algorithm is
simplified to detecting polynomial roots as contrary to solely plotting the pseu-
dospectrum or looking for peaks in the pseudospectrum [3]. The eigenanalysis
method presumes that the received data can be decomposed into two mutually
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orthogonal subspaces. One is the signal plus noise subspace, and the another is the
noise-only subspace. Consider the sample of a signal that contains P complex
exponentials present in noise.

x nð Þ= ∑
p

p=1
αpej2πnfp +ω nð Þ ð1Þ

The discrete-time, normalized frequency of the pth component is where ωp is the
discrete-time frequency which has the units in radians, pth complex exponential’s
actual frequency is Fp, and sampling frequency is denoted by Fs [2]. Basically, the
goal is to estimate not only the frequencies but also the amplitudes of these signals.
Take into account that the amplitude contains phase of each complex exponential,
which is

αp = αp
�� �� ejψp ð2Þ

Here, the phases ψp are nothing but some random variables which are uncor-
related and uniformly distributed in the range of [0, 2π]. Here, the deterministic
quantities are magnitude |αP| and the frequency fP. By considering the harmonic
process spectrum, it can be seen that at white noise’s power of a constant level of a
background, it contains an impulse set.

σ2w =Efjω nð Þj2g ð3Þ

Hence, the complex exponentials spectrum of power is generally related to a
spectrum of line, and based on some length M of time window, some matrix
methods are put into use, and it is helpful to typify the model of the signal as an
arrangement of a vector above the time span consisting of sample delays of signal
[4]. Consider a signal x(n) from Eq. (1) in its initial and upcoming values of M − 1.

Equation (3) represents a frequency vector which has a time span. At frequency
f, v(f) is casually a discrete Fourier transform vector of length M, by differentiating
between the signal s(n) which has the summation of noise component w(n) and
complex exponentials.

Consider the time window form of vector which has the summation of noise
complex exponentials in (5). This model’s autocorrelation matrix is represented as
the summation of autocorrelation matrices of noise and signal, respectively

A=

α1j j2 0 ⋯ 0
0 α2j j2 ⋱ ⋮
⋮ ⋱ ⋱ 0
0 ⋯ 0 αPj j2

2
664

3
775
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The above diagonal matrix has the exponents of every single one of particular
complex exponentials. The white noise’s autocorrelation matrix is

Rw = σ2wI, ð4Þ

which is of complete rank, as against to Rs is a P < M rank-lacking. Basically,
select the number of P complex exponentials in which the time window M length is
greater. In the same way of its eigendecomposition, the autocorrelation matrix can
also be represented

Rx = ∑
M

m=1
λm qm qH

m =Q∧ QH ð5Þ

Here, eigenvalues λm appear in decreasing order, which is λ1 ≥ λ2 ≥ … ≥ λM,
and qm are the equivalent eigenvectors of them. By utilizing the sample correlation
matrix’s eigenvectors and eigenvalues, estimate the subspaces of noise and the
signal. Note that for notational expedience we will not differentiate between
eigenvectors and eigenvalues of the true and sample correlation matrices [5].
However, the sample correlation matrix’s eigendecomposition is what must be used
for implementation. Consider that the use of an estimate rather than the true cor-
relation matrix will result in a degradation in performance.

4 Mathematical Modeling

Like the Pisarenko harmonic decomposition, by using the eigenvectors of the
correlation matrix, the space of M-dimension is split into components of noise and
signal from

Qs = q1q2, . . . , qP½ � Qw = qP+1, . . . , qM½ � ð6Þ

However, rather than limit the time window’s length to M = P+1, which is a
unity 1 more than the amount of complex exponentials, consider the time window’s
size to be M > P+1. Therefore, the subspace of noise has a dimension more than a
unity 1. Using this dimension which is greater allows for averaging over the noise
subspace, providing an improved, more robust frequency estimation method than
Pisarenko harmonic decomposition [3], from

Psv fp
� �

= v fp
� �

Pwv fp
� �

=0 ð7Þ

Hence each eigenvector (P < m ≤ M), to every complex exponential, the
P frequencies fp. Pseudospectrum for every eigenvector of noise is calculated as
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Rm ej2πf
� �

=
1

VH fð Þqmj j2 =
1

Qm ej2πfð Þj j2 ð8Þ

The M − 1 are the roots contained in the polynomial Qm ej2πf
� �

, among those
P roots relate to the complex exponentials frequencies. Inside the pseudospectrum,
P peaks are produced by these roots through (9). Take into account that all
M − P noise eigenvector’s pseudospectra distribute these roots that are because of
the subspace of the signal [3]. The noise eigenvector’s leftover roots, anyway,
appear at frequencies which are unique. On these roots’ locations, there exist no
restrictions, so that some may produce extra peaks in the pseudospectrum by being
near to the unit circle. A necessity of decreasing these false peak levels in the
pseudospectrum is to calculate the average of the separate noise eigenvectors of the
M − P pseudospectra.

Rmusic ej2πf
� �

=
1

∑
M

m=P+1
vH fð Þqmj j2

=
1

∑
M

m=P+1
Qm ej2πfð Þj j2

ð9Þ

which is called as the MUSIC pseudospectrum. The P complex exponentials’
frequency estimates are then considered as the pseudospectrum’s P peaks. The
name pseudospectrum is utilized due to which the amount in (10) has no data
regarding the complex exponentials powers or the surrounding level of noise. Note
that for M = P + 1, the MUSIC method is equivalent to Pisarenko harmonic
decomposition [4]. The implicit assumption in the MUSIC pseudospectrum is that
as the noise is white Gaussian, the eigenvalues of noise have the same power
λm = σ2w. In general, the eigenvalues of noise will not be same, if an actual corre-
lation matrix is replaced by an estimate. When the estimation of correlation matrix
is done from a tiny amount of information samples, the differences will be more
noticeable. Thus, the eigenvector method, a slight variation on the MUSIC algo-
rithm [6], was proposed to account for the possibly different eigenvalues of noise.
In this technique, the pseudospectrum is

Rev ejω
� �

=
1

∑
M

m=P+1

1
λm

VHðf Þ qmj j2
=

1

∑
M

k=P+1

1
λm

Qmðej2Πf Þj j2
ð10Þ

Relating to the eigenvector qm, λm is an eigenvalue. By the corresponding
eigenvalue, the pseudospectrum of all eigenvectors is normalized [6]. The eigen-
vector and MUSIC techniques are similar when it comes to the case of eigenvalues
(λm = σ2ω) of equal noises for P + 1 ≤ m ≤ M. The peaks in the MUSIC pseu-
dospectrum correspond to the frequencies at which the denominator in (10)
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∑M
m=P+1 Qm ej2πf

� ��� ��2 approaches zero. Hence, by considering the denominator’s
z-transform,

Pmusic zð Þ= ∑
M

m=P+1
Qm zð ÞQ*

m
1
z*

� �
ð11Þ

That denominator is nothing but the pseudospectrum’s sum of the z-transforms
because of every eigenvector of noise. M − 1 pairs of roots are present in this
(2 M − 1)th-order polynomial with one in and one out of the unit circle. The
complex exponentials corresponding roots should be present on the unit circle as
they are assumed to be not damped. The unit circle’s P closest roots will relate to
the complex exponentials by finding the M – 1 roots of 12. Finally, these frequency
estimates are nothing but the phases of these roots. This technique of polynomial
rooting relating to pseudospectrum of MUSIC is called as Root-MUSIC [7].
Consider that in several scenarios, calculating a pseudospectrum at a very good
resolution of frequency which probably involves a very big FFT is not so efficient
when compared to a rooting method [8].

5 Simulation and Results

As an initial step, a synthetic signal is analyzed at first, Root-MUSIC algorithm is
applied, and the power spectral density of the synthetic signal is produced; this
synthetic signal is generated by using a mathematical function; this mathematical
function simply generates a signal which has the characteristics of an earthquake
signal. Two types of synthetic signals are taken here, one is a synthetic signal with
noise and the another one is without noise. Later, a raw seismic signal is taken and
detrended. Detrending is a technique which involves the removal of some noisy
characteristics present in a statistical data. The data utilized for the observation is
acquired from Book_Seismic_Data.mat of east Texas landline which is the file
name. We have taken the source as a dynamite blast which took place at a depth of
around 100 ft; one trace has 1501 samples of 0.002 s sampling interval. The nor-
malized frequencies are 0.1π and 0.3π, respectively. In Fig. 1, we can observe that
two types of synthetic signals are shown, where one has noise and the another does
not have noise. In Fig. 2, we can see the power spectral density obtained for the
respective synthetic signal, which has two normalized frequencies at 0.1π and 0.3π.
Root-MUSIC algorithm is applied on detrended seismic signal and the PSD
obtained is shown in Fig. 5. The max peak is at 0.958 normalized frequency
(Figs. 3 and 4)
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w=
2πf
fs

=0.0958π

=
2πf
fs

=0.0958π

f =
500
2

* 0.0958

= 23.950Hz

In the reference book, it is written that the data is bandpass filtered in the range
[15, 60 Hz]. For ensuring purpose, a BP filter with FIR order 8 is realized.
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The transfer function of the same is shown in Fig. 6. The detrended seismic signal
is convolved with FIR BPF and the output is shown in Fig. 6. The same PSD, as
shown in Fig. 7, is obtained. So, the seismic signal tonal is 23.95 Hz. Another
insignificant tonal is
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6 Conclusion

In this paper, a time series data of a seismic signal has been taken and processed by
applying Root-MUSIC algorithm; the actual signal strengths in the seismic signal
from time series data taken are clearly estimated with peaks of high resolution;
power spectral density for both synthetic and raw seismic signals is obtained. The
step-by-step process of the seismic signal analysis has been perfectly presented in
the results section. By using this algorithm, computational efforts have been greatly
reduced.
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Low-Power and Area-Efficient FIR Filter
Implementation Using CSLA with BEC

M. Sumalatha, P. V. Naganjaneyulu and K. Satya Prasad

Abstract Carry Select Adder (CSLA) is the best and effective adder utilized in
digital signal processing to implement high-speed arithmetic applications. CSLA
adder will solve fast arithmetic functions in multiple data processing methods.
CSLA method is mainly used to diminish the power and area instead of using
normal adder. This adder is influenced by many system structures to avoid the carry
delay. The main intention of this paper is to use Binary to Excess-1 Converter
(BEC) instead of Ripple Carry Adder (RCA) with Cin = 1 in the normal CSLA to
get high-speed operations, small area, and low power utilization. Here, binary
excess converter will become the number of minor logic gates when compared to n
bit Full Adder (FA) structure. According to this deliberation, the delay of time also
will be reduced. In this paper, the proposed BEC method will give the significant
results with regard to reducing power and area. The CMOS process technology is
implemented on 0.18 m custom design and layout.

Keywords CSLA ⋅ BEC ⋅ RCA

1 Introduction

In VLSI design process, the performance of the system, efficient area, and low
power are considerable in recent research, which are used in many applications like
robots, embedded systems, communication systems—Software-defined radios and
biomedical instrumentation [1]. In digital signal processing, a multiplier and a adder
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play vital role in many applications. Hence, multipliers are moderately multifaceted
circuits, which are usually operated at a high system clock rate. Multiplications are
highly expensive and the overall operation will be slowed. Multiplication process
requires single two-input adder to perform the arithmetic operation, which is having
an arithmetic unit. Here, the sum of each one-bit position is added and this carry is
transferred to the subsequently place. Finally, the transferred carry diminishes the
adder speed.

A perfect adder design really increases the performance of a multifaceted digital
signal processing system. A Ripple Carry Adder (RCA) will be used for simple
design and Carry Propagation Delay (CPD) is the major concern in this adder.
Carry look-ahead and Carry Select (CS) mechanisms are recommended to diminish
the CPD of adders. The CSLA will be used to mitigate this problem [2]. CSA is one
of the best adders having small area and low power utilization. It generates frac-
tional sum and carry by conceding for carry input Cin = 0 and Cin = 1, and then
the multiplexers will choose the last sum and carry. The main drawback of CSLA is
larger area. It will be rectified by modified CSLA. The proposed structure of 16-bit
regular SQRT (Square Root) CSLA has five distinct groups size of RCA with
Cin = 1. Each one group contains Binary to Excess-1 Converter (BEC) and mul-
tiplexer [3]. The area evolutions have done by counting the total number of AOI
gates. Here, the delay will be obtained by adding more number of gates in the
highest lane of logic block.

2 Basic Structure of BEC Logic

A modified CSLA will use BEC. In this circuit, add1 is applied to the input
numbers and the four-bit binary excess converter is shown in Fig. 1. The main
theme of the proposed method is to get better addition speed with the minimum
number of logic gates when compared to the Full Adder (FA) structure. The main
significance of the BEC logic reduces the huge silicon area with large number of
bits which are used in CSLA design [4–10].

BEC contains four inputs and the output is achieved by adding “1” with each of
it. The prime intention of this exertion is to use binary excess converter instead of
the RCA with Cin = 1 in order to diminish the area and power utility of the normal
CSLA. To restore the n-bit RCA, an n+1 bit binary excess converter is needed.
Figure 2 shows how the basic function of the CSLA is obtained by using 4-bit BEC
collectively with the multiplexer. The four-bit input (B3, B2, B1, and B0) is applied
to the input of 8:4 multiplexer and an extra input of the multiplexer is the BEC
output.
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3 Area Estimation of CSLA Using BEC

The overall architecture of FIR filter is shown in Fig. 3, which consists of the
coefficient ROM, data RAM, input data reader, clock generator, and a filter. The
clock signal can be generated from the clock generator. The coefficient value can be
stored in the coefficient ROM. The input data can be moved to the data RAM for

Fig. 1 BEC-1 convertor with four-bit

Fig. 2 Binary excess
converter with 8:4 multiplexer
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storing purposes. To perform the filtering operation, we need coefficient ROM and
data RAM.

Here, the data unit can arrange the input data, and the following operation can be
done in the above architecture. In the first stage, calculate the memory address and
enable data RAM to store the input data. The second stage enables the coefficient
ROM to perform the read coefficient one by one to get the filter results. Finally, the
data RAM is enabled to get the filter coefficients. In that FIR filter, only digital
adder can be caused to get the result. It occupies less area and power. The proposed
structure uses 16-bit square root CSA with binary excess converter for RCA with
Cin = 1 to reduce the area and power which is shown in Fig. 4.

In the proposed system, the two-bit RCA has one FA and one-half adder for
Cin = 1, where three-bit binary excess converter is utilized which enhances one to
the output from two-bit RCA. According to this deliberation, the time delay has
been reduced. The output of the MUX is depending on the input of the MUX and
BEC. The input arrival time is lesser than the multiplexer selection input arrival
time. By selecting the BEC output or the straight inputs, there are two possibilities

Fig. 3 Proposed FIR filter architecture

Fig. 4 Modified 16-bit CSLA
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such as parallel and multiplexer rendering to the regulate signal Cin. While
designing CSLA, the area will be reduced based on the logic gates of RCA with
BEC and multiplexer selection output, which leads to get less power consumption.

4 Results and Discussion

Table 1 and Fig. 5 show the comparison of the existing as well as proposed method
by considering the parameters such as area, power, and delay. The performance of
CSLA with BEC is implemented by using 0.18 m CMOS technology. In this table,
we can observe that all the parameters are reduced when compared with the existing
methods.

Table 1 Comparison of area, power, and delay for existing and proposed method for 180 nm
CMOS technology

Design Area (square meters) Power (nw) Delay (ps)

CSLA with BEC 159.040 5843.963 2188
SQRT 195.200 6783.889 2188

CSLA RCA 151.012 6883.889 2195

8000

6883.889
7000

6000 5843.963

5000
RCA 

SQRT CSLA

3000 CSLA with BEC
2195 2188 2188

2000

1000
151.021 195.2 159.04

0
POWER(nw) AREA(square meters) DELAY(ps) 

4000

6783.889

Fig. 5 Performance of CSLA with BEC and comparison with existing methods

Low-Power and Area-Efficient FIR Filter Implementation … 141



5 Conclusion

In this paper, we have proposed new FIR filter architecture with the help of a clock
generator, coefficient ROM, data RAM, and CSA with binary excess-1 converter to
diminish the area, power, and also to improve the speed and performance of the
VLSI system. The main approach is to reduce the area and power by using pro-
posed modified CSLA architecture with less number of gates which makes it
efficient VLSI implementation. Finally, the major parameter of VLSI implemen-
tation like area, power, and delay is reduced in the proposed system with the help of
CSLA adder with BEC.
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Design and FPGA Implementation
of TPFT-Based Channelization for SDR
Applications

P. Sri Lekha and K. Pushpa

Abstract A particular channel selection can be done in wideband communication
receivers that are performed by using channelization. Generally, channelization
performs down conversion of signal to baseband and filtering of channel, since the
features of channelization generally affected by means of software, which is much
advantageous to implement channelization performance as much as possible with
digital signal processing. Number of channels must be received simultaneously in
base stations. Thus, each channel must contain independent channelizer, which can
be achieved by Tunable Pipelined Frequency Transform (TPFT)-based channel-
ization. So this paper deals with the design as well as the implementation of the
TPFT-based channelization for any of the applications that are of software-defined
radio. The coding is completed with a Verilog Hardware Description (HDL) and its
simulation is completed in a Xilinx ISE 14.5 environment.

Keywords Cognitive radio ⋅ Coarse channelization ⋅ Interleaver
Processing element (PE) ⋅ Software-defined radio (SDR) ⋅ Tunable pipeline
frequency transform (TPFT)

1 Introduction

Cognitive Radio (CR) is considered as a technology which is emerging and used for
a Dynamic Spectrum Access (DSA) system. Joseph Mitola [1] was the first to
introduce the cognitive radio concept. A cognitive cycle in the CR contains four
resource management functions, which are the spectrum sensing, the spectrum
deciding, the spectrum share, and the mobility of the spectrum. Any Cognitive
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Radio Network (CRN) is one containing the cognitive radios or Secondary Users
(SUs). Owing to continuous changes in the available spectrum and different Quality
of Services (QoS), the needs of different applications, the CRNs, impact some
unique challenges. All the SUs in the CRNs adapt best methods dynamically to
transmit like the transmission channel, the rate, and the transmit power. This leads
to an enhancement in the parameters of the QoS. On seeing an increase in the users
of multimedia, the CR may prove to be an optimum solution for the transmissions
of multimedia. The features of spectral efficiency of the systems of multicarrier may
be utilized properly for addressing the transmissions of multimedia over the CRN.

Software-defined radio (SDR) is that wireless communication system is
re-configured by means of software reprogramming to be operated on various
frequencies and protocols. It is normally executed by the SDR platform. This idea
was first used by Mitola [1] stating “The point where the wireless personal digital
assistants and the related networks are sufficiently computationally intelligent about
radio resources and linked computer to computer communications to identify the
needs of communicating user as a function of use context, and providing radio
resources and wireless services much related to those needs.”

1.1 Software-Defined Radio (SDR)

The Software-Defined Radio (SDR) elevates the scope of digital reconfigurability.
It is particularly known to encompass the baseband digital processing and its
functions like demodulation and modulation, coding, time recovery, equalization,
and channelization, but the RF functions are usually completed by analog front-end
components [2].

Generally, a classic approach for building the systems of SDR is divided into
three phases: the analog front-end, the digital front-end, and the digital back-end, as
shown in Fig. 1. The analog front-end interfaces the antenna and the DSP hardware.
This is a multi-standard front-end that allows receiving along with transmitting the
bandwidths and arbitrary frequencies. At the following stage, digital front-end
groups and the Analog-to-Digital Converter (ADC) along with the channelizer that

Fig. 1 Practical SDR receiver implementation [2]
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is before an independent channel and its operation done using digital back-end.
These works are also done in various platforms.

1.2 Channelization

The word channelization originally refers to the technology of sharing communi-
cation median with different users, so that many conversations can be submitted
simultaneously on a signal band, with each conversation being on a separate
channel. By this means, each channel is used to transfer different information
simultaneously. The commonly known multiplexing methods including TDMA
(Time-Division Multiplexing), FDMA (Frequency-Division Multiplexing), and
CDMA (Code-Division Multiplexing) belong to the channelization concepts. In
recent years, especially after the development of the UWB communication, the
word channelization refers specifically to the frequency channel separation of a
wide band. Signals are transferred to different channels of a predefined frequency
band. In the UWB communication systems, the entire UWB frequency range is split
into several bands, and each band has many channels.

A major factor in SDR systems is a real-time configurable digital channelizing
that is needed to receive and resample the radio signal promptly, and is also
important to keep track of the entire spectrum in order that the inactive bands are
identified. Compatibility in various standards of communication desires the chan-
nelization to be reconfigurable dynamically. Designing the resource efficiently is
one more basic need to implement the channelization. Obtaining a good solution to
balance targets, like performance and resource, is tedious in case of digital chan-
nelizing. Many attributes like rate of sampling, bandwidth, resolution in frequency,
and dynamic configuring affect the designing and implementation of the channel-
ization. Hence, determining the cost/performance trade-offs forms a significant
problem in digital channelizing [3].

1.3 Overview of Existing Channelization Techniques

Digital channelization is achieved by making use of any of the techniques given
below: (1) the multichannel Digital Down Converter (DDC); (2) the Fast Fourier
Transform (FFT); (3) the Polyphase Discrete Fourier Transform (DFT) filter bank;
(4) the Goertzel Filter bank; and (5) the Tree-structured filter bank.

The DDC normally includes a Numerically Controlled Oscillator (NCO) and
also a Sampling Rate Converting filter (SRC). These are made use normally for
channelization of single channel but do not suit multichannel channelization as it
has low utilization of resources. The FFT-depended channelizing consists of a
simple built and a high resources usage, and has a filtering performance that so bad
and can be enhanced by a technique known as window functioning [4, 5]. The
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polyphase DFT filter bank contains high usage of resources and also a better
filtering performance, but proves a uniform division of channels [6]. A Goertzel
filter bank, however, solves a problem in fixing center frequency that is related to a
polyphase DFT and its filter bank, but will not be able to extract un-uniform
bandwidth channels [6]. The tree-structured filter bank approach by the RFEL Ltd.
has brought about a method for channelization known as the Pipelined Frequency
Transform (PFT). The main problem in the power-of-two channel stacking is solved
by means of Tunable Pipelined Frequency Transform (TPFT) technique [7]. This
can locate accurately the radio signals and ensure proper reception.

The paper deals with both the design and the implementation of the TPFT-based
channelization for various SDR applications. Section 1 deals with the introduction
of software, digital channelization, and also an overview of the techniques of
channelization. Section 2 talks about the features and the architecture of the
Tuneable Pipelined Frequency Transform (TPFT) that is based on channelization.
Section 3 deals with results of simulation with the TPFT. Conclusions drawn are
presented in Sect. 4.

2 Tuneable Pipelined Frequency Transform (TPFT)-
Based Channelization

In simple terms, the PFT produces frequency bins that are equally spaced. For
overcoming this limitation, a form that is derived and called “Tuneable PFT”
(TPFT) is made use which permits independent tuning of middle frequencies of all
bins and independent filters for every bin. As there are different frequency reso-
lutions, the result is flexible like DDC approach with better efficiency which is
needed for large channel numbers.

We notice a significant improvement of making usage of the PFT cascade
structure in which in-between outputs are present. By modifying the PFT archi-
tecture and for extracting the frequency bands and further giving them any fre-
quency, this is completed and this tunability is got by two stages: first, signals are
tuned coarsely inside the PFT stages, and fine-tuned by using a complex converter
with a local oscillator (LO) and a numerical control oscillator (NCO) that is driven
using a routing engine as shown in Fig. 2. The tuning range for each stage is
decreased by any two factors and the DDC needs to be finely tuned for the entire
bandwidth of the input. Overall, this structure is very ideal for replacing multiple
DDCs in applications like multi-standard base stations, intelligent antenna systems,
and the satellite communications.

This TPFT-based coarse channelizing structure contains two parallel TPFT
structures along with two parallel inter-leavers as shown in Fig. 3. For every future
stage of this, the output signal will be decimated by two. The factor of maximum
decimation of a TPFT block will be 512, so every block will be composed of nine
processing elements (PE) that are cascaded and used for processing of one complex
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input data. This TPFT channelization block will be scalable for the input signal
number and is easily adaptable for applications.

3 Simulation Results

The TPFT-based channelization structure shown in Fig. 3 was designed by using
TPFT-based channelization block as shown in Fig. 3 that had been designed by
making use of Verilog HDL. The synthesis and simulation results were produced
making use of Xilinx ISE 14.5 for the Spartan 3E family device. In the results of
simulation, the technology view designates a top block that indicates an input and
output set. The Register Transfer Logic (RTL) view depicts internal architecture

Fig. 2 Schematic of tuneable PFT architecture

Fig. 3 Structure of the TPFT-based channelization block [3]

Design and FPGA Implementation … 147



blocks along with the links that are in-between the output and the input terminals.
Simulation results are produced by using a writing test bench program for each
design. This program contains an input test vectors’ set used in designing. The
simulation outcomes of the Processing Element 1(PE1), Processing Element 2
(PE2), and TPFT-based coarse channelization structure are shown in Figs. 4, 5, and
6. The complex inputs for coarse channelization structure are the rate, the source,
and the frequency. Figures 7, 8, and 9 depict the RTL view of Processing Element 1
(PE1), Processing Element 2 (PE2), and TPFT-based coarse channelization block.

Fig. 4 Simulation result for Processing Element 1

Fig. 5 Simulation result for Processing Element 2
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Fig. 6 Simulation result for TPFT coarse channelization block

Fig. 7 RTL schematic of Processing Element 1
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Synthesis report (device utilization summary) for the TPFT-based coarse chan-
nelization block is shown in Fig. 10 and a time delay of 114.968 ns is observed for
the implemented architecture.

4 Conclusions

In this paper, the area and speed efficient channelization that is TPFT-based has
been proposed for the application of the SDR. The design has been tested and also
verified by a Verilog HDL, and coding and simulation has been completed by
Xilinx ISE 14.5. This gives freedom to the user in specifying channels using
bandwidth and frequency. Further, there is also the possibility of direct application
of masks that shape spectrum to the outputs inside the very architecture. It further
provides a highly efficient and elegant method that can channelize wideband
signals.

Fig. 8 RTL schematic of Processing Element 2
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Frequency Estimation Using Minimum
Norm Algorithm on Seismic Data

Ch. Namitha, V. Uma Mahesh, M. Anusha, S. Koteswara Rao
and T. Vaishnavi Chandra

Abstract Seismic signals are generally produced due to disturbances in the earth or
an explosion that propagate through earth layers. The signal-to-noise ratio is very
low for the generated signal. In order to increase its SNR and reduce the noise,
various preprocessing techniques using FIR-based bandpass filter are considered.
Minimum norm algorithm is implemented in the frequency domain to analyse the
spectrum of the seismic signal in addition to analyse the tonals of the signal.

Keywords Seismology ⋅ Applied statistics ⋅ Stochastic signal processing
Adaptive signal processing

1 Introduction

1.1 Seismology

Seismology is the scientific study of earthquakes, tsunamis, etc. Earthquakes are
caused due to the sudden transference of the tectonic plates which results in dev-
astation of mankind. The signals are generated using a source and a seismogram is
used to predict the seismic signals. As these signals are contaminated with noise,
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various signal processing techniques are used. Signal processing is an applied
science that is used to implement and transform the information obtained. So, signal
processing is adapted for this purpose [1].

Seismic waves are elastic waves and they are of various types like body waves,
surface waves, and normal waves [2]. Many seismic stations are present across the
world to collect the data from the seismogram for further analysis and predictions
for the future. Generally, surface waves are slower than the body waves but stronger
in nature as they are captured by the layers of the earth surface. At present, spec-
trograms are also used to record seismic signals but the data is collected through the
satellites where the pictures are represented and further analysis is performed
through various image processing techniques [3].

1.2 Seismology in Signal Processing

Seismic reflection data is collected during the destruction; various signal processing
techniques are applied to analyse the geological features of the earth. The data
collected is contaminated with large amount of noise of various types. Random
noise is a result of lack of phase coherency among adjacent traces and the main
sources of this type of noise are wind, rain, instruments used for the process, etc.
Coherent noise is generated by the source of the explosion. Some examples of the
coherent noise are multiple reflections of surface waves like ground roll and air-
waves, etc. Generally, seismic data is composed of ground roll noise. These noise
waves are of low velocity, that is, few thousands of metres and are of low fre-
quency. They are mainly affected by the variation in the frequencies, thus creating
various modes of the noise. Due to these noises, the SNR of the seismic trace is
very low. Thus, various preprocessing techniques are adapted to increase the SNR
of the traces. Considering various filtering and Fourier transform methods, the SNR
is improved in time–frequency domain [4, 5]. Seismic signal resolution also
decreases and various preprocessing techniques are to be included to make the
signal more ideal. For this, several convolution and post-stack techniques have to be
involved to increase the resolution and attenuate the noise [6].

Power spectrum analysis is useful in order to examine the seismic traces
obtained [7]. The different processing techniques as well as noise constraints can be
applied to seismic wavelets with slight changes in the basic procedure like finding
the earth’s reflectivity function, etc. and the below-discussed algorithm is also
applicable in the estimation of seismic wavelets [8]. For this, various algorithms of
both parametric and nonparametric types are taken into account. These algorithms
require time-to-frequency conversions, whereas in frequency estimation algorithms,
the synthetic signal is directly considered in frequency domain. In this paper,
minimum norm a frequency estimation algorithm is examined for a seismic signal.

In frequency estimation algorithms, signal is considered as a sum of complex
exponentials. Hence, frequencies are estimated directly from the spectrum. In these
methods, the signal is considered as a combination of signal and noise subspaces
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and they are computed based on eigendecomposition forms of autocorrelation
matrix.

1.3 Minimum Norm Frequency Estimation

Eigenvector is a vector which is a nonzero whose value does not change on linear
transformation. Eigenvalue is the root of the eigenvector obtained and in its
determination characteristic polynomial of the matrix is very essential. These
parameters are of vital importance in finding roots of a matrix as well as many
parameters like whether the matrix is invertible or not and how sensitive to errors
and so on. The matrix illustration is possible with the eigenvalues and vectors, and
this is known as eigenvalue decomposition.

1.4 Autocorrelation Matrix

An autocorrelation matrix is a significant characteristic of a statistical second-order
discrete-time random process. Random process is generally considered as an event
based on probability conditions [9]. Let us consider a matrix x to analyse the
autocorrelation.

x = xð0Þ, xð1Þ, xð2Þ, . . . , xðpÞ½ �T ð1Þ

There are p + 1 components of the vector x(n) and the outer product is given as

xxH =

xð0Þx*ð0Þ xð0Þx*ð1Þ xð0Þx*ð2Þ . . . . . . . xð0Þx*ðpÞ
xð1Þx*ð0Þ xð1Þx*ð1Þ xð1Þx*ð2Þ . . . . . . xð1Þx*ðpÞ

. . . . . . . . . . . . .
. . . . . . . . . . . . . .

xðpÞx*ð0Þ xðpÞx*ð1Þ xðpÞx*ð2Þ . . . . . . xðpÞx*ðpÞ

2
66664

3
77775

ð2Þ

x(n) matrix is of the order (p + 1) and x(n) is WSS [10]. Hermitian symmetry of the
autocorrelation signal is used and the autocorrelation matrix Rx is given as follows:

Rx =E xxH
� �

=

rxð0Þ r*xð0Þ r*x ð2Þ . . . r*x ðpÞ
rxð1Þ rxð0Þ r*x ð1Þ . . . r*x ðp− 1Þ
rxð2Þ rxð1Þ rxð0Þ . . . r*x ðp− 2Þ
. . . . . . .

rxðpÞ rxðp− 1Þ rxðp− 2Þ . . . rxð0Þ

2
66664

3
77775

ð3Þ

Slight modification in the Rx matrix leads to the autocovariance matrix. The Rx

matrix has various properties like the eigenvalues are real values and nonnegative
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and the values in the two diagonals are equal. The most important characteristic of
this matrix is that it is a Hermitian matrix for wide-sense stationary random process.
Random process is modelling from the signal space onto discrete-time signals.

There are many types of frequency estimation algorithms depending on eigen-
decomposition methods like eigendecomposition autocorrelation matrix method in
which autocorrelated matrix should be known exactly, Pisarenko harmonic
decomposition in which minimum value of the autocorrelation matrix is to be taken
into account, and MUSIC [11] is an improvement of the Pisarenko method which
uses only one noise eigenvector to determine the peaks at different frequencies and
so on.

Section 2 deals with mathematical modelling related to minimum norm algo-
rithm, Sect. 3 deals with methodology and the results obtained, and the paper is
concluded in Sect. 4.

2 Mathematical Modelling

Minimum norm algorithm uses single eigenvector in the noise sub-spectrum to
determine the peaks. Here, let us consider a single vector that lies in the noise
subspace as a. The samples received from the target are considered as an n-element
array.

The signal is corrupted with additive Gaussian noise with zero mean. x (n) from
the receiver is a combination of p complex exponentials result of a random process
consisting of Gaussian noise [12, 13]. Vector x (n) is given by

X nð Þ= ∑p
i=1 Aiej nωi sin θi+φið Þ +WðnÞ, ð4Þ

where

ωi —ith target frequency,
θi —ith target angle at which it is located,
Ai —ith target amplitude of the exponential,
w (n) —ith target associated Gaussian noise,
p —Count of the targets present, and
ϕi —Random variable which is uncorrelated and uniformly distributed with

zero mean in the interval [−pi, pi]

It is predicted that the magnitude |Ai|, frequency ωi, and angle θi are unknown
and random in nature.

The spectrum of the “p” impulses and the power spectrum of w (n) combine to
form the power spectrum of the signal x (n). This method is generally carried out in
two subspaces, that is, noise and signal subspace.

First, the subspaces are predicted to find the frequencies accurately followed by
the eigendecomposition of the autocorrelation matrix. Let Rx be the autocorrelation
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matrix of N*N with eigenvalues as λ1, λ2, λ3, …, λN and the eigenvectors as v1, v2,
v3, …, vN where N > p+1 in the descending order. These are further divided into
all p values having large eigenvalues as one group and the N-p eigenvectors with
eigenvalues as σw2 as another group.

The estimation function of frequency from which the frequencies can be esti-
mated is

PMN ejω
� �

=
1

jeHaj2 ð5Þ

Null frequencies are present in |eHa|2 corresponding to each complex exponential
term. The coefficient of a factored in the z-transform may be represented as

∑
p

k=0
a kð Þz− k = ∏

p

k=1
ð1− ejωkz− 1Þ ∏

M − 1

k= p+1
ð1− zkz− 1Þ ð6Þ

In the above equation, zk are the roots that do not exist on unit circle where
k = p + 1,…, M − 1. The main problem lies in the estimation of the exact noise
vector that is present in the noise subspace along with reducing the effect of
spurious zeroes on the peaks of the frequency estimation function.

The vector “a” in this algorithm should satisfy these three conditions:

1. “a” should be present in the noise subspace.
2. It should have minimum norm.
3. “a” should have the first element as unity.

The first condition implies that the p roots are present in the unit circle of a (z).
The second condition makes that the spurious roots exist inside the unit circle of a
(z) that is |zk| < 1. The last condition shows that the key of minimum norm is not a
zero vector.

The vector “a” that lies in the noise subspace is expressed as the following to
reduce the minimisation problem:

a = Pnv ð7Þ

Here, the projection matrix Pn projects onto the vector v which is arbitrary
expressed as Pn = VnVn

H. Thus, the last condition is written as

aHu1 = 1 ð8Þ

u1 = 1000 . . . 0½ �T in the last expression. The above condition plus the condition
a = Pnv is given as
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vH PHn u1
� �

=1 ð9Þ

From the equation a = PnV, the vector a in its norm form is

ak k2 = Pnvk k2 = vH PHn Pn
� �

v ð10Þ

The Hermitian matrix of Pn is Pn =Pn
H, and the idempotent is Pn

2 = Pn, which
leads to the expression

ak k2 = vHPnv ð11Þ

Estimating the vector v that reduces the quadratic form of vH Pn v is similar to
defining the minimum norm of the vector “a”. Using the optimization theory, the
condition of minimization problem is resolved and obtained as

min vH Pnv subject to vH PHn u1
� �

=1 ð12Þ

As the solution to the above expression is obtained, then by extending the vector
v onto the noise subspace, the result of minimum norm is found.

By the optimisation theory [14], the reduced form of Eq. (12) can be

V = λP− 1
n PH

n u1
� �

= λu1 ð13Þ

The eigenvalue λ is given as

λ=
1

uH1 Pnu1
ð14Þ

The final expression of minimum norm is

a=Pnv= λPnu1 =
Pnu1

uH1 Pnu1
ð15Þ

This is nothing but the extension of the unit vector onto the noise subspace and
the first coefficient is made equal to one by normalisation. From the eigenvectors of
the autocorrelation matrix, the solution to the minimum norm is

a=
VnVH

n

� �
u1

uH1 VnVH
n

� �
u1

ð16Þ
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3 Simulation and Results

Step 1: From the file Book_Seismic_ Data.mat [15], the data used for analysis is
retrieved which is a landline from east Texas. At 80–100-feet-deep holes, the
dynamite source is placed. The seismic trace considered consists of 1501 samples
and sampling interval of 0.002 s.

Step 2: To estimate the tonals of the seismic signal, initially the minimum norm
algorithm is applied to the synthetic signal to assess the algorithm performance.

Step 3: Frequencies of the synthetic signal are assumed as 0.2 π, 0.3 π, 0.8 π and 1.2
π and are represented in the form of complex exponentials as shown in Fig. 1.

Step 4: The input synthetic signal is buried with noise; Monte Carlo algorithm is
applied for 10 times and obtained average of the signal using minimum norm
method.

Step 5: The assumed frequencies are obtained in Fig. 2 after the application of the
algorithm. Thus, proving that the algorithm is correct.

Step 6: The data regarding the raw seismic signal is shown in Fig. 3 which is
obtained from [15] consists of one shot loaded.

Step 7: The seismic signal is determined as shown in Fig. 4 in order to remove bias.

Step 8: The minimum norm algorithm is applied to the seismic signal and the
normalised frequency is obtained as 20.75 Hz as shown in Fig. 5.

w=
2πf
fs

=0.083 π

=
2πf
500

=
2π
fs

f =0.083 π

Total frequency f =
500
2

* 0.083= 250 * 0.083= 20.75Hz

Fig. 1 Frequency estimation
using minimum norm
algorithm
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Step 9: Earthquake signals are generally in the frequency range of 15–60 Hz. So, a
bandpass filter in the same frequency range is considered [15].

Step 10: A bandpass filter with FIR [16] of order 8 is realised and used for
smoothening the signal. The filter frequency spectrum is shown in Fig. 6.

Step 11: The FIR bandpass-filtered signal of seismic data is shown in Fig. 7, and
normalised frequency versus magnitude in decibels is represented in Fig. 8.

Fig. 2 Average of frequency
estimation using minimum
norm algorithm

Fig. 3 Raw signal

Fig. 4 Detrended raw
seismic signal
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Step 12: The minimum algorithm is applied to find frequency estimation of the
seismic signal after bandpass filtering is shown in Fig. 9 and the normalised fre-
quency can be derived using the same formula as in step 7 and obtained as
21.75 Hz.

Fig. 5 Frequency estimation
using minimum norm method
for raw seismic signal

Fig. 6 FIR bandpass-filtered
spectrum

Fig. 7 FIR bandpass-filtered
signal
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4 Conclusion

The harmonics of the seismic signal are estimated from the results. Accurate results
are obtained as minimum norm algorithm is considered and the spurious peaks
which lead to uncertainty in the estimation of exact harmonics are also reduced. As
the signal is considered directly in the frequency domain, the conversions are
avoided and exact harmonics are obtained from the data making the algorithm most
efficient. Thus, this algorithm can be utilised in frequency estimation of seismic
data.
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Processing of Seismic Signal Using
Minimum Variance Algorithm

Md. Basha Saheb, U. Neeraj Kumar, S. Koteswara Rao
and V. Lakshmi Bharathi

Abstract Raw seismic signals contain noise which corrupts the real seismic data.
To overcome this type of interference in the seismic data, preprocessing is done
using the FIR bandpass filter. A new method is proposed in this paper for non-
parametric estimation of seismic signals. Minimum variance spectral estimation is
an eminent spectrum analysis process that offers a high-frequency resolution in
comparison with remaining nonparametric methods. Here, an assured band of fre-
quencies is allowed for processing from supplied data to nullify the unwanted
signals. Minimum variance algorithm is used to find out the spectrum of the seismic
signal and to improve the resolution of the signals.

Keywords Stochastic signal processing ⋅ Adaptive signal processing
Seismology ⋅ Applied statistics

1 Introduction

The process of sharing any data of intent among individuals is termed as com-
munication. The transfer of such signals from one place to another may vary in
distance through a diverse means of media. The signals that can be construed
mathematically are called deterministic signals [1]. Noise, being one such random
signal, is ubiquitous and has many forms. Spectral estimation is the process in
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which frequency of a signal is defined cardinally. On filtering a process with a
group of cramped bandpass filters, the power spectrum is resolved.

Spectral estimation essentially converges on assessing noise with great resolu-
tion [2]. To accomplish this obligation, there is a necessity of enhancing the signal
detection and attaining a consistent measure of the signal with resolution [3].
Seismic waves are used to determine topology of the subsurface layers for better
identification of their boundaries [4]. Due to the asymmetry in the layers of the
earth, seismic waves are reflected in distinct directions initiating multipath propa-
gation. Earthquake’s origin is determined by the seismic data of that earthquake
recorded from at least three diverse receiver positions [5, 6].

1.1 Seismic Signal Processing

Enhancement in the raw seismic source by nullifying the noise improves the
authenticity of the seismic signals replicating the seismic event parameters [7]. At
the end of any seismic propagation, the seismic waves have minute energy that can
be lost at the reception end due to the noise intervention. Considering the random
noise as additive white Gaussian noise, it can be attenuated easily through seismic
data processing methods. Here, stacking overcomes most of the random noise,
thereby improving the SNR by a factor of

p
Q, where Q is equivalent to the number

of stacked traces.
Coherent noise is mainly caused by ground roll, consistently scattered waves,

etc. The seismic data recorded contains ground roll noise. As a part of surface
waves, they have high amplitudes. Implementing the bandpass filters in this per-
spective improves the SNR by reducing this noise [5]. In succeeding section,
nonparametric minimum variance spectral estimation process is interpreted.

1.2 Minimum Variance

The minimum variance spectral estimation is the modification of maximum like-
lihood technique proposed by Capon to interpret two-dimensional power spectral
density [8]. Capon’s estimator can be interpreted as a set of filters which are
optimized to reduce their response of frequency outside the circle of interest and the
width of each filter depends on the information [2, 9]. Thus, the pattern of the filter
depends on opted frequency range and information adaptiveness [10].

Here, assumptions are not made unlike the parametric spectral estimation
methods [11]. During the propagation of the signal, additive noise dominates the
information at low-energy components ensuing into mislaid features. The key
concept of minimum variance is to restrict entire output filter’s energy [12].
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By calculating the filter bank from its own signal, capon’s method determines the
signal power.

Periodogram has high sidelobes rising ambiguity in the amplitude response of
the obtained signal [13]. Minimum variance method is used to reduce the sidelobes
in turn enlightening resolution and diminishing variance over periodogram. During
the signal propagation, there is a chance of system degradation due to several
factors intruding the user signal [10].

The minimum variance spectrum estimation technique includes these subsequent
steps as follows:

1. Create a set of bandpass filters gi nð Þ, in order to discard the maximal extent of
power outside the confined band and thereby achieve distortion less propagation
at a given frequency ωi.

2. Measure power for every output process yi nð Þ by filtering x nð Þ with all filters
available in the given set.

3. Initiate bpx ejωið Þ equivalent to the power estimated in the second step divided by
filter bandwidth.

The minimum variance spectrum approximation for the given signal isbpMV = p+1
eHR− 1

x e, where Rx is the p × p autocorrelation matrix.

Depending on the filter length (p), the resolution and variance of the minimum
variance method vary accordingly. For better resolution, bandwidth of the filter
should be small that can be attained only when p is large [3]. In the second section,
mathematical modeling of minimum variance algorithm is described. Later in the
third section, simulation and results of minimum variance method are explained. In
the final section, the paper is concluded by summarizing the minimum variance
technique.

2 Mathematical Modeling

Let x nð Þ be a wide-sense zero-mean immobile arbitrary mode with Px ejωð Þ as power
spectrum and let gi nð Þ be a perfect bandpass filter by center frequency ωi and
bandwidth Δ,

Gi ejω
� ��� ��= 1 ; ω−ωij j<Δ ̸2

0 ; otherwise

�
ð1Þ

In the output yi nð Þ by filtering x nð Þ with gi nð Þ, the power spectrum is determined
to be

Pi ejω
� �

=Px ejω
� �

Gi ejω
� ��� ��2 ð2Þ
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and the power is specified as

E yi nð Þj j2
n o

=
1
2π

Zπ

− π

PiðejωÞdω=
1
2π

Zπ

− π

Px ejω
� �

Gi ejω
� ��� ��2dω

=
1
2π

∫
ωi+Δ ̸2

ωi−Δ ̸2

PxðejωÞdω
ð3Þ

If Δ is small enough so that Px ejωð Þ is almost steady throughout the filter’s
passband, then power in output process is approximately

E yi nð Þj j2
n o

≈Px ejωi
� � Δ

2π
ð4Þ

Therefore, it is possible to estimate the power spectral density at the given
condition ω=ωi from the noise removal scheme by assessing the power in (n) and
distributing the spectrum through the controlled frequency limit ranging about
Δ ̸2π,

bpx ejωi
� �

=
E yi nð Þj j2
n o
Δ ̸2π

ð5Þ

The periodogram produces an estimate of the power spectrum in a similar
fashion. Specifically, x nð Þ is made noise resistant through a set of bandpass filters,
hi nð Þ, where

Hi ejω
� ��� ��= sin N ω−ωið Þ ̸2½ �

N sin ω−ωið Þ ̸2½ � ð6Þ

and the power in every filtered signal is calculated through a single-point model
average,

bE yi nð Þj j2
n o

= yi N − 1ð Þj j2 ð7Þ

On separating the power approximation with the means of the controlled fre-
quency limit range Δ=2π ̸N, the periodogram is designed.

In this technique, all the noise-reducing filters available remain identical, altering
in terms of the middle frequency. So, they are known for noncontingent nature to
the given information. All the random signals have a nonuniform representation all
over the path of propagation. So, they are present in the sidelobes of the bandpass
filter as well. As the sidelobes are not a desired feature for an efficient technique,
their presence is not entertained to overcome the power seepage glitches that occur
falsehood in the power approximations. Adaptiveness to the filter removes the
sidelobe signals by using the circle of interest for accepting the spectrum of the
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confined band. This feature makes the complete finest design of the spectral esti-
mation technique.

To estimate the power spectral density of input signal at frequency, ωi, let gi nð Þ
be a compound p order FIR bandpass filter. To safeguard the changes in the input
power at the given frequency ωi, Gi ejωð Þ is forced to attain a unity gain at the
condition ω=ωi,

GiðejωiÞ= ∑
p

n=0
gi nð Þe− jnωi =1 ð8Þ

Let gi be the vector of filter coefficients gi nð Þ,
gi = gi 0ð Þ, gi 1ð Þ, . . . , gi pð Þ½ �T ð9Þ

and let ei be the vector of complex exponentials ejkωi ,

ei = 1, ejωi , . . . , ejpωi
� �T ð10Þ

The constraint on the frequency response given in Eq. (8) may be written in
vector form as follows:

gHi ei = eHi gi =1 ð11Þ

Now, for the power spectrum of x nð Þ at frequency ωi to be measured as accurate
as possible, the set of filters must deny the power outside the circle of interest.
Therefore, criterion is used for designing the bandpass filter for minimizing the
power with respect to the linear constraints of the output process as given in
Eq. (11). The power in yi nð Þ may be indicated through the autocorrelation matrix
Rx by

E yi nð Þj j2
n o

= gHi Rxgi ð12Þ

The approach for designing the apt filter has got some challenging limitations.
To overcome these problems, minimizing Eq. (12) satisfies the condition with
respect to the linear constraints given in Eq. (11). The key for this complication is

gi =
R− 1
x ei

eHi R− 1
x ei

, ð13Þ

where the smallest amount of E yi nð Þj j2
n o

is equivalent to

min
gi

E yi nð Þj j2
n o

=
1

eHi R− 1
x ei

ð14Þ

Processing of Seismic Signal Using Minimum Variance Algorithm 169



Thus, Eq. (13) defines the best filter to approximate the input power at frequency
ωi, and Eq. (14) gives power in yi nð Þ, which is used as the estimate, bσ2x ωið Þ, of the
input power at frequency ωi. However, the above equations are derived at a fixed
frequency ωi, although these equations were derived for a specific frequency ωi;
since this frequency was arbitrary, then these equations are valid for all ω [14].
Thus, the desired filter to approximate the input power at frequency ω is

g=
R− 1
x e

eHR− 1
x e

ð15Þ

whereas power estimate is given by

bσ2x ωð Þ= 1
eHR− 1

x e
; e= 1, ejω, . . . , ejpω

� �T ð16Þ

Having designed the bandpass filter bank and estimated the distribution of power
in x nð Þ as a function of frequency, we may now approximate the power spectrum by
separating the power approximate by the confined frequency set. Even if distinct
conditions are present to describe a range of frequencies, using the appropriate
value for Δ generates exact white noise power spectral density [14]. Since the
minimum variance approximation of power in white noise is

E yi nð Þj j2
n o

= σ2x ̸ p+1ð Þ, it follows from Eq. (5) that the spectrum estimate is

bPx ejωi
� �

=
E yi nð Þj j2
n o
Δ ̸2π

=
σ2x

p+1
2π
Δ

ð17Þ

Therefore, if the bandwidth is given as

Δ=
2π
p+1

ð18Þ

the resultant bPx ejωð Þ= σ2x . Using Eq. (18) as the bandwidth of the filter g(n), the
power spectrum estimate becomes, in general,

bPMV ejω
� �

=
p+1

eHR− 1
x e

ð19Þ

which is the minimum variance spectrum estimate. Note that bPMV ejωð Þ is deter-
mined through the autocorrelation matrix Rx of the input signal [3].
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3 Simulation and Results

Step 1: The seismic signals used in this paper are attained from MATLAB file
present in [5], Book_Seismic_Data.mat through a geophone array in Southern
United States. This reference data is recorded from the man-made seismic waves to
idealistically represent the real-time earthquake scenario. Here, source is observed
to be a high-explosive material filled in about 100 feet below the earth surface by
making holes. There are 33 traces, each divided individually into 1500 samples
with sampling interval of 0.002 s. To analyze this spectrum, one of the traces is
considered among the supplied traces.

Step 2: The accuracy of the code written is assessed on comparing with the known
synthetic signal. Minimum variance algorithm is then determined to estimate the
harmonics of the earthquake recorded seismic data.

Step 3: Consider the input signal to be a tonal sinusoidal signal 0.98xe±j0.3π . The
produced signal is represented in Fig. 1 with a normalized frequency of 0.4π. The
considered signal is corrupted with white noise of variance 1.

Step 4: Power Spectral Density (PSD) of the synthetic signal is shown in Fig. 2.
The peak occurs at 0.4 normalized frequency as in Fig. 2. This makes it vivid that
the code taken is accurate and functioning well.

Step 5: In Fig. 3, trace 5 of the seismic signal data is shown.

Fig. 1 Synthetic signal
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Step 6: The bias observed in the given input signal is withdrawn by subtracting the
mean of the raw seismic signal to determine the detrended seismic signal as shown
in Fig. 4.

Step 7: The prescribed minimum variance algorithm is applied on the detrended
seismic signal and the PSD achieved out of it is represented in Fig. 5. From this
figure, the maximum peak is determined to be at 0.09375π normalized frequency.
The sampling frequency is calculated by using the sampling interval 0.002 s as

Fig. 2 Minimum variance
spectrum of synthetic signal

Fig. 3 Raw seismic signal
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fs=1 ̸0.002= 500Hz

w=
2πf
fs

=0.09375π

=
2πf
500

=
2π
fs

f =0.09375π,

Fig. 4 Detrended seismic
signal

Fig. 5 Minimum variance
spectrum of detrended
synthetic signal

Processing of Seismic Signal Using Minimum Variance Algorithm 173



where f is the frequency of the signal. It is given by,

Tonal frequency f =
500
2

* 0.09375

= 250 * 0.09375

= 25 * 0.9375= 23.4375Hz

Step 8: The considered seismic data has earthquake signal frequency ranging
between 15 and 60 Hz. For realization of bandpass filter, Finite Impulse Response
(FIR) order is taken as 8. Its frequency spectrum estimation is shown in Fig. 6.

Fig. 6 FIR bandpass-filtered
spectrum

Fig. 7 FIR bandpass-filtered
detrended synthetic signal
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Step 9: The convoluted output of the detrended seismic signal with the FIR
bandpass filter is shown in Fig. 7. This eliminates the unwanted signals existing
outside the order of the bandpass filter. Fast Fourier transform of bandpass-filtered
spectrum is represented in Fig. 8.

Step 10: PSD of the bandpass-filtered signal is determined using minimum variance
and it is shown in Fig. 9. The maximum peak is obtained at 0.09961π. By repeating
the process like step 7, the frequency of the signal is 24.9025 Hz.

Fig. 8 FFT of
bandpass-filtered seismic
signal

Fig. 9 Minimum variance
spectrum of the BPF
detrended seismic signal
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4 Conclusion

Spectral estimation technique offers good resolution and minimum variance. It
overcomes sidelobe leakage by making the filters’ data adaptive and avoid the
signals out of band. These features make minimum variance method efficient over
periodogram. By this technique, SNR is improved by reducing the noises like
ground roll noise using FIR bandpass filters and in turn retaining the desired seismic
data.
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IoT-Based Patient Health Monitoring
System

Akash Vaibhav and Imtiaz Ahmad

Abstract This paper presents the design and implementation of a wireless
biomedical parameters monitoring system using various sensors and Arduino UNO
as the MCU (Master Control Unit). The system can be used to continuously monitor
the biomedical parameters of a patient wiz. The body temperature and pulse rate
from anywhere on the globe using IoT (Internet Of Things). IoT is implemented
using an ESP WiFi module, which allows the various signals to be transmitted
seamlessly over the internet. The device is portable and can be powered by a 5 V
DC source.

Keywords Arduino ⋅ ESP8266 WiFi module ⋅ DS18B20 temperature sensor
Heartbeat sensor ⋅ Patient health monitoring system

1 Introduction

In the contemporary world, electronics have become an inevitable part of human
existence. Every aspect of human life has been enriched by the electronic tech-
nology, and the medical field is no exception. With the increasing rush in their
day-to-day lives, people find it difficult to take out time for their loved ones. In this
modern cut-throat competition, illness of near and dear ones can become a hin-
drance in the path of success [1–3]. Today, it is next to impossible for a student or
working professional to stay beside an ill relative round the clock. Although,
advanced healthcare facilities are now available which guarantee 24 × 7 moni-
toring of patients in facilities like ICU (Intensive Care Unit) by expert doctors, such
services are costly and are beyond the reach of the common man in case of small
ailments like cough and cold, mild fever, etc. The proposed system has been
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designed keeping in mind the expectations and limitations of the common people.
This system allows a person to continuously monitor the vital body parameters of a
human subject like body temperature and pulse rate from anywhere across the globe
while allowing them to perform their regular duties unhindered. Thus, the person
can continuously monitor the health of an ill relative and if need be, seek immediate
medical attention [4–9]. This system can also be employed to monitor the health of
elderly people, who tend to be vulnerable to sudden change in health parameters
and the correct treatment at the right time might add years to their lives. The
important enabling factor of IOT is in medical and health care. IOT devices are used
to collect, monitor, evaluate, and notify the patient of the information.

2 Proposed System

In this system, we aim to continuously monitor the health parameters of a human
subject like the temperature and pulse rate of the subject using various sensors. An
Arduino UNO is used as the MCU which processes the data from various sensors
and displays the readings on the interfaced LCD. The readings are also transmitted
to the internet using the WiFi module (Fig. 1).

3 Components

3.1 DS18B20 Temperature Sensor

The DS18B20 is basically a digital thermometer which can provide 9-bit to 12-bit
Celsius temperature measurements. It is designed to communicate over a 1-Wire

Fig. 1 Block diagram of the proposed system
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bus which requires only one data line (and ground) for communicating with a
central microprocessor. It runs on “parasite power,” i.e., it derives power from the
data line, thus eliminating the need for an external power supply.

3.2 Heartbeat Sensor

The heartbeat detection module combines a phototransistor and IR LED. When a
finger is placed between the IR LED and the phototransistor, blood pumped during
a heart pulse provides a varying signal. Reading this analog signal, we can interpret
a change in signal as a heartbeat

3.3 Arduino Uno

The Arduino UNO is a microcontroller board (“computer-on-a-chip”). It based on
the Atmel’s ATmega328 and runs an 8-bit architecture. It has a total of 28 pins of
which, 14 pins are digital I/O pins and 6 are analog I/O pins. It also has other power
pins, such as GND, VCC. It can provide two voltage outputs of 5 and 3.3 V to
external peripherals. It has an onboard 16 MHz ceramic resonator. Other compo-
nents include a USB socket, a power jack, an ICSP header, and a reset button. The
onboard ATmega328 has2 Kb of SRAM, an EEPROM of 1 KB, and Flash memory
of 32 kb. The Arduino UNO is an open source hardware development board which
supports a wide variety of open-source libraries in order to interface various
external components.

3.4 ESP8266 Module

The ESP82668266 is basically a low-cost WiFi Module which can be easily
interfaced with Arduino. It runs on 3.3 V (derived from the Arduino board) and can
be programed by the end user, though, each ESP8266 comes preprogramed with a
ready-to-use AT command set firmware. The ESP8266 is a self-contained System
on Chip with integrated TCP/IP protocol stack which provides any microcontroller
access to WiFi network. The ESP82668266 can either host an application or offload
all WiFi networking functions from another application processor.

3.5 LCD Module

LCD stands for Liquid Crystal Display. The LCD module basically comprises a
controller, driver, LCD panel and backlight (optional). The LCD module can be
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Fig. 2 Screenshot of heartbeat plot

Fig. 3 Screenshot of pulse rate values
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directly hooked to the Arduino UNO board and can be used as its output device. It
can be easily programed using the open-source library “LiquidCrystal.h.” It is the
most popular output component and is used in a variety of appliances and projects.

4 Software Description

The MCU, i.e., the Arduino Uno, can be programed directly via the Arduino IDE
(Integrated Development Environment), without the need for any additional soft-
ware. The Arduino Uno uses an ATmega328 IC at its core, which has a bootloader
already burned into it so that new codes can be burned into it without the need for
an external hardware programer. The Arduino board communicates with the
computer using the original STK500 protocol. The Arduino IDE software has a
serial monitor which can be used to monitor simple textual data from the board and
allows data to be sent to it. It also includes a serial plotter which can be used to
monitor the data graphically. Arduino programs are called “Sketches”. The Arduino
Software (IDE) can be extended through the use of libraries, to provide extra
functionality to sketches. The Sketch for the proposed system requires the use of
various libraries wiz. LiquidCrystal, SoftwareSerial, StdLib, OneWire,
DallasTemperature, etc. for controlling the functionality of various components.

Fig. 4 Screenshot of body temperature values
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The Arduino Uno has the facility to read and write digital as well as analog data.
Analog to Digital conversions are done using software programing and no external
analog to digital conversion is necessary. The proposed system uses an ESP8266
module to communicate over WiFi. The IoT (Internet Of Things) implementation
exploits the services of various websites which allow the streaming of data over an
IP. These can also be used to monitor or analyze online and even though mobile
apps, thus making it easy to access and manipulate data anywhere anytime.

5 Results

The patient health monitoring system takes the data input from the temperature
sensor and the heartbeat sensor every 500 ms. The output from the DS18B20
temperature sensor is serially read in the MCU. The analog output from the
heartbeat sensor module is first converted into digital equivalent using software
programing and is then analyzed to determine the pulse rate of the subject. The

Fig. 5 Screenshot of body temperature values
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body temperature and the pulse rate is displayed continuously on the LCD,
the serial monitor on the Arduino IDE and is also transmitted to the internet channel
using the ESP8266 WiFi module. The transmitted data can be viewed by log-
ging into the public channel using a browser and a mobile application (Figs. 2, 3, 4
and 5).

6 Conclusion and Future Work

This system based on the various biosensors, Arduino Microcontroller and
ESP8266 WiFi module to transmit data over the Internet, can be of prime impor-
tance in the field of health and patient monitoring. The data can be collected on the
internet and can be analyzed to determine the improvement or deterioration in the
subject’s health. The system consumes very low power and can be easily moved
and assembled. This system is highly cost-efficient and can revolutionaries the way
a common man looks after their ill near and dear ones.

More modules can be interfaced to this system in order to expand its horizon, for
example, the blood pressure module, ECG Module, etc. Moreover, user end
experience can be enhanced by adding various analytical and communication
programs, which can be used to analyze the improvement or deterioration in a
subject’s health and can even contact the hospital automatically in case of an
emergency.
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A Synoptic Review on Dielectric Resonator
Antennas

G. Divya, K. Jagadeesh Babu and R. Madhu

Abstract A brief review of research on dielectric resonator antenna (DRA) is
presented in this paper. Basic characteristics of DRA and its comparison with
microstrip patch antenna are discussed. Different types of DRAs, excitation
mechanisms, various bandwidth enhancement schemes, and isolation improvement
techniques are also discussed in this paper. The recent inventions associated with
DRA are also included.

Keywords Dielectric resonator antenna ⋅ Isolation ⋅ Excitation
Glass DRA

1 Introduction

Antennas are the essential communication link in the present wireless world. As the
new wireless products surface every day, the need for sophisticated antennas is
much more demanded in day-to-day life.

In today’s wireless era, a low cost, more gain, highly efficient, broadband
antennas are a major challenge for the antenna designers. Over the last three dec-
ades, an extensive research shows that microstrip antenna (MSA) and dielectric
resonator antenna (DRA) are suitable for modern microwave and wireless com-
munications because of lightweight, low profile, inexpensive, and compatibility
with integrated circuits. In contrast to MSA, DRA is considered as the viable
solution to the traditional conductor antennas at millimeter-wave frequencies.
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2 Literature Survey

The study of dielectric resonator antennas was started in the early 1980s by Stuart A
Long. But DRs [1] came into existence in 1939 by Robert Richtmyer. He
demonstrated that unmetallized dielectric objects could function as microwave
resonators and mentioned that if a DR is placed in free space, it radiates due to the
boundary conditions at the interface between the dielectric and the air. This pro-
vided the fundamental theory and later invented dielectric resonator antenna. Ini-
tially, DRs using high permittivity materials (10 ≤ €r ≤ 100) with high-quality
factors are used as energy storage elements [2] in microwave circuits, such as filters,
amplifiers, oscillators. DRA [3, 4] was first designed and tested by Long et al. in
1982 by assuming a leaky waveguide model. Ever since, extensive research has
been carried out on analyzing DRA shapes, resonant modes, radiation character-
istics, and excitation schemes [5, 6]. A historical review over the past three decades,
major research activities, and latest developments on DRAs are mentioned in [7].
The outcome of the research has highlighted the attractive features of DRAs.

3 Comparison of Characteristics of MSA and DRA

The characteristics of a microstrip antenna and dielectric resonator antenna are
given (Table 1).

Table 1 Comparison of MSA and DRA

Parameter Microstrip antenna Dielectric resonator antenna

Dimension Resonant length, L= 0.49λd Maximum dimension, D= λ0
ffiffiffiffiffi

∈ r
p

Radiation
efficiency

Poor due to surface waves High (95%) as there are no conductor
losses

Power
handling

Low High

Gain High Low
Bandwidth Narrow bandwidth as it radiates

through two narrow slots
Wide bandwidth as it radiates through
whole DRA surface

Conductor
losses

Do exist because of conducting patch Minimum because of the absence of
conductor

Ohmic
losses

Large ohmic losses occur in the feed
structure of the array

Do occur

Polarization
purity

Difficult to achieve Easily achieved

Waves Surface waves are excited due to
thicker dielectric substrates

Standing waves are formed due to
abrupt change in permittivity

Resonant
modes

TE, TM TE, TM, HEM
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The comparison table shows that the characteristics of MSA and DRA are
primarily dependent on the relative permittivity. DRA radiates through entire sur-
face, so the impedance bandwidth of DRA is superior compared to MSA. Due to
the presence of surface waves, the efficiency of MSA is lower than DRA. However,
DRA suffers from low gain compared to MSA. Many snags that appear in MSA do
not appear in DRA, making it more attractive for millimeter-wave applications.

4 Types of DRA

DRAs are volume devices, i.e., 3-D type antennas. These 3D structures excite
various modes in the single antenna volume. So, a multifunction or diversity DRA
using a single DR is to be designed. This reduces overall system size and cost.
Some of the DRA shapes are shown in the following figure.

5 DRAs for Broad Banding

DRAs offer broad bandwidth due to their attractive features like lightweight,
compact size, and low profile. Various broadband DRAs are presented in this
section.

5.1 Mono DRA

It is also called as single DRA with a single dielectric material of any regular shape.
A primary approach to improve the bandwidth of DRA is to cut and detach some
portions of DRA geometries [8]. Re-moulding of DRA is not easy in fabrication
because of the hardness of DRA materials. If a simple rectangular DRA is fed by a

Fig. 1 Types of DRA
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slot with a notch at the center shown in Fig. 2, bandwidth is increased up to 28%.
By changing the dimensions of the notch, DRA can be used for broadband or dual
band operation (Fig. 1).

5.2 Multi-DRA

It is also called as poly DRA with same or different dielectric materials with
different sizes. In multi-DRAs different modes are excited in the resonator. These
modes may be same or not.

Fig. 2 Rectangular DRA
with a notch

Fig. 3 Slot-coupled DRA

Fig. 4 Multi-segment DRA
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One of the examples of a multi-DRA is a pair of slot-coupled DRA [9], shown in
Fig. 3. By employing such kind of geometry, the asset lies in tuning the DRA
independently which is more flexible for designing. But the disadvantage is the size
of the antenna is increased. An alternative approach is stacked DRA, i.e., com-
bining two dielectric resonators as one shown in Fig. 5. A stacked DRA in which
one resonator is loading the other is referred as stepped DRA [10, 11]. Embed-
ded DRA [12] is obtained by inserting a smaller DRA into another larger resonator
shown in Fig. 6 (Figs. 4 and 7).

Fig. 5 Stacked DRA

Fig. 6 Embedded DRA

Fig. 7 Coaxial probe feed
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Even though these approaches give efficient results, reshaping of DRA is more
difficult because they require a composite structure. Additionally, hybrid DRA [13,
14] and parasitic DRAs are also used.

6 Resonant Modes of DRA

Various DRA modes can be excited using different excitation techniques. The
selection of the feed and its location both determine the number of modes excited
within the DRA. The resonant modes that are realizable in DRA are Transverse
Electric (TE) mode, Transverse Magnetic (TM) mode, and Hybrid Electro Magnetic
(HEM) mode. The result of the modes is cross polarization. Depending on the
requirement the possible resonant modes can be merged or separated or mixed.

7 Field Excitation Techniques

The antenna feed mechanisms play a prominent role in the overall performance of
the antenna in terms of radiation efficiency. Different feeding methods are discussed
hereunder.

7.1 Coaxial Probe Feed

This is one of the simplest techniques generally used to feed DRA. Coaxial probe is
placed within the DRA or next to DRA. The main advantage of coaxial probe
excitation is without using any matching network, a direct coupling into 50 Ω
feeding system is possible. Excitation of modes inside DRA relies on the location of
the probe. TE11δ mode is excited if the probe is placed beside DRA. When this
mode is excited, DRA radiate like a horizontal magnetic dipole. TE011 mode is
excited if the probe is placed at the center of cylindrical DRA. Here, DRA radiates
like a vertical dipole.

7.2 Microstrip Line Feed

The microstrip line shown in the Fig. 8 can be placed side or underneath the DRA.
By varying the size and shape of the microstrip line wide bandwidth can be
achieved. If DRA is fed by using open microstrip line, it acts as an electric
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monopole. This feeding technique provides high impedance matching than coaxial
probe excitation. Magnetic fields are excited in DRA with microstrip line feed. As
the fabrication of microstrip feed is easier, this is one of the most commonly used
techniques along with coaxial probe feed.

7.3 Aperture-Coupled Microstrip Feed

The aperture-coupled feeding mechanism is shown in Fig. 9. In this feeding
method, an aperture in the ground plane excites DRA. An aperture is a slot cut in
the ground plane. It is fed by a microstrip line placed beneath the ground plane. The
slot aperture acts as a horizontal magnetic dipole. If rectangular DRA is used with a
rectangular slot, TE111 mode is excited. The challenge in this design is the length of
the slot should be around λ/2. The main drawback of this feeding technique lies in
the fabrication because of the presence of multiple layers.

Fig. 8 Microstrip feed

Fig. 9 Aperture-coupled
feed
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7.4 Coplanar Waveguide

Another common method for exciting DRA is coplanar waveguide. This technique
is first proposed by R. A Karenburg et al. in [15] for a cylindrical DRA. Coplanar
loop coupled to rectangular DRA is shown in Fig. 10. HEM11δ mode is excited in
cylindrical DRA if the coplanar loop is placed at the edge. TM01δ mode is excited if
the loop is placed in the middle.

7.5 Dielectric-Image Guide

This feed technique propounds various advantages compared to conventional
microstrip line feed at millimeter-wave frequencies is dielectric-image guide feed
mechanism, shown in Fig. 11. This model is best suited for an isolated DRA when
placed in free space. When the dielectric image guide is operated near the cut-off

Fig. 10 Coplanar waveguide

Fig. 11 Dielectric image
waveguide feed
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frequencies, the amount of coupling is increased. TE10δ mode is excited in rect-
angular DRA using dielectric image waveguide feed. This method is used to feed
series linear array.

8 Isolation Improvement Techniques

Mutual coupling is defined as the interaction of electromagnetic fields between the
antenna elements in an array. Adjacently placed antennas of distance less than /4
cause high coupling between the elements. Even though DRA offers more
advantages than MSA, DRA seriously suffers from mutual coupling than MSA.
Some techniques for isolation improvement are presented hereunder.

8.1 Decoupling Networks

By providing negative coupling, the decoupling network decouples the input ports
of the adjacent elements, so that the isolation is improved [16]. The decoupling
network is composed of two directional couplers. It is constructed by using lumped
elements along with distributed elements. Conventional decoupling networks suffer
from narrow bandwidth. Broadband is achieved using parallel resonant circuit,
which is suitable for mobile devices.

8.2 Parasitic Elements

Parasitic elements are passive elements, which are not directly coupled to the
antenna. These elements are used to minimize the coupling effect by creating an
opposite coupling fields. These parasitic elements are generally observed in
Yagi-Uda antenna as reflector and directors. At millimeter-wave frequencies, par-
asitic elements can be of resonator type, floating type, or shorted stubs. Stubs
improve the matching of the antenna and the slot within it reflects the radiation from
the elements and improves the isolation.

8.3 Defected Ground Structures

The coupling between neighboring antenna elements can be minimized by modi-
fying the ground plane. Defected ground structures (DGS) are used to enhance the
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antenna isolation by realizing a stop-band filter between the radiating elements. In
[17], bent slits are introduced in the ground plane to enhance the isolation. Slits acts
as band stop filter based on the parallel LC resonator and suppress surface waves,
which further reduces mutual coupling.

8.4 Neutralization Lines

Neutralization lines enhance the isolation between the adjacent elements. Neutral-
ization line is placed above the ground plane without any modifications in the
ground plane. By choosing a suitable length for NL, the current is maximum and is
phase reversed. This reversed current is fed to the nearby antenna to lessen the
amount of coupled current. But it has the disadvantage of narrow banding.

8.5 Metamaterials

The materials that possess negative permittivity or permeability are metamaterials.
Metamaterials also possess negative refractive index. Metamaterial antennas
increase the performance of miniaturized antennas than traditional antennas.

9 Applications

The Dielectric Resonator Antenna covers several applications from our day-to-day
life to important defense applications.

Wireless applications: Digital cellular networks, Wireless sensor networks,
Mobile Broadcasting system,

Satellite applications: Direct Broadcast services, Doppler and other RADARs,
GNS

Military applications: Missiles and Telemetry, Surveillance systems.
Medical applications: Biomedical radiators, Tumor detection

Newly developed technologies, detailed technical descriptions, and latest prac-
tical applications of antennas in all wireless systems ranging from communications
to maritime applications are presented in [18].
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10 Recent Advancements

The first transparent glass DRA of 2D and 3D type [19] was proposed by Lim and
Leung.

Transparent hemispherical DRAs made of Borosilicate Crown Glass are pro-
posed for optical applications. A dual function glass DRA using Omnidirectional
hollow rectangular glass serves as a light cover is presented for the first time in [20].

A novel decoration DRA which is made out of crystal and glass wares is a Glass
Swan antenna, proposed by K. W. Leung [21]. It is made out of K-9 glass. The
presented DRA is an attractive candidate for wireless communications as well as for
sensor designs and medical areas.

11 Conclusion

This paper aims to prove a brief review of dielectric resonator antenna. The com-
parison table summarizes the advantages of DRA over MSA. Different broad
banding techniques, feeding mechanisms, and various isolation improvement
techniques that are much useful for the researchers working on DRAs are discussed.
Furthermore, novel glass and transparent DRAs are also mentioned in this paper.
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DC Electric Field Analysis of Nomex,
Kraft Paper, and PPLP Insulation
Arrangement in Liquid Nitrogen by Using
COMSOL Multiphysics

Vikram Singh and Shabana Urooj

Abstract For the supreme performance of the superconducting cable, insulation
decides the ability of the cable to withstand the operating voltage or not. So
insulation is the main focused area in the superconducting cable to decide its
selectivity, preference, and performance over the other cable. The major aim of this
simulation-based analysis is to analyze dielectric characteristics of Nomex, Kraft
Paper, and PPLP Insulation arrangement in liquid Nitrogen. Dielectric character-
istics this resulting combination is analyzed by using COMSOL Multiphysics
software as a simulator. For determining the dielectric characteristics, a voltage of
the style Ramp voltage and a step voltage have been provided and the behavior of
Nomex insulation, Kraft Paper, and PPLP insulation is observed under these
voltages.

Keywords Polypropylene laminated paper (PPLP) ⋅ Kraft paper
Nomex insulation ⋅ Liquid nitrogen ⋅ DC electric field

1 Introduction

Important of using DC superconducting cable in the power system network as it
eliminates AC losses, as the losses reduce system efficiency by itself increase. In the
application of transformers and high capacity cables Kraft paper was mainly used
and it prominence for low-temperature applications as studies and investigated has
been conducted for material implement [1]. The dielectrics properties of numerous
materials, such as PPLP, 100HN, 100CR, and 150FCR019, Kraft paper, were
performed in liquid nitrogen has been studied from many years with the purpose of
estimate their capabilities as best electric insulation and optimizing the designs of
insulation schemes for superconducting cables [2]. And most studies have aimed to
develop HTS ac cables system mainly composed of power cable, termination

V. Singh ⋅ S. Urooj (✉)
Electrical Engineering Department, Gautam Buddha University, Greater Noida, India
e-mail: shabanaurooj@ieee.org

© Springer Nature Singapore Pte Ltd. 2018
J. Anguera et al. (eds.), Microelectronics, Electromagnetics
and Telecommunications, Lecture Notes in Electrical Engineering 471,
https://doi.org/10.1007/978-981-10-7329-8_20

197



bushing and cable joint [3]. For the enrichment of superconducting cables in a DC
experience, losses in the superconducting cable can possibly reduced by proper
insulation arrangement and selecting insulation material [4–7]. In insulation layer
basically contains butt gaps these butt gap become the originator of partial dis-
charge (P.D) and must of the breakdown takes place in this region only [8, 9]. The
researcher also found in their work that, on increasing the pressure of liquid
nitrogen no change in dielectric characteristic is observed [10, 11]. So it is
important to study the new arrangement while wrapping. Nomex, Kraft paper, and
PPLP contain butt gap between insulating PPLP layers and Kraft Paper become a
source of partial discharge which may accelerate insulation failure. In this work, the
voltage of the fashion ramp and step voltage is applied; Ramp voltage to generate
the capacitive field, and step voltage for the transient field.

2 Simulation Model

DC Electric Field Analysis of Nomex, Kraft paper, and PPLP insulation arrange-
ment in liquid Nitrogen using COMSOL simulation. Electric field analysis can be
possible by using Finite element method. 2d symmetry Model of variety was built
in COMSOL, semicircular electrodes of diameter 14 mm and its 10 mm flat surface

Table 1 Dimensions of material used in simulation

Material Thickness (µm) Length (mm)

Nomex insulation 90 20
Kraft paper 20 20
PPLP 100 20
Butt gap 100 2.5

Fig. 1 Measuring points and materials used in specimens with butt gaps
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base cut to touching to the Nomex insulation sheets, and a material selected for this
is aluminum and other dimensions used in the simulation are shown in Table 1.

One specimen model having Nomex insulation on the top and bottom then Kraft
paper followed by three layer PPLP sheets absence of any butt gap and Fig. 1
shows the arrangement of the specimen, with single butt gap in the center insulation
of PPLP.

Semicircular electrodes electrode and insulation sheets were covered in a box
with a dimension 21 mm length and width of 8 mm. The materials used in the
simulation are given in Table 2.

Table 2 Electrical properties of materials use

Material Relative permittivity Electrical conductivity [S/m]

Liquid nitrogen 1.45 2.0 × 10−14

Aluminum – 3.77 × 107

PPLP 2.29 1.69 × 10−16

Kraft paper 1.03 2.44 × 10−14

Nomex insulation 1.7 1.66 × 10−17

Table 3 Step voltage generating style

Step by step voltage providing
sequence

Rate of voltage
increase

Voltage
achieved (kV)

For time
duration (S)

Step 1 0.5 kV/s 30 60
Step 2 Constant 30 300
Step 3 0.5 kV/s 36 12
Step 4 Constant 36 300
Step 5 0.5 kV/s 42 12
Step 6 Constant 42 300
Step 7 0.5 kV/s 48 12
Step 8 Constant 48 300
Step 9 0.5 kV/s 51 6
Step 10 Constant 51 900

Step 11 0.5 kV/s 54 6
Step 12 Constant 54 900
Step 13 0.5 kV/s 57 6
Step 14 Constant 57 900
Step 15 0.5 kV/s 60 6
Step 16 Constant 60 900
Step 17 0.5 kV/s 63 6
Step 18 Constant 63 900
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Upper semicircular electrode is made to be positive and the bottom electrode is
Ground has been done in the simulation model. Ramp voltage with the rate of
0.5 kV/s was an increase on the positive electrode. Similarly, step voltage from
time to time increasing the amount of voltage.

Step voltage generating method is given in the above Table 3. The simulation
was performed for the duration of 6000 s so as to attain voltage exceeding 63 kV.

3 Simulation Result of the Ramp Voltage

With the increase in the rate of voltage 0.5 kV/s a Ramp voltage up to 70 kV is
provided on the positive electrode in the simulation, carried out ramp voltage test.

The ramp voltage is provided to electrode, specimen containing single and
without butt gap present. It is observed that electric field was linearly increasing as
the ramp voltage is increasing and this was a capacitive electric field distribution. In
Fig. 2 electric field strength at electrode edge without containing any butt gap or
with containing follow the same path as shown in figure. The electric field inside
butt gap and Nomex insulation without butt gap follow the same straight line and
overlap each other. In Fig. 3 highest electric field is observed in the Kraft paper
insulation in both specimens with butt gap present and without butt gap present.
This may become the weakest point for the failure of insulation. At PPLP electrode
edge, above butt gap and Nomex insulation near electrode edge electric field

Fig. 2 Electric field strength variation to the ramp voltage at PPLP electrode edge and inside
PPLP insulation for all three specimen system without butt gap
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observed is small. The electric field in Kraft paper insulation was very high com-
pare to another region, this is due to capacitive fields is inversely proportional to the
permittivity.

Fig. 3 Electric field strength variation to the ramp voltage at Kraft paper, PPLP electrode edge,
above butt gap, and Nomex electrode edge for two specimen system

Fig. 4 Electric field strength at 60 s. Consists of two specimens left: without butt gap, right: with
butt gap
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Fig. 5 Electric field strength at 6000 s. Consists of two specimens left: without butt gap, right:
with butt gap

Fig. 6 Electric field strength variation to the step voltage at Electrode edges, inside butt gap, and
center of PPLP insulation without butt gap for two specimen system
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4 Step Voltage Simulation Result

Step voltage was applied as shown in the table above, the sequence of generating
this step voltage so as to attain maximum voltage level above of 63 kV in the
simulation model.

Figures 4 and 5 describe the electric field distribution at 60 s and 6000 s,
respectively. Figure 6 shows the measured electric field strength at electrode edge,
inside butt gap where ramp voltage reaches the first step at 60 s has sharp increase
to highest capacitive electric field distribution and after 997 s electric field start
decreasing till the voltage reached 63 kV in both specimens. In Fig. 7 Kraft paper
shows the same characteristic as that of inside at the electrode edge electric field and
butt gap varies as voltage changes in steps. Kraft paper is the region with highest
electric field strength in the first step of (60 s) step voltage.

Figure 7 shows electric field in Nomex in increases as the step voltage increase
in both specimens without butt gap and with butt gap and slightly high-electric field
with containing butt gap. Figure 8 shows electric field inside PPLP insulation is the
lowest in other region and an electric field is increased as we move measuring point
from the center of PPLP toward the electrode edge.

Fig. 7 Electric field strength variation to the step voltage at Nomex center and Kraft paper for two
specimen system
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5 Conclusion

The influence of Kraft paper, Nomex insulation, and PPLP composite insulation in
absence of butt gap and with butt gap in LN2 is analyzed to determine breakdown
characteristics. Kraft paper shows the similar electric field characteristics as shown
in the butt gap and electrode edge point. From these results, it was clear that region
of Kraft paper is experiencing the highest electric field strength in this composite
system without containing any butt gap or with containing butt gap. It is also
susceptible to breakdown due to high-electric field intensity. Presence of Kraft
paper decreased the breakdown voltage during ramp and step voltage tests,
respectively. It can be estimated that most of the breakdowns may take place in the
Kraft paper insulation first and then followed by electrode edge and inside butt gap
of the insulation composite system. Consequently, it was deduced from the
obtained results that selection of insulation materials in LN2 would be a challenging
and significant feature in determining complex insulating performance for super-
conductor power cable.

Fig. 8 Electric field strength variation to the step voltage at PPLP electrode edge without and with
butt gap, above butt gap, and Nomex electrode edge for two specimen system
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Power and Area Efficient Opamp for
Biomedical Applications Using 20 nm-TFET

Bellamkonda Saidulu and Arun Manoharan

Abstract This paper presents an ultralow power and area efficient TFET-based

opamp for portable and wearable IoT devices in smart health monitoring and record-

ing applications. The two-stage operational amplifier is designed with 20 nm Tunnel

Field Effect Transistor (TFET). The unique features of TFET transistor would help-

ful to meet requirements in analog circuit designs where more demand in the area

and low-voltage operation. This work shows better improvement in area and power

consumption. Area optimized with an absence of miller capacitance (CMiller) is the

novelty of this opamp design as compared to conventional. The Opamp is designed

and simulation carried for 1–10 kHz bandwidth in Cadence environment. The simu-

lation results show a gain of 46 dB, Phase is 68
◦

and power consumption is 1.5 µW

with a supply of 0.5 V.

Keywords Two-stage opamp ⋅ Tunnel FET (InAs) ⋅ Biomedical ⋅ Ultralow

power ⋅ Miller capacitance (CMiller)

1 Introduction

Medical and prosthetic gadgets have risen as a promising possibility for treatment of

patients with neurological issues ranging from epilepsy, Parkinson’s, and Alzimerith

diseases. This portable medical gadgets and instruments should operate with low

power for the long-time monitoring of neurons activities without interruptions to

avoid battery charging cycles. Bio-potentials are collected as electrical signals from

B. Saidulu (✉) ⋅ A. Manoharan

School of Electronics Engineering, VIT University, Vellore 632014, Tamilnadu, India

e-mail: bellamkonda.saidulu@gmail.com

A. Manoharan

e-mail: arunm@vit.ac.in

© Springer Nature Singapore Pte Ltd. 2018

J. Anguera et al. (eds.), Microelectronics, Electromagnetics
and Telecommunications, Lecture Notes in Electrical Engineering 471,

https://doi.org/10.1007/978-981-10-7329-8_21

207



208 B. Saidulu and A. Manoharan

Fig. 1 Classification of

bioelectrical signals from
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thousands of electrodes which are placed on the scalp. Typically, Bio-potentials are

covered bandwidth of Hz–10 kHz with the amplitude ofµV to hundreds of mV range

as shown in Fig. 1.

These weak signals are needed to be processed for faithful signal acquisition by

the amplification with high gain and filtered by the rejection of noise. This process is

continuous and important for all signals more increases the power consumption may

raise the temperature which leads to tissue damage. This work mainly focused on

low power, low noise, and small area are the key challenges of opamp which decides

the overall performance of neural recording system. The outline of opamp design

constraints is power and area with nanoscale devices which operate in low-supply

voltage like. CMOS-SOI, FinFETs, Tunnel FETs. This design performs recording

of Neural signal from brain and interface to the digital system for further diagnoses

process in medical applications. The main focus of this work is to design low power

and small area operational amplifier which suites fulfillment of challenges in biomed-

ical applications. In this recording system, the opamp is collected the micro volt’s

range signals from electrodes and amplified to the milli volt’s range. The amplified

signals are fed to analog/digital systems for further processing which results in more

power consumption. This Opamp design helps to minimize the overall power con-

sumption of the system. In [1], presented a low power and low noise neural ampli-

fier of two-stage opamp structure with the current buffer. This design used the small

value of compensation capacitor (Cc) for the improvement of bandwidth of OTA

and results show gain of 46 dB, bandwidth of 0.9–13.8 kHz, input referred noise

is 5 µVrms and power consumption of 2.4 µW with the supply of 1.2 V in CMOS

180 nm technology. In [2], a neural amplifier with another topology is Folded cas-

code OTA with source degeneration achieves 40 dB gain, the power dissipation of

2.2 µW, and|vadjust input referred noise is 4.3 µVrms in the range of 1–10 kHz is
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presented [3]. Presents a neural recording amplifier array with low power and low

noise operation. This work improves power supply rejection with reference sharing

structure in two-stage amplifier topology [4]. Describes the compact neural ampli-

fier with high-input impedance in folded cascode differential amplifier with cur-

rent feedback. This feedback connection separates the input signal and improves the

input impedance of preamplifier by avoiding the CMFB circuitry and clumsy capaci-

tors [5]. Presents Inverter-based analog front-end amplifiers as low-power topologies

for medical imaging applications [6]. Presented low-power fully differential CMOS

OTA architecture with dual input cascode inverters at the differential input stage

[7]. Presents low power and low noise CMOS telescopic OTA for biomedical appli-

cations. In this work, the gm/ID methodology is adopted to optimize size for each

transistor having a benefit of low power and low noise [9]. Presented a TFET-based

14 nm folded cascode OTA with reduced power consumption and increased gain of

the amplifier. From the previous works, the neural amplifier design still there is scope

to improve in terms of area, noise, and power consumption.

This work proposes an area efficient and low-power nanoscaled TFET-based two-

stage opamp. This two-stage opamp topology is implemented and simulated with

Universal TFET (20 nm) without miller capacitor (Cmiller) compensation. And, the

advanced features of TFET model helps to operate with low voltage for the benefit

of low-power consumption. This paper is organized as follows. Section 2 introduces

about Universal Tunnel FET principle model, and I–V characteristics. Section 3

describes neural amplifier analysis and simulation results. Last Sect. 4 is conclusion

and acknowledgment.

2 Universal Tunnel Field Effect Transistor (Uni-TFET)

Author [8] developed a Dual-Metal-Gate (DMG) InAs TFET with the supply of

0.5 V. Benchmarks of ITRS (2020) specifications for multi-gate technology versus

DMG-TFET has met the ION /IOFF ratio and got doubled (ION = 1.322 mA/µm, IOFF
= 0.01 nA/ µm). The subthreshold slope (SS) is less than 60mV/dec is the advanced

feature of TFET based on the Band-To-Band Tunneling (BTBT), which is more

useful for analog low-power applications. A lower value of SS, which enhance the

energy efficiency and lower parasitic capacitances as compared to CMOS devices

in digital as well as analog applications. Transconductance efficiency (gm/ID) of

TFET is providing higher value in subthreshold region. The I–V characteristics of

N-TFET are identical to P-TFET except capacitances due to different electron and

hole density-of-states in this material (InAs). The output characteristics of TFET

determines the saturation region can be approximated by [10],

VDSAT = Vgs − Vth + VDth (1)

VDth is the drain threshold or super linear threshold voltage results in the last onset

of saturation region. For analog circuit designs, overdrive voltage (Vov) less than 1V,
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Fig. 2 AC model for

Uni-Tunnel FET (Uni-TFET)
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VDth is calculated by 𝜆D(Vgs − Voff ) and constants are 𝜆D, Voff with values of 0.4, Vth,

respectively [11]. InAs (III–V group) homojunction TFET is one of popular TFET

devices.

2.1 Small-Signal Model

Transconductance (gm) and output resistance (ro) are the important small signal

model Fig. 2 parameters of the device for analog applications. The transconductance

in subthreshold region which as relation with subthreshold Swing (SS) is given by

gm =
ln(10)IDS

SS
(2)

Subthreshold swing is sensitive to as increase the current in TFET [12]. For large

current densities, SS is constant for MOSFET. In the saturation region, the drain

current depends on band–band tunneling near source terminal side of the channel

less impact of VD. TFET does not have channel length modulation due to the absence

of p–n junction at the drain terminal. The output resistance of TFET is higher than

CMOS. The small signal model of TFET has two capacitances (Cgs, Cgd) along with

parasitics. For the TFET Cgs is low and Cgd is large compared to CMOS. The value

of Cgd raises only when TFET entering into the linear region and Vgs is much larger

than Vds. This is the advantage of TFET to operate in a saturation region, not in the

linear region for analog applications. Small signal resistance (ron) of TFET is playing

important in the linear region when used as a switch. Ron will observe for N-type

transistor when Vg = VDD, for P-type Vg = GND. To find the Vth for this device

simulation with transfer characteristics (Ids-Vgs plot) is shown in Fig. 3 and observed

Vth is 0.17 V. Table 1 shows the aspect ratio of each device used in the proposed

circuit (Figs. 4 and 5).
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Fig. 3 Transfer

characteristics of TFET
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Table 1 Sizing of TFET

devices in OPAMP circuit
Device (W/L) µm

M0 (Tail current device) 1.05/0.06

M1, M2 (Input pair of first stage) 1.05/0.02

M3, M4 (diode connected load) 1.0/0.02

M5 (load device of second stage) 1.76/0.02

M6 (Input device of second stage) 1.0/0.02

Fig. 4 Drain characteristics

of TFET



212 B. Saidulu and A. Manoharan

Fig. 5 Transconductance

efficiency versus gate voltage

3 Proposed Two-Stage Opamp

A novel TFET-based two-stage opamp is designed and simulated in cadence envi-

ronment. This opamp shows improved results as compared to the conventional struc-

ture. And, the novelty of proposed opamp is there is no need for miller compensation

capacitor, intern which is saving the on-chip area. The unity gain frequency is 3 MHz

having two poles at output node and diode connected node. The gain is 46 dB, phase

69
◦

and ultra level power consumption of 1.5 µW with low operating voltage 0.5 V.

The proposed schematic of two-stage opamp is shown in Fig. 6

Av = GmRout (3)

where Gm = gm is the transconductance of opamp and Rout = (rop//ron) is the output

resistance of second stage.

Iout = gmvgs,in (4)

𝜔p1 =
1

RoutCout
= 1

Rout(CL + CgdpTFET + CgdnTFET )
(5)

fT =
gm

2𝜋(Cgd + Cgd)
(6)
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Fig. 6 Proposed two-stage opamp with TFETs

4 Conclusion

This paper proposes a novel TFET-based two-stage operational amplifier in Cadence

environment. The proposed topology is highly efficient as compared to other two-

stage operational amplifiers in terms of area and power. In the absence of miller

capacitor (Cmiller), it minimizes the area consumption which is the novelty of this

work. The TFET has lower threshold voltage is the added benefit for the low-voltage

operation. The TFET (20 nm)-based opamp implemented with the bias current of

nanoAmp level and supply voltage of 0.5 V. The simulation results shown in Table 2

of proposed design shows the gain of 46 dB, Phase is 68
◦

with power consumed is

1.5 µW having a VDD of 0.5 V. The proposed topology shows the benefits, as the

usage for ultralow-power applications such as biomedical applications (Fig. 7).
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Table 2 Simulation results

of proposed two-stage

OPAMP

Parameter Value

Technology (µm) 0.02

Supply voltage (V) 0.5

Total bias current (µA) 3.1

Gain (dB) 46

Phase (deg) 68

Power consumption (µW) 1.5

CMRR (dB) 66

Bandwidth (Hz) 1–10 k

UGF (MHz) 3

Fig. 7 Simulation results of

proposed opamp gain and

phase
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Design of Ultralow Voltage-Hybrid Full
Adder Circuit Using GLBB
Scheme for Energy-Efficient Arithmetic
Applications

Kishore Sanapala, L. Rekha Shree and R. Sakthivel

Abstract In recent years, ultra low voltage (ULV) operation is gaining more
importance to achieve minimum energy consumption. In this paper, the perfor-
mance of the gate level body biasing (GLBB) is evaluated in subject to the sub-
threshold hybrid full adder logic design which employs CMOS logic and
Transmission Gate (TG) logic. The performance metrics—energy, power, area,
delay, and EDP are calculated and compared with the conventional CMOS
(C-CMOS) Full adder. The simulations are performed in cadence at ULV of
200 mV using 90 nm CMOS technology. The obtained results showed that the
proposed subthreshold hybrid full adder circuit with GLBB scheme achieves more
than 44% savings in delay, 20% savings in energy consumption, and 55% savings in
EDP in comparison with the conventional CMOS configuration and other hybrid
counterparts.

Keywords CMOS logic ⋅ Energy ⋅ GLBB ⋅ Full adder ⋅ Transmission gate
logic ⋅ ULV

1 Introduction

With the technology trends scaling toward the submicron regime, and the growing
demand for the need of portable battery operated devices like laptops, calculators,
mobiles, wrist watches, and IOT devices, the energy consumption of digital circuits
is becoming a major concern [1]. Scaling down the supply voltage (Vdd) is an

K. Sanapala (✉) ⋅ L. R. Shree ⋅ R. Sakthivel
Department of Micro & Nanoelectronics, School of Electronics Engineering,
VIT University, Vellore, India
e-mail: kishore.technova@gmail.com

L. R. Shree
e-mail: rekha181295@gmail.com

R. Sakthivel
e-mail: rsakthivel@vit.ac.in

© Springer Nature Singapore Pte Ltd. 2018
J. Anguera et al. (eds.), Microelectronics, Electromagnetics
and Telecommunications, Lecture Notes in Electrical Engineering 471,
https://doi.org/10.1007/978-981-10-7329-8_22

217



effective knob to minimize the energy and power consumption for ultralow power
(ULP) applications. To achieve ULP with acceptable performance, operating digital
circuits in the subthreshold region (Vdd is less than the transistor threshold voltage
(VT)) is one of the solutions [2]. The MOS transistor’s subthreshold current is given
by Eq. 1 [1].

ISub = I0 exp ðVGS −VT

nVth
Þ, ð1Þ

and I0 = μ0CoxW ̸ L ðn− 1ÞV2
th,

where

VT Threshold voltage
Vth Thermal voltage ðKT ̸ q= 26mV)
VGS Gate to Source voltage
n subthreshold slope factor 1+Cdepletion ̸Coxide

� �

W/L Effective channel width to the length ratio
µ0 zero bias mobility
Cdepletion depletion capacitance
Coxide oxide capacitance

Arithmetic operations play a crucial role in most of the computing applications.
Frequently applied arithmetic operations are add, subtract, multiply, and accumu-
late, where the fundamental unit for these operations is 1-bit full adder circuit.
Hence, evaluating the performance of 1-bit full adder circuit is necessary to enhance
the overall system performance.

Many full adders circuit designs employing different logic styles have been
reported earlier in the literature. C-CMOS [3], pass transistor logic (PTL) [4], and
TG [5, 6] logic styles are the most conventional logic designs. Each of the logic
designs is having its own advantages and drawbacks with one of the performance
parameters—power, delay, and area. However, these designs show good func-
tionality and performance in the above threshold operation (Vdd > VT), but the case
differs when comes to the subthreshold operation (Vdd < VT). The performance of
the circuit degrades because of the exponential increase in delay with the supply
voltage scaling [1]. Also because of the reduced output swing, the logic styles like
CPL may lead to functionality failure for some input test cases. The C-CMOS logic
is the most optimal design style for subthreshold operation, as it provides full output
swing and more robust against PVT variations than the other logic designs [1, 2]
but it requires more number of transistors which lead to more power consumption
and long carry propagation paths in the design of full adder circuits.

In this paper, a new ULV energy-efficient hybrid full adder circuit, employing
multiple logic styles (C-CMOS and TG) along with GLBB scheme has been
designed for energy-efficient arithmetic applications. The remaining of the paper is
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structured as below. The proposed full adder’s design methodology is mentioned in
Sect. 2 followed by results and comparative study in the third section. Lastly in the
fourth section conclusions were made.

2 Proposed Hybrid Design

The proposed hybrid design employs static CMOS logic [3], Transmission gate
logic (TG) [5, 6] with GLBB scheme [7] as shown in the Fig. 1. The basic logic
design structure of the proposed design is similar to the hybrid design proposed in
[8] which uses static CMOS and TG logic. Two identical XNOR gates and
transmission gates were used to generate the output sum and the output carry (Cout),
respectively. Since the sum block consumes more power, the XNOR gates used are
designed with minimum transistor count to reduce power consumption and swing
restoring transistors (M5 and M6) are used to ensure full output swing. Full logic
swing is ensured for generating Cout by using the transmission gates. The carry
propagation delay is greatly reduced, as only one transmission gate (M15 and M16)
is used for propagation of input carry (Cin). As supply voltage scales down, the
performance of the circuit degrades due to the exponential increase in delay. If this
supply voltage scaling continues toward the subthreshold regime, the degradation in
the circuit performance may results in the huge energy consumption [1]. Here,
GLBB scheme is employed with this design to improve the energy efficiency while
operating in the subthreshold region. We have employed GLBB scheme, since it is
the most robust against the process and temperature variation [9].

In general, body biasing involves connecting transistor body terminal to a bias
network in the circuit, instead of Vdd or gnd. The body bias can be supplied from an
external (off-chip) or an internal (on-chip) source. In GLBB scheme, an external
body biasing generator (BBG) is used for each logic blocks or gates in the circuit.
The BBG’s as mentioned in Fig. 1 controls the body voltage of all the transistors in
the corresponding logic blocks. The BBG is a simple push–pull amplifier. It acts as
a voltage follower for the output voltage (Vout) while decoupling large body
capacitances from the output node [7]. When Vout is high (low), the BBG makes the
NMOS (PMOS) transistors in the logic block to switch faster by transferring a high
(low) voltage value on the VB net. Since the MOSFET’S in the logic block (either
PMOS or NMOS gates) will be forward biased in prior to the arrival of gate inputs,
the driving current capability of the output is greatly improved. The primary
advantage of using GLBB scheme in comparison with the other ULV body biasing
schemes like Dynamic Threshold (DTMOS) [10] and forward body biasing
(FBB) [11] is that the parasitic delay in charging the body terminal of the transistors
does not affect the speed of logic gates. Unlike, in DTMOS logic scheme, GLBB
reduces the unnecessary switching of the body capacitances in the case, where the
input signals switch without any change in the output of the logic gate.
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3 Results and Discussion

The proposed subthreshold hybrid full adder circuit is simulated and the results are
analyzed in comparison with the conventional full adder logic designs. All the
simulations are performed in cadence at ULV of 200 mV and operational frequency
of 20 kHz using 90 nm CMOS technology. Table 1 shows the comparison of the
performance metrics: power, delay, energy, and EDP obtained from the simulations.
The comparisons clearly infer that the proposed design consumes less energy and
EDP than the other designs.

B

Sum

Cout

gnd

Vdd
gnd

Vdd

M1

M2

M5

M8

M3

M4

M9

M10

Cin

M6

M7

M11

M12

A

M13

M14

M15

M16

Sum Block

Carry Block

Vb1

Vb1

Vb1 Vb1

Vb1
Vb1

Vdd

gnd

M17

Vb1

M18

Vdd

gnd

M19

M20

Vb2

Vb2
Vb2

Vdd

gnd

M23

Vb4

M24

Vb4

Vb4

gnd

Vdd

Vb3

M21

M22

Vb3

Vb3

BBG-2

BBG-1

BBG-3

BBG-4

Fig. 1 Proposed hybrid full adder circuit

Table 1 Simulation results for different ULV full adder designs

Design Average power (pW) Delay (ns) Energy (aJ) EDP (yJs)

C-CMOS 943.4 50.9 48.019 2.44
GLBB-CMOS 1043.4 43.22 42.379 1.827
Hybrid FA 1018.2 42.23 42.99 1.811
Proposed 1494.3 23.32 34.847 0.812
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The comparison plots of performance metrics for different full adder designs are
shown in Fig. 2. The layout of the proposed subthreshold hybrid full adder design
is shown in Fig. 3. Figure 4 shows the obtained timing waveform after post-layout
functional simulation of the proposed full adder circuit. It can be noticed that the

Fig. 2 Power, delay, energy, and EDP comparisons of different ULV full adder designs

Fig. 3 Layout design of the proposed subthreshold hybrid full adder circuit in cadence 90 nm
technology
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proposed design with the layout area of 37.6 µm2, achieved more than 44% savings
in delay, 20% savings in energy consumption and 55% savings in EDP in com-
parison with the conventional CMOS configuration and other hybrid counterparts.
The proposed design manages to consume only 34.847aJ of energy, which is 30%
and 20% lesser than the C-CMOS and hybrid designs, respectively, despite suf-
fering from more power consumption (58% and 46% more than the C-CMOS and
hybrid designs, respectively). This is because of the constant forward body biasing
mechanism provided by the GLBB technique used in the proposed design which
results in huge delay savings (more than 54% and 45% than the C-CMOS and
hybrid designs, respectively).

4 Conclusions

In this paper, a new subthreshold hybrid full adder circuit which employs CMOS
and TG logic with Gate Level Body Biasing (GLBB) scheme is designed to operate
in the subthreshold regime for achieving minimum energy consumption. The
simulations of the circuits have done using cadence 90 nm technology with a
supply voltage of 200 mV. The obtained simulation results showed that the pro-
posed design outperforms the other designs (CMOS, GLBB-CMOS, Hybrid-FA)
by achieving more than 44% delay savings, 20% energy savings, and 55% EDP
savings. Hence, the proposed full adder circuit can be used as one of the substitutes
instead of many subthreshold adders designed for energy-efficient arithmetic
applications.

Fig. 4 Post-layout functional simulation waveform of the proposed subthreshold hybrid full adder
circuit in cadence 90 nm technology
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Closed-Loop Blood Glucose Control
for Type I Diabetes Patients Using PID
Controller

Bharat Singh, Shabana Urooj and Ravi Sharma

Abstract In this paper, we have designed a closed-loop controller for continuous
infusion for diabetic therapy, while the typical way of insulin infusion is discrete
manner, based upon long-term interval measurement. We proposed an optimal PID
(proportional integral derivative). An automated system integrated with biosensor
used for measuring blood glucose concentration and infusion pump mimics the
action of natural insulin secretion of a healthy person. Using controllers, we
maintained blood glucose concentration in a certain range. The overall control
strategy based upon feedback to overcome glucose variations patient body. The
result of this PID control strategy reveals that controller can maintain blood glucose
concentration under certain range. The results of Proportional Integral Derivative
shows us stable response with presence uncertainty of parameters that can vary
from patient to patient.

Keywords PID controller ⋅ Type I diabetes patient ⋅ Glucose management

1 Introduction

Approx. 177 million people in the world are facing the diabetic problems this
number is going to be twice at the end of 2030. Based upon 2002 death certificate
data of US, diabetes was the sixth largest cause of death in the US [1]. Almost 73
249 death certificates issued in which diabetes was the underlying cause [1]. There
are plenty of natural feedback systems in the human body to maintain the proper
level of hormones in the body. A dysfunction of any of the natural feedback loop in
the human body caused illness, which may give short-term and long-term effect.
Diabetes mellitus is a metabolic disorder in which insulin a hormone which
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promotes glucose into cell cannot perform its role properly. In the pancreas, β cells
are responsible for producing insulin which makes the level down of blood glucose
concentration, α cells of the pancreas which produce glucagon this further break-
down glycogen to glucose and increase the blood glucose concentration. The
interplay of these hormones maintains the blood glucose concentration within
certain range.

For type I diabetes patient, the β cells of the pancreas are completely destroyed.
So, for this types of diabetes patient completely depends upon external sources of
insulin. According to Diabetes Control and Complications Trial (DCCT) [2] the
normal range of blood glucose concentration is 60–120 mg/dL. If the excess level
of insulin supplied blood glucose concentration is falling under 60 mg/dL this state
is unknown as hypoglycemia or in another case if the supplied level of insulin is not
sufficient the blood glucose concentration rises above the normal value of 130 mg/
dL is a state is known as hyperglycemia [3]. As it is shown that both cases are
different and have different effects like hypoglycemia has short-term effect organ
failure or diabetic coma, hyperglycemia has long-term effect like nephropathy,
retinopathy, and tissue damage.

In current fashion, the patient has to measure its blood glucose concentration and
according to concentration, they should have injected the appropriate amount of
insulin to maintain blood glucose concentration. As such treatment lacks a factor of
reliability because of there is no system for continuous monitoring of blood glucose
concentration. So using this system cannot deal with patients having more fluctu-
ations in blood glucose concentration. Hence, there is always a need of a system
that continuously monitors the blood glucose concentration and releases insulin
accordingly. Development of such system is a revolutionary improvement in the
treatment of diabetes, in some special cases, where there is no medical supervision
is possible and patient has lack medical knowledge this continuous system will
decrease errors during injection of insulin in the patient body [4] (Fig. 1).

A continuous closed-loop system for controlling glucose concentration of human
body is consists of three elements: a glucose sensing element, a control algorithm,
and insulin infusion pump. Glucose sensor has been developed for continuous
monitoring of blood glucose concentration these sensors may be needle type,
extracorporeal sensors, etc. The pump mechanism has already studied and a lot of

Fig. 1 Block diagram of closed-loop controller
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work has been done on pump mechanism. The most important thing is to design a
control algorithm for controlling insulin infusion rate with taking care of blood
glucose concentration at the real time. And our main focus in this paper is to design
a control strategy.

There many control algorithms for controlling blood glucose concentration. PID
is one of the traditional controller in such type of control strategies. The PID
controller has been used in many researches as there shown that it can function well
with human body parameters. The disadvantage if using PID controller that it does
not consider the changes in parameters and that is the main factor in the biological
system that parameters are variable from patient or patient or even for the same
patient.

2 Insulin—Glucose System Model

Bergmenn minimal model is most widely used for blood glucose concentration
control. To reduce the nonlinearity of the system this linear system was proposed
bergmenn. Three equations represent the three different compartments [5].

G ̇ðtÞ= − p1 +X ̇ðtÞ� �
GðtÞ+ p1Gb +mðtÞ ð1Þ

X ̇ðtÞ= − p2XðtÞ+ p3IðtÞ ð2Þ

Fig. 2 Simulation diagram of closed-loop PID control for diabetes patient
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I ̇= τ ⋅ uðtÞ− n ⋅ IðtÞ ð3Þ

G(t) is known as plasma glucose concentration (mg/dl), I(t) is known as plasma
insulin concentration (mg/dl), X(t) is known as effective insulin response(1/dl). p1,
p2, p3, n, τ are the different biological parameter of bergmenn minimal model. Here
Gb (mg/dl), Ib (mU/dl) is the basal value of glucose and insulin. m(t) exogenic rate
of insulin infusion.

2.1 Transfer Function

The transfer function of the framework is the Laplace of Output that is glucose
concentration of the in blood to the Laplace of information which is insulin level
that given to the body.

With a specific end goal to rearrange the nonlinearity, the possibility of linearity
of Bergman model is proposed in, so we take the more disentangled condition of
above.

ĠðtÞ= p1XðtÞ½ �GðtÞ−G ⋅XðtÞ+GX + p1Gb +mðtÞ ð4Þ

X ̇ðtÞ= − p2XðtÞ+ p3IðtÞ ð5Þ

I ̇= τ ⋅ uðtÞ− n ⋅ IðtÞ ð6Þ

After taking Laplace of Eqs. (4)–(6) we have to apply values of following:
Function f(t) is drawn closer by a high-order binomial. The model of insulin to

glucose, by applying Laplace for (4)–(6) the transfer function from insulin to
glucose is given the parameters said above.

GðsÞ= 0.00003
s3 + 0.274s2 + 0.013656s+0.00018

ð7Þ

The fundamental aggravation brought on by three suppers can be delineated.
Under the unsettling influence, we need to design a controller to meet the neces-
sities of typical individual’s glucose concentration of around 60–100 mg/dL before
the feast and under 140 mg/dL after dinner. As the feast unsettling influence is
significantly higher than ordinary glucose level, it requests a controller with great
execution of aggravation dismissal. Considering the conceivable unmolded non-
linearities, one control procedure is acquainted with configuration comparing
controllers, the PID controller.
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3 PID Controller

Real plants are probably not going to have an immaculate first-order lag, yet this
estimate is sensible to depict the frequency response roll off in a greater part of
cases. Higher arrange posts will present an additional phase shift, in any case.
Regardless of the possibility that they do not influence the state of the gain roll-off,
phase shift matters a great deal to circle solidness. You cannot rely on a single “lag”
shaft to coordinate both the adequacy roll off and the stage move precisely.

Ziegler–Nichols display presumes an extra anecdotal phase adjustment that does
not misshape the expected size roll off. At the dependability edge, there is a 180°
phase shift around the input circle (Nyquist’s stability criterion). First-order lag can
be close to 90° of the phase shift. Whatever remains of the watched phase shift must
be secured by the simulated phase modification. Phase modification is ventured to
be a straight line in the vicinity of zero and the basic recurrence where 180° of
phase shift happens.

3.1 PID Controller Theory

For given PID controller, we have used Ziglar–Nicholas method for tuning the
parameters. Ziglar Nicholas is well-known PID tuning rule which gives best values
of PID parameters.

Applying simple rules of Ziegler–Nichols, we have tuned our parameters for
getting the desired result in terms blood glucose concentration.

3.2 Simulation

In Fig. 3 we can show how meal glucose error and disturbance works. The base
value of glucose is taken 1000 which is in addition to other values of glucose like
meal glucose and snacks. Here, meal glucose has been adding at the meal time
which is after every 6–8 h and snacks which depend on person or patient can be
taken in a random manner which has no particular time whenever patient wants to
take some extra food either then its meal that counts in snacks. Snacks also matter a
lot hence, it also increases the blood glucose level. For example, in night patient
feels hungry it has eaten an apple that apple increases his or her blood glucose
concentration but you have not designed your system according to it. So, for
creating a biological system you to take each and every side system in your account
so that you can according to it. As you can see above that meal is added to the
system at every 6 h which works as breakfast, lunch, and dinner. When patient
taken its meal glucose concentration of patient also changes because patient takes
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some amount of glucose with the food it takes and rest amount of glucose enters in
the body when digestive enzymes work at that time body releases glucose hormone
in i the body in larger scale and for type I diabetes patient there is internal insulin
generation, hence there is sudden rise body glucose concentration. When designing
a system meal glucose also taken into account better functioning of the system and
your system can deal with adverse effects.

Both delay and lag element work in similar way lag element we have used
simple lag equation and for random errors, we have used available delay system
block in MATLAB with inherent or default values. These blocks basically used
when we designed any biological system it helps our system to makes it more
controllable and we get a system that we can relate to our real system. So, we when
we take some food there is some delay time our body took for releasing glucose or
we have random snacks that time we defined using these two blocks so that we can
make our simulation realistic and more usable (Fig. 2).

The output of PID controller feed to the diabetic function which includes the
patient transfer function and patient transfer function depends on many variables
like:—Blood Insulin response, Blood glucose sensitivity, Blood insulin sensitivity,
and Insulin response time. The output of PID is in addition to the meal disturbances.
After feeding these outputs to the diabetes function we get the result which blood
glucose concentration.

4 Result

As, above Fig. 4 shows that blood glucose concentration is under certain range that
is 70–100 mg/dl. Despite of meal disturbances, our blood glucose level does not
cross limited range, hence it can be bearable for humans. When blood glucose

Fig. 3 Blood glucose output

230 B. Singh et al.



concentration rises pump releases the insulin accordingly and blood glucose con-
centration comes below. After reaching a minimal value of 80 mg/dl insulin
infusion stops so blood glucose concentration maintain the basal value that is
80 mg/dl. The output of the controller is actually the insulin infusion to the patient.

5 Conclusion

In the end, we conclude that despite meal disturbances acting on our system using
PID controller we maintained under blood glucose concentration under limited
range that can be bearable to the patient. Our system works well for disturbance and
gives fruitful results, Using Fuzzy can provide us more stable results on distur-
bances and on our system function in better form.

References

1. Jiming Chen, Kejie Cao, Youxian Sun, Yang Xiao, and (Kevin) Su “Continuous Drug
Infusion for Diabetes Therapy: A Closed-Loop Control System Design” EURASIP Journal on
Wireless Communications and Networking Volume 2008.

2. Pinky Dua, Francis J. Doyle, III, and Efstratios N. Pistikopoulos “Model-Based Blood
Glucose Control for Type 1 Diabetes via Parametric Programming” IEEE TRANSACTIONS
ON BIOMEDICAL ENGINEERING, VOL. 53, NO. 8, AUGUST 2006.

3. Camelia Owens, Howard Zisser, Lois Jovanovic, Bala Srinivasan, Dominique Bonvin, and
Francis J. Doyle, “Run-to-Run Control of Blood Glucose Concentrations for People With
Type 1 Diabetes Mellitus” III IEEE TRANSACTIONS ON BIOMEDICAL ENGINEERING,
VOL. 53, NO. 6, JUNE 2006.

Fig. 4 Output of PID controller

Closed-Loop Blood Glucose Control … 231



4. D. U. Campos-Delgado*, M. Hernández-Ordoñez, R. Femat, and A. Gordillo-Moscoso
“Fuzzy-Based Controller for Glucose Regulation in Type-1 Diabetic Patients by Subcuta-
neous Route” IEEE TRANSACTIONS ON BIOMEDICAL ENGINEERING, VOL. 53, NO.
11, NOVEMBER 2006

5. Mohamed Al-Fandi, Mohammad A. Jaradat, Yousef Sardahi “ Optimal PID-Fuzzy Logic
Controller for Type 1 Diabetic Patients” Jordan University EURASIP Journal on Wireless
Communications and Networking Volume 2010.

232 B. Singh et al.



FPGA-Based Implementation of AES
Algorithm Using MIX Column

S. Neelima and R. Brindha

Abstract This article deals with the clear analysis and experimental simulation
results of the modified AES-128-bit algorithm which can be personalized. To
improve this technique, we introduced the high-level increased parallelism scheme
which will reflect even in Mi columns of the AES architecture. By using this
technique, we can increase the throughput efficiency and is implemented on
Quartus of FPGA device. With this technique, usage can increase the stack usage
for 5% more with a minimum reduction of 30% area.

Keywords AES ⋅ MIX Column ⋅ FPGA

1 Introduction

Nowaday technological evolution has rapidly been increasing but on the flipside,
fraudulent practices to have been increasing which in turn has become a challenge
to the matters concerning security and confidentiality. Cryptography is used for
sending a secret message to someone else when the scope for open access is
presumed to be huge. It plays a vital role in this regard to provide security and file
integrity. So, to improve security and to enhance the performance, we need to
perform algorithms to encipher and decipher the text. To implement these algo-
rithms, the processor will take lots of CPU memory, and the coding complexity will
increase. So, the embedded systems cannot yield satisfactory and speedy output.
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The encryption standards are classified into two categories; They are symmetric key
algorithms and asymmetric cipher algorithms. The symmetric algorithm uses one
key whereas asymmetric algorithm uses two different keys. These were faster than
public key algorithms because the CPU cycles needed for secret key encipherment
and some are for asymmetric encipherment. Encryption Methodology (AES),
Decryption Methodology, RC2 and RC6, and Blowfish are some of the symmetric
algorithms. Remote Secure Access is an asymmetric cipher algorithm.

The AES works on 128 bits of data. It can encrypt and decrypt the blocks by
using cipher keys. The key size may vary to suit the application in hand. For
instance, that may be of 128, 192, or 256 bits.

Initially, it was AES silicon and gave a flow rate of 2.29 Gbps via a pipeline
architecture no [1]. Improved system performance to AES pipeline, which has a
flow rate of 8 Gbps [2]. The first implementation of AES at a rate greater than 10
Gbps by the implementation of Recommendation T box, which includes a com-
bination of sub-Bytes Shift rows and columns, includes AES [3] algorithm. Pro-
cessor pipeline is fully AES more complex operations and a flow rate of 30 Gbps
and 70 [4]. A powerful AES installation with an architecture step includes ten
pipeline system performance up to 1.85 Gbps limited by using data in [5] memory.
The implementation of AES full pipeline processor on FPGAs indicated an indi-
cation of 21.54 Gbps, but took a large area of 5177 segments and showed a latency
of 31 cycles given in [6]. AES algorithm uses partial dynamic reconfiguration
performed by the new technique. This uses pipeline processing technology and at
the same time under the partial dynamic reconfiguration and provides a flow rate of
24922 Gbps but 3576 slices and uses a larger range [7]. A parallelism applied to
blocks to cause more delays causing the flow of 68.82 Gbps Mix Columns with
Many-Core 167 [8] In June 2003, the National Security Agency (NSA) AES-128
could be used for classified SECRET and AES 192/256 Level TOP SECRET
documents.

2 Background Methodology

AES (Advanced Encryption Standard) is the algorithm for the encryption of elec-
tronic data from the various sources. The algorithm converts the data into an
encrypted format with help of key; the encrypted data cannot be read by the third
person. The receiver can read the encrypted data after the decryption is performed.
For both encryption and decryption, the algorithm uses the same key. That is why
this algorithm is also known as a symmetric key algorithm. The steps followed in
the algorithm are given below,

234 S. Neelima and R. Brindha



Algorithm steps for AES encryption standard

Initial round Add round key
First round Sub-bytes

Shift rows
Mix column
Add round key

Final round (no mix columns) Sub-bytes
Shift rows
Add round key

In the process of encryption and decryption, the algorithm follows same steps
repeatedly. Each step is considered as round. The number of rounds depends on the
block size of input data to be modified. The size input block varies based on the
user requirement. For example, AES-128 consists of 10 rounds, AES-192 consists
of 12 rounds, and AES-256 consists of 14 rounds. The iterative process of such
steps is to improve the integrity of encryption.

Add round key:
Add round key is the step which is followed through all rounds of encryption

and decryption process, where the input and key generated from key generation
algorithm are combined together. For that, the algorithm performs bitwise XOR
operation on input and key.

Sub-bytes:
Input bytes are illustrated in the form of 4 × 4 matrixes. The input matrix also

called state matrix. In sub-bytes the algorithm holds a predefined matrix. This is
stored in terms of the lookup table. The lookup table is named as S-BOX (Sub-
stitution Box). In the above-mentioned step each byte in input matrix is replaced by
each byte from the lookup table. This is shown in Fig. 1.

Fig. 1 Process diagram performing substitution bytes
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Shift rows:
In this step, each byte in the state matrix is shifted in a certain method, the

shifting method is explained in Fig. 2.
In the Fig. 2 it can be observed that the first row remains the same during the

entire process. The second row undergoes complete byte shift by one subblock.
Similarly, the third and fourth row undergoes twice and thrice shifts, respectively.

Mix column:
During mix column operation each column from input state matrix is multiplied

with the predefined constant matrix. The resulting column is illustrated as the
corresponding column. So each input matrix will affect each column of resulting
matrix (Fig. 3).

Fig. 2 Process diagram performing shifting of rows

Fig. 3 Process diagram performing mix column
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Four Stage Parallelisms

In Mix Column
The Mix Columns transformation of AES functions on a four-column data block

is shown in Fig. 4. It works on each column and it is independent. The introduction
of the parallelism in MIX Column block would lessen 60% latency of the mix
column execution delay in a distinct loop. Consequently, the throughput of the Mix
Columns performance is increased. Every Mix Column block computes only one
column at a stretch rather than a whole data block in four stage parallelism.

Eight Stage Parallelisms in Mix Column
By modifying the fourth stage to eighth stage parallelism, whose procedure

called “Increased Parallelism technique.” This technique will increase the efficiency
of throughput. The clear analysis is explained in the below figure. So the
simulation/execution of these blocks will be done in single cycle, where eight
stages of parallelism include and divide each clock period. In the matrix, two
elements are executed with the 1/8th clock period. By this reduction leads to reduce
the process of latency and optimizes the area with an increase in speed.

Fig. 4 Parallel MIX Column
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Simulation Results
The algorithms presented in this paper are implemented in different devices. The

metrics like power, delay, and LUT are measured and tabulated. Table 1 shows the

Table 1 Comparision of
results

Parameter Cyclone 2 Stratix 3

Power 601.80 mw 441.21 mw
Delay 14.605 ns 12.663 ns
Number of LUTs 256 221

Fig. 5 RTL view 1

238 S. Neelima and R. Brindha



performance of the AES algorithm. The power in stratix 3 is improved by about
47% in cyclone 2. Similarly, the performance toward delay is also improved by
about 16%. When power is considered the stratix II kit gives a 20% improvement in
power when compared to Cyclone II. The delay is reduced by about 50%.

RTL View:
To view the pictorial representation of implemented design RTL Schematic view

is shown in Figs. 5 and 6. Here, we have implemented the parallel mix column
algorithm. The Fig. 4 shows the RTL Schematic view of implemented algorithm.

Fig. 6 RTL view 2
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The Fig. 4 represents about a number of inputs and outputs. Also, provide infor-
mation about the bit details of each input and output. More details about the blocks
and inner blocks available in the implemented design are shown in Fig. 6. This
includes all detailed information about input and output.

3 Simulation Output

The simulation output part consists of two parts representing the function of input
and output. All values of input and output shown in hexadecimal values. Based on
the user convenience it can be changed to binary or decimal values. In the output
window a, b, c, d, and i denotes inputs on the other hand s, x, y, and z denotes the
outputs (Figs. 7 and 8).

Gate Count:
Figure 9 represents the design summary of implemented design. It includes

information about the number of LUTs, number of slices and number of gates
occupied by the implemented design. Also, it displays utilization percentage. It
compares the available and utilized components from which we can identify uti-
lization percentage.

Fig. 7 Simulation output 1
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Delay Result:
The important parameter in FPGA design is a delay. Here, the delay is calculated

from design summary. In that design summary window to calculate delay should go
with synthesis report. The calculated delay is shown in Fig. 10.

Fig. 9 Gate count

Fig. 8 Simulation output 2
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Fig. 10 Delay result report

Fig. 11 Power analysis 1
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Power Analysis:
For calculating the power the separate simulation tool XPower is used here.

Even though it is separate it can calculate the power of the supporting files
generated from Xilinx 9.2i. We need to attach the files generated during the
implementation of the proposed design in Xilinx 9.2i. That attached file consists
of all the parameter details about our implemented design. Figures 11 and 12
show the HTML view of power report. The Fig. 13 shows power summary
report.

Fig. 12 Power analysis 2
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Power Summary:

4 Conclusion

The Advanced Encryption Scheme has a very high throughput which has been
implemented in this paper. A new method was introduced along with 128-bit AES
which will modify its architecture in Mix Column round. This feature will provide
an efficient throughput in the overall performance of AES algorithm. To implement
this method device used is Quartus FPGA device which will be most helpful in
power consumption. The power consumed for existing Cyclone 2 is about 600 mW
and for Stratix 3 is 440 mW. It is about 26% improvement. The delay and area are
reduced as observed in the table below.
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Impact of High Geomagnetic Activity
on Global Positioning System Satellite
Signal (L-Band) Delay and Klobuchar
Algorithm Performance Over Low
Latitudinal Region

K. C. T. Swamy

Abstract The Klobuchar algorithm is currently being used by the single frequency
Global Positioning System (GPS) user to compute the ionospheric time delay at
anywhere in the world. The aim of this paper is a preliminary assessment of
Klobuchar algorithm performance by using ionospheric time delay estimated with
the data provided by International Global Navigation Satellite System (GNSS)
Service (IGS) network on a geomagnetic storm day of high solar activity year,
2016. This work is carried out at various IGS stations, namely PBRI, IISC, HYDE,
LCK4 and LHAZ. Klobuchar model mean results agreement with experimental data
is acceptable at the considered stations. This is the preliminary work done in the
process of improvement of the Klobuchar algorithm for low latitude regions.

Keywords GPS ⋅ IGS ⋅ Ionospheric time delay

1 Introduction

Day to day the dependence on Global Navigation Satellite System (GNSS) is
increasing in high precision applications such as air transportation, marine com-
munication, missile tracking and guidance civil aviation along with timing appli-
cations. But, the radio signals of GNSS satellites are being affected by the different
phenomena that occur in space between the Earth and the Sun. The effect is
potentially severe on GNSS signals during the geomagnetic storm [1]. Geomagnetic
storms have the impact on ionosphere behaviour and produce disturbances in the
density of free electrons present in the F2-region. The understanding of ionospheric
storms presented in [2–5]. One of the major effects on GNSS signal is refraction, it
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causes additional travel time of the signal, and the amount of additional time can be
expressed as,

Δt=
40.3
cL21

� �
. TEC Secondsð Þ,

where,

‘c’ is velocity of light (i.e. 3 × 108 m/s)
‘L1’ is carrier signal frequency in Hz

Total Electron Content (TEC) gives the number of free electrons present along
the signal path and it is expressed in TECu (1TECu = 1016 electrons/m2). Using
dual frequency GPS receiver pseudoranges (P1 and P2), Total Electron Content
(TEC) along the signal path can be estimated as [6],

TEC =
1

40.3
L21.L

2
2

ðL21 −L22Þ
ðP1−P2Þ TECuð Þ

where,
L1 (1.575 GHz) and L2 (1.2747 GHz) are the carrier frequencies of GPS.
In this regard, GPS proposed and being used an algorithm known as Klobuchar

algorithm [7]. Later, for Galileo single frequency users NeQuick model was pro-
posed [8, 9]. Some significant work was done on klobuchar algorithm performance
evaluation over low latitude region during low solar activity year [10]. Since the
ionospheric time delay is highly variable in low latitude regions, the continuous
study of it is needed. Hence, this paper provides an investigation of geomagnetic
activity impact on GPS signal delay variation and evaluation of Klobuchar algo-
rithm with respect to the IGS data over the low latitude region.

2 Data Analysis

To accomplish time delay variations of GPS signals and performance evaluation of
Klobuchar algorithm in low latitude regions three successive days (7th, 8th and 9th
May 2016) data is considered. For the considered days, the ionosphere activity
parameters Sun Spot Number (SSN), Kp-index and Ap-index which are measured
using a network of data are presented in Table 1. Dual frequency GPS receivers
data obtained from IGS network (http://sopac.ucsd.edu/dataBrowser.shtml) is
measured on two frequencies (L1 = 1.575 GHz and L2 = 1.227 GHz) at five low
latitude stations (Table 2). GPS data obtained from IGS network is in hatanaka
format. By using CRX2RNX tool data was converted into compact RINEX
observation file format [11, 12]. The ionospheric time delay of GPS signals
transmitted on 1.575 GHz is computed by extracting pseudoranges from rinex data.
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3 Results and Discussion

Though the GPS is being affected by many errors, dual frequency users are able to
get required accuracy. Single frequency users accuracy is limited by irremovable
ionospheric time delay error. For reducing time delay error an efficient model needs
to be developed. In this process, preliminary work is carried out and results pre-
sented in this paper. First, the ionospheric time delay variations during geomagnetic
storm conditions at low latitudes are analysed. Later, GPS single frequency iono-
spheric time delay model performance is evaluated.

GPS data for the period 7–9 May 2016 is archived from the IGS network
website. The resolution of raw data provided is 30 s and satellites with elevation
angle greater than 200 are used to derive Slant TEC which is the quantity used in the
computation of ionospheric time delay. At each epoch, the receiver is able to
acquire a minimum of 8 GPS satellite signals from different directions. In STEC
computation, all the available satellite signals are considered and plotted corre-
sponding ionospheric time delay variations of L1 signal at the selected IGS stations
on 8th May 2016 (Fig. 1). Further, results compared with Klobuchar model esti-
mated ionospheric time delay for the same satellite signals. In the figures, red colour
corresponds to Klobuchar model and blue colour corresponds to experimental data.

The intensity of ionospheric time delay impact at selected five receiver stations is
different because of geographical separation. Since the receiver station is stationary
and GPS satellites orbital period is 11 h 58 min, it is possible to acquire signals
only for a few h/day from each satellite. This is reflected as a discontinuity in the
time delay profile. From the above figures, it can be observed that the Klobuchar
model estimated peak delay is greater than 20 ns for PBRI, IISC and HYDE.
Whereas at other two stations LCK4 and LHAZ it is nearly close to 20 ns. During
daytime (5:00-15:00 UTC) experimental data is greater than the Klobuchar model
estimated delay. Statistics of mean, maximum and minimum delays of Klobuchar
model and experimental data are presented in Tables 3, 4 and 5. At all the stations,
mean and maximum delays have a higher value for experimental data and

Table 1 Solar activity of
selected days

Date Kp-index SSN Ap-index

7th May, 2016 1 < Kp < 4 34 09
8th May, 2016 5 < Kp < 6 44 70
9th May, 2016 3 < Kp < 6 52 30

Table 2 Coordinates of
selected low latitude IGS
stations

S.No Station ID Latitude Longitude

1 PBRI 11.63°N 92.71°E
2 IISC 13.02°N 77.57°E
3 HYDE 17.41°N 78.55°E
4 LCK4 26.91°N 80.95°E
5 LHAZ 29.65°N 91.10°E
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Klobuchar model on the day which is having high Kp-index (5 < Kp < 6) and
Ap–index (70) values, i.e. 8th may 2016. For an instant, consider a day, i.e. 8th may
2016, the mean delay for HYDE, IISC, PBRI, LCK4 and LHAZ is 13.10 ns,
13.17 ns, 12.86 ns, 11.04 ns and 10.18 ns, respectively. Corresponding values due
to Klobuchar model are 12.94 ns, 13.56 ns, 13.41 ns, 8.32 ns, and 7.79,
respectively.
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Fig. 1 Time delay variation at different low latitude IGS stations
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Fig. 1 (continued)

Table 3 Ionospheric time delay (in nano sec). Variation of GPS Signals on 7th May 2016

Station ID Experimental data Klobuchar model
Mean Max Min Mean Max Min

PBRI 12.0654 26.3238 0.0054 13.1695 24.6619 5
IISC 11.5092 26.2696 0.0921 13.2701 24.5518 5
HYDE 11.7582 28.5549 0.0108 12.6095 23.8650 5
LCK4 8.1907 32.2210 0 7.8124 16.0748 5
LHAZ 7.2241 27.9417 0.0921 10.2536 20.0219 5

Table 4 Ionospheric time delay (in nano sec). Variation of GPS signals on 8th May 2016

Station ID Experimental data Klobuchar model
Mean Max Min Mean Max Min

PBRI 10.1887 26.1684 0.1895 7.7795 16.4671 5
IISC 13.1789 30.0333 0 13.5623 24.1576 5
HYDE 13.1058 33.1308 0 12.9488 23.9997 5
LCK4 12.8670 37.6920 0 13.4122 24.1574 5
LHAZ 11.0448 36.1002 0.0054 8.3288 17.3304 5
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Moreover, the performance of Klobuchar model over these locations is evaluated
by computing a parameter called deviation. Mean deviation is maximum at LCK4.

Therefore, the results presented revealed that the Klobuchar model performance
is not good at LCK4 compared to other stations. Moreover, the model performance
is good in mean delay estimations rather than an epoch.

4 Conclusions

In India, there is a requirement for regional ionospheric time delay model because
of great increment in the number of GNSS users for important applications. To
develop a new model, first, we need to do a rigorous investigation of existing
models. So, in this paper, GPS single frequency ionospheric time delay model was
considered and investigated to find out inability conditions during high solar
activity days. There is a marked deviation between the experimental data and
Klobuchar model during noon time and night times. The results are suggesting that
the model needs improvement to get better results over the Indian region.
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Scalable Recursive Convolution Algorithm
for the Development of Parallel FIR Filter
Architectures

Anitha Arumalla and Madhavi Latha Makkena

Abstract The paper presents 2-parallel and 3-parallel scalable recursive short
convolution algorithms. The performance of these two short convolution algorithms
is verified for different order filters. Hardware complexity is reduced by a factor of
3/4 in 2-parallel and 2/3 in 3-parallel filter implementation over conventional
convolution. Synthesis results with 45 nm nangate library show that the scalable
recursive convolution method has similar frequency performance for 2-parallel and
3-parallel implementations while the area and power are increasing for higher order
filters.

Keywords Parallel FIR filter ⋅ Fast FIR algorithm ⋅ Successive recursive
convolution

1 Introduction

Higher order signal and image processing algorithms require area and efficient
algorithms to support portable devices. Parallel/block signal processing has gained
importance for high-speed signal processing hardware design. Many parallel filter
architectures for both FIR [1–9] and IIR [2, 10] filters are developed in the liter-
ature. N output samples every cycle can be processed using n-parallel convolution
technique while duplicating the hardware for n times. But consecutive sample
processing can provide a scope in resource optimization. Therefore, parallel pro-
cessing is aimed at reducing hardware cost while designing high-speed signal
processing applications.
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A modular Walsh–Hadamard decomposition is used for the realization of block
FIR filter structure in [1]. This implementation is found to have reduced latency
than conventional design. The regular and modular filter implementation ensures
high-frequency operation, but requires hardware resources increasing linearly with
parallel block size. Also, the complex representations of the block filter, could not
attract much attention. Two-dimensional digital FIR and IIR filter [2] implemen-
tations are derived from the parallel implementation of one-dimensional digital
filters. Three diverse algorithms are discussed for two-dimensional digital filter
implementations.

hardware efficient block FIR filter in [3, 4] has reported reduced area than
conventional filter up to 45%. While the conventional implementation of filters has
area increase by O[n] with the raise in order of parallelism, a low power, and low
area solution is offered in Fast FIR Algorithm (FFA). Quantized filter coefficients
are encoded using Canonical Signed Digit (CSD) recoding for implementing
multiplier less filter. Further reduction in the filter hardware resources is achieved
using subexpression elimination and adjacent coefficient sharing. This work has
presented high area efficient filter design for high sampling rate operation. How-
ever, the considerable manual effort is necessary for implementing subexpression
elimination and coefficient sharing for every modification in filter specification.

In [5], frequency characteristics of FIR filter are used for proper selection of FFA
algorithm. Also, filter coefficients quantized using block quantization algorithm to
achieve reduced the binary adders in the filter architecture. Depending upon the
significant filter coefficients, a narrow band filter is implemented using difference
FFA architecture subfilters. Similarly, FFA with addition subfilters is used for wide
band filter. Fast two-dimensional block matching algorithm [6] is proposed using
FFA. A 2 × 2 block convolution is implemented using two parallel
one-dimensional FFA decomposition. Block overlap redundancy is considered in
the high-speed block matching algorithm. The two-dimensional filter implemen-
tation is done using nine subfilters. Higher order filter realization is difficult with
this algorithm.

A polyphase decomposition [8] is used for a non-separable filter 2D filter bank
implementation. The filter bank implementation is carried out with time multiplexed
hardware resource sharing while throughput is not compromised. The area effi-
ciency of polyphase implementation is a factor of number of filter banks than
non-polyphase implementation, i.e., high area saving for large filter banks. But not
all filters can be implemented using non-separable implementation. A 256-tap filter
[9] is implemented using split-based distributed arithmetic (DA) lookup tables
(LUT). But the memory requirement increases tremendously with increase in
data-width and order of the filter.

A systolic parallel bit-level architecture [10] is incorporated in two-dimensional
IIR filter design without feedback. This is a block processing algorithm with
minimum hardware requirement and maximum sampling frequency. The feedback
in IIR filter avoided by using systolic architecture array, and hence can produce one
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output sample every clock cycle. But systolic architecture needs larger area
resources for block processing since no area optimization is considered.

In this paper, scalable recursive convolution algorithm is presented that elimi-
nates the maximum possible redundant hardware in parallel filter architecture while
demonstrating a simple representation and implementation.

The rest of the paper is organized as follows: two parallel and three parallel
implementations of conventional FIR filter is presented in Sect. 2, scalable recur-
sive convolution algorithm is detailed in Sect. 3. The performance analysis of
scalable recursive convolution algorithm is presented in Sect. 4 and conclusion is
drawn in Sect. 5.

2 Parallel FIR Filter

If yn, xn are infinite output, input samples, and hn is the filter impulse response, then
the time domain and frequency domain representations of the filter is given by (1)
and (2)

yn = ∑
N

k =1
hkxn− k, n=0, 1, 2, . . .∞ ð1Þ

Yn =HXn ð2Þ

where Yn, Xn are frequency domain representation of output, input signals, and H is
the frequency response of the filter.

To generate, two parallel output samples yn, yn+1 for each clock, two signal
samples xn, xn+1 are given as input to the filter, i.e., alternative samples fed to each
input. The frequency domain representation of two parallel filters is shown in (3)

Y2n =X2nH0 + Z − 2X2n+1H1

Y2n+1 =X2nH1 +X2n+1H0
ð3Þ

where X2n, X2n+1, Y2n, Y2n+1 and H0, H1 are transforms of x2n, x2n+1, y2n, y2n+1 and
h0, h1, respectively. x2n, x2n+1, y2n, y2n+1, and h0, h1 are alternately decimated
vectors of xn, yn, and hn, respectively. From the equations, it is evident that the
number of multipliers required is 2N and the number of adders required is 2(N – 1)
for an N tap filter.

Similarly, a three parallel filter can process three decimated inputs and generate
three output samples per clock as represented in Eq. (4) with decimated bythree
coefficient vectors h0, h1, and h2.
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Y3n =X3nH0 + Z − 3X3n+1H2 + Z − 3X3n+2H1

Y3n+1 =X3nH1 +X3n+1H0 +Z − 3X3n+2H2

Y3n+2 =X3nH2 +X3n+1H1 +X3n+2H0

ð4Þ

Each subfilter H0, H1, and H2 is a N/3 tap filter and the number of multiplication
and addition operations required are 3N and 3(N – 1).

3 Scalable Recursive Convolution Algorithm (SRCA)

The SRCA is a regular architecture which is closely inspired by FFA eliminating
delay elements within the structure. The algorithm can be effortlessly scaled and
used recursively for developing higher order parallel filters.

3.1 Two Parallel SRCA (2PSRCA)

The 2PSRCA decomposes the two parallel filter equations to exploit redundancy
between the equations in (3). Equation (5) represents the 2PSRCA decomposition
with a subfilter shared for the computation of two outputs. The matrix represen-
tation and symbolic representation of the 2PSRCA are given in (6) and (7),
respectively. P2S is a preprocessing matrix for processing difference input samples
for the subfilters, Q2S is a post-processing matrix for compiling output from the
subfilter outputs and H2S is a precomputed coefficient matrix representing the
subfilters required to process the inputs. X2 and Y2 are two parallel input and output
matrices. Block diagram representation is shown in Fig. 1 with post-processing,
preprocessing, and coefficient matrices.

Y2n = ðX2n− 1 −X2nÞH1 +X2nðH0 +H1Þ
Y2n+1 =X2nðH0 +H1Þ+ ðX2n+1 −X2nÞH0

ð5Þ

H1

H0+H1

H0

x2n-1

x2n

x2n+1

P2S Matrix Q2S Matrix

y2n

y2n+1

Fig. 1 Two parallel successive recursive convolution algorithm
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Y2 =Q2SH2SP2SX2 ð7Þ

The 2PSRCA architecture requires 3N/2 multipliers, 3N/2 + 1 adders which is
approximately 3/4 times the number of multipliers and adders required for the
conventional filter.

3.2 Three Parallel SRCA (3PSRCA)

The 3PSRCA can be derived from the two-stage decomposition of 2PSRCA
applied on Eq. (4). The optimal redundant equation decomposition is presented in
Eq. (8). The matrix representation and symbolic representation of the 3PSRCA are
given in (9) and (10), respectively, where P3S is a preprocessing matrix, Q3S is a
post-processing matrix and H3S is a precomputed coefficient matrix for 3PSRCA.

Y3n =X3nðH0 +H2Þ+X3n− 1ðH1 +H2Þ+H2ðX3n− 2 −X3n− 1 −X3nÞ
Y3n+1 =X3n+1ðH0 +H1Þ+X3n− 1ðH1 +H2Þ+H1ð−X3n− 1 +X3n −X3n+1Þ
Y3n+2 =X3nðH0 +H2Þ+X3n+1ðH0 +H1Þ+H0ð−X3n −X3n+1 +X3n+2Þ

ð8Þ

Y3n
Y3n+1
Y3n+2

" #
=

1 0 0 1 1 0
0 1 0 1 0 1
0 0 1 0 1 1

2
4

3
5diag

H2

H1

H0

H2 +H1

H2 +H0

H1 +H0

2
6666664

3
7777775

1 − 1 − 1 0 0
0 − 1 1 − 1 0
0 0 − 1 − 1 1
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0

2
6666664

3
7777775

X3n− 2

X3n− 1

X3n

X3n+1

X3n+2

2
66664

3
77775

ð9Þ

Y3 =Q3SH3SP3SX3 ð10Þ

Block diagram of 3PSRCA is shown in Fig. 2. The number of multipliers and
adders required by 3PSRCA are 2N and 2N + 6, respectively, which are approx-
imately 2/3 times the requirement of conventional 3 parallel filter design. The signal
power and computational effort highly depend on the proper selection of pre and
post-processing matrices. Most of the times, the coefficient matrix is preloaded
values so as to avoid additional area overhead in the architecture.
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4 Results and Discussions

Three parallel and two parallel SRCA architectures for parallel FIR filter are
designed using Verilog HDL and synthesized with 45 nm nangate library using
Cadence RTL Compiler. The designs are validated on Virtex 6 FPGA with system
generator interface.

Q3S Matrix

y3n

y3n+1

y3n+2

P3S Matrix

x3n-2

x3n-1

x3n

x3n+1x3n+2

H2

H0

H1

H2+H1

H1+H0

H2+H0

Fig. 2 Three parallel successive recursive convolution algorithm

Table 1 Area, frequency, and power performance of 2PSRCA and 3PSRCA

Filter order Bit width Area (μm2) Maximum frequency
(MHz)

Power (nW)

2PSRCA 3PSRCA 2PSRCA 3PSRCA 2PSRCA 3PSRCA

12 8 9783 13337 182.38 189.538 90584 122814
12 18695 25340 141.6 146.456 173900 234437
16 30353 41046 116.4 119.303 264338 349301

24 8 15311 26456 174.52 172.087 154304 219417
12 28954 50392 137.04 135.538 270103 407075
16 46522 81691 112.55 112.082 436436 641995

48 8 30592 52140 152.16 147.341 291766 420482
12 57548 99821 124.24 119.048 538273 802365
16 92932 161822 104.14 103.961 811320 1233612

96 8 61007 104139 138.08 141.764 582894 826757
12 115275 198927 113.47 116.036 1058095 1538743
16 185928 323132 96.35 98.2415 1612447 2395709

192 8 122124 207178 129.17 128.816 1148345 1604839
12 232586 396587 101.3 106.758 1868326 3058816
16 358946 646328 89.9 93.1706 2952419 4642530
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A low pass filter is designed for different filter lengths 12, 24, 48, 96, and 192
with multiple bit widths 8, 12, and 16. The designs are evaluated for the area,
power, and maximum frequency of operation. The results of two parallel and three
parallel are presented in Table 1. For a conventional filter, a 33% resource and the
power increase is expected with an increase in parallelism from 2 parallel to 3
parallel filter. From the table below, the maximum operating frequency is nearly
equal to both 2PSRCA and 3PSRCA. The power dissipation for 8-bit, 12-bit, and
16-bit filters has increased with level of parallelism between 35–44, 34–63, and 32–
52%, i.e., larger bit widths exhibit a huge increase in power dissipation. The plots
representing power dissipation for various designs are shown in Fig. 3. Similarly,
the area requirement for 8-bit, 12-bit, and 16-bit filters has increased with level of
parallelism between 36–72, 35–74, and 35–80%. The plots representing area
requirements for various designs are shown in Fig. 4. From the results, it is
indicative that area requirements are enormously increasing for higher order and
large bit width filters.
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5 Conclusion

In this paper, a parallel FIR filter architecture design is presented and performance
of 2PSRCA and 3PSRCA is evaluated in terms of area, power, and maximum
operating frequency. The SRCA architecture has simple architecture and flexible
mathematical representation that can be recursively used for scaling the architecture
to achieve a high level of parallelism. The SRCA algorithm has optimized the
operator level resources by appropriate decomposition of parallel output expres-
sions and a mere theoretical analysis has shown significant saving in hardware
resources.
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IoT-Based Green Environment for Smart
Cities

Naveen Kishore Gattim, M. Gopi Krishna, B. Raveendra Nadh,
N. Madhu and C. Lokanath Reddy

Abstract In the present scenario, severe actions are required to manage waste from
its formation to its allocation. Monitoring the waste is essential for proper recycling.
The smart container garbage bins indicate the level of municipal waste. When the
bins are full it gives an indication to the authority to clean the bin. This is con-
sidered to minimize harmful effects of waste on health and environment. Bad smell
spreads to the surrounding areas creating disorders. So, the solid waste generated
from the residents is indicated using “IOT based green environment for smart
cities”. A smart waste collection management using smart containers providing
intelligence to the containers along with the IoT sensors which can read, transmit
and collect data on the Internet. In the proposed system, we use different garbage
bins to monitor the solid waste gathered in the garbage bins which can be indicated
by a web page and SMS. This system is also used to monitor the level of hazardous
gases produced in garbage bins and it is indicated through buzzer. In this, a truck is
used to collect the garbage from the colonies and few minutes before the truck
arrival the message will be sent to locality people so that they can come and dump
their dust.
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1 Introduction

Things (Embedded devices) that are connected to Internet and sometimes these
devices can be controlled from the Internet which are used in hospitals, agriculture,
homes, locate the changes in environment and many advantages with the usage of
internet of things is commonly called as Internet of Things. It is forecasted that 41
billion IoT devices are utilized in 2020 [1]. The rapid increase in the number of IoT
devices has opened new horizons in cloud services. The devices build the data
using the Internet. The response time requirement, data safety, and privacy is
possible by using edge computing [2]. Waste is produced during the removal of
underdone materials utilized for consumption or other human activities [3, 4]. Our
implementation is on smart waste container which is continuously monitored and
connected to the Internet for getting the level indication of waste filled in the smart
container. This project IOT-based green environment for smart cities is a novel
system for indicating the level of waste produced and to keep the cities clean. The
smart waste containers placed at different places are observed by the system which
gives an indication of the level to the concerned person via a web page and an alert
message is sent to them. The level of the smart container can be determined by
placing the ultrasonic sensors above the smart container to observe the garbage
level which is measured per the total depth of the smart container. The system is
assembled using Arduino UNO, 12 V transformer for power supply. It helps the
locality people to know the arrival of truck by using an RF sensor. It also has a
unique performance where it monitors the amount of gas present in the garbage bins
and if the amount of hazardous gases exceeds a certain limit. Then, the buzzer gets
activated immediately.

1.1 Related Work

The GSM (Global System for Mobile Communication) and Arduino are used to
form the integrated system to monitor the waste bins remotely [5]. The smart
containers are placed at different public places with sensors placed on top of the
smart container. The sensor identifies the level of the garbage which is indicated to
the Arduino controller. Through the controller, an alert message is sent to the
GHMC people through SMS using GSM, so that they collect the garbage bin which
is filled and it indicates through a web page also. So, that the authorities can come
to that place where the smart container is filled with the garbage. Some of the waste
collection methods must be practised and disposed as per the category of waste. So,
that the environment achieves zero waste. In this system, we also implemented the
detection of hazardous gases present in the smart container and it will be indicated
through a buzzer. This chapter’s objective is to track the arrival of GHMC truck at
the colonies when the smart container is filled.
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This paper highlights the disposal of waste through the internet of things where
the municipal authorities can track the status of the smart containers. Thereby
reducing the environmental consequences.

2 System Architecture

The system architecture includes the hardware section of Arduino which is a
microcontroller board based on ATmega328P. The technical specification is as
follows: The operating voltage is 5 V, clock speed is 16 MHz, the input recom-
mended voltage is 7–12 V. The Arduino has 14 digital I/O pins, 6 PWM digital I/O
pins, 6 Analog input pins, 20 mA DC current per I/O pin, 50 mA DC current for 3.3
V pin, 2 kb SRAM, 1 kb EEPROM, 13 LED builtin are the key technical
specifications.

2.1 GSM Modem

GSM module is interfaced to Arduino which requires only three connections
between Arduino and the GSM module. A GSM module (SIM 300) works on
frequencies EGSM 900 MHz. The interface of GSM modem is made through a
60-pin connector. It includes a keypad and SPI, LCD interface, two serial ports, two
Arduino channels which include two microphones inputs and two speaker outputs
that can be configured by AT commands [6, 7].

2.2 AT Commands

Modems are determined by AT commands. There are basic AT commands which are
used to test the modem. To send and receive SMS using GSMmodule AT commands
are used to communicate from Arduino. There are many commands to execute
separate tasks using GSMmodule [8, 9]. There are AT commands library to interpret
the functionality of GSM module. Some of the AT commands are send message ()
—“AT + CMGF = 1” Receive message ()—“AT + CNMI = 2, 2, 0, 0, 0”.

2.3 Liquid Crystal Display (LCD)

Liquid crystal display operates on the light modulating property of liquid crystals. It
uses reflector to construct images in color. LCDs can also be obtained with low
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information content. The LCD interface is made up of the following pins: a.
Register select (RS), b. Read/Write pin, and c. Enable pin and 8 data pins (D0–D7).
This LCD module is operated in two modes: 4-bit and 8-bit. The 4-bit mode
involves 7 I/O pins from the Arduino. The 8-bit mode involves 11 pins. A 4-bit
mode is sufficient to control a 2 × 16 LCD.

2.4 Ultrasonic Sensor

The ultrasonic sensor is used to assess the distance from objects. The ultrasonic
pulse generated is 40 kHz which waits for the pulse to echo back computing the
time taken in microseconds. The ultrasonic sensor has 4 pins namely VCC, trigger,
echo, and GND used with 5 V supply. Ultrasonic sensor converts AC to sound and
vice versa. It has many applications in medicine, automated factories, parking
sensors, and cleaning devices.

2.5 MQ3 Gas Sensor

MQ3 sensor module functionality is to detect gas leakage, i.e., H2, LPG, CO, CH4,
smoke, and alcohol. It has high sensitivity and fast response time. The gas sensor
has VCC, GND, and signal pin. The concentration of gas increases which is
identified by the increase in the output voltage from the gas sensor. The poten-
tiometer is used to adjust the sensitivity.

2.6 Buzzer

Buzzers are two types which are passive and active, active buzzer is required only
electric signal to give a sound. Its operating frequency is 2 kHz. Come to passive
buzzers it required sound signal to generate tone, giving the PWM to buzzer or on
and off the buzzer with different frequencies (1.5–2.5 kHz). Buzzers consists of 3
pins which are VCC, GND, and signal pin connect the VCC to VCC of the
Arduino GND pin to GND pin of Arduino and signal pin to any digital pins (D0–
D13) of Arduino.
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2.7 WiFi Module

ESP8266 module consists of 8 pins. Those are VCC, Tx, Rx, CH_PD, and GPIO 0,
GPIO 2 last two pins (GPIO 0, GPIO 2) are not used to interface with the Arduino.
But these pins are useful for updating the software of the ESP8266 board, while
updating process connect GPIO pin to ground. To interface the WiFi module with
Uno make sure of connections giving the VCC to 3.3 V or not because WiFi
module is not compatible with the 5 V, Tx pin of the WiFi module given to the Rx
pin of the UNO board, Rx pin of the WiFi module given to the Tx pin of the Uno
board. GND to GND of UNO. After connecting WiFi module adjust the baud rate
of the module which is 115200 or 9600 in serial monitor.

2.8 Arduino Pro Mini

Arduino Uno is used to dump the code into Arduino pro mini without using the
USB adaptor. To dump a code into Arduino pro mini first takeoff the microcon-
troller of the Uno and connect the Uno pin 5 V to mini main VCC pin

Uno’s pin GND to Pro GND
Uno’s pin Rx to mini’s Rx1
Uno’s pin Tx to mini’s Tx0
Uno’s pin Reset to mini’s reset, and then upload the code into pro mini without

pressing any button.

2.9 RF Module

Tx the data without using wires are cables RF module is useful. RF module Tx the
data within the range of 100 m or more depending on the antenna which is using,
RF module is present varies operating frequencies like 433, 315 MHz. It will Tx up
to 600 bps to 10 Kbps, it uses the ASK modulation to Tx data, for Tx and Rx
purpose two kinds of modules are used.

Tx Module
This module consisting of 4 pins those are VCC, GND, Serial data input pin, and

Antenna for Tx purpose, connect the serial data input pin of the RF Tx to any digital
pins (D0–D13) of the Uno.

Rx Module
This module consists of 4 pins those are VCC, GND, Serial data output, and

Antenna. For Rx purpose, connect the serial data output pin of the RF Rx to any
digital pins (D0–D13) of the Uno.
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3 Architecture and Software Design of Smart Container

The following Fig. 1 shows the architecture of Arduino which is interfaced to
various sensors.

3.1 Arduino IDE

The Arduino Integrated Development Environment [10] is used for writing the
source code and then uploading to the board where all the hardware sensors are
connected to the specific pins of the Arduino. The following is the module of
detecting the level of smart container.

Fig. 1 Architecture of Arduino
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4 Results

The complete implementation is shown in Fig. 2 connecting different sensors to the
Arduino Uno board. A sequence of alert message is given to the authorities when
the smart container is filled with household waste and harmful gases. The smart
containers level of garbage can be monitored in the webpage (Figs. 3, 4, and 5).

Fig. 2 Arduino file with
distance identification
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5 Conclusion

IOT-based green environment for smart cities using Arduino UNO is a collabora-
tion of software and hardware. This system can easily avoid the overflow of gar-
bage bins and can also detect the hazardous gases present in the garbage bins which

Fig. 3 Connections of Arduino, GSM module, ultrasonic, gas sensor, buzzer, LCD display, WiFi
module, Arduino pro mini, transmitter, and receiver

Fig. 4 a An alert message indicating that smart container is full and b Indication of arrival of
truck
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are harmful to the human life. This system also indicates the arrival of trucks in
colonies so that there is no overflow of trash in our houses. Further, the work can be
extended to develop application for municipal staff, city administrators, and recy-
cling factories.
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Design of a Robust Estimator
for Submarine Tracking in Complex
Environments

D. V. A. N. Ravi Kumar, S. Koteswara Rao and K. Padma Raju

Abstract A new filter which could satisfy most of the requirements of a
modern-day tracking estimator was developed in this chapter. This estimator is
designed particularly for the purpose of the undersea tracking purpose, where the
erroneous bearing information is the only data available. The technique involved is
to combine the various important techniques available in the literature to develop a
less complex more robust estimator. First of all, the weighted expectation of the
current and the previously received sensor measurements are computed. These
named as the preprocessed measurements contain less variance of noise are in turn
applied to the various nonlinear algorithms such as UKF. The consolidation of all
the UKF outputs is done in such a way that the least mean square error is obtained.
This is possible with the least squares estimation filter (WLSE). The output of
WLSE is a much superior one because of performing the refining procedure in two
different steps. Monte Carlo simulations are performed to verify the robustness of
the introduced mechanism. The algorithm is tested for tracking a submarine located
in various quadrants, various ranges, and various noise levels.

Keywords Estimator ⋅ Submarine tracking ⋅ Estimation error
Divergence issues ⋅ Monte Carlo
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1 Introduction

Tracking enemy’s vehicles like torpedoes, submarines is important for field
requirements to remain safe or to demolish the enemy. This deals with finding the
location of the enemy in the coming instants. This critical task is assisted by the
advanced electronic equipment called RADAR and SONAR. Unfortunately,
RADAR cannot handle the issue of tracking in the underwater environments
because of the incapability of the Electromagnetic waves produced by the RADAR
to propagate through the water. So, the best-suited equipment for undersea tracking
issue is the SONAR which works with sound waves instead of the EM waves.
SONARs are broadly classified into two categories namely active and passive.
Active SONAR believes in the principle of the traditional RADAR system, which
uses the mechanism of echo processing to localize the enemy. On the other hand,
passive SONAR concentrates to listen to the enemy generated noise to compute the
foe’s future position. In this chapter, the passive SONARs measurements are pro-
cessed to estimate the enemy’s velocity and position.

The measurements processed by any of the equipment whether it be a RADAR
or a SONAR is polluted by noise. The extraction of targets position from the
contaminated sensor measurements is an important task performed by the digital
signal processing unit. Various available algorithms runs in the processor to serve
the purpose are Particle Filter (PF), Unscented Kalman filter (UKF), Extended
Kalman filter (EKF), or a simple Kalman filter (KF). Not only these but many of
their extensions play a key role in the present day tracking issues. KF and its
various forms are available in [1–3], EKF is modified in various ways to improve its
applications [4–6], similarly UKF takes various shapes to fit itself for a variety of
applications [7–9, 12]. PF is a recent extension of KF available in forms of [10, 11]
to ease the estimation problems. Each of the algorithms mentioned presents some
supporting points and some criticizing points. So in this chapter some algorithms
available in the literature are fused to develop a robust estimator with better per-
formance. The robust estimator fuses the UKF, integration technique, and prepro-
cessing technique to bring the estimation error to a lesser value compared to any of
them individually. Not only this but the introduced method offers better superiority
in the unfavorable conditions such as that of far submarine tracking and dealing
with the heavily polluted measurements. The superiority of attaining least estima-
tion error is due to the integration technique, the superiority of tough condition
tracking is due to the preprocessing mechanism and also the algorithm is a non-
diverging one because of the usage of the UKF. These all features certainly support
the importance of the novel algorithm.

Section 2 deals with integration technique which shows how the superiority in
estimation is achieved by a combination of different algorithms, Sect. 3 handles the
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topic of preprocessing where the procedure of conditioning of measurements is
shown, Sect. 4 explains about the proposed RUKF where the methods of integra-
tion technique and preprocessing are used together to achieve superior results, and
Sect. 5 talks about mathematical representation of the targets moments and the
sensor measurements, Sect. 6 deals with results and chapter concludes in Sect. 7.

2 Integration Technique

The principle of integration technique is to attain a better estimate by fusing the
individual filter estimates with the support of a combiner like WLSE. The block
diagram is shown in the Fig. 1 and the expressions related to them is given in the
current Sect. 2. This is implemented in [7, 12].

bMðiÞðt ̸ tÞ = ∑
p

j=1

1
p2ji

 !− 1

∑
p

j=1

MjðiÞðt ̸ tÞ
p2ji

 !
, Pðt ̸ tÞ = 1

p
∑
p

i=1
Piðt ̸ tÞ ð1Þ

bMðt ̸ tÞ = bMð1Þðt ̸ tÞ bMð2Þðt ̸ tÞ . . . bMðnÞðt ̸ tÞ
h iT bMðiÞðt ̸ tÞ is the consoli-

dated RUKF estimate, MjðiÞðt ̸ tÞ is the estimate provided by jth filter, p is the no of
filters. Pðt ̸ tÞ is the consolidated covariance, Piðt ̸ tÞ is the ith filter covariance. pji
is the jth, ith element of the covariance matrix.

Fig. 1 Integration technique
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3 Preprocessing Technique

The principle involved in the preprocessing technique is to smoothen the mea-
surements prior to usage by averaging the sensor-generated data in time with the
support of predictors. Averaging results in drastic reduction of noise variance in
measurements. The block diagram is displayed in Fig. 2 and the mathematical
expressions are given in equations of the Sect. 3. This technique is available in [9].

ppmeasð1Þ=measð1Þ, ppmeasð2Þ= 1
2
measð2Þ+ predmeasð1Þ½ �

ppmeasð3Þ= 1
2
measð3Þ+ predmeasð2Þ½ � are preprocessed readings. ð2Þ

predmeasðiÞ= 1
s

∑
1

i=2− s
measðiÞ−measði− 1Þ½ � is predicted reading from s data

ð3Þ

4 Robust Estimator Design

The block diagram of the proposed robust estimator is shown in Fig. 3. First of all
the weighted expectation of the current and the previously received sensor mea-
surements are computed. These named as the preprocessed measurements contain
less variance of noise are in turn applied to the various nonlinear algorithms such as
UKF. The consolidation of all the UKF outputs is done in such a way that the least
mean square error is obtained. This is possible with the least squares estimation
filter (WLSE). The output of WLSE is a much superior one because of performing
the refining procedure in two different steps.

Fig. 2 Preprocessing technique
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5 Modeling of the Issue in Mathematical Form

5.1 Modeling of Submarine Trajectory

If the state vector MðtÞ noted at time k is made up of four elements, out of which
two are related to location ðlx, lyÞ and two related to speed ðsx, syÞ then the state
equation for a non-maneuvering submarine takes shape as follows.

Mðt+1Þ= TrMðkÞ+QiðkÞ ð4Þ

Tr=

1 0 1 0
0 1 0 1
0
0

0
0

1
0

0
1

2
64

3
75QiðkÞ is corruption in dynamics resulted from the

uncertain factors like waves.

5.2 Modeling of Corrupted Bearings

A couple of angle measurements are required to compute the location of the sub-
marine. Let these be noted by ps1ðtÞ, ps2ðtÞ. These are expressed in terms of the
submarine location as follows from the simple coordinate geometry.

ps1ðtÞ= arctan
lyðtÞ− S1ð2Þ
lxðtÞ− S1ð1Þ
� �

, ps2ðtÞ= arctan
lyðtÞ− S2ð2Þ
lxðtÞ− S2ð1Þ
� �

ð5Þ

Fig. 3 RUKF mechanism
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The pure bearings ps1ðtÞ, ps2ðtÞ are turned out to extrinsic form
psm1ðtÞ, psm2ðtÞ by contaminations psn1ðtÞ, psn2ðtÞ. s1 and s2 above denote
sensor locations.

psm1ðtÞ= ps1ðtÞ+ psn1ðtÞ, psm2ðtÞ= ps2ðtÞ+ psn2ðtÞ ð6Þ

Expressing the above in the matrix language results in the measurement equation
as follows:

measðkÞ=TðxðtÞ, tÞ+ v1ðtÞ ð7Þ

measðtÞ= psm1ðtÞ
psm2ðtÞ
� �

, TðxðtÞ, tÞ=
arctan lyðtÞ− S1ð2Þ

lxðtÞ− S1ð1Þ
� �

arctan lyðtÞ− S2ð2Þ
lxðtÞ− S2ð1Þ
� �

2
4

3
5, v1ðtÞ= psn1ðtÞ

psn2ðtÞ
� �

5.3 Comparison Metrics

5.3.1 RMS Error (M)

It is the physical separation between the true and estimated location of submarine. It
is a Location error.

5.3.2 Missile Firing Time (S)

It is the time, the observer takes before releasing the missile. The missile can be
released only if the estimation error is believed to be less than a preset value. It is
denoted by Tm.

6 Results Obtained from Simulation

6.1 Tracking Environment Simulation

Observer at origin having three sensors (500 m apart) lying along the y axis tries to
track a submarine positioned 14000 m away and −60° from x-axis. The submarine
is in the moving state with a speed of 40 kmph and a course +90°. The observer’s
sensors pick the impure bearing measurements from the submarine after a span of
1 s. The impurity belongs to Gaussian family with bias of zero and a variance of
0.015 rad. These polluted measurements are applied to UKF, preprocessed UKF,
Integrated UKF and RUKF and the estimation errors in position are plotted in
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Fig. 4. All the algorithms are initialized with an error of ±3000 in location coor-
dinates and ±5 m/s in speed.

In Table 1 and Fig. 4 it is clear that the estimation error produced by all the
individual estimation algorithms namely UKF, PPUKF, INUKF are larger than the
combination of them (RUKF). This means the combination of the existing algo-
rithms produces better results with a negligible increase in the complexity. This is
clear from the least value of the missile releasing time (281 s) associated with
RUKF compared with the 407, 347, and 297 s associated with UKF, PPUKF, and
INUKF.

6.2 Performance of Robust Estimator in Different Target
Trajectories

For the scenario given in Sect. 1 except the bearing and course of the target are
changed and the algorithms are tested. The used bearing and course are Case 1
B = 315, CR = 135, Case 2 B = 45, CR = 225, Case 3 B = 135, CR = 315, and
Case 4 B = 225, CR = 45.
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Fig. 4 Location errors for
different estimators

Table 1 Performance of
different filters

Parameter
\estimator

UKF PPUKF INUKF RUKF

RMS error (m) 394 328 192 186
Tm 407 347 297 281
% Superiority 0 17 51 53

Design of a Robust Estimator for Submarine Tracking … 279



In all the cases Fig. 5a and d the novel algorithm produces excellent results and
does not diverge. The trajectory produced by the introduced RUKF is superimposed
on the true trajectory of the target justifies that the algorithm proposed works well in
all the possible environments.

6.3 Performance of Robust Estimator for Different
Submarine Ranges

The tracking of the submarine is performed in the same situation as given in the
Sect. 1 but the range was changed and the performance is observed. The different
range cases considered are 15, 20, 25, 30, 35, and 40 k. The increasing spread
between the curves in Fig. 6 indicates that the proposed RUKF’s superiority tends
to get better and better with the raising range.

0 1 2 3 4 5
-16

-14

-12

-10

-8

-6

-4

-2

0

2

x (Km)

y 
(K

m
)

Actual Trajectory
S1
S2
S3
RUKF provided Trajectory

0 2 4 6 8 10 12 14
0

2

4

6

8

10

12

x (Km)

y 
(K

m
)

Actual Trajectory
S1
S2
S3
RUKF Provided Trajectory

-12 -10 -8 -6 -4 -2 0
0

2

4

6

8

10

12

x (Km)

y 
(K

m
)

Actual Trajectory
S1
S2
S3
RUKF Provided Path

-12 -10 -8 -6 -4 -2 0
-12000

-10000

-8000

-6000

-4000

-2000

0

2000

x (Km)

y 
(K

m
)

Actual Trajectory
S1
S2
S3
RUKF Provided Trajectory

(a) (b)

(c) (d)

Fig. 5 Tracking submarine in different scenarios
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6.4 Performance of Robust Estimator for Different Sensor
Noise Levels

The tracking of the submarine is performed in the same situation as given in the
Sect. 1 but the noise level associated with the measurements was changed and the
performance is observed. The different levels of noise considered are 0.01, 0.02,
0.03, 0.04, and 0.05 rad. The increasing spread between the curves in Fig. 7
indicates that the proposed RUKF’s superiority tends to get better and better with
the raising measurement corruption levels (NLev).
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Fig. 6 RUKF at different
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Fig. 7 RUKF at different
sensor noise levels
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7 Conclusions

The reduced estimation errors, excellent superiority in the tougher environments
certainly makes a key point that this robust algorithm can serve the purpose of the
most advanced estimation algorithm for undersea issues of tracking. The superior
performance exhibition of the current algorithm is because of the combination of
the advantages of existing UKF, Integration technique, and the preprocessing
mechanism with which the RUKF is made up of. The scope of this work is that
more algorithms with different combinations of the existing algorithms can be
developed to exhibit better performance than the individual ones.
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Geometry Scaling Impact on Leakage
Currents in FinFET Standard Cells Based
on a Logic-Level Leakage Estimation
Technique

Zia Abbas, Andleeb Zahra, Mauro Olivieri and Antonio Mastrandrea

Abstract Static power consumption is one of the most critical issues in CMOS
digital circuits, and FinFET technology is being recognized as a valid solution for
the problem. In this chapter, we utilize a logic-level leakage current estimation
technique relying on an internal node voltage-based model. The model is imple-
mented in the form of VHDL packages. By utilizing the capability of the model, the
behavior of major leakage component has been analyzed separately for FinFET
technology scaling over single- and multi-stage digital standard cells.

Keywords FinFET ⋅ VHDL ⋅ Leakage ⋅ Digital ⋅ Standard cell

1 Introduction

As per International Technology Roadmap for Semiconductors (ITRS) for the trend
of power dissipation with respect to technology progress, static power dissipation is
expected to exceed dynamic power dissipations in the total power budget [1].
CMOS technology scaling is the apparent reason for the enormous increase in static
power dissipation (i.e., leakage) and facing severe challenges scaling beyond 22 nm
technology node. Despite adopting some strategies like the introduction of High-K
dielectric in order to control excessive gate oxide leakage current [2–4], yet the
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sub-threshold leakage is the dominant source of leakage power [5]. Therefore,
designers are adopting new emerging device structures like fin-type field-effect
transistor (FinFET), which is scalable well below 22 nm regime and has better
electrostatic control over the channel and hence less leakage power dissipation [6].

In this context, an early and accurate estimation of the leakage currents in the
design flow is valuable [7, 8]. Further, it is of great interest to have a clear
assessment of the impact of technology scaling on leakage power behavior espe-
cially on major leakage components separately. The separate estimation would
allow a more clear definition of countermeasure trade-offs [5]. SPICE-level leakage
estimation promises the most accurate values at the cost of very long computation
time and therefore are not feasible means of estimating leakage currents in inte-
grated circuits (IC) of medium–high complexity. Second, the SPICE-level simu-
lation does not allow a straightforward distinction among the contributions of
different physical sources of leakage in a complex IC. On the other hand, logic-level
calculation models are inherently faster and therefore have the computational speed
advantage over SPICE simulations. This work utilizes the implementation of the
logic-level model of leakage currents to characterize a set of FinFET standard cells
and apply the same methodology to analyze the behavior of multi-stage complex
cell design cases. Advantage of the logic-level characterization approach is the
possibility of discriminating among the different leakage components within the
circuit under analysis. The final results show a quantitative assessment of the trend
in leakage components when geometry scaling is applied to FinFET standard cells.

2 Logic-Level Leakage Estimation Model

The proposed logic-level leakage estimation technique is based on the offline
SPICE characterization of (i) voltage profiles at the internal nodes of the stacks
inside the cells and (ii) currents in a single FinFET device. The library character-
ization data are encoded in a hardware description language (VHDL) to support
logic-level simulation of the leakage power consumption. This is accomplished by
the implementation of the following VHDL packages:

Single_FinFET_leakage_current.vhd: This package consists of data arrays of
extracted leakage currents through drain, gate (front and back gates shorted), source
and body terminals for the corresponding voltages at each terminal. Separate
matrices of extracted currents values have been created for four FinFET device
operating modes, namely nFinFET-on, nFinFET-off, pFinFET-on, and pFinFET-off.
All the leakage current, values in the single FinFET device have been characterized
for the following configurations:

• Number of fins ‘NFIN’ ranging from the minimum to eight times the minimum
in the respective technology (similar to multiple of minimum width in CMOS
technology).
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• Three FinFET technology nodes, i.e., 20, 16, and 10 nm.

• Terminal voltages ranging from 0 to 1.2 V with a step size of 0.01 V, therefore,
simulations at 120 values of voltage.

The simulation setup for static current characterization in a single FinFET device
is shown in Fig. 1 (for n-type FinFET-conducting case). Three VHDL functions
have been created in the package in order to extract the three different leakage
currents at the logic level. The three VHDL functions are Isub, Igate, and Ibody
corresponding to sub-threshold, gate, and junction leakage respectively. The
function for Isub along with their parameter lists is shown below. Other functions
are considered similarly.

Function Isub( Lmin: in integer; -- gate length [nm], 
Wmin:  in integer; -- number of fins  
Vds:   in real; -- Vds 
Temperature: in integer   -- temperature [°C] 
)

Intermediate_node_voltage.vhd: This package contains the data arrays of all the
internal node voltages in pull-up and pull-down stacks in the matrix form. The
internal node voltage characterization is required in the circuit structures (stacked
transistors) normally present in real cells; otherwise evaluation of leakage current
values would be inaccurate. Figure 2 shows the n-type and p-type FinFET basic
structures needed to characterize all the standard cells in the target library. When
two or more transistors in the pull-down or pull-up network of a logic cell are off, it
is difficult to predict the voltages at the nodes connecting the transistors based on
simple models of transistor behavior. As an example, in 2-input NAND cell which
contains pull-down (A and B)n stack, for input AB = “00”, INV in Fig. 2b is not
actively driven by any device (may be referred to high-impedance state) and its
voltage is only determined by nonlinear voltage–current characteristic of the con-
nected devices in off [9]. Note that the same pull-up and pull-down stacks often
exist in different standard cells and have the same internal node voltage values. For
example the same (A and B)n structure also exists in XOR2, AND2, AO12, Full
Adder, AO112, and AO22 circuit.

Fig. 1 Simulation setup for
static current extraction
FinFET
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Interestingly, as a result of the voltage characterization, we found the voltages at
the internal nodes of the “off” pull-down or pull-up network of a digital cell do not
depend on the resize factor of the cell. Another relevant observation is that the
internal node voltages do not depend on technology scaling. Table 1 reports the
evidence of such result referring to the 2-input NAND cell which has pull-down (A
and B)n stack at Vdd = 0.9 V.

Multi cell_leakage.vhd: This optional package is used to simply characterize the
leakage in multi-stage composite cells from single-stage basic standard cells based.
However, this can be done by adding all the VHDL equations of corresponding
single-stage cells.

In the proposed work, all the SPICE-level characterizations are performed with
the HSPICE simulator, using Berkeley Short-channel IGFET Model (BSIM-CMG)
[10] for 20, 16, and 10 nm common multi-gates (CMG) FinFETs, based on

Fig. 2 Internal node voltage stacks of n-type FinFET and p-type FinFET used (single and two
internal nodes)

Table 1 Observations in
internal node voltage

Resize factor (shown for
20 nm)

Technology scaling (at min
size)

Comb Min
size

Resize
( × 10)

20 nm 16 nm 10 nm

00 0.657 0.657 0.657 0.664 0.684
01 0.837 0.837 0.837 0.836 0.833
10 0.0 0.0 0.0 0.0 0.0
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predictive technology model parameters (PTM) [11]. The method supports separate
calculation of gate leakage, sub-threshold leakage, and junction leakage, including
input pattern dependence, stacking and loading effects.

3 Model Accuracy Verification and Separate Estimation
of Major Leakage Components

Sixteen combinational and sequential standard cells of different fan-in and seven
multi-stage complex cells are considered to test the accuracy of the model for three
technologies, i.e., 20, 16, and 10 nm bulk FinFET at 0.9 V. We also employed the
capability of the proposed model and estimated sub-threshold, gate leakage and
junction body leakage separately in the three-scaled FinFET technology nodes in
order to investigate the impact and behavior of each leakage component separately
and analyses the dominant leakage component with scaling in technology. Natu-
rally, summing up the three leakage components for a particular input combination
in the respective technology, returns the total leakage current (Itot = Isub +
Igate + Isub), as in tables.

Table 2 reports all leakage currents for single-input and two-input cells esti-
mated by the VHDL model and by HSPICE, along with error percentage for all
input combinations. The error percentage between the VHDL model and HSPICE is
below 1%. Table 3 report the leakage current values of three input, four input, and
sequential cells. While each cell was characterized and verified for each of the all
possible input combinations, due to space limitations the Table reports the com-
binations corresponding to the minimum and maximum leakage, and the average
leakage computed among all the input combinations. Figure 3 shows the trend for
average sub-threshold and gate leakage over the three-scaled technologies. As per
our analysis, we observe that on average there is approximately a 2.5 and 4.5%
increase in sub-threshold leakage when scaling from 20 nm to 16 nm and from 16
nm to 10 nm, respectively, at VDD = 0.9 V. An interesting outcome of our anal-
ysis, for a scaling factor of around 0.7 in geometry downsizing (0.7 times the
preceding technology node), we notice an approximately double percentage
increase in sub-threshold leakage currents in the second scaling step than in the first
scaling step. As a whole, however, the increase in sub-threshold leakage with
geometry scaling is weak. Again as a general trend from Fig. 3, the percentage
increase in gate leakage is enormous in the second scaling step, i.e., scaling from
16 nm to 10 nm. On average in two-input standard cells at VDD = 0.9 V, the
percentage increase in gate leakage currents are 17.5 and 175% in the first and
second scaling steps, respectively. Even if the contribution to the total leakage is
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negligible. Finally, body leakage currents are definitely negligible in total leakage
budget, as from Tables, show almost a saturated behavior.

As a result, in FinFET, the percent increase in sub-threshold leakage currents
with technology scaling, are comparatively very less with bulk CMOS technology
[5], and hence provides the better room for further scaling and confirming that
FinFET cells are a promising alternative to CMOS if low static power design is a
primary concern.

Table 2 Input pattern-dependent Isub in [nA]; Igate and Ibody in [pA]; Itot [nA] through model and
spice [nA] in 2-input cells

Std.
Cell

Sig
Pat

20nm FinFET 16nm FinFET 10nm FinFET
Model

SPICE Err %
Model

SPICE Err %
Model

SPICE Err %
Isub Ibody Igate Itot Isub Ibody Igate Itot Isub Ibody Igate Itot

N
O

T

0 7.287 0.653 0.024 7.288 7.286 0.02 7.413 0.096 0.035 7.413 7.412 0.01 7.450 0.013 0.201 7.450 7.450 0.01
1 7.196 0.373 36.320 7.233 7.232 0.01 7.412 0.064 42.822 7.455 7.454 0.01 7.931 0.007 118.004 8.049 8.048 0.01

Avg 7.242 0.513 18.172 7.261 7.259 -0.02 7.413 0.080 21.429 7.434 7.433 -0.01 7.691 0.010 59.103 7.750 7.749 -0.01

N
A

N
D

2

00 1.550 1.306 0.048 1.552 1.554 0.17 1.620 0.192 0.069 1.620 1.620 0.00 1.606 0.025 0.401 1.606 1.617 0.65
01 12.625 1.398 0.024 12.627 12.611 0.12 12.810 0.224 0.035 12.811 12.809 0.02 12.837 0.027 0.201 12.837 12.753 0.66
10 14.569 1.397 72.659 14.643 14.628 0.10 14.824 0.222 85.676 14.910 14.897 0.08 14.899 0.026 236.187 15.135 15.125 0.07
11 28.780 1.489 145.280 28.927 28.919 0.03 29.648 0.254 171.292 29.820 29.811 0.03 31.722 0.027 472.000 32.194 32.186 0.02
Avg 14.381 1.398 54.503 14.437 14.428 -0.06 14.726 0.223 64.268 14.790 14.784 -0.04 15.266 0.026 177.197 15.443 15.420 -0.15

N
O

R
2

00 14.574 2.610 0.088 14.577 14.574 0.02 14.825 0.382 0.131 14.826 14.825 0.01 14.900 0.047 0.795 14.901 14.900 0.01
01 28.780 1.677 36.364 28.818 28.767 0.18 29.648 0.254 42.888 29.691 29.650 0.14 31.723 0.030 118.402 31.841 31.806 0.11
10 23.914 0.372 36.320 23.951 23.908 0.18 24.222 0.063 42.822 24.265 24.262 0.01 25.843 0.007 118.004 25.961 25.762 0.77
11 2.294 0.744 72.640 2.367 2.372 0.22 2.254 0.127 85.644 2.340 2.340 0.01 2.405 0.014 236.008 2.641 2.658 0.64
Avg 17.391 1.351 36.353 17.428 17.405 -0.13 17.737 0.207 42.871 17.781 17.769 -0.06 18.718 0.025 118.302 18.836 18.782 -0.29

A
N

D
2

00 15.940 1.678 36.368 15.978 15.981 0.02 16.444 0.256 42.891 16.487 16.486 0.01 17.467 0.032 118.405 17.585 17.595 0.05
01 27.015 1.771 36.344 27.053 27.054 0.00 27.634 0.288 42.857 27.678 27.686 0.03 28.698 0.034 118.205 28.816 28.740 0.26
10 28.959 1.769 108.984 29.070 29.073 0.01 29.648 0.286 128.503 29.777 29.777 0.00 30.760 0.033 354.205 31.114 31.114 0.00
11 36.067 2.142 145.304 36.214 36.238 0.07 37.061 0.350 171.327 37.232 37.247 0.04 39.172 0.040 472.201 39.644 39.657 0.03
Avg 26.995 1.840 81.750 27.079 27.087 0.03 27.697 0.295 96.395 27.794 27.799 0.02 29.024 0.035 265.754 29.290 29.277 -0.05

X
O

R
2

00 67.268 5.403 145.372 67.419 67.348 0.10 68.695 0.826 171.427 68.867 68.842 0.04 72.466 0.098 472.799 72.939 72.718 0.30
01 48.871 4.469 109.067 48.985 48.984 0.00 49.871 0.697 128.629 50.001 50.006 0.01 51.047 0.080 354.986 51.402 51.326 0.15
10 48.871 4.377 109.067 48.984 48.977 0.01 49.871 0.666 128.629 50.001 50.001 0.00 51.047 0.078 354.986 51.402 51.322 0.16
11 81.474 4.843 217.964 81.697 81.586 0.14 83.518 0.763 257.002 83.776 83.717 0.07 89.288 0.089 708.406 89.996 89.748 0.28
Avg 61.621 4.773 145.368 61.771 61.724 -0.08 62.989 0.738 171.422 63.161 63.142 -0.03 65.962 0.086 472.794 66.435 66.279 -0.24
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4 Multi-stage Complex Cells

Table 4 reports the estimated leakage currents in complex cells through the
logic-level model and HSPICE, along with the relative error; all cases show error
percentages below 1%. Table 4 also reports separately estimated major leakage
currents. The trends for sub-threshold and gate leakage with technology scaling are
shown in Fig. 3 for single cells and Fig. 4 for multi-cell benchmark circuits. The
result perfectly matching the behavior found in single cells can be ascribed to a
negligible impact of loading effects among the cells.

Fig. 3 Impact of technology scaling over sub-threshold and gate leakage in single cells (average
values)
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5 Conclusion

We have presented a characterization of leakage currents in FinFET standard cells
with respect to geometry scaling based on logic-level leakage estimation technique.
The characterization methodology allowed to investigate dominant leakage com-
ponent, i.e., sub-threshold leakage as expected with FinFET technology scaling.
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Blind Recognition of Error-Correcting
BCH Codes Using GFFT

A. Abhishek Nath and V. Navya

Abstract In this chapter, a novel method Galois Field Fourier Transform is pro-
posed for extracting the primitive BCH Code, which is intercepted with the noise.
First, the intercepted bit stream is divided into sequences of same length and GFFT
is performed on all the sequences, from which spectral components are recorded.
Then based on the locations of common null spectral components, the code length
and the roots of respective generator polynomial are found. Finally, the perfor-
mance of the proposed technique is measured by computing the false alarm and
miss detection probabilities for both roots and non-roots of the Generator Poly-
nomial. The code recognition of the proposed method is plotted for different code
lengths and also the proposed method is compared with previous techniques.

Keywords BCH codes ⋅ Galois field Fourier transform (GFFT)
Blind recognition ⋅ Binary symmetric channel ⋅ Generator polynomial
Optimal threshold

1 Introduction

In digital communication, if information is transmitted over a channel, noise may be
added to the required signal. So such errors should be corrected, which is done by
using coding theory. Coding theory is the study of error correction codes, it is used to
solve the problem of transmission of data over a defective communication channel.
Typically, if N is transmitted through a channel it may be recovered as N ′, which is
little different from the original. The purpose of coding theory is to find a way to
recover N from N ′. There are two major kinds of coding schemes; linear block codes
and convolutional codes. BCH Codes comes under linear block codes which have
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better recognition probabilities in coding theory. BCH Code have the capability of
correcting h error combinations in a block length of n=2m − 1. This code is also
known as h-error-correcting BCH Code. The specification of this code is done in
terms of generator polynomial roots from the Galois Field GF pmð Þ [1]. Blind
recognition of error-correcting code is a research area for non-cooperative contexts
such as military interruption and coding AMC, which is depicted as the receiver to
distinguish the encoder parameters that utilized by the transmitter from the infor-
mation captured from the channel. Because of the absence of earlier data and the
presence of noise, this issue turns out to be hard now and again, this issue turns out to
be hard sometimes. To overcome this problem some methods have been proposed in
recent years, Channel Coding Techniques for Wireless Communications [2] explains
basic construction of BCH Codes. Statistical recognition method of binary BCH
code is proposed based on the frame length [3] recognition performance is not much
degraded for higher Bit Error Rates, but it is not suitable to long code lengths. The
method [4] of Reconstruction of BCH Codes using Probability Compensation
technique is based on cyclic properties and finally probability compensation method
is used to progress the performance. In, [5], a method based on the Information
dispersion entropy-based blind recognition of binary BCH Codes in soft decision
situations are proposed but in [4, 5] the authors do not give a reasonable threshold to
achieve Optimal recognition. In [6] Blind recognition of BCH codes based on Galois
Field Fourier Transform, method mainly focused on 2-ary-one-error correction of
BCH Code at different lengths and shown Optimal Threshold value to distinguish
the root and non-roots which belongs to generator polynomial. The proposed method
of focal point is initiated from [6]. Where the proposed method explains,
2-ary-2-error correction of BCH code and 2-ary-3-error correction of BCH code.

2 Galois Field Fourier Transform

Assume c xð Þ= c0 + c1 +⋯+ cn− 1xn− 1 is a polynomial over GF qð Þ, where
n= q− 1 and q=2m, the degree of the primitive polynomial for GF qð Þ is m, then,
∝n = 1 which is the root of xn − 1. The defined polynomial from Galois Field
Fourier Transform (GFFT) of c(x) is

C xð Þ=C0 +C1 +⋯+Cn− 1xn− 1 ð1Þ

The jth spectral component of C xð Þ is Cj coefficient which is called as spectral
polynomial of c xð Þ as per this paper,

Cj = ∑
n− 1

i=0
cj∝ij, 0≤ j< n ð2Þ
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Fj = ðð∝ jÞ0, ð∝ jÞ1, ð∝ jÞ2, . . . , ð∝ jÞn− 1,Fbj is the binary form of Fj, then the
binary matrix form of Eq. (2) is

Cj =Fbj × ðc0, c1, . . . , cn − 2, cn − 1ÞT ð3Þ

The C xð Þ and c xð Þ have the following properties:

1. The jth spectral component of Cj is zero if and only if ∝ j is a root of c xð Þ.
2. The ith spectral component of c xð Þ is zero if and only if ∝− j is a root of C xð Þ.

3 Proposed Method

Consider 2 -ary-h-error-correcting BCH Code which has n as its length,

n=2m − 1 ð4Þ

The proposed method will calculate the length of the BCH code up to 255. The
range of m value is mmin =3 to mmax =8. Because of polynomial c xð Þ degree n− 1
or less over GF 2ð Þ is a code polynomial that is possible when c xð Þ is divisible by
g xð Þ [1]. That means c xð Þ is a code polynomial and c xð Þ has roots ∝,∝2,∝3 . . . ,∝2t.
So the expected work is to find the roots of c xð Þ from the intercepted bit stream and
the generator polynomials g xð Þ recovering is performed based on Eq. (5).

g xð Þ= x −∝1ð Þ x −∝2ð Þ x −∝3ð Þ, . . . , x −∝rð Þ ð5Þ

Therefore, these roots can be determined in two ways. By the properties of
GFFT transform pair c xð Þ and C Xð Þ, we can find the roots of the polynomials by the
positions of zero spectral components. Assuming that m possible range is known
synchronization is perfect, then intercepted bit stream l is split into M sequences of
length n0 = 2m0 − 1. where m0 is the estimated value of m subsequently n0 is the
estimated value of n in Eq. (4). By preforming GFFT calculation based on the
transform pair of c xð Þ and C xð Þ we can find the roots of all theM code polynomials.

As in the form of analysis matrix M × nwhere,M = l
n0

h i
. In that if common roots

exits then those common roots will be the roots of M polynomial of g xð Þ.
If m0 =m, the intercepted bitstream is composed of M code polynomials in the

form of analysis matrix M × n, then the ith code polynomial is
ci xð Þ= ci, 0 + ci, 1x+⋯+ ci, n− 1xn − 1 and that can be written in GFFT as
Ci Xð Þ=Ci, 0 +Ci, 1X +⋯+Ci, n− 1Xn − 1, where i=1, 2, . . . ,M. Sj is calculated to
those M spectral polynomials with the cumulative spectral component of jth order.
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Sj = ∑
M

i=1
Ci, j ð6Þ

If root of generator polynomial g xð Þ is ∝ j then vi ∝ jð Þ= vi, j =0. If we have Sj =0
and ∝ j will not be a root of g xð Þ, ci ∝ jð Þ=0 to the code polynomials ci xð Þ, then
Sj =0 in this condition it is not possible for all M polynomials.

Since the common zero spectral component positions of all M polynomial GFFT
can be found by the positions of zeros in number of groups cumulative spectral
components of all those M polynomials GFFT.

Let us cumulate all the number of group spectral components as S.

S= S0, S1, . . . , Sn − 1ð Þ ð7Þ

When m0 ≠m, we considered M sequences as series of random data, and the
common roots of all the M polynomials do not exist. Since common roots are the
roots of generator polynomials. If Sj =0 the common roots do not exist.

3.1 GFFT Calculation on Binary Symmetric Channel

In noisy condition, we considered Binary symmetric channel. BSC channel is best
memory less channel to reduce above difficulty. In this, zeros may not exist in
vector S even when m0 =m. So it reduces the above toughness. We assume that
bitstream is intercepted after BSC channel with the cross-over probability t. Below
equation replaces the Eq. (2) to analyze the problem more convenient.

Cj =F ∝ j� �
× ðc0, c1, . . . , cn − 2, cn − 1ÞT

F ∝ j� �
= ð∝ jÞ0, ð∝ jÞ1, . . . , ð∝ jÞn − 2, ð∝ jÞn − 1
� � ð8Þ

Substitute ∝ j with binary vector of length m because ∝ j is an element in
GF 2mð Þ. Now F ∝ jð Þ can be written in GF(2) as Fb ∝ jð Þ in the form of binary matrix
of size m× n.

If m0 ≠m: When m0 ≠m, in this case intercepted bitstream could be measured as
M random sequences of code length n0 = 2m0 − 1. If ∝ j will be the nonzero element
of jth spectral component in GF 2m0ð Þ, for a random polynomial c xð Þ of degree
n0 − 1, the corresponding jth spectral component Cj, we have
j=0, 1, 2, . . . , n0 − 1, k=1, 2, . . . , 2rkj − 1.

Pr Cj =0
� �

= Pr Cj = lk
� �

=
1
2rkj

ð9Þ

where lk = k-th nonzero element of Cj and rkj = rank Fb ∝ jð Þð Þ.
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The mean and variance of Cj can be deduced as follows:

E Cj
� �

= ∑
2rkj − 1

k=1
lk Pr Cj = lk

� �
=

1
2rkj

∑
2rkj − 1

k=1
lk

D Cj
� �

=
1
2rkj

∑
2rkj − 1

k=1
l2k −E2 CJð Þ

ð10Þ

Due to M intercepted sequences are independent the Fourier transform of those
M polynomials can be considered as independent repeated process at M times.
Then, the cumulative spectral component Sj have mean E0 =M ×E Cj

� �
and vari-

ance D0 =M ×D Cj
� �

.
If m0 =m: When m0 =m, in this case the intercepted bitstream can be measured

as M noisy codewords with in the code length of n=2m − 1. If ∝ j is the root of
generator polynomial g xð Þ with respect to each noisy code polynomials. For the j th
spectral component of Cj of the GFFT, we have

Pr Cj =0
� �

= ð1− τÞn + 1
2rkj

ð1− 1− τÞnð Þ

Pr Cj = lk
� �

=
1

2rkj − 1
1− Pr Cj =0

� �� �
=

1− ð1− τÞn
2rkj

ð11Þ

Mean of Cj is and variance of Cj is

E Cj
� �

= ∑
2rkj − 1

k=1
lk Pr Cj = lk

� �
=

1− ð1− τÞn
2rkj

∑
2rkj − 1

k=1
lk

D Cj
� �

=
1− ð1− τÞn

2rkj
∑

2rkj − 1

k=1
l2k −E2 CJð Þ

ð12Þ

For all noisy code polynomials mean and variance of spectral component Sj are
E1 =M ×E Cj

� �
and D1 =M ×D Cj

� �
respectively.

3.2 Analytical Expression of the Optimal Threshold

The proposed recognition technique is based on the false alarm and miss detection
probabilities. In which false alarm Pfa and miss detection probabilities Pmd can be
deduced from

Pfa =Pr ½Sj ≤ T ̸H0�=
ZT
0

1ffiffiffiffiffiffiffiffiffiffiffi
2πD0

p exp
− ðx−E0Þ2

2D0

 !
dx

Pmd =Pr ½Sj ≤ T ̸H1�=
Z∞
τ

1ffiffiffiffiffiffiffiffiffiffiffi
2πD1

p exp
− ðx−E1Þ2

2D1

 !
dx

ð13Þ
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The problem we have faced with a binary hypothesis testing is the null
hypothesis H0, which corresponds to that case where the ∝ j is not the root of
generator polynomial g xð Þ and corresponds to alternated the hypothesis H1, where
∝ j is the root of g xð Þ.

Pt =Pfa +Pmd,Pt be the minimal as the threshold. It is equivalent to find the
value of threshold T , where as ∂pt

∂T =0, we get
∂pt
∂T

=0= aT2 + 2bT + c=0 ð14Þ

The optimal threshold T can be described as

T* =
− b+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2 − ac

p

a
ð15Þ

where

a=D1 −D0,

b=D0E1 −D1E0,

c=D1E2
0 −D1E2

1 − 2D0D1 ln
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D1 ̸D0

p
.

4 Simulation Results

In this section, results for recognition of BCH Codes are simulated. For all the
simulations m-range should be mmin =3 to mmax =8 and number of intercepted code
words are M = 1000. Finally, results will be obtained after 1000 simulations. In [4]
author explained with BCH (63, 39), in which this method is not suitable for other
code lengths. Figure 1 explained about the comparison between the proposed
method and the Reconstruction of BCH Codes are done using Probability Com-
pensation [4]. Below comparison says that proposed method superior to the method
in [4].

In [5], the author explained about transmitted channel which is effected by
Additive white Gaussian noise (AWGN) with the variance of ∝2 =N0 ̸2, with
BPSK modulation mode. Figure 2 explained about the comparison between the
proposed method and method [5]. Below comparison says that proposed method is
superior to the method in [5] at lower false recognition probabilities.

Figures 3, 4, and 5 show the probability recognition of BCH codes at different
lengths.

Based on the primitive elements of h-error BCH codes Figs. 3, 4 and 5 have
been plotted. With proposed method, we can recognition of BCH Code can be
perfectly done when the code is not too long.
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Fig. 4 Recognition performance of 2-ary-2-error-correcting BCH code with different lengths
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For example, in Fig. 3 we can see that recognition performance of

BCH (255, 247) < BCH (127, 120) < BCH (63, 57) < BCH (31, 26).

In Fig. 4 recognition performance of

BCH (127, 113) < BCH (63, 51) < BCH (31, 21).

In Fig. 5 recognition performance of

BCH (127, 106) < BCH (63, 45) < BCH (31, 16).

That means probability of recognition is decreasing with increasing of code
lengths. To solve this problem, more intercepted code words and a soft decision
situation may be considered in the feature work.

5 Conclusion

In this chapter, a novel method is proposed to recognize BCH codes under noisy
environment. This method is based on Galois Fast Fourier Transform which is
applied to each of the splitted intercepted bit stream and the spectral components are
calculated at the end. Finally, based on positions of zero spectral components the
correct codes can be estimated.
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Fig. 5 Recognition performance of 2-ary-3-error-correcting BCH code with different lengths
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Simultaneous Power Quality Disturbances
Analysis Using Modified S-Transform
and Evolutionary Approach

G. Sahu and A. Choubey

Abstract This chapter proposes a hybrid technique based on modified S-transform
(ST) and Differential Evolution (DE) algorithm for the visual detection and pattern
classification of different nonstationary power quality (PQ) events. The presence of
Gaussian window in ST provides a high time resolution in low-frequency bands.
The modified Gaussian window in modified ST is capable of depicting a
high-resolution time–frequency representation (TFR) for different simultaneous PQ
disturbance signals. Further, the modified ST is used for extraction of relevant
features from the available PQ disturbance waveforms. Then, the features obtained
by modified ST are clustered by using a fuzzy C-mean (FCM)-based DE algorithm.
The analysis and experimental results show that the proposed hybrid technique
provides a considerable improvement in PQ detection and classification.

Keywords Power quality disturbances ⋅ Time–frequency representation
Modified S-transform ⋅ Fuzzy C-means clustering ⋅ Differential evolution
algorithm
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1 Introduction

The PQ monitoring for academic and industrial fields has become a key issue. In
general, a PQ disturbance is caused due to any change in electric service current or
voltage from the standard sinusoidal waveform [1]. The occurrence of PQ distur-
bances in a power system not only mortifies the performance of the device, but also
reduces its overall lifetime. Hence, the improvement of power quality and supply of
clean power is very much crucial. In order to take a precise mitigation action and to
control the malfunction in electrical devices, an accurate identification and classi-
fication of PQ disturbances are a prerequisite. A realistic approach to achieve the
objective of identification and classification of different PQ events consists of three
major steps. They are: (i) signal analysis; (ii) feature extraction and selection;
(iii) disturbance classification by using an appropriate classifier.

Many signal processing techniques have been proposed by various researchers
for the analysis of PQ events in a power system. This includes visual recognition,
feature extraction, and classification of PQ disturbances. Most commonly used
approach to deal with the time series data is Fourier transform (FT). In FT, the
signal is assumed to be periodic, due to which it loses the information in the time
axis. For this reason, the Short-time Fourier transforms (STFT) is adopted as an
alternative tool for time–frequency analysis of PQ disturbance waveforms. How-
ever, due to use of a fixed window length, it is not effective to describe the signal
disturbances adequately. For this reason, wavelet transforms (WT)-based approa-
ches are introduced and used as an efficient technique for nonstationary signal
analysis [2–5]. WT is very much capable of providing good time resolution and
frequency resolution for high-frequency events and low-frequency events respec-
tively. But in WT, it is observed that the time–frequency resolution depends on the
chosen wavelet. The ST used as an effective tool for time–frequency representation
of nonstationary signals. Due to use of a fixed Gaussian window, the original ST is
not capable of providing an effective TFR for all types of PQ disturbances [6]. In
order to circumvent this problem, in literature different schemes are proposed to
modify the original Gaussian window function. In [7] introduced adjustable
parameters to control the width of the window function. During the past decade,
many hybrid approaches have been proposed for automatic detection and classifi-
cations of PQ events. P.K. Dash et al. [8] have classified different PQ events by
using the fuzzy expert system along with Fourier linear combiner. Probabilistic
neural-based classifiers with ST [9] were used for identification and classification of
a wide range of PQ events. In [10], B. Biswal et al. has reported a hybrid approach
for the identification and classification of eight types of PQ disturbances by
adopting Hilbert–Huang transform with a balanced neural tree. A combination of
Fuzzy C-means with adaptive particle swarm optimization technique has been
presented in [11] for automatic classification of nonstationary PQ events. In this
chapter, a new approach for automatic PQ detection and classification based on
modified S-transform and DE algorithm is presented.
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2 Modified S-Transform

The ST of y tð Þ is given as [12] follows:

s t, fð Þ=
Z +∞

−∞
y τð Þ*w t− τ, fð Þ*e− 2iπf τdτ ð1Þ

s t, fð Þ=
Z +∞

−∞
y τð Þ* 1

σ fð Þ ffiffiffiffiffi
2π

p *e
− t − τð Þ2
2σ fð Þ2 *e− 2iπf τdτ ð2Þ

The standard deviation σ fð Þ selected for the modified Gaussian window is:

σ fð Þ= k
p+ q

ffiffiffi
f

p ð3Þ

where f is the signal frequency, p and q are positive constants, and k≤
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2 + q2

p
.

The window w selected in Eq. (1) is the Gaussian one. In [11], a new Gaussian
function is proposed by varying the stretch of the initial Gaussian function along
with frequency. The modified version of the window function is represented as

w t, fð Þ= p+ q
ffiffiffiffiffiffi
fj jp

k
ffiffiffiffiffi
2π

p * exp−
p+ q

ffiffiffi
fj j

pð Þ2 t2
2k2 , k>0 ð4Þ

In which t and τ represents the time variables. Whereas k and q are the scaling
factors. Which are basically used to control the count of oscillations in the window.
With the increased value of k, it is observed that the frequency resolution is
increased in the frequency domain. Whereas the window broadens in the time
domain. Thus, the generalized ST of a continuous time signal with modified
Gaussian window is given by

S τ, fð Þ=
Z ∞

−∞
Y α+ fð Þ * exp

− 2π2α2k2ð Þ
p+ q

ffiffiffi
fj j

pð Þ2 * exp2iαπτdα ð5Þ

The generalized ST of a signal in discrete domain is given as

S j, n½ �= ∑
N − 1

m=0
Y m+ n½ � *exp

− 2π2m2k2ð Þ
p+ q

ffiffiffi
fj j

pð Þ2 * expi2πmjN ð6Þ

where Y m½ � is given by

Y m½ �= 1
N
* ∑

N − 1

k=0
Y kð Þ * exp− j2πmkN ð7Þ
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3 Time–Frequency Analysis Using Modified S-Transform

For testing purpose, eight types of simultaneous power signal problems are
investigated. All PQ disturbance signals are simulated using MATLAB software.
The PQ disturbance signals are sampled at a rate of 3.84 kHz. In this section, for
simplicity, only two power quality disturbances results are shown.

The TFRs generated by using modified S-transform are plotted in the time–
frequency co-ordinate system. Figure (1) shows the swell and flicker voltage
waveform and its corresponding modified ST-based TFR plot. Figure (2) shows sag
with harmonics in a voltage signal and its modified ST-based TFR plot. The
Modified ST provides clear information about the presence of the disturbance and
the nature of the type of disturbance. The simulation results indicate the effec-
tiveness of modified ST in terms of detection and visual localization of the PQ
disturbances. Further, the modified ST used to extract different time domain and
frequency domain feature vectors. Among all the extracted features, normalized
value and variance are found to be the best set of two features. These two features
are chosen as input parameters for pattern classification.

Fig. 1 Swell plus flicker in a voltage waveform and TFR using modified S-transform
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4 Fuzzy C-Means Clustering

The FCM is a fuzzy-based clustering technique that permits a single piece of data to
fit into more than one cluster. In 1971, the FCM was originally proposed by Dunn
and in 1981; the FCM clustering technique was further improved by Bezdek. It is
used as an important tool to solve pattern classification of different data sets. The
minimization of the objective function is one of the important criteria in FCM.
Several parameters such as energy, mean, standard deviation, variance, autocorre-
lation, and normalized values are extracted from the power quality signals. Nor-
malized value and variance are chosen for clustering of various nonstationary
power signals [11]. In this chapter, one hundred of each disturbance (Feature
vectors) is considered as input parameters to the FCM. In FCM, The objective
function Hm is to be minimized in order to determine the values of the cluster center
Cj and membership matrix U. The objective function is represented as

Hm = ∑
N

i= 1
∑
C

j= 1
vmij yi − cj

�� ��2 ð8Þ

where N represents the number of data points, m represents the weighting exponent,
C is the number of clusters, vij, denotes the degree of membership of yi in the cluster

Fig. 2 Sag with harmonics in a voltage signal and TFR using modified S-transform
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j. yi is the ith of n-dimensional measured data and cj is the n-dimensional center of
the cluster.

cj =
∑N

i=1 V
m
ij yi

∑N
i=1 V

m
ij

ð9Þ

Vij = ∑
c

k=1

yi − cj
�� ��
yi − ckk k

� � − 2
m− 1

ð10Þ

The following eight types of power quality disturbances are considered for
clustering. (1) voltage flicker with swell; (2) voltage swell with harmonics;
(3) voltage sag with flicker; (4) voltage flicker with harmonic; (5) momentary
interruption with flicker; 6) momentary interruption with harmonic; (7) voltage sag
with harmonic. (8) momentary interruption with transient. A fuzzy C-means tree is
used for clustering process as shown in Fig. 3.

5 Differential Evolution (DE)

The DE algorithm introduced by Storrn and Price [13], has appeared as one of the
high-speed, dynamic, efficient, and powerful population-based global optimization
technique. It has been effectively applied to various fields of science and engi-
neering. In comparison to most of the proposed clustering methods, the DE algo-
rithm decides the optimal number of partitions of the data on the run. However, it
does not require any past knowledge of the data to be classified [14]. Three
important operators in DE are mutation, crossover, and selection. For a population
of D-dimensional vectors space, let us assume Yi,G i=1, 2, 3 . . .N, correspond to

Fig. 3 Fuzzy C-means tree
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the population of each generation G. Vi,G+1 denote the mutant vector in (G + 1)th
generation and Ui,G+1 is the trial vector in (G + 1)th generation. Three operators
associated with DE are described as

1. Mutation: DE generates new parameter vectors by adding the weighted differ-
ence between two parameter vectors to a third vector. For each target vector, a
mutant vector is generated according to

Vi,G+1 =Yr1,G +F Yr2,G − Yr3,Gð Þ i=1, 2, 3, . . . ,N

where the values of r1, r2 and r3 are mutually exclusive random numbers in the
interval [0, 1]. These values are integers and different from the index i. F is the
amplification controlling factor of the differential variation, which is termed as
mutation scale factor. The initial value of F chosen is 0.8.

2. Crossover: The crossover operation generally increases the diversity of the
targeted vector. A trial vector is generated by mixing the mutated vector with the
parameters of another predetermined vector.

Ui,G+1 = U1i,G+1,U2i,G+1, . . . ,UDi,G+1ð Þ

where

Uji,G+1 =
Vji,G+1 if ran 0, 1½ �≤CRð Þ or j= k

Yji,G if ran 0, 1½ �≥CRð Þ and j≠ k

(
j=1, 2, 3, . . . ,D

CR is the crossover constant and CR ∈ 0, 1½ �. k is a random integer in [1, D].
The initial value of CR chosen is 0.9.

3. Selection: In DE’s selection scheme, the next generation, G + 1, is selected
from the child population based on objective function value.

Yi,G+1 =
Ui,G+1 if f Ui,G+1ð Þ< f Yi,Gð Þ
Yi,G otherwise

�

where f Yi,G+1ð Þ is the objective function.

From the experimental results, it is found that fuzzy C-means algorithm based
clustering technique provides very low percentage of classification accuracy. In
order to enhance the classification accuracy, the fuzzy C-means algorithm is
extended using DE algorithm. The suitable selection of centers plays a key role in
improving the classification accuracy. The estimated centers attained from fuzzy
C-means clustering are used as the initial parameter for DE.
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6 Results and Discussion

The complete clustering procedure is carried out by using the fuzzy C-means
algorithm. Some of the clustering results are shown in Figs. 4, 5, and 6. The
percentage of classification accuracy obtained using fuzzy C-means algorithm and
the proposed DE-based algorithm are presented in Table 1. The results show the
superior performance of the proposed algorithm in terms of classification accuracy.

Fig. 4 Classification of cluster B into C and D using DEA

Fig. 5 Classification of cluster C into E and F using DEA

312 G. Sahu and A. Choubey



7 Conclusions

In this chapter, a hybrid scheme is presented for the visual recognition and pattern
classification of simultaneous PQ disturbances present in a power signal. The
modified ST is used to extract the features from the available PQ disturbance
signals. The modified ST is proven to be very effective in improving the time–
frequency resolution of the PQ disturbance signals and it is observed that the
extracted features are very simple and effective. Finally, a FCM and DE-based
algorithm is implemented to improve the classification accuracy. From the exper-
imental results, it is shown that the proposed method has a very high classification
accuracy compared to the traditional Fuzzy C-means algorithm.

Fig. 6 Classification of cluster G into K and L using DEA

Table 1 Classification results in percentage using FCA and DEA

Sl. No. Disturbances Accuracy in (%)
Input features FCA DEA

1 Swell-flicker 100 90 100
2 Sag-flicker 100 88 98
3 Swell-harmonic 100 87 97
4 Flicker-harmonic 100 85 98
5 Momentary interruption-flicker 100 92 99
6 Momentary interruption-harmonic 100 89 97
7 Momentary interruption-transient 100 91 99
8 Sag-harmonic 100 87 98

% Average accuracy 88.625 98.25
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Efficient Integration of Zoom ADC
with Temperature Sensors for System
on Chip Applications—A Perspective

Rafath Unnisa and P. Trinatha Rao

Abstract For different types of measurements, various sensors are readily avail-
able in the market. These sensors have their output signal which is less than the
optimal. Low-cost versions of the sensors introduce quite a large gain and offset
variation in a temperature sensor. Addition of amplification ICs and minimum
change in amplification settings before integrating sensing element to ADC helps in
overcoming such situations. As an alternative, more sensitive and better-controlled
sensors can be considered but at an extra cost. Another way to overcome the gain
and offset variation is to use Zoom ADC which has the advantages of oversampled
ADCs with extra amplification stage for measuring sensing elements with higher
resolution. Efficient integration of Zoom ADC with temperature sensor in System
on Chip helps in improving performance of the SoC. By the usage of an advanced
algorithm for the development of zoom ADC has been implemented in this
research, which further improves the performance and efficiency of System on
Chip.

Keywords Temperature sensor ⋅ Zoom ADC ⋅ Radio frequency
Programmable gain amplifier ⋅ SoC

1 Introduction

Voltage delivered by sensors can be much lesser compared to supply voltage which
has a significant offset. Considering this signal with a regular Analog-to-Digital
Converter those results for complete loss of resolution or a need for several external
components that should be integrated to the sensor with the help of complex
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calibration techniques or algorithms. The Zoom ADC helps in acquiring such
signals without any loss in resolution and without any external amplifier inter-
vention or compensation in offset settings. This paper focuses on the capability of
Zoom ADC to improve the efficiency and performance which has been integrated in
a System on Chip (SoC).

Advanced research on Radio Frequency (RF) focuses on higher integration for
meeting expectations of the client in low power with low budget.

Smaller feature size helps in less power consumption. The performance of the
device is highly affected as we move towards smaller feature size. Generally
Analog-to-Digital Converters with high speed, less noise and less offset voltage are
required for applications such as PDA or mobiles. Gain amplifiers and comparators
cater a major role in performance improvement of the ADC. Oversampling is very
important in analog-to-digital conversion, which has become very popular due to its
efficiency increment and better performance. A sampling rate that uses a higher
bandwidth compared to the signal of consideration is considered in oversampling.
Next filtering and down sampling is introduced. Zoom ADC has low-bandwidth,
low-power, very high resolution. It is a low-cost ADC that is used in different SoCs
for various signal processing and wireless applications.

Zoom ADC has become a preferable choice for audio and high-resolution
industrial measurement applications currently.

1.1 Analog-to-Digital Conversion

Conversion of signals from analog-to-digital domain can be processed by using
digital signal processing. Therefore, analog-to-digital conversion is of very high
importance. Analog-to-digital conversion process based on sigma-delta modulation
implied in Zoom ADC is the main alternative for high-resolution converter, which
can be used as an integrated part in System on Chip. Sigma-delta modulators have
good importance in digital VLSI technologies. Implementations of converters are
critical as they need to have analog components in their filters which are not easy to
implement. Huge possibility exists for conversion circuits to get susceptible to noise
and interference as well.

1.2 Zoom ADC

Analog-to-Digital Converter (ADC) can be classified into two parts based on
variations in sampling rate. When signals are sampled at Nyquist rate, i.e., fN = 2F
(fN is the sampling rate and F is the bandwidth of the input signal). In second case,
the signal is sampled at a much higher sampling rate than the signal bandwidth
which is known as oversampling. High performance with better resolution and
efficiency are the outcomes expected from this kind of converters. The fundamental
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theory of sigma-delta data converters is to sample the signal many more times in
order to decrease the quantization noise and for better signal representation (Fig. 1).

With some extra offset and gain stages, the Sigma-Delta ADC works as
Zoom ADC.

Zoom ADC amplifies the signal up to 1000 times with its three amplification
stages. Its architecture is composed of three amplifiers with two offset cancelation
stages before addition of the sigma-delta modulator. The offset cancelation stages
permits the signal for re-center allowing non-saturation of amplifier. In Zoom ADC,
the part of the signal which carries the information gets selected, amplified and is
converted to digital with full ADC resolution. The key for the Zoom ADC’s
extreme signal magnification capability is the precise settings together with the
strong integration of pre-amplifiers and ADC [1].

The Zoom ADC makes it possible to compensate for large offsets on smaller
signals without resolution or saturation losses by sharing the offset and gain
compensation over three stages. Zoom ADC has an extra feature to capture single
and differential signals. It is based on the differential signal path, accommodating
single ended signals along with the controlled offset.

1.3 Architecture Model

Zoom ADC is generally used in many sensing applications nowadays. Including it
with two more additional stages along with the sigma-delta modulator out of which
one stage is a multiplexer integrated with a programmable gain amplifier
(PGA) before the sigma-delta modulator stage results in a Zoom ADC for high-end
applications (Fig. 2).

Fig. 1 Sigma-delta ADC
block diagram

Fig. 2 Zoom ADC block diagram [1]
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ADC of 1 bit is used for basic modulation which is a comparator as well as a
DAC of 1 bit. There are several ADCs with multiple bits which produces the
advantage of efficient linearity.

1-bit stream output is generated from the modulator because of negative feed-
back around the integrator. If input voltage is zero equal number of 0 and 1 can be
observed as output data. When input becomes more positive, number of 1s gets
increased subsequently decreasing the number of 0s as well. Similarly, as input
signal becomes more negative, number of 1s decreases, subsequently increasing the
count of number of 0s. Count of 1 in output data stream to the total number of
samples present in that duration is proportional to input DC value (Fig. 3).

1.4 Linearity

Linearity is one of the most important factors when sensors are used because
perfection inaccuracy of the measurement can be determined by a good linearity
(Fig. 4).

Fig. 3 Block diagram of Zoom ADC for high-end applications

Fig. 4 PGA transfer function
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To make linearity optimized amplification, signal coming out of the initial stages
PGA1, PGA2 should be much lesser of ±VBATT/5 and ±VBATT/2 respectively.
The strongest gain can be considered at the stage closest to ADC. In that case,
initially the gain is set for PGA3 and PGA2 stages and at last for PGA1 if it is really
required. A total gain of 50 is achieved with PGA3 = 10, PGA2 = 5 when PGA1 is
kept disabled.

By implementation of the three-stage amplification process, Zoom ADC can
amplify the signal coming as input up to a factor of 1000. There are several
advantages for this huge amplification gain.

Three amplifiers and two offset cancellation stages before addition of
sigma-delta architecture constitute Zoom ADC [2].

Achieving a huge gain is not impossible even though the signal comprises of
DC component due to the additional offset stages which help in offset cancellation
and restructure the signal. PGA1 is used for obtaining full-scale signal, PGA2 is
mainly integrated for offset cancellation whereas PGA3 is linear throughout all the
ranges and its output range is equal to ±Vref/2 i.e. ADC input range.

1.5 Noise in Zoom ADC

The quantization noise in ADC arises because of rounding error between ADC’s
input signal which is in analog form and the output which is in digitized form.
Generally, noise depends on a signal which varies with the resolution of ADC.

Due to thermal agitation of electrons, thermal noise is generated which changes
with temperature. A circuit consisting of a signal of narrow band generates lower
noise compared to a circuit present in a hot environment with large band signal.
Noise generated in the Zoom ADC is generally random which follows a curve
similar to Gaussian distribution. Standard deviation of the data set can be presented
by root mean square or RMS noise as per measurement [3].

When a PGA stage is enabled, it adds a certain amount of noise in input signal
transmission in Zoom ADC. The noise which arrives in the end of PGA3 is the sum
of noise generated in three different stages as per implementation. Generally, noise
signals are random and not correlated. The equivalent root mean square value is
usually the square root of the squares sum result. While PGA1 is active, the gen-
erated noise of PGA1 stage output is amplified by the stages PGA2 and PGA3. This
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has been designed carefully to minimize the noise (volt rms) as it is one of the most
dominant noise source. Input referred noise is also important which is generated
when output noise is returned back to the input by dividing with the gain factor. The
noise can be reduced if bigger gains can be set in the initial stages.

A gain of 1000 is set by setting PGA1 = 20, PGA2 = 10 with PGA3 = 5 for
noise minimization when the output voltage of amplifier stages should be in the
appropriate linear range. As per the need for required application, a trade-off should
be achieved for the noise as well as linearity factors.

2 Zoom ADC Temperature Sensor

2.1 Temperature Sensors

The temperature sensors have important usage in different commercial applications
from industrial and domestic appliances to environmental monitoring usage.

Below is the architecture of temperature sensor. The circuit design has bias
current generation with Ibias, the bipolar front-end, and Zoom ADC circuit together
with bipolar core bias current selection availability [4].

Bias Circuit is integrated with front-end and timing and control unit to fed into
the decimation unit for the temperature output [5] (Fig. 5).

Fig. 5 Block diagram of temperature sensor

320 R. Unnisa and P. Trinatha Rao



2.2 Algorithm

Algorithmic steps for Zoom ADC model is as shown below

1. Start by declaring function zoom_adc with input–output
parameters say wavein—waveout and for no. of samples used
declare sample and loop control variable i.

2. Initialize zeroth sample of input waveform with some
variable, i.e., integrator.

3. Declare a for loop.
4. If the loop control variable is greater than zero, update

the integrator value with the difference between current
input signal value and previous output signal value.

5. If the value of integrator is greater than zero, output of
ADC is 1 otherwise -1.

6. Repeat steps 5 and 6 for all values of input samples and at
each sample display the integrator value.

7. End the program.

3 Results

It is implemented by a function that takes three parameters, input waveform, output
waveform, and several samples in input data. It is started by setting the integrator
value to the wavein’s first element. The integrator accumulates the history. We set it
to the first sample since we do not have any history. With the help of printf
statement, we can see the value of integrator in action (Fig. 6).

Moving on to the signals, if we put sine wave into one. What exactly happens is
Next, digitized the sine wave with Zoom ADC converter (Fig. 7).

The spectrum of the Zoom ADC digitized sine wave consisting of five cycles has
been presented (Fig. 8).

When we will integrate Zoom ADC in our targeted SoC with other efficiency
improvement techniques for power reduction and performance improvement, it can

Fig. 6 Five-cycle sine wave
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give approximately around 15–18% efficiency improvement compared to SoCs
used for different applications having different types of ADCs and few performance
improvement techniques.

4 Conclusion

Sampling rate, resolution and power supply voltage are the most important factors
to be considered while selecting the specific ADC for targeted application. Data
acquisition, industrial measurement, voice band audio, high-speed applications are
the four general classifications of application categories of the ADC. Voice band
and audio segment are highly controlled by Zoom ADC with other segments as well
up to a certain extent.

Modern Zoom ADCs can replace the integrating-type ADCs used to a greater
extent such as dual-slope ADC, triple-slope ADC, in applications that need higher
resolution which can vary from 16 to 24 bits and effective sampling rates. High
resolution combined with amplifiers having on-chip programmable gain can help in
the conversion of small output voltages of sensors to get digitized. Efficient band-
width and sample rate choice helps in rejection of 50–60 Hz ranged frequencies. By
sharing the gain and offset compensation over three stages, the Zooming ADC
makes it possible to compensate for huge offsets for small signals with-
out any saturation or loss of resolution. In addition, Zoom ADC has the capability
to capture single as well as differential signals. The Zoom ADC is based out of
a differential signal path, and accommodates the specific signals which are single

Fig. 7 Digitized sine wave by Zoom ADC converter

Fig. 8 Zoom ADC sine wave spectrum
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ended with controlled offset and gains which prove far better compared to other
available ADCs.

Due to the integration of Zoom ADC with the MCU in the family of SOCs, the
MCU can be used in extending the acquisition system’s capabilities. Major appli-
cations of MCUs are calibration (on demand or automatic), communication, signal
processing, and power supply management.

Zoom ADCs can be considered as one of the most attractive options for different
applications like controlling motors, conditioning of sensors, monitoring energy
with resolutions of 12–24 bits.
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A Compact Pattern Reconfigurable
Antenna for WiMAX Application

Devi Perla and Rajya Lakshmi Valluri

Abstract The chapter describes the design of a Compact Radiation Pattern
Reconfigurable Antenna (RPRA). The RPRA can reconfigure its radiation pattern
without changing its polarization and operating frequency. The antenna is placed on
FR4 substrate of thickness 1.6 mm and switch technique is being used. The antenna
can change its radiation pattern based on the state of the switch which changes
current distribution on the antenna. The antenna resonates at 3.3 GHz frequency
and is useful for WiMAX application. Simulations were done with HFSS.

Keywords Reconfigurable antenna ⋅ PIN diode ⋅ Return loss
Radiation pattern ⋅ VSWR

1 Introduction

In MIMO systems, satellite communications, radars, navigation, and in remote
sensing applications, if an antenna wants to cover five areas, at present 5 antennas
or smart antenna array is being used. As the technology has been increasing day to
day, the need to reduce the number of antennas used in various applications is
increasing in order to minimize the cost and volume requirement. The radiation
pattern reconfigurable antenna is the best candidate for these kinds of applications
as it is a single antenna whereas smart antennas are an array of antennas; it can
change its radiation pattern based on the application.

The reconfigurable antennas can reconfigure its any one of the parameters (ra-
diation Pattern, frequency, and polarization) based on the application. One of the
advantages of the Radiation Pattern Reconfigurable Antenna is that it can effec-
tively suppress the signals from the interfering sources and increases the signal
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strength in the intended direction by changing its radiation pattern toward the
desired direction.

The main aim of this antenna is to change the current distributions on the
antenna structure because the current distribution of the antenna directly determines
the radiation pattern. The radiation pattern reconfigurability can be achieved by
using any one of the two techniques such as switch technique and modification of
material characteristics [1–3].

3 × 3 electrically small square-shaped metallic pixels are considered as an
antenna, the adjacent pixels are connected by PIN diodes. When the state of the
switch is changed, the geometry of the parasitic surface is changed, which in turn
changes the radiation pattern of an antenna [4]. Self-oscillating pattern reconfig-
urable antenna consists of two monopoles which are connected to semi-ring radiator
via PIN diodes and the varactor diode is placed into the semi-ring radiator. When
the state of the diodes is changed, the radiation pattern of an antenna is also changed
because current distribution of antenna is changed [5]. PIN diodes can be used to
change the radiation pattern [6, 7].

Antenna structure consists of a driven element surrounded by parasitic elements
and they act either as director or reflector depending on the switching arrangement
[8]. The antenna consists of an array of two microstrip dipoles and the length of the
dipole-arm strip is changed by using PIN diode switches, which lead to different
radiation patterns [9]. The design consists of two-element dipole array loaded with
varactor diode and pattern reconfiguration is achieved by tuning the varactor diode
[10].

The proposed design achieves beam reconfiguration by using only 4 PIN diodes.
RPRA can change its radiation pattern to different directions by changing the state
of the switches without any change in its operating frequency and polarization. The
proposed design does not use any parasitic elements or array structure and works
with very few switching elements thus minimizes the cost and volume requirement.

2 Antenna Design

The geometry of the RPRA is shown in Fig. 1, the design has one vertical patch and
two bracket-shaped patches. These three patches are connected by using 4 PIN
diodes P1, P2, P3, and P4 and the dimensions of an antenna is shown in Table 1.

In this design, the shape and direction of the radiation pattern can be changed by
changing the states of the PIN diode. When the PIN diode is in ON state, the switch
(PIN diode) acts like a short circuit and when the PIN diode is in OFF state, the
switch acts like an open circuit.

The design is simulated in HFSS. After optimization, when the diode is in ON
state, the equivalent resistance value is chosen as 3 Ω and when the diode is in OFF
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state, it has the resistance and capacitance values are chosen as 20 kΩ and 0.04 pF
respectively in parallel combination. Figure 2 shows the linear circuit model of the
PIN diode in both ON and OFF states.

The proposed antenna has been simulated in 8 switching configuration.

Fig. 1 Geometry of radiation pattern reconfigurable antenna

Table 1 Dimensions of the proposed antenna

S. no Parameter Description Dimension (mm)

1 sw Width of the substrate 20
2 sl Length of the substrate 20
3 pw Width of the patch 18
4 pl Length of the patch 16
5 a Width of the switches 2
6 b Length of the switches 1
7 c Length of the vertical patch 1.1
8 d Length of the bracket-shaped patch 2
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Case 1: P1 is ON
When the diode P1 is in ON state, then the vertical patch is connected to the

bottom part of the right bracket shaped patch. In this case, the antenna resonates at a
frequency of 3.3 GHz and the radiation pattern has a main lobe in −30° direction.

Case 2: P4 is ON
When the diode P4 is in ON state, then the vertical patch is connected to the top

part of the left bracket shaped patch. In this case, the antenna resonates at a fre-
quency of 3.3 GHz and the radiation pattern has two main lobes in direction of
−140° and +40°.

Case 3: P1 and P4 are ON
When the diodes P1 and P4 are in ON state, then the vertical patch is connected

to the bottom part of the right bracket shaped patch and the top part of the left
bracket shaped patch. In this case, the antenna resonates at a frequency of 3.3 GHz
and the radiation pattern has two main lobes, they are in the direction of +50° and
−150°.

Case 4: P2 and P3 are ON
When the diodes P2 and P3 are in ON state, then the vertical patch is connected

to the bottom part of the right bracket-shaped patch and the top part of the left
bracket-shaped patch. In this case the antenna resonates at a frequency of 3.3 GHz
and the radiation pattern has two main lobes, they are in the direction of 0° and
180°.

Case 5: P2, P3, and P4 are ON
When the diodes P2, P3, and P4 are in ON state, then the vertical patch is

connected to the left bracket shaped patch and the top part of the right bracket
shaped patch. In this case, the antenna resonates at a frequency of 3.3 GHz and the
radiation pattern has two main lobes in the direction of −160° and +25°.

Case 6: P1, P3, and P4 are ON
When the diodes P1, P3, and P4 are in ON state, then the vertical patch is

connected to the right bracket shaped patch and top part of the left bracket shaped

ON OFF

3Ω

20KΩ

0.04pF

Fig. 2 The linear circuit
model of the PIN diode
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patch. In this case the antenna resonates at a frequency of 3.3 GHz and the radiation
pattern has two main lobes in the direction of −40° and +120°.

Case 7: P1, P2, P4 are ON
When the diodes P1, P2, and P4 are in ON state, then the vertical patch is

connected to the left bracket shaped patch and bottom part of the right bracket
shaped patch. In this case the antenna resonates at a frequency of 3.3 GHz and the
radiation pattern has a main lobe in −45° direction.

Case 8: P1, P2, P3, and P4 are ON
When the diodes P1, P2, P3, and P4 are in ON state, then the vertical patch is

connected to both left bracket shaped patch and right bracket shaped patch com-
pletely. In this case the antenna resonates at a frequency of 3.3 GHz and the
radiation pattern has two main lobes in the direction of −145° and +45°. This
antenna can change its radiation pattern to different directions without changing its
polarization and operating frequency.

3 Results

Simulation results are described using eight switching configurations as follows:

Case1:
When the switch P1 is in ON state, the antenna resonates at a frequency of

3.33 GHz with a VSWR of 1.01, return loss of −25.21 dB and an axial ratio of
39 dB.

Case2:
When the switch P4 is in ON state, the antenna resonates at a frequency of

3.33 GHz with a VSWR of 1.05, return loss of −42.17 dB and an axial ratio of
33 dB.

Case3:
When the switch P1 and P4 are in ON state, the antenna resonates at a frequency

of 3.33 GHz with a VSWR of 1.05, return loss of −34.19 dB, and axial ratio of
44.3 dB.

Case4:
When the switch P2 and P3 are in ON state, the antenna resonates at a frequency

of 3.33 GHz with a VSWR of 1.05, return loss of −31.75 dB and axial ratio of
36 dB.
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Case5:
When the switch P2, P3, and P4 are in ON state, the antenna resonates at a

frequency of 3.33 GHz with a VSWR of 1.05, return loss of −31.40 dB and axial
ratio of 34 dB.

Case6:
When the switch P1, P3, and P4 are in ON state, the antenna resonates at a

frequency of 3.33 GHz with a VSWR of 1.11, return loss of −31.06 and 36 dB.

Case7:
When the switch P1, P2, and P4 are in ON state, the antenna resonates at a

frequency of 3.33 GHz with a VSWR of 1.05, return loss of −31.02 dB and axial
ratio of 32 dB.

Case8:
When the switch P1, P2, P3, and P4 are in ON state, the antenna resonates at a

frequency of 3.33 GHz with a VSWR of 1.11, return loss of −31.75 dB and axial
ratio of 44 dB.

Figures 3 and 4 show the plots of return loss and radiation pattern plots in all the
cases respectively.

Fig. 3 Return loss plot in all cases
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Case 1 Case 2

Case 3 Case 4

Case 5 Case 6

Case 7 Case 8

(a)

(c)

(e)

(g)

(b)

(d)

(f)

(h)

Fig. 4 E-Plane and H-Plane radiation patterns in all cases
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Fig. 5 Axial ratio plot in all cases

Fig. 6 VSWR plot in all cases
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The antenna is exhibiting linear polarization in all the cases. Figure 5 shows the
plot of axial ration in all cases and the VSWR plot is shown in Fig. 6.

The results are summarized in Table 2.

4 Conclusion

The proposed compact pattern reconfigurable antenna can change its direction of
radiation pattern to different directions by changing the configuration of the
switches. The antenna resonates at 3.3 GHz frequency with minimum −25 dB
return loss and VSWR of 1.1 in all configurations. It uses very less number of
switches and it does not use any array structure or parasitic elements for beam
steering. Hence, it occupies less space and cost required is also less. The antenna is
useful for WiMAX application.
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Low-Power Adiabatic Logic––Design
and Implementation in 32-Nanometer
Multigate Technology

Suresh Kumar Pittala and A. Jhansi Rani

Abstract A new FinFET-based adiabatic NAND logic circuit with
Self-Adjustment of Rail Potential (SARP) is proposed. The proposed logic provides
reduced power consumption when compared to conventional CMOS and adiabatic
circuits. A new FinFET-based adiabatic logic is implemented based on Comple-
mentary Energy Path structure. The proposed design reduces the second-order
effects, short-Channel effects occurring in Conventional CMOS circuits. The per-
formance of the proposed SARP-FinFET-based adiabatic NAND gate is dominant
when compared to the SARP-CMOS-based adiabatic NAND gate. The proposed
adiabatic circuits are designed using double gate FinFET using predictive tech-
nology models (PTM) in 32 nm Technology using Synopsis HSPICE. The
experimental results for the proposed adiabatic FinFET design demonstrate their
effectiveness with energy consumption and power optimization.

Keywords FinFET ⋅ Adiabatic logic ⋅ Adder ⋅ NAND gate
Shorted gate ⋅ Energy efficient ⋅ Power optimization

1 Introduction

The advancements in electronics design technology led to the innovation of por-
table and battery-operated devices, consequently, the power consumption and speed
of operation has become the primary concern. In high-performance handheld
devices, the power consumption is the fundamental constraint. In the literature,
several adiabatic circuits are presented and the results show their dominance in
energy-saving capability. Even though the complexity in design is high when
compared to the conventional circuits. Yong moon [1] presented the efficient charge
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recovery logic (ECRL) which performs precharge and evaluation phase simulta-
neously. An adiabatic differential cascade voltage switch with a complementary
pass-transistor logic tree (ADCPL) is presented by Chun-Keung Lo and Philip C H
Chan [2]. The presented work lowers the gate complexity of operating the circuit
from a two-phase nonoverlapping supply clock. Matthew Morrison [3] in their
chapter presented an algorithm for minimization of Boolean functions by corre-
lating the horizontal offsets in the permutation matrix instead of library. The pre-
sented algorithm frames an adiabatic s-box structure which reduces the energy
imbalance compared to previous benchmarks. The algorithm does the forward
encryption and reverse decryption with minimal overhead.

F. Liu and K. T. Lau [4] presented a pass-transistor-based low-power adiabatic
logic with NMOS pull-down configuration. Using the implementation of a multi-
plexer working at 20 MHz, a power saving of 80% is achieved when compared to
2N2N2P Multiplexer. In [5] Dragan Maksimovic presented a clocked CMOS
Adiabatic Logic operating with Single-Phase Power Clock Supply. The presented
low energy logic incorporates the design of the power control unit within the chip
itself. In another work [6] a Pass-Transistor-based single power clock supply
Adiabatic Logic is presented. The energy saving happens till 160 MHz for a 1.2 µm
technology when applied to a PAL structure. A two-phase clocking dual-rail adi-
abatic logic known as 2PCDAL is presented in [7] which is based on 2N2N2P
structure. The presented circuit uses a two-phase clocking scheme instead of a
four-phase clocking scheme used in conventional 2N2N2P. A two-phase clocked
adiabatic static CMOS logic (2PASCL) is presented in [8] which uses the adiabatic
switching and energy recovery logic as principles. Suhwan Kim and Marios C.
Papaefthymiou have presented a True Single-Phase Adiabatic logic instead of
complex Dynamic logic [9] which exhibit increased energy consumption and
low-performance high-speed design. The work is based on energy recovering logic
operating using single-phase sinusoidal clock. Cihun-Siyong Alex Gong et al.
presented [10] an irreversible energy recovery logic, which inherits the advantages
of Quasi-Static Energy Recovery Logic (QSERL). When compared with QSERL,
the circuit excludes the hold phase avoiding the use of feedback keeper. The work
states the advantage of the circuit toward the reduction of area and power over-
heads. The throughput is twice when compared to the counterpart and the power
clock used is similar.

In this chapter, we have presented a new adiabatic logic based on FinFET. The
proposed design incorporates the best performance efficiency of FinFET and adi-
abatic in a single platform. The SARP-level circuit structure improves the efficiency
of the design by reducing the leakage current. The rest of the chapter is organized in
this manner. In the next section, the FinFET-based NAND structure is presented,
followed by the proposed leakage reduction technique for adiabatic logic in Sect. 3.
Section 4 presents the proposed design and implementation of the methodology.
Section 5 discusses the experimental setup and results obtained followed by the
conclusion and reference.
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2 FinFET-Based Adiabatic NAND Structure

The improvement in technology aggressively scaled down the geometric parameters
of the MOS devices to achieve the power consumption reduction, increased speed of
operation and larger integration density. The scaling down of geometric parameters
has limited to 45 nm due to the performance degradation of the MOSFET devices.
The leakage current is the main bottleneck below submicron level scaling. The
power consumption can be reduced further by reducing the power supply voltage
level, but the leakage current increases exponentially. At the same time, voltage
scaling reduces the energy-per-operation during switching instance due to the
relation between energy and supply voltage. In multicore devices, the energy is
saved using dynamic voltage scaling. The other issues in CMOS devices are the
increased sensitivity to process variation and Short-Channel Effects (SCE). Previous
studies show that the multigate transistor [11] reduces subthreshold and the gate
tunneling leakage current. The device increases the driving current when compared
to the standard single-gate MOSFETs below submicron technologies [12, 13]. The
promising multigate device, which emerged to replace MOSFET device, is the
FinFET. Due to its thin silicon body and dual electrically coupled gate, it suppresses
the SCE which reduces the subthreshold leakage current. This device shows better
parameter variations in immunity than the conventional single-gate device.

Figure 1 illustrates the FinFET-based adiabatic NAND gate structures based on
Shorted Gate (SG) mode FinFETs for conventional NAND gate and 2N2N2P
NAND gate.

Since FinFET being a nonplanar device and can work in different modes of
operation like SG mode or independent gate mode it is efficient in logic imple-
mentation. In this chapter, the 32 nm FinFET PTM is used for HSPICE simulation.
The physical characteristics of the PTM FinFET are given in the Table 1.

Fig. 1 FinFET-based adiabatic NAND gate structures based on Shorted Gate (SG) mode FinFETs
for a conventional NAND gate and b 2N2N2P NAND gate
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Table 1 Primary parameters in PTM

Parameters Value n-type FinFET Value p-type FinFET

Channel length (nm) 32 32
Fin height (nm) 40 50
Gate oxide thickness (nm) 1.4 1.4
Threshold voltage (V) 0.29 −0.25
Fin thickness (nm) 8.6 8.6
VDD (V) 1 1

Fig. 2 Various leakage reduction technique structures a SPU b SPD c SARP
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3 Proposed Leakage Reduction Techniques
for the Adiabatic Logic

Several leakage reduction techniques are available for CMOS circuits used in
memory devices [14–16] like SRAM. A leakage reduction technique SARP is
designed for the proposed adiabatic circuits using FinFET. A SARP circuit supplies
maximum DC voltage to an active-load circuit on request. This makes the load
circuit to work quickly. When the load circuit is in active mode, the SARP circuit
provides a maximum supply voltage and minimum ground voltage. The three
structures of SARP technique the SARP circuit for pull-up, pull-down SARP circuit
and combined SARP circuit for pull-up and pull-down is designed with the
FinFET-PFAL NAND as shown in Fig. 2. The NAND gate is the load circuit with
the lower SARP circuit consists of a single p-type switch while the n-type switches
are connected in series.

4 Proposed Technique

A new adiabatic logic using FinFET-based Complementary Energy Path Adiabatic
Logic (CEPAL) is proposed. The proposed design is been restructured by SG mode
FinFET. The proposed circuits outperform the previous adiabatic logic families in
terms of energy efficiency and operating speed. The proposed circuit is based on
two clock signals working with four stages namely WAIT, EVALUATE, HOLD,
and RECOVER. Two clock signals are used for the SARP and power supply. The
phase difference between any two adjacent stages is a quarter of a period.
The typical time sequence of the logic with respect to the four-stage operations are
the WAIT state in which the power supply is zero, the input is valid and the
pre-evaluated result is generated by the evaluation logic and the outputs keep low
voltage. In EVALUATE phase, the rise time of the power supply starts from zero
and increasing, the input becomes stable. The output follows the power supply and
is valid. To keep the output valid (HOLD), the power supply stays in high state,
providing a constant input signal to next stage. In RECOVER stage, the power
supply falls to zero shutting down the current access to ground and allows the
charge stored in the capacitor to recover through the cross-coupled FinFETs.
The PFAL circuit eliminates the charge stored in the output through the positive
feedback. The proposed CEPAL circuit inherits three advantages when compared to
all the previous circuits presented earlier. The circuit operation eliminates the hold
phase by which the throughput is increased. This feature is similar to QSERL where
the complexity is reduced. The proposed CEPAL circuit consists of two charging
transistors (MP1 and MP2), a pull-up network, two discharging transistors (MN1
and MN2), a pull-down network and the SARP block for three configurations.
The CEPAL has two paths apart from the charging and discharging paths. The
number of devices is more so implementation cost is higher. The adiabatic logic
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operating speed depends on the pull-up transistors since the charging and dis-
charging operation is performed through those transistors. The pull-down transis-
tors maintain the voltage at certain nodes for operation. The leakage current and
power consumption is controlled by the pull-down transistors. Therefore, in the
proposed design the SARP circuit reduces the leakage current and power
consumption.

5 Simulation Results

To demonstrate the effect of switching activity on the energy consumption and
average current, vast experiments and simulations were conducted for different
adiabatic logics designed using CMOS and FinFET. Table 2 shows the perfor-
mance of different devices measured with different parameters. The switching
frequency is varied from 10 kHz to 10 MHz. From Table 3, it is observed that the
SPD CEPAL circuit offers reduced energy consumption when compared to the
SARP and SPU circuits. The CMOS circuits show the steady-state response, but
more energy dissipation while the FinFET-based design even though have peaks
and trough the energy consumed is very less. Thus, the proposed designs have
efficient performance when compared to the existing methods.

6 Conclusions

We have shown in this chapter the effectiveness of the proposed SARP-FinFET-
based CEPAL adiabatic NAND gate. The existing CMOS-based adiabatic design is
noticeably improved using our proposed SARP-FinFET-based adiabatic structures.
The proposed circuits have been simulated and analyzed using HSPICE with
Predictive Technology Models. The results show that the CMOS adiabatic energy

Table 3 Performance analysis of different SARP-FinFET-based adiabatic circuits for various
power clock frequencies

Device
name

CEPAL
NAND

SARP CEPAL SPU CEPAL SPD CEPAL

Power
clock
frequency

Iavg E
in
fJ

Iavg E in fJ Iavg E in fJ Iavg E in fJ

10 MHz 4.18E-07 418 1.74E-06 1741.76 4.03E-06 4035.36 1.08E-07 108.76
500 MHz 5.71E-07 571 1.69E-07 169.59 4.41E-06 4406.89 1.69E-07 169.59
1 GHZ 3.59E-07 359 1.99E-06 1990.11 4.48E-06 4485.31 1.33E-07 133.09
2 GHZ 4.77E-07 477 2.29E-06 2288.01 4.81E-06 4814.78 1.33E-07 133.09
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dissipation are reduced on average for PFAL and CEPAL. In future, the design will
be utilized for the design of the arithmetic unit and power clock circuit.
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Design of Low-Power Binary Content
Addressable Memory for Future
Nanotechnologies

G. Surekha, N. Balaji and Y. Padma Sai

Abstract In today’s industrial situation, there is a vast demand for devices with
low power consumption. Therefore, the demand for reducing the power con-
sumption in memory elements become vital as it occupies a significant portion of
chip area. Content Addressable Memory is a kind of memory element used for
search applications. The foremost CAM design requirement is to decrease power
consumption connected with the huge amount of parallel active circuitry. In this
work, a low-power Binary Content Addressable Memory (BCAM) design is
implemented. The proposed CAM is simulated using Cadence Virtuoso simulator
in 45, 90, and 180 nm technology. The proposed technique can be applied to
nanotechnologies to reduce the power consumption without affecting the original
functionality of the memory cell.

Keywords Low-power design ⋅ Binary content addressable memory
Leakage power and nanotechnology

1 Introduction

Memory is a basic element used in all the electronic system architectures for storing
programs and data. Memory elements are generally classified into Random Access
Memory (RAM), Serial Access Memory and Content Addressable Memory
(CAM). Content Addressable Memory addresses the memory based on the input
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data rather than the address (physical) location [1]. CAM compares the stored data
with the input variable. CAMs are widely used in many applications because of its
multiple features. These features include translation look-aside buffers for virtual
memory systems, tag directories for associated cache organizations, collision
detection processor in intelligent automobiles, the interconnection of different
routers, reconfigurable CAM, and other uses in the fields of image processing and
artificial intelligence [2]. CAM can also be used in applications where the
requirement is such that only specific address ranges are to be searched. Functions
of CAM are write, read, and match. The write operation describes the stored data
into the memory. The read operation describes the stored data retrieval and refre-
shes purposes and the match operation compares the new data with the previously
stored data and indicates if both are same. Types of memory CAMs are
Binary CAM, Ternary CAM, and Memory-resistor CAM.

In this chapter, Sect. 2 describes the need for low power, existing Binary CAM,
and proposed Binary CAM are discussed in Sects. 3–5 explains Simulation Results
and Sect. 6 is for Conclusion.

2 Need for Low Power

In earlier days, less number of transistors is integrated per a chip and power con-
sumption is more because of the long channel length [3]. Moore’s law states that for
every year the number of transistors integrated per chip is doubled [4]. Based on
this law, the number of transistors integrated on a single chip is increased and the
power supply is decreased, hence power consumption is low as the length of the
channel is decreased, the area will be reduced which will further reduces the inter
connection wire length between logical blocks. In CMOS circuits, there are three
sources of power dissipation [5]. First is due to signal transitions between to logical
levels, the capacitances associated with these logical level nodes get charged and
discharged called dynamic power dissipation. Second, power dissipation comes
from short circuit currents which flow directly from the supply voltage and ground
called the short circuit power dissipation and the last is because of leakage currents,
which flow when the inputs and outputs are not changing and is called static power
dissipation [4]. The dynamic power dissipation is proportional to the supply volt-
age. As the technology is scaling down the power supply required is also reduced
hence reducing dynamic power but this increases the leakage currents because of
low threshold voltages of CMOS transistors. This low threshold voltage of CMOS
leads to increased leakage currents results in increased static power dissipation.
Even after scaling down the technology power dissipation is not reduced because of
existing static power. So, the power dissipation should be less as the low power is
the main consideration factor for all the Electronic systems.
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3 Existing Binary CAM

Existing Binary CAM cell is shown in Fig. 1. To store the data in 1’s and 0’s form
Binary CAM cell is used. PMOS transistors (P1, P2) and NMOS transistors (N1,
N2, N3, N4) are used to design the basic SRAM cell. Activating the word line
(WL) as high data can be written in the SRAM memory cell. After storing the data
in SRAM cell word line (WL) should be low and before checking the input data
matched line (ML) should be pre-charged to VDD. If the given data is matched with
stored data then matched line (ML) is remains at VDD else matched line (ML) is
discharged.

4 Proposed Binary CAM

Proposed Binary CAM cell is shown in Fig. 2. The proposed Binary CAM cell uses
an extra NMOS transistor N1 is used for reducing the power dissipation of the cell
without changing the supply voltage. This proposed Binary CAM cell is also used
to store data in 1’s and 0’s form but in improved performance of power. This extra
NMOS transistor is connected to match cell circuitry in association with SRAM cell
and is used to store the data. Apart from SRAM cell the upper circuit is used to
verify the stored data by taking the inputs.

Fig. 1 Binary CAM cell
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4.1 Leakage Power Control in Proposed Binary CAM

Subthreshold leakage current is reduced by connecting transistors in series called as
“stacking effect” [5]. NMOS transistor N1 is connected in series with N7 and N8 in
mismatch condition as shown in Fig. 2. Assuming SRAM stored values are “0” and
“1” for BL1, BL1c and the input values given to SL1 and SL1c are “1” and “0” as it
is in mismatch condition. So, in mismatch condition ML discharges through N7,
N8, and N1. As the node voltage between N8 and N1 is positive because of small
drain current flowing through N8 and N1 which are in off conditions. In match
condition also N8 and N1 are in series, due to this positive potential gate to source
voltage of N8 becomes less than zero hence reduced subthreshold current.

5 Simulation Results

All the simulations are obtained using Cadence Tool Virtuoso simulator 45, 90, and
180 nm technology shown in Table 1.

Table 1 shows the power comparisons of the existing Binary CAM and the
proposed Binary CAM. For all the three technologies, power consumption is more
in 180 nm. As the technology is reducing power consumption is greatly reduced
using the proposed Binary CAM cell. Power dissipation is reduced in both matched

Fig. 2 Proposed binary
CAM cell
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condition and unmatched conditions for all the used technologies. Power dissipa-
tion of existing Binary CAM and proposed Binary CAM for the matched condition
is shown in Fig. 3.

Power dissipation of the existing Binary CAM and the proposed Binary CAM
for the unmatched condition is shown in Fig. 4. In this diagram technology is taken
on X-axis and power dissipation on Y-axis.

Table 1 Power comparison of the existing binary CAM and the proposed binary CAM in 45, 90,
and 180 nm technology

Technology (nm) Binary CAM power dissipation Proposed binary CAM power
dissipation

Matched
condition
(nW)

Un-matched
condition (nW)

Matched
condition
(nW)

Un-matched
condition (nW)

45 0.353 1.799 0.317 0.6623
90 2.267 92.49 1.842 86.2
180 137.2 184 122.6 179

Fig. 3 Power dissipation of
the existing binary CAM and
the proposed binary CAM for
matched condition

Fig. 4 Power dissipation of
the existing binary CAM and
the proposed binary CAM for
unmatched condition
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6 Conclusion

This paper presents new Binary CAM which will be differing from the existing
Binary CAM. The proposed Binary CAM decreases power of 11, 19 and 12 for
matched condition and 63%, 7%, and 3%, respectively, for unmatched condition in
45, 90, and 180 nm technology. Results are obtained using Cadence Virtuoso
simulator. It is observed from the results that proposed Binary CAM reduces more
power dissipation for 45 nm technology. Thus, the proposed technology can be
used to reduce the power in short channel CMOS transistor circuits.
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Cross Talk Delay Reduction in System
on Chip

R. Sridevi, P. Chandra Sekhar and B. K. Madhavi

Abstract Integrated circuit design has undergone immense progress in the past few
years. Semiconductor applications had a wide range of growth in technological
inventions. Effects on SOC timing and functionality with cross talk are one of the
most important aspects of this chapter. An efficient analysis has been carried out
and a systematic flow is developed and the efficiency has been compared with other
existing methods. Synopsis prime time tool is used here to evaluate the delay
analysis. Prime time runs more quickly than other cross talk analysis techniques.
Among the existing techniques, some are considered for addressing the issue of
cross talk in system on chip design.

Keywords SOC ⋅ Cross talk delay ⋅ Cross talk noise ⋅ Performance

1 Introduction

CMOS scaling to ultra-deep sub-micron technology has increased the sensitivity of
CMOS technology to various noises such as cross talk noise, leakage noise, supply
noise, etc.

Reducing switching activity at the interconnect nodes is one of the low power
coding methods used for off chip buses, where the coupled capacitance is the major
source of noise where as inter-wire capacitance is the major factor in on chip buses
and should be minimized to reduce energy consumption. Two main factors, which
cause crosstalk in VLSI, are mutual inductance and inter-wire capacitance.
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Cross talk can be considered as an interaction between two different signals on
two electrical wires. The creator of cross talk effect is known as an “aggressor”,
while the one that receives the effect is called a “victim”. A single wire can be an
aggressor or a victim. Two major cross talk classifications are as follows [1].

1.1 Inductive Cross Talk

A magnetic field can be generated by electrical current flowing in a loop and if this
field changes, it can either radiate energy or can couple two adjacent loops which
causes inductive cross talk. Two conductors are referred to as magnetically or
inductively coupled, when the change in current through a wire induces a voltage in
other wire through electromagnetic induction. Generally, inductive coupling
between two conductors is calculated by their mutual inductance. Shielding tech-
nique, increasing metal-to-metal separation, buffer insertion technique are some of
the techniques used to reduce inductive coupling.

1.2 Electrostatic Cross talk (Capacitive Coupling)

An electric field creates an electrical voltage on a line, which on changing couples
capacitive to adjacent lines. When geometries shrink below 0.25 µm electrostatic
cross talk is becoming significant. Avoiding floating nodes, the increment in rise
and fall times, usage of cascaded buffers, driving large capacitances, usage of
shielding wires and shielding layers help in reduction of cross talk generated by
capacitive coupling.

Winding of wires into coils and placing them closer to the common axis, induces
the magnetic field of one coil into another increases the coupling between wires.
Usage of materials like iron or ferrite in coils increases magnetic flux and coupling.
Intentionally or unintentionally coupling may occur. Unintentional coupling in
signals of one circuit to other circuit leads to electromagnetic interference.

When compared to wire capacitance, gate capacitance is negligible in small
geometries. Due to this, delays in timing paths are dominated by interconnect
delays than delays in cells. From 0.7 to 0.09 µm technology the delay due to
capacitive coupling increases by ten times. Interconnect delay can be reduced by
changing metal in wires from aluminum to copper.

Interconnect delay dominates with the reduced geometries in latest technologies
when compared to the gate delays. The interconnect delays do not scale as in case
of intrinsic delays.

When high-speed digital designs are considered, the mutual inductance plays a
predominant role in interconnects when compared with the inter-wire capacitance
between bus lines. Mutual inductance becomes dominating when the spacing
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between adjacent lines is very less. Current is induced from aggressor line to victim
line due to mutual inductance, which causes cross talk.

1.3 Setup and Hold Violations are Caused by Cross talk
in System on Chip Designs

1.3.1 Setup Violations

Setup violations occur when setup time requirements are not meet the data inputs in
the sequential element. During cross talk delay analysis for the system on chip setup
violations are observed, though less in number.

1.3.2 Hold Violations

Hold violations in SOC occur when the data input does not satisfy the minimum
required hold timing duration. Generally, clock networks are very much susceptible
to cross talk issue as these are widely spread throughout the system on chip in every
sequential element present in the SOC.

The effect of cross talk is mostly due to hold violations. This primarily occurs
when any of clock networks in the chip becomes a victim of a very fast aggressor.
The clock network is in coupling with other wire, which is generally driving a
buffer of high driving strength so the clock network becomes the victim of the
aggressor.

1.3.3 Bus Violations

Bus violations are one of the possible effects of cross talk delay can be seen on bus
signals. Interconnect between two far placed blocks is done by long stretched bus
signals. Performance requirements are generally for these bus signals and need
multiple repeaters in the path. For reduction of skew destination, the routing of bus
signals is done together with minimum space allowed between them.

2 SOC for Consideration of Cross Talk and Noise
Analysis

For SOCs with large size and complexity, plenty of violations can be encountered
the first time a cross talk analysis is done [2]. The main challenging task is to find
the timing reports generated by the cross talk delay and static timing analysis to
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identify the possible violations. Physical routing in the concerned paths causes
cross talk-induced timing violations. It is very crucial to have routing details of the
path to find the violations. Paths that meet timing should be untouched in fixing
process [3].

In SOC, there are several peripherals present with processor and memories
(ROM, RAM, and Cache) [4].

Case 1: Individual protocol functionality is checked which is known as
block-level functionality check in SOC.

Case 2: Once block-level functionality check for all peripherals is done,
SOC-level functionality check is done where some of the tests which have an
overall flow in SOC are considered.

Processor— > DMA— > Peripheral, etc.
The SOC designed is for mobile communication applications. The internal

blocks of this SOC are as follows:
It can support both synchronous and asynchronous data transmission with dif-

ferent speed requirements. It consists of
ARM11 which is most suitable for phone and embedded applications and its

frequency is 350–1 GHz. In this pipelining Technique can be used and more faster
than ARM9

Video processor is used for transmission of image and video transfer
I2C, I2S, UART, GPIO, and SPI are low speed peripherals
DMA for accessing the memory
Ethernet is medium speed bus for communication through optical fibers
Interconnect buses used here are AXI, AHB, and APB
MMC is a controller used for controlling media transfer between different blocks

Inputs for different peripherals depend on specification or as per user need.
Generally, 1 or 2 bytes of data is transferred depending on protocols which

consist of – > preamble, start bit, R/W bit, address, payload, stop bit, CRC, etc.
(General format, varies with protocols)

I2C: 1 or 2 bytes (diff. check)
I2S: 4 bytes in LC/RC: 8 bytes
UART: 2 bytes
GPIO: 2 bytes
SPI: 2 bytes
1 byte of data is enough to check the basic functionality for I2C, GPIO, UART,

SPI, etc.
When running tests using processor, the C code is compiled and converted into a

Hex file and loaded into the Boot Medium (ROM, System Memory or External
Flash). The processor starts start execution of Hex Code from Boot Medium. The
interrupts will be serviced according to the ISR-Interrupt ID mapping specified in
the Interrupt Handler routine [5] (Fig. 1).
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2.1 I2c

With SDA low and SCL high the START bit(S) initiates data transfer. When SCL is
low, SDA sets the 1st data bit. When SCL rises (green) for the first bit (B1), data is
sampled. With both SDA and SCL high STOP bit (P) is signaled. The transition of
SDA with SCL low data is read.

False marker detection can be avoided when SDA is changed on the SCL falling
edge and is sampled and captured on the rising edge of SCL.

2.2 I2s

Data may be sent either with the most significant bit first or the least significant bit
first. The timing diagram shows that the left channel is sent before the right channel
for a stereo signal.

2.3 UART

Here communication may be in one direction only, i.e., simplex, with no provision
for the receiver device to send back information to the transmitting device), full
duplex (both sender and receiver at the same time), or half duplex (devices do
transmitting and receiving in turns).

Fig. 1 SOC block diagram
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2.4 SPI

SPI output data changes at the clock edge which is the transmit edge,
The sampling edge is the clock edge at which the sampling of the SPI input data

takes place. The sampling edge and the transmit edge are normally the opposite of
each other.

2.5 Bus Bridge

VALID and READY should be active for clock cycle to complete the transaction.
VALID must not depend on READY for the assertion (this is to prevent deadlock
because READY can depend on VALID for assertion). Once asserted, VALID
cannot de-assert until READY accepts the transaction. In other words, de-assertion
of VALID can depend on READY.

AMBA is a bus protocol generally targeted for high-performance system design.
A core in SOC which has both master and slave interfaces, the AXI compliant
signals of the IP blocks are packetized by another interface. The network interface
injects or absorbs the packets that leave or arrives in functional blocks of the design
and also helps in packetizing/de-packetizing the signals that come or reaches AXI
compatible cores in packet form. As per the consideration, generally, data is coded
at the source interface and is decoded in destination interface [2, 3, 6].

2.6 Ethernet

Ethernet is a medium speed bus. It uses a broadcast topology with baseband sig-
naling and a control method called CSMA/CD to transmit data. Physical layer in
Ethernet is for LAN cabling and data link layer. MAC consists of physical hardware
address of source and destination.

Payload is actual data and is 46–1500 bytes. It consists of preamble, source, and
destination address, data, type. Analog blocks like AGC, FGC, FGA, DDFs are
connected at the upper layer of Ethernet which are used for communicating with
outside environment and these are the which cause crosstalk (how).

Result of experiment depends on when compared with other present research
techniques [5]. Iterations required for timing closure and fixing the cross talk
violations is one of the most important aspects while considering the effectiveness
of current research technique implied. Results to fix the cross talk violations by
different adopted techniques have been presented over here. For analysis of vio-
lations and fixing, those have been carefully encountered by implying various steps
as mentioned earlier for each successive iteration.
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The adopted methodology produces a good outcome in terms of timing closure
while dealing with cross talk violations and number of iterations used during the
experiment.

3 Methodology

Fixing techniques for cross talk violations:

Fixing violations without touching the clock tree is the best way. If the violation
is caused due to a clock net which is aggressor, in that case the victim net should be
re-routed with techniques like extra spacing or using repeaters can be inserted for
reduction of the effect of coupling capacitance.

Reduction in number of iterations is also considered as a huge challenge in
fixing cross talk violations. First setup and then hold violation fixing have been
considered in this research as hold fixing is much easier compared to setup fixing by
adding some extra buffers in the design [7].

Several iterations should be carried out for fixing the setup and hold violations
for cross talk.

3.1 Cross Talk Coupling with STA

Cross talk coupling with static timing analysis is the first step for cross talk vio-
lation fixing from where a clear idea can be obtained regarding crosstalk violations.

3.2 Identify Aggressor and Victim

A script is generally used for parsing the reports, which contain all the crosstalk
delay information timing generated by synopsis primetime as manual check is very
difficult for huge number of cross talk violations.

To known the information about aggressor and victim nets for each violating
timing path all the timing reports are considered which are automatically parsed by
the script.

Coupling capacitance for the nets in the design is one of the most important
inputs.

Delay effect caused by net coupling is useful for getting the details of aggressor
and victim. Based on the clock domain, aggressors and victims are identified in
each path, which are mainly responsible for multiple violations. Unique aggressors
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and their victim nets are also identified which helps in reducing the number of nets
to be considered by a reasonable amount.

3.3 Filter Static Paths and Clock Isolation

Filter the static paths out of aggressors and victims. Static paths are fixed and its
value does not change. For each operating modes, static paths can be identified.
Reset signals and boot up configuration registers can cause static paths. Static paths
can safely be removed from aggressor list. Since during normal operation, static
paths do not alter. Therefore, there is no possibility of generation of cross talk with
respect to other paths. Fake cross talk violations can be filtered by identification of
static nets.

Minimization of existing clock tree and fixing the cross talk violations is one of the
most important aspects. The timing of the design is affected for any by small changes
in clock tree and might have to go through several iterations for timing closure. Cross
talk delay fixing is performed without any change in clock network [8].

The timing report review helps in isolating clock network nets from the aggressors
and victims. Prime time is used for clock network paths identification by using the
following command:

“report_ timing –from < launch > -to < capture > -path_ type full_ clock_
expanded”

Violating paths in expanded mode can be observed in this case to perform further
actions on them.

3.4 Aggressor and Victim Re-route Mechanism

Using increased spacing criteria routing software should take care of re-routing of
aggressor nets. This approach helps in reducing cross talk violations by fixing
aggressors and victims. The other nets should not be affected while doing this
incremental routing. This approach helps in reducing the violations to a greater
extent. Fixing the violations with extra routing area is one of the best solutions to
reduce the number of violations and hence reduces the number of iterations as well.

3.5 Victim Resizing and Splitting

Resizing the inverters and buffers present in the design which drive the victim nets
to allow sufficient driving strength for reduction of coupling effects from aggressor
nets. Cells that drive the aggressor paths can be considered for downsizing to
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reduce their effect on the victim. If aggressor and the victim are mutually coupled,
this approach cannot be used for such a scenario as it is.

Combination of spacing and insertion of repeater after nets breaking can be
applied to tackle such situations. With the increased net size, the coupling capac-
itance also increases. Repeaters have a major role when longer interconnect nets are
separated in smaller interconnects. Repeaters should not be the cause of the creation
of new aggressors or victims on other nearby nets (Fig. 2).

3.6 Bus Shielding

Longer interconnect bus signals are to be shielded by placing Ground (VSS) signals
on both the sides of the bus. Shielding mechanism helps in avoiding a huge amount of
cross talk. For reducing bus violations, shielding has great importance. This approach
seems to be a proven success for the experiments run on the design tested [7].

Crosstalk coupling with STA

Identify Aggressor and victim

Filter Static paths & clock isolation

Aggressor & Victim re-route

Victim resizing & spliting

Shielding of Bus

Cleaned delay due to crosstalk violations

Fig. 2 Flowchart with steps to fix cross talk violations
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4 Result

For interconnect delay calculation

Process Technology 150, 130, 100, 70 nm
Intrinsic delay of device 48.1, 45.4, 39.0, 22.1 ps
1 mm wire 0.053, 0.041, 0.002, 0.041 ns.

4.1 Cross Talk Violations Comparison in SOC Between
Traditional and Proposed Schemes

Simulation is the process of execution of a model in the software environment. Here
simulation, synthesis, and static timing analysis for bridge interface have been
carried out along with various protocols or peripherals such as I2C, I2S, UART, and
SPI which are the integral parts of SOC [9].

Synopsys Primetime is used to take care of the cross talk analysis. It calculates
the delay changes in the nets due to cross-coupling and generates the timing report
incorporating these. Crosstalk timing report gives delay change value.

Number of iteration cycles can be declared to calculate the arrival window of the
aggressor net. Setup and hold violations reduce with increment in number of
iterations.

Fourteen consecutive checks have been performed in the traditional scheme for
setup and hold violations (cross talk violation) and as can be seen from the values in

Table 1 Comparison
between the proposed and
traditional methods

Traditional
scheme

Proposed scheme

S. no. Setup Hold Setup Hold

1 410 1029 410 1029
2 317 978 139 615
3 231 522 120 230
4 211 425 111 190
5 150 300 65 98
6 129 90 16 26
7 79 76 4 15
8 52 75 1 4
9 41 61 0 0

10 30 42 0 0
11 3 7 0 0
12 0 0 0 0
13 0 0 0 0
14 0 0 0 0
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the table mentioned below the setup and hold violations are brought down to zero
(Table 1), (Fig. 3).

Setup and Hold violations can be completely removed in less number of itera-
tions by proposed schemes as shown in the graph where as number of iterations
required to remove these violations is more in traditional scheme compared to the
proposed scheme.

5 Conclusion

A very efficient technique has been presented here that encounters loss of energy
and delay issues that are associated with crosstalk noise which is encountered in
today’s on chip buses implemented in System on chip (SOC). One of the most
critical problems encountered in system on chip nowadays is signal integrity.

Crosstalk delay is the main cause of signal integrity issues in advanced process
technology nodes. Fundamentals of the problem are charted out in the initial stage
of this report. The effects of these crosstalk violations in the deep sub-micron
designs have been explained in details as well.

The details about a complex system on chip design have been taken into con-
sideration for the experiments are explained. Innovative encoding methodology and
procedures to address the problem due to crosstalk violations have been considered
here. Best ways of addressing the cross talk issue in system on chip are avoiding the
possibilities of the cross talk and fixing the existing cross talk issues [10]. Both
these methods are performed for this research with immense care by implying the
proposed technique for cross talk and noise reduction in system on chip.

Fig. 3 Comparison between the proposed a and the traditional b approaches for setup and hold
violations
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Design and Simulation of Boost Converter
for Correction of Power Factor and THD
Reduction

Renu Kadali and Srinivasa Rao Jalluri

Abstract In the present scenario, there is a steady increase in the usage of elec-
tronic equipment. During power conditioning, non-sinusoidal line currents are
being drawn by these equipment, because of the presence of nonlinear elements.
Non-sinusoidal currents produce harmonics and lead to distortion in line voltage
waveform. Passive filters can be used, but they are not optimal in terms of cost, size
and weight. In this chapter, Boost Converter with Active PFC is designed to obtain
the power factor near to unity with less Total Harmonic Distortion (THD) and
reduced output voltage ripple. Design is simulated and verified using MATLAB/
Simulink.

Keywords Power factor ⋅ Power factor correction ⋅ Boost converter
Hysteresis current control ⋅ THD ⋅ Voltage ripple

1 Introduction

In modern power systems, there is a steady increase of nonlinear loads [1]. During
power conditioning, an AC-to-DC converter draws a harmonic rich AC line current
because it mainly consists of a passive diode bridge and large DC link capacitors
[2]. High level of harmonics implies a low power factor, electromagnetic com-
patibility problems [3], lack of output voltage regulation [2]. Thus, making the line
current to follow the line voltage provides higher efficiency with improved power
factor and lower THD [4].
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DC–DC converters can be used for PFC and to regulate the output voltage [1].
Of all DC–DC converters, Boost converters have gained significant importance,
especially when they are used in Continuous Conduction Mode (CCM) [4] as it
reduces the ripple in current and minimizes the losses. Also due to their simple
structure with less number of power semiconductor devices, less passive compo-
nents [2] they are being widely used for PFC. Hysteresis Current Control (HCC) is
used as PWM technique. It is one of the widely used PWM techniques because of
its simple implementation, increased system stability, fast response, and low dis-
tortion in supply current waveform. In this chapter, HCC technique is employed for
shaping the input current waveform to be as sinusoidal as possible and controlling
the output voltage of converter.

This chapter is organized as follows: Sect. 2 introduces Boost Converter with
design of inductor and capacitor. Nonlinear loads and power factor correction
techniques are presented in Sect. 3. Section 4 mentions about the PID controller. In
Sect. 5, simulation results are presented and analyzed.

2 Boost Converter

Boost converter is one of the DC–DC converter topologies and it is used to increase
the level of DC voltage. It consists of four elements namely diode, switch (elec-
tronic), inductor, and an output capacitor [5]. The design of inductor and capacitor
plays a crucial role in the operation of boost converter. The boost converter is
operable in two modes but the CCM is preferred in high and medium power
applications [4]. The boost converter operation is explained with the concept of
averaging. The output and input voltage of a boost converter are related by the
following equation.

Vo

Vi
=

1
1−D

ð1Þ

2.1 Design of Inductor

In order to operate the boost converter in CCM, the inductor value should be greater
than that of the critical value as given below,

Lc ≥
Vin* Vout −Vinð Þ
ΔIl*fs*Vout

ð2Þ
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where

Lc Critical inductance
Vin Input voltage
Vout Output voltage
ΔIl Inductor current ripple
fs Switching frequency

Large inductance values increase the start-up time slightly whereas small induc-
tance values allow the coil current to ramp up to higher levels before the switch
turns off. Thus, inductors with a ferrite core or equivalent are recommended.

2.2 Design of Capacitor

Cb ≥
Vout*D

ΔVout*fs*R
ð3Þ

where

Cb Base capacitance
D Duty cycle
R Load resistance
ΔVout Output voltage ripple.

3 Nonlinear Loads and Power Factor Correction

Power factor is the utilization factor of the power from grid. Theoretically, it is the
proportion of the real power to apparent power and is in the range of 0–1.

Power Factor =
Real power

Apparent Power
ð4Þ

For pure sinusoidal voltage and current waveforms

Power Factor = cos∅ ð5Þ

where “cos∅” is the displacement factor between voltage and current.
But for nonlinear loads (i.e.,) for sinusoidal line voltage and non-sinusoidal

supply line current waveform the power factor can be described as [1].
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Power Factor =
Vrms*Ilrms

Vrms*Irms
cos∅

=
Ilrms

Irms
cos∅

=DPF* cos∅

=
Ilrms

ffiffiffiffiffiffiffiffiffi

I21rms

q

+ I22rms + I23rms +⋯+ I2nrms

cos∅

ð6Þ

where DPF refers to distortion power factor. Here n represents nth order harmonic.
Total Harmonic Distortion (THD) factor is

THDi =

ffiffiffiffiffiffiffiffiffi

I22rms
p

+ I23rms +⋯+ I2nrms
I21rms

ð7Þ

Hence,

DPF=
1

ffiffiffi

1
p

+ THDið Þ2 ð8Þ

Hence, a high power factor is possible with a reduced amount of harmonic content.
Thus, power factor improvement can be regarded as the reduction of the line

current harmonics. The major objective of the thesis is to correct the power factor,
i.e., maintaining a lesser angle difference between the input voltage and current with
lesser THD level.

3.1 Power Factor Correction

To gain a high power factor, different power factor correction techniques are
introduced [4] and they are broadly classified into two types (Fig. 1).

(1) Passive PFC
(2) Active PFC

Active switches in combination with passive element employed in “Active PFC
Approach”, help in improving the line current wave shape as well as obtain con-
trolled output voltage. To achieve this, a DC–DC converter especially a Boost
Converter is used and is made to work at high frequency to align the shape of the
line current waveform to sinusoidal. This new topology is mainly used for research
on AC–DC PFC pre-regulator system for qualitative improvement of power.
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3.2 Hysteresis Current Control Technique

For implementing the closed-loop control, few quantities such as input voltage,
output voltage, input current of DC–DC converter are sensed. In outer most loops,
the converter output voltage is compared with the reference voltage value. The
difference of voltage, i.e., error is passed through a PI controller. Two sinusoidal
current references are generated in HCC based on the minimum and maximum
boundary limits of current (Fig. 2).

Fig. 1 Schematic diagram of active PFC technique

Fig. 2 Block diagram of the proposed hysteresis current control scheme
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4 PID Controller

Proportional–Integral–Derivative (PID) control is one of the commonly used con-
trol strategies in industry. In this chapter, PI control is adopted and its tuning is
performed using trial and check method.

I term is set to zero initially and the P gain is increased gradually. Once we reach
our response with some steady-state error, start increasing I term. The integral term
is adjusted such that we achieve a minimal steady-state error.

5 Simulations and Results

5.1 Simulation Without Boost Converter

In this model, a diode rectifier is considered to be inducing the nonlinear properties
into the R-load thus making the load nonlinear. The AC supply is given to the full
bridge diode rectifier feeding R-load. Output capacitor is provided as a filter in
order to ensure a ripple-free DC output voltage. If there is no capacitor present, then
the voltage may fall to zero due to the rectification process and this can cause
serious effects on the load side (Table 1).

5.2 Simulation with Boost Converter

The simulation of the diode bridge rectifier including boost converter and a suitable
control mechanism is shown below. In this circuit, hysteresis current control
mechanism is used to reduce the error between input and output. This method is one
of the current mode control techniques where in simple design and more reliability
can be promised (Tables 2 and 3).

5.3 Comparison of Results With and Without Control
Technique

Table 1 Circuit element
specifications

S. no Parameter Value

1 Supply voltage 325(P-P) volts-50 Hz, AC supply
2 Capacitor 400 µF
3 Resistor 100 Ω
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Table 2 Circuit element specifications

S. no Parameter Value

1 Supply voltage 32 V(P-P) volts-50 Hz, AC supply
2 Capacitor 4000 µF
3 Resistor 100 Ω

4 Boost inductor 2 mH
5 Source impedance 0.5 mH

Table 3 Various parameters used in HCC block

Parameter Value

Proportional value 3
Integral value 2
Relay setting Max = 10; Min = −10
Saturation setting Max = 0.9; Min = −0.9
Gain 1/325
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Fig. 3 Input voltage, current and output voltage waveforms without boost converter
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6 Conclusions

For improving the utilization ratio of grid power, it is essential to minimize the line
current harmonics. PFC strategy helps in reducing the effects of nonlinear loads/
elements that are responsible for making power factor less than one. For this, DC–
DC Boost converter topology is operated at high frequency to align the shape the
line current waveform to be as sinusoidal as possible and also simulation results
depict the same (Figs. 3 and 4).

In “Active PFC approach”, the Boost PFC converter is taken with suitable
switching control strategy which improves the system stability irrespective of
system loading conditions.

The circuit with boost converter topology employing hysteresis current mode
control is simulated in MATLAB/Simulink (R2013a) and is compared with the
simulation in which no control mechanism is utilized and the results are formulated
in Table 4.

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
-500

0

500
Input and Output Current and Voltage waveforms with Boost Converter

In
pu

t V
ol

ta
ge

(V
)

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
-200

0

200

400

In
pu

t C
ur

re
nt

(A
)

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
0

200

400

600

time(sec)

O
ut

pu
t V

ol
ta

ge
(V

)

Fig. 4 Input and output current and voltage waveforms with boost converter

Table 4 Comparison of various parameters

Parameter Without PFC With active PFC

Power factor 0.73 0.99987
Total harmonic reduction (%) 132 6.2
Output ripple (volts) 50 3
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Design and Simulation
of High-Performance 2D Convolution
Architecture

V. S. Vishal and B. S. Kariyappa

Abstract Two-dimensional 2-D convolution is always computationally intensive
and memory-intensive process. There are many architectures to handle the com-
putational load of 2D convolution constrained by its throughput, area requirement
and memory bandwidth. All the architecture tried to optimize one of the three
parameters keeping the others unbounded. This paper presents a new design of 2D
convolution with new features to improve throughput, efficient data reuse to keep
the area minimum. The design uses the principle of Double Data Rate register to
use two clocks of the same period but opposite phase. Unlike legacy architecture
using multiple window convolutions for throughput, the proposed design uses only
2 windows which triggers on the positive edge of two clocks, one after the other
giving the throughput of 2 pixel/clock while keeping the area and memory band-
width minimum.

Keywords Field-programmable gate array (FPGA) ⋅ Two-dimensional (2D)
convolution ⋅ Shift-variant convolver ⋅ Moving window ⋅ Multi-window(MW)
Double date rate (DDR) ⋅ Full buffering (FB) ⋅ Partial buffering (PB)

1 Introduction

Two-dimensional (2D) convolution is computationally intensive and
memory-intensive process. For an R × S convolution filter (kernel) requires R × S
multiplication with corresponding data elements, R × S − 1 additions with
neighbors and R × S access to the input data from the memory. The main con-
straint vectors in designing a 2D convolution architecture are throughput, memory
bandwidth, and area. Throughput is the number of convolved pixels/clk. Memory
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bandwidth defines the number of input data elements (pixels) required for
one-convolved output data. Area is the sum of the number of multipliers, adders,
FIFO (First in First Out), and shift registers.

There are many architectures available for 2D convolutions but these architec-
tures concentrate on optimizing only one of these three parameters. Delay line 2D
convolution architecture [1–3] (also called Full buffering) uses a long FIFO and
delay lines to hold input data elements giving a throughput of 1 pixel/clk with a
constant memory bandwidth of one pixel, but fixed input data length prevents the
design to process different data length. Large input length increases the size of the
FIFO as well as the delay lines which reflect in a large area. Implementing 2D
convolution using 1D convolution architectures requires large register count to hold
the values of the partial product [4, 5]. When the size of the convolution kernel
increases the number of partial products required also increases along with other
requirements in implementing the large kernel. SWPB (Single Window Partial
Buffering) [1, 6, 7] uses separate FIFO for each row of the convolution kernel
giving a convolved output on every clock cycle. SWPB requires large memory
bandwidth usage with respect to convolved pixel but the throughput is always one
pixel/clock. The main disadvantage of SWPB is it’s poor data management. MWPB
(Multi-Window Partial Buffering) [1, 8, 9] uses multiple windows to store the input
data values. For an R × S kernel, number of windows required is R + S − 1.
MWPB reduces memory bandwidth by reducing the data access only one in every S
cycles. R × S convolution kernel requires R + S − 1 SIPO (Serial In Parallel Out)
shift register. FSM (Finite State Machine) select a group of SIPO in such way to
process the data for a pixel. This architecture reduces the memory bandwidth by
reading the data only once and stores in temporary space, but when the size of these
filter increases, resources required to stores the temporary values of multiple win-
dows is exponentially increased. So, implementation of area constraints is difficult.

This paper presents a new design evolved by adopting the pros of legacy
architecture SWPB and MWPB. Section 1 gives an introduction to 2D convolution
and architecture. Section 2 describes the proposed design, design challenges, and
fixes. Section 3 contains performance analysis and comparison with legacy designs.
Section 4 is conclusion and future scopes and possible modifications.

2 Proposed Design

2.1 Background

Mathematical relation of 2D convolution is given by Eq. 1, where i, j are the
coordinates of the kernel in the input data matrix and P′ij is the convolved pixel at
coordinate (i, j) in the output matrix.
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P′

i j = ∑
R ̸2

−R ̸2
∑
S ̸2

− S ̸2
Pij*Wij ð1Þ

For R × S convolution kernel moving in a horizontal direction (Column wise),
requires only R new data values for a new convolved data. Remaining 80% of the
input data required are already available to the convolution kernel from the FIFO.
Similarly, when filter moving in the vertical direction (Row wise) only S new data
values are required. This design moves in the horizontal direction to compute 2
convolved data. During the high level of the clock, design uses values belonging to
M × N matrix (region A, i.e., red) and the low level uses values belonging to
(M + 1) × N matrix (region B, i.e., blue). M and N are position of R × S kernel in
the data matrix. In this way, on every clock period 2 convolved data are obtained
giving the throughput of 2 pixel/clk. Figure 1 illustrates the process. During the
positive half cycle, data values under region A (red) is convolved, while on the
negative half cycle region B values (blue) are used. The overlapping data values of
region A and region B is reused. Data reuse not only reduces memory bandwidth
but also increases the throughput by twice.

2.2 Architecture

Figure 2 shows the convolution engine of the proposed design. For an R × S
convolution kernel, the proposed design uses R + 1 SIPO (Serial In Parallel Out)
and SISO (Serial In Serial Out) shift registers. SISO shift register act as a buffer
between the memory and convolution engine. SISO shift register provides a con-
stant data rate to the convolution engine. Size of the SISO is arbitrary, usually takes
size as the column size of the filter and data width of FIFO is 8 bits. SIPO is
implemented inside the convolution engine provides data to its corresponding
multiplier depending upon the trigger signal. On the positive half cycle, SIPO(1) to
SIPO(R) provides data to the multiplier circuit, while on the negative half data from
SIPO(2) to SIPO(R + 1) is used. The output of SIPO is 128-bit width (16 Bytes)
which is multiplexed with the adjacent SIPO for data reuse.

Fig. 1 Convolution filter of
size M × N
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On every positive edge of the clock all the shift registers (both SISO and SIPO)
are pushed. The multiplier is designed in such a way to complete the process before
the next data arrival. Control unit provides necessary control signals to the data
path. Control unit can enable/disable the SISO data path depending upon the filter
size. Increased throughput requires a multi-constant multiplier module which can
multiply the data input with one of the 2 values selected by the clock signal using a
2:1 multiplexer. When the clk is HIGH multiplier uses the first constant, while on
the LOW clk level uses the second constant value. If a multiplier is disabled, output
of the multiplier will not be considered for convolution.

2.3 Design Challenges and Fixes

The proposed design gives a throughput of 2 pixel/clock. This is achieved by
triggering the combination circuit on both positive and negative level of the clk.
The data arrival time of this overlapping timing path (combinational logic) should
be always less than the half the clock period of the new clock for flip-flop setup
check and should be always greater than flip-flop hold time for hold check. To
satisfy the required timing constraints, proper design of the combinational logic is
crucial. Combinational logic is made of a number of multiplier blocks, adders, and
multiplexers. To achieve minimum delay as possible, design uses Vedic multiplier
based on Urdhva Tiryagbhyam [10–12] and Kogge stone adders. The Vedic mul-
tiplier is known for its fast computation with slightly large area compared to others.
For a given throughput of 2 pixel/clock, use of Vedic multiplier can reduce the
number of multipliers required to half the value of that required for the legacy

Fig. 2 Convolution engine
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designs. Less area multiplier uses multiple stages to compute the result. This will
degrade the throughput.

Convolution engine uses two new generated clocks clk1 and clk2. Clock clk1
and clk2 are related by clk2 = ∼clk1 and clk2 is having same period but a phase
shift of 90. Period of the clk1 and clk2 is constrained in such a way that no timing
violation is present considering worst-case delay of the combinational circuit. In
Fig. 3, data steering logic of the proposed design is presented. Data D1 and D2 are
available at the input of the multiplexer (Inputs channel 0 and channel 1 are selected
by select lines) on every positive edge of clk1 = clk. When clk1 is high, select lines
of both mux selects the 1st channel. Combinational logic computes the data D2 and
output is captured by the positive edge of clk2 at FFB (Flip-Flop B). Similarly,
during the clk1 LOW 0th channel of both the multiplexer is activated. Data D1
already launched by the positive edge of clk1 is captured at the next positive edge
of the same clk1 at FFA (Flip-Flop A), i.e., When clk1 = 0 (negative half), output
of the combination logic will be captured by FFA. So, the operation can be sum-
marized as on every positive edge of clk1 input data D1 and D2 are available. On
the positive half cycle of the clock clk1, D2 is processed and captured by clk2 and
on negative half of clk1 D1 is processed and captured by next positive edge of the
clk1. This is possible because clk2 = ∼clk1. The operation can be further simpli-
fied as data launched by the positive edge of clk1 is captured by the positive edge of
clk2 and data launched by the positive edge of clk2 is captured by the positive edge
of clk1. Path delay of the intermediate combinational circuit should be less the data
required time of the both FFA (Tclk2 – Tsetup A) and FFB (Tclk2 – Tsetup B).
Clocks clk1 and clk2 is having the same period with clock width large enough to
accommodate Tcomb and Setup time of FF (Flip-Flop). Following equations should
be passed for the design to be timing violation free

Fig. 3 Data steering logic inside convolution engine
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a) Tcomb<Tclk2−TsetupA&Tcomb<Tclk1−TsetupB

c) Tcomb>TholdA&Tcomb>Thold B

3 Performance Analysis

This section compares the proposed design with legacy architectures like DL,
SWPB, and MWPB. When choosing the architecture for FPGA based 2D convo-
lution, the cost is a function of different parameters such as throughput in terms of
pixels, area utilization in terms of FF, and memory bandwidth. Table 1 gives a
generalized comparison of various architectures. Throughput is the number of
output pixel data available on one clock cycle. Conv register is the number of
registers required for the convolution engine. These register stores the input data
required for each filter values. Buffering registers are the temp storage of data
between memory and convolution engine. Buffer bandwidth also called memory
bandwidth is the number of input data pixels required for one output pixel. The
comparison is done on a filter of size R × S on an input matrix of size M × N such
that R <= M and S <= N. P = 8 is taken as the depth of SISO.

Throughput of the proposed design is higher than any of the legacy designs. This
is because, computation is done on both positive and negative level of the clock.
The legacy design may have a higher frequency of operation. For a stipulated time,
the net throughput of an architecture is given by Eq. 2.

ThroughputNET =ThroughputDESIGN
Time Slot

Clock Period

� �
ð2Þ

If the clock period of the legacy design is 10 ns and proposed design is 12 ns. In
the time slot of 120 ns legacy design can give only 12 pixels. But the proposed

Table 1 Specification of different 2D convolution architectures

Design Area utilization in FF Buffer
bandwidth
(pixels/
clock)

Case study Throughput
(pixel/
clock)

Conv register
(window)

Buffering
registers

Area
(ff
count)

Buffer
bandwidth
(pixel/
clock)

DL R × S (R − 1) × (N
− S) + P

1 16488 1 1

SWPB R × S R × P R 520 5 1
MWPB (R + S − 1)

× S
(R + S − 1)
× P

(R + S −
1)/S

936 1.8 1

Proposed (R + 1) × S (R + 1) × P (R + 1)/2 624 3 2
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design can give 20 pixels. In the worst case, if the time period of the proposed
design is 20 ns, net throughput will be same as the legacy designs. So, the net
throughput of the proposed design is always greater than or equal to the legacy
designs. The area is measured in terms of no. of Flip-Flops (FF) used as FF covers a
major part of all convolution architectures. Number of FF is the sum of the size of
all shift registers multiplied by 8 (8-bit arithmetic is used). In Table 1, DL (Delayed
Line) takes the largest area over any design and can be ignored in the comparison.
Among the SWPB, MWPB and proposed design, SWPB takes lesser area than
others. But Throughput of SWPB is lesser than the proposed design as only one
computation is done on every cycle. Data reusability in the SWPB is the lowest
among the other designs which helps in reducing the FF count. The number of conv
registers is R × S. In MWPB data reusability is maximum when compared with
proposed design and SWPB. This is achieved by increasing the conv register count
by R + S − 1. But when the size of the filter increases MWPB design takes a large
amount of resources. The proposed design comes in between SWPB and MWPB
taking only one additional shift register unlike MWPB having R + S − 1 additional
shift registers. As the throughput of the proposed design is higher than SWPB for
almost same area requirement proposed design can be preferred over others.

Memory bandwidth also called buffer bandwidth is the number of new input data
pixels required for new convolved data. As shown in Table 1, DL has the smallest
buffer bandwidth of 1. Since the throughput of DL is only 1, to achieve the
throughput of 2 requires more resources than the old design. As area requirement for
even one throughput is very much larger than other designs, DL design is not
preferred. Moreover, the current data width of the I/O is greater than 8 bit wide. So,
using a large data width bus to transfer only one-byte data per cycle is highly
inefficient, because remaining data lines is left unused. Buffer bandwidth of SWPB
for an R × S filter is R. That is, R new pixels are required for a new output data. As
the size of the filter increases, SWPB requires R pixels for just a single output
becomes inefficient. Data currently available in the SWPB registers is not reused
efficiently. MWPB have less buffer bandwidth when compared to the SWPB and the
proposed design. This is achieved by compromising with the area. In MWPB data is
accessed only in every S clocks. This gives the buffer bandwidth as (R + S − 1)/S.

The proposed design gives a throughput of 2 pixel for every (R + 1) input data.
Proposed design can be preferred over SWPB as it gives 2 pixels for every (R + 1)
input pixels whereas SWPB can give only 1 pixel per R input pixels. Figure 4
shows the simulation results of the proposed design for convolution filter of size
7 × 7. The global clock clk generates two generated clock signals clk_1 and clk_2
of equal period but opposite phase. On every positive edge of the clk_1, convo-
lution engine is triggered and data elements are multiplied by its corresponding
filter values. All the multiplied values are added to give convolved pixel. In Fig. 4,
red waveforms are the set of sums of all convolved pixel in a row. Similarly, on the
positive edge of clk_2, another set of values are processed (Blue). In others words,
positive edge of clk_1 compute one set of data(red) and the negative edge of clk_1
computes the second set of data elements. In this way, two pixels are processed in a
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single clock period. DDR (Double Date Rate) register output DDR_out combines
both dataout_1 and dataout_2 to give 2 convolved pixels per period of clk. The two
convolved pixels are highlighted in the Fig. 4. Since the throughput is increased to
2 pixels in a single clock period, proposed design outperforms the legacy designs.

For a case study, we consider an image of size 512 × 512 and Kernel size
5 × 5. Convolution IP will get data from the external memory and stored back to
external memory after convolution. SISO (FIFO) of depth P = 8 is used for
buffering the pixel data to the SIPO shift register. Size of the SIPO filter is 5.
Number of SIPO is 6. First 5 SIPO, i.e., (SIPO(1) to SIPO(5)) is enabled on the
positive edge. Next 5 SIPO, i.e., (SIPO(2) to SIPO(6)) is enabled, disabling first
SIPO (1) is used for the negative edge. Shift registers and delay lines can be
available IP blocks library. In this case, throughput of the proposed is higher than
all legacy designs. Buffer bandwidth for proposed design is 3 because the proposed
design uses 6 pixels to compute 2 output pixels, whereas SWPB uses 5 pixels to

Fig. 4 Simulation waveform of the convolution

Table 2 Resource utilization and output data throughput comparison

Filter
size

DL SWPB MWPB Proposed design

Area
(FF
count)

Throughput
(pixel/
clock)

Area
(FF
count)

Throughput
(pixel/
clock)

Area
(FF
count)

Throughput
(pixel/
clock)

Area
(FF
count)

Throughput
(pixel/
clock)

5 × 5 16488 1 520 1 936 1 624 2

7 × 7 24696 1 840 1 1560 1 960 2

11 × 11 41112 1 1672 1 3192 1 1824 2

13 × 13 49320 1 2184 1 4200 1 2352 2
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compute only 1 output pixel. Table 2 presents the comparison of different archi-
tecture of different values of filter size.

4 Conclusion

Two-dimensional convolution is a powerful mathematical tool for all signal pro-
cessing and analysis. 2D convolution will be used as the backbone of all machine
learning algorithms to be used in the near future. Implementation of a
high-performance architecture is very essential. In this brief, we have presented a
new design for two-dimensional convolution giving twice the throughput of legacy
designs keeping the area and memory bandwidth comparable. New buffering
strategy and dual edge computation not only increases the efficiency but also keeps
the FPGA resources minimum.
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CRC-Based Hardware Trojan Detection
for Improved Hardware Security

N. Mohankumar, M. Jayakumar and M. Nirmala Devi

Abstract Several methodologies aim at tackling the issue of Hardware Trojans
through the help of a “Golden Reference”, which is not always available; thereby
arises the need for an efficient method without a Golden Reference. This work
involves the detection of Hardware Trojan in a circuit using an improved voting
algorithm employing CRC. Two modifications to a conventional voting algorithm
are proposed in this chapter along with CRC to improve the detection efficiency.
This logic-based detection procedure avoids the requirements of complex
pre-processing procedures like segmentation, fingerprinting, thermal imaging, etc.,
The following proposed modifications (i) incapacitates the bias toward 1s and
incorporating CRC for comparison of bit streams and (ii) equal weight of 1 is given
as initial weight to all CUTs, which gives better results in voting algorithm.
Detection accuracy is found to be around 95.27% based on the detailed analysis
with infected and non-infected ISCAS’85 and ISCAS’89 circuits.
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1 Introduction

Present day electronic chips are manufactured by complex, multi-level processes,
out of which some processes are outsourced by the manufacturer and done by
third-parties. Such practices are widely prevalent as it works out to be more prof-
itable in terms of cost and effort to complete these processes offshore [1, 2] This
comes with a potential risk of compromised security; a prominent and adverse
example of which includes Hardware Trojan Insertion. A malicious attack on
electronics hardware by hardware is generally termed as a Hardware Trojan Horse
[3]. A Hardware Trojan is capable of affecting the functionality of the circuit along
with causing other actions which may not manifest readily on the circuit, but will
turn up at a later time. The design and fabrication stages are more susceptible to
Hardware Trojan insertion. The presence of a Trojan and the effects of its attacks
may or may not be observable thus making its detection a challenging task [2].

Some of the highly efficient methods employ the help of a “Golden Reference”,
which is a trustworthy sample of the considered chip. Our work aims at developing
a Trojan detection method, which has improved accuracy and consumes less time
period for execution without using a Golden Reference. The proposed algorithm
uses the logic-based detection method for identifying infected circuits. It involves
analyzing the output logic of the circuits. Most ICs are capable of giving digital
outputs and analyzing the bit streams provides an avenue for Trojan detection [4].
Errors in bitstreams can be accounted for infections. Hence, it does away with the
need for a golden reference. Comparisons of the bit streams obtained from a batch
of ICs can be used to arrive at the infected circuit(s). Crafty algorithms which can
isolate the infected circuits from the sample of circuits form the crux of this
detection method.

Most of the techniques related to the proposed logic-based detection approach
are formulated using multiple modular redundancy-based approaches [4–7]. Some
of the existing methods employing logic-based detection are:

1.1 Simple Majority Voting

The simple voting algorithm polls the binary words for the number of ones and
zeroes. The output bit is that which forms the majority and it is considered as the
correct bit for that particular bit position. At the end of the polling, an output word,
the same size as the input word is obtained [4]. Though the method is simple and
fast, it favors the majority which might pose problems when the non-infected CUT/
IPs does not constitute the obvious majority of the samples considered.
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1.2 Weighted Voting

This method assigns weights to the outputs based on a comparison between bit-
streams and the circuit whose output has the highest weight is considered the
non-infected one. Here, CUT/IPs are trusted gradually based on the output gener-
ated for different input patterns. One of the major advantages of weighted voting is
that even when the majority (or all) of the circuits under test is infected, it is
possible to identify the infected circuits [4, 6]. The major drawbacks are the
algorithm biased towards 1’s.

1.3 Weighted Voting

In hybrid voting, we compare power consumed and path delays among the ICs. We
calculate total dynamic power and cell leakage power for every ICs and compare
among them. The Trojan-affected IC will consume more power [6]. Likewise, we
calculate net delay arc and cell delay arc for every IC and compare among them and
the Trojan-affected IC will have more path delay [8].

2 Methodology

Always an odd number of CUT/IPs from different vendors; then outputs or logic of
intermediate nodes are observed and validated on a bit-by-bit basis by doing
effective voting to produce the correct output [8]. The outline of the approach is
shown in Fig. 1.

Fig. 1 Outline of the scheme
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2.1 Outline of Weighted Voting Algorithm

Voting algorithm selects the higher weighed CUT/IP bit. Each CUT/IP’s initial
weight counter is zero as mentioned in [4, 6], After each cycle, voting algorithm
calculates the sum of weights for each IC cores resulting logical one and sum of
weights for each CUT/IP resulting logical zero. Then it compares both the sums.
The higher sum will be considered the correct result bit and the voted output, and
the lower sum is the infected CUT/IP bit. Weight counters are increased by one for
all CUT/IP which produces the same result as clear bit and the weight counters of
disagreeing result CUT/IP’s are right shifted [6]. It is done to simplify the hardware
implementation voting circuit. This technique produces supreme results, especially
when using a minimum number of smaller CUT/IPs units. The proposed Trojan
detection method consists of the following.

2.2 Modified-Weighted Voting Algorithm

The proposed technique improves the existing methods by developing a
Modified-Weighted Voting Algorithm which overcomes the bias towards 1s and
incorporating Cyclic Redundancy Check (CRC) for comparison of bit streams. The
following flowchart in Fig. 2 of modified-weighted voting algorithm clearly exhi-
bits the operation procedure of the proposed scheme. It compares the output bit
streams of a sample set of CUTs (Circuit under Threat) and identifies the infected
circuit(s) based on a Modified Voting Technique and Cyclic Redundancy Check
(CRC). In order to improve the accuracy of the existing weighted voting algorithm,
the following modifications are made: equal initialization of weights and removing
bias towards 1s by giving equal priority to both 1 and 0 in the bit stream.

Input Pattern Generator: It has certain predefined patterns which cover the
critical input patterns. It makes sure every net in the circuit is toggled at least once
from 0 to 1 and 1 to 0. Thus enabling us to find the infected circuit using very less
number of input patterns. Evaluating the accuracy of the algorithm by processing
the outputs of around 126 varieties of benchmark circuits ISCAS’85 and ISCAS’89
circuits with and without Trojan. To efficiently analyze the effect many variations
were attempted in terms of Trojan type and location of the Trojan. The following
Trojan circuits were designed and used

• NAND gate as Trojan
• Linear-Feedback Shift Register
• 3-bit asynchronous Counter.
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2.3 Incorporating CRC in Trojan Detection

CRC is generally used in data transmission to check whether the data transmitted is
received properly. It is based on the cyclic addition of redundant data which

Fig. 2 Flowchart of modified-weighted voting algorithm
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encodes the input to check for errors. It is one of the commonly used error detecting
techniques which compares the transmitted and the received data. Here, we use
CRC to convert the output from the CUT/IPs into simpler forms which enable easy
and improved comparison. The generating polynomial used in CRC computation is
selected based on the hamming distance between the outputs and the length of the
outputs. A simple outline to understand CRC computation is shown in Fig. 3.

3 Implementation and Result Analysis

Each circuit is implemented in three ways: (1) The Direct implementation,
(2) NAND implementation, and (3) NOR implementation. Then 4 locations in each
circuit are chosen and different trojans are inserted in different locations. Here, we
have identified and inserted 3 trojans and 4 locations. Thus, we have 12 types of
infected circuits for each implementation. Readings are taken by selecting any one
of the 12 infected circuits of one implementation and non-infected circuits of the
other two implementations. So we have 36 cases. The resulting weight obtained
from the algorithm will be lower for infected circuits.

The sample results in Figs. 4a, b and 5a, b highlights the difference in weights in
case of the c6288 and s1488 circuits infected by Trojans in different locations of the
circuit. A similar analysis is carried out for c17, c432, c499, c1908, s27, s298, and
s1238. The detection accuracy of Modified-Weighted Voting (MWV) in each case
is found to be better than Weighted Voting (WV). The Modified Voting algorithm

Fig. 3 Simple outline of CRC
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gives significantly higher accuracy for almost all the circuits, providing an average
detection accuracy of 95.27% over the existing weighted Voting algorithm, which
gives an average accuracy (among the tested circuit samples) of 58.21% following
multiple modular redundancy approaches shown in Fig. 6.

Fig. 4 a Comparison chart showing variation of weight in C6288-location 1, b comparison chart
showing variation of weight in C6288-location 2

Fig. 5 a Comparison chart showing variation of weight in S1488-location 1, b comparison chart
showing variation of weight in S1488-location 2
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Notations and terminologies used in the following tables:
WV—Weighted Voting (Existing); MWV—Modified-Weighted Voting

(Proposed);
L1, L2, L3, L4—Locations of the circuit where Trojan is placed;
C1, C2, C3—Different implementations of a particular circuit; T1, T2, T3—

Trojans.

4 Conclusion

It can be observed from the results that the modified-weighted voting algorithm
gives a better discrimination between the infected and non-infected circuits. The
better accuracy is achieved because of removing the bias toward 1s which was
present in the existing voting algorithm.

Also, the modified usage of CRC method in our algorithm enables easy and
encoded comparison. The inclusion of critical pattern generator module and tog-
gling analysis provides time-saving results C6288. The accuracy of detection can be
improved by feeding all the input patterns. But it becomes a time-consuming
process for systems which have many inputs. If speed is preferred to accuracy then
critical pattern feeding method can be used and accuracy is preferred to time then
the entire input pattern feeding method can be used. Thus, we have been able to
achieve a Trojan detection method which alleviates the need for a Golden
Reference.
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A EHO-Based Clustering and Routing
Technique for Lifetime Enhancement
of Wireless Sensor Networks

R. K. Krishna and B. Seetha Ramanjaneyulu

Abstract It is known that Clustering and Routing are two techniques that can be
used for improving the lifetime of wireless sensor networks. Here, clustering has
been implemented using the Elephant Herd optimization (EHO) technique. In this
method, the behavior of the elephant groups has been taken into consideration. As it
is known, elephants form groups consisting of the father elephant, mother elephant,
and calves. As soon as the father elephant grows old, the mother elephant takes over
the leadership and the older elephant moves away from the group and stays in
isolation but is in contact with the group. An enhancing operator which selects the
cluster head based on the highest energy and a separator operator used for sepa-
rating the node with energy exhausted that is the father node is used for imple-
menting the clustering technique. Routing technique has been implemented through
the fittest cluster head method. While selecting the path the cluster heads in the
neighboring clusters are compared on the basis of their energies and the cluster head
with the higher energy is selected for the path.

Keywords Elephant herd optimization ⋅ Father elephant ⋅ Mother elephant
Enhancing operator ⋅ Separating operator

1 Introduction

In recent times, most of the work in wireless sensor networks is concentrated on
saving energy and improving the lifetimes of wireless sensor networks. Recent
studies indicate that metaheuristic algorithms are providing optimum solutions to
many problems. An elaborate discussion on how metaheuristic algorithms such as
PSO, GA, ACO are being used to find optimum solutions to these problems is
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presented in [1]. New algorithms such as BFOA, ARM, EHO, RHESUS, GWO,
AFSA, Firefly, and HABC are being increasingly used for providing optimization
solution for many problems in wireless sensor networks. Our purpose here is to use
these bioinspired techniques for clustering and routing techniques with the aim of
improving the lifetime of wireless sensor networks. Clustering and routing are two
techniques which substantially enhance the lifetime of wireless sensor networks.
Our aim in this paper is to use some of the bioinspired techniques for clustering and
routing techniques. Here, we use the EHO technique for clustering and fittest cluster
head technique for Routing.

It is known that one of the largest animals is the elephant. Elephants have typical
characteristics of behavior. They are social animals with a structure that consists of
a group composed of male elephants and female elephants with calves. An elephant
group consists of the male elephant which is the leader. Female elephants generally
tend to live in groups, whereas male elephants prefer to live in isolation. Once the
calves grow the male elephant moves away from the group and lives in isolation
though it may remain in contact with the group by low-frequency vibrations. Then
the female elephant or the mother elephant takes over the leadership of the group. In
this chapter, this characteristic of elephant behavior has been applied to a wireless
sensor network for clustering.

After clustering and selection of cluster heads is done with, the next task is data
transmission using an appropriate routing technique. That is data is collected,
aggregated, and sent to the base station after selecting a suitable route. This has
been done using fittest cluster head selection method. While selecting the path from
the source to destination the data is first transmitted to the cluster head. The cluster
heads of the neighboring clusters are verified and the cluster head with the higher
energy is selected and the data is passed through that cluster head. This process is
continued till the base station is reached. This helps in data transmission through the
fittest route. This method has been compared with the existing GA technique and
this method has been found to give better results in terms of packet delivery ratio
(PDR), delay, and energy.

2 Related Work

In [1], Chun Wei Tsai et al. have reviewed several metaheuristic algorithms that are
attracting the researchers in providing optimum solutions to various problems for
improving the lifetimes of wireless sensor networks. They have analyzed and
discussed several lifetime problems of wireless sensor networks such as Number of
Alive Nodes problem, Cluster Head Election Problem, Deployment Coverage
Problem, Set-Cover Problem, and Data Routing problems. The discussions are
divided into three parts: single-solution-based algorithms, evolutionary algorithms,
and swarm intelligence. In the swarm-based techniques SA (Simulated Annealing),
TA (Tabu Search), GA (Genetic Algorithm), ACO (Ant Colony Optimization),
PSO (Particle Swarm Optimization) methods have been analyzed with respect to the
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above problems. Open issues such as representation, parameter setting,
multi-objective, computation cost, and convergence have also been discussed.

As it is known, ACO is composed of three phases that are initialization, pher-
omone update, and solution construction. In [2] Wang et al. propose a new algo-
rithm called AMR. In this method, the ants are able to communicate with each other
indirectly. This is done by making changes in the thickness of pheromone. Each ant
has a capability of searching paths themselves and they provide a feasible solution.
In this technique, the authors use a halting state for the ants. In this algorithm, if the
ants after returning to the depot are not in halting state, they are made to travel again
in search of a new path. Each ant selects a new path using the random proportional
rule. This iteration is repeated until a proper route is found. A further improvement
has been suggested to the existing technique by providing a parameter to save
distance. For this purpose, the authors propose that there should be two types of
ants that are called ordinary ants and special ants. As far as ordinary ants are
considered, they travel as per convention and use the random proportional rule and
deposit pheromone for communication with other ants. The special ants construct
routes in a similar manner as TSP ignoring the capacity constraint and they pick up
the “short path” between two customers and deposit pheromone accordingly. Thus,
the special ants have an advantage as they thus exploit the local optima.

Hajlaoui et al. [3] covers the survey of different metaheuristic methods that are
used to solve the routing problems in VANETs. Further, they have also presented
the existing trends. In this chapter, they have elaborately studied PSO (Particle
swarm optimization), Genetic algorithm and Ant colony optimization techniques
with respect to numerous parameters. How Particle Swarm Optimization (PSO) is
used for Modified-Optimized Link State Routing Protocol Tuning (OLSR Routing)
has been discussed. The method by which the PSO is used for Optimized DSDV is
also analyzed. The other parameters discussed include Using Particle Swarm
Optimization, Parameter Value Optimization of Ad Hoc on Demand, and Vector
Routing for multipath distance, and Time Seed-Based Solution Distance Effect
Routing Algorithm which is used for mobility analysis, simple forwarding over
Trajectory, Geocasting Beacon Power Control Data Aggregation.

Lalwani and Sagnik Das [4] implements the BFO algorithm. The basic principle
of this method is to mimic the foraging strategy of a swarm of E Coli. The basic
objective of this method is to optimize multi-objective functions. The bacteria are
always in search of nutrients to improve its energy. During this search process, the
movement of the bacterium is by means of small steps in the environment. This
process is called chemotaxis. This is the basic idea utilized by BFOA. In BFOA a
virtual bacterium is the solution vector. It is used to solve the optimization problem.
For this purpose, the chemotactic movement is performed in the problem search
space. The aim is to get a global optimal solution vector. As it is known, cluster
head selection and routing are techniques which are used widely for improving and
enhancing the life of the wireless sensor networks (WSN). BFOA is used for
implementing these two techniques. In the clustering technique, the cluster head is
selected based on BFOA where the residual energy of nodes and intra-cluster
distance are the parameters considered as fitness function for selection of cluster
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head whereas for the routing techniques residual energy of next hop and Euclidean
distance between cluster head and next hop is considered for selecting the routing
path.

In [5] Gai Ge Wang et al. have proposed a new metaheuristic optimization
method, which is based on elephant herding behavior. As it is known elephants,
though belonging to different clans live together. The matriarch is the leader of the
group. The male elephants generally leave the family group after a few years. That
is when the children grow up. The old elephant then lives separately away from the
group but still is in contact with the family. The mother now becomes the leader of
the group. This behavior of the elephants has been modeled into two operators. One
is called clan updating operator and the other is named as separating operator.
In EHO, when the old elephant leaves the group and its position is taken over by a
young elephant then this process of replacement and updating is performed by the
clan updating operator. The next step is the implementation of the separating
operator. The purpose of this operator is to separate the old elephant from the group.

Zhou et al. [6] is based on the popular and widely used technique called the
Particle Swarm Optimization (PSO). In this chapter, the authors have proposed an
improved PSO algorithm. This has been done by adjusting the inertial weight so
that the particles are not trapped in local optima. The purpose of the improved PSO
algorithm is to increase the fitness function to the maximum level. This helps in the
selection of cluster heads that are more suitable and better relay nodes. This results
in the generation of an energy-efficient wireless sensor network.

Nugroho et al. [7] proposes a routing technique that is based on the behavior of
an insect called Bombyxmori, a silk moth. This insect flies in a unique manner with
the purpose of finding the source of pheromones. First, it flies in a straight manner
and then it follows a zigzag path. The algorithm proposed, therefore, consists of two
steps, the first step is called shortest path algorithm and the second step is named the
zigzag path algorithm. The total process consists of three stages. The first stage is
the node initialization stage. The second stage consists of the creation of dictionary
manager and finally, the third stage is the forwarding of data in a zigzag manner.
First, the function of each node is the initialization of nodes. Next, each node has to
identify the adjacent nodes. Then the flow of traffic is recorded. The dictionary
manager is the central controller. The dictionary manager’s function is to find the
best route from one node to another. The second algorithm is the zigzag algorithm.
In the second stage, the data is transmitted in a zigzag manner. Thus, it can be said
that data transmission consists of two parts. In the first stage, the shortest path
algorithm is used for transmitting the data during the first i/2 hops. Thus, during the
first stage, the shortest path algorithm is used for transmitting the data. This step is
analogous to the straight line movement undertaken by the male silkmoth while
flying to its destination. The second stage consists of the zigzag path algorithm.
This path is used for data transmission during the remaining i/2 hops.

In [8], Miao et al. propose a Leach H protocol based on genetic algorithm, which
is an improvement over the Leach protocol. This method improves the lifetime of
the network. In the traditional leach method, cluster head election process is
completely dependent on the random number and factors such as the current
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residual energy and location of the nodes are not considered resulting in a reduction
of lifetime of the network. Also if the location is not decided then it may happen
that in certain areas there may be more nodes and in some areas there may be a
dearth of nodes resulting in uneven distribution affecting the data transfer. To
overcome these problems, the authors have proposed a GA-based Leach protocol.
In this method, energy and the position of nodes are taken into account to optimize
this election mechanism. The improved algorithm introduces three parameters
energy, the node’s number of neighbors, the distance between node and base station
to correct threshold. Then the genetic algorithm is used for clustering and selection
of cluster heads by considering four parameters such as the size of population, cross
probability, mutation probability, and weigh accuracy of influence factors. The
genetic algorithm procedure consists of coding the chromosome according to the
required accuracy. Then, the fitness value of each chromosome is calculated fol-
lowed by selection, crossover and mutation and generation of new population and
the selection of cluster head based on optimal weight values.

3 Proposed Work

As is known, elephants are social animals that tend to live in groups. They have a
specific group structure consisting of many groups and each group is led by the
oldest elephant. The rest of the group comprises of the female elephant and the
calves. As soon as the elephant grows old, it tends to move away from the group
and stay in isolation but is in contact with the group. The group is now led by the
mother elephant.

This behavior has been idealized to form a general global optimization method.
In order to make the herding behavior solve all the optimization problems, fol-
lowing idealized rules have been framed.

1. The total elephant populations consist of many groups and each group com-
prises of the father elephant, mother elephant, and its children.

2. The group is led by the father elephant and once it becomes old it will leave the
group and stays in isolation but remains in contact with the group. Now the
mother takes over the leadership.

This behavior is implemented using two operators (a) Clan updating operator.
(b) Separating operator.
The equation for clan updating operator is given as

Xnewci, j =Xci, j + α× Xbest, ci −Xci, j
� �

× r ð1Þ

where xnewci,j is the newly updated position of elephant j in clan i and xci,j is the old
position for elephant j in clan ci.

A ∊ [0, 1] is a scale factor that determines the influence of matriarch ci on xci,j.
Xbest,ci represents matriarch ci, which is the fittest elephant individual in clan ci. r ∊
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[0, 1] is a kind of stochastic distribution and uniform distribution in the range [0, 1]
is used in our current work.

The equation for separating operator is given by the formula as follows:

xworst, ci = xmin + xmax − xmin +1ð Þrand ð2Þ

where xmax and xmin are, respectively, upper and lower bound of the position of
elephant individual. Xworst,ci is the worst elephant individual in clan ci. rand ∊ [0, 1]
is a kind of stochastic distribution and uniform distribution in the range [0, 1].

This behavior of the elephant herding is applied to the wireless sensor network in
this chapter. The nodes are idealized as elephants and the groups that are formed are
analogous to the clusters and the leader is the cluster head. Here, we have formed
the clusters with each cluster consisting six elephants. The node with the highest
energy is selected as the cluster head. Then as soon as the energy of that cluster
head reduces the mother cluster head takes over. This is implemented using the clan
updating operator. Then the father elephant is isolated and moves away from the
group. This is implemented using the separating operator.

Once clustering is done the next step is data transmission or routing. In routing,
the selection of the path to be taken is generally based on the shortest path to reach
the destination. But in this technique, while selecting the path the energies of the
two neighborhoods cluster heads or the cluster heads in the neighboring clusters
that form the path are compared. The cluster head with higher energy is selected
and communication takes place through the selected cluster head. The remaining
cluster heads are also selected in a similar way and these cluster heads form the path
to the destination or base station. This results in improvement in the lifetime of the
communication path and data transmission takes place for a longer amount of time
thus enhancing the lifetime of the network. This scenario and methodology are
simulated using NS2 simulator and the quantities of energy consumed, delay
occurred and ratio of packet delivery are recorded.

4 Results

The simulation results for packet delivery ratio, delay, and energy are obtained for
the proposed EHO-based clustering and routing techniques. These results are
compared with the existing Genetic Algorithm (GA) technique. Performance
comparisons are shown in Figs. 1, 2 and 3.

Figure 1 is the PDR comparison with the existing GA technique. It is found that
the packet delivery ratio is 10–20% better than the GA technique with only small
drop in packets.

396 R. K. Krishna and B. Seetha Ramanjaneyulu



Figure 2 shows the delay comparison of the proposed technique with the
existing GA technique. The graph indicates that our proposed EHO method has a
lesser delay of about 10% as compared to the existing GA technique.

Figure 3 shows the energy consumption comparison of the proposed technique
with the existing technique. Energy consumed by the proposed technique is almost
40% lesser than the existing GA techniques. This shows that our method is far more
efficient than the existing techniques.

Fig. 1 PDR comparison

Fig. 2 Delay comparison
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5 Conclusions

It is found that the proposed method that uses the EHO-based clustering and fittest
cluster head routing technique gives a good improvement over the existing GA
technique. The proposed technique not only yields better results by improving the
PDR ratio and reducing the delay by about 10% but also reduces the energy
consumption by almost 40% which helps in improving the lifetime of wireless
sensor networks.
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Joint Multiview Video Plus Depth Coding
with Saliency Approach

T. Manasa Veena, D. Satyanarayana and M. N. Giri Prasad

Abstract The main consideration of compression efficiency in multiview is to
venture the temporal and interview analytical dependencies since all cameras
capture the particular frame with variable viewpoints. The era of multiview coding
(MVC) predictor selection statistics is used to compress MVD representation
resulting in separate bitstreams of texture and video sequences. These coding
schemes do not capture the similarities that arise in texture and depth video
sequence, whereas joint multiview video plus depth coding (JMVDC) scheme
employs the correlation co-efficiency of the motion in texture and depth sequence in
rendering the object of interest in the scene. Large amount of data that is produced
in this representation becomes a challenge for data storage and network transmis-
sion. In JMVDC, the structure enables interlayer motion prediction mechanism by
representing the base and enhancement layers as texture and depth. The
inter-dependency of motion texture and depth content of multiview is accomplished
and achieved by employing different correlation coefficient methods. The proposed
method utilizes depth map to enhance the salient region with the combination of
local and global saliency information. The experimental results show that the
JMVDC method in saliency map with enhancement achieves the reduction of
computational complexity to detect the distinctive region.

Keywords MVD ⋅ Joint multiview video plus depth (JMVD)
Saliency method ⋅ Local saliency ⋅ Global saliency
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1 Introduction

In a three-dimensional (3D) video, view amalgamation is becoming a primary
source to multiview video where texture plays a promising approach in acquiring
pixel-based depth map used in MVD. Hence, a joint (JMVDC) structure is designed
to accomplish the ideal coding productivity while concentrating on the regressive
similarity of texture video coding of multiview in MVC. Multiview applications
and answers for bolster generic multiview and additionally 3D services are pre-
sented. Including various operations of MVC [1] like interfacing, transmission and
decoding capacity covers an extensive variety of prerequisites which are used for
3D video sequences are depicted by this approach. The portions which are
acquainted in MVC with bolster these proposed arrangements incorporate reference
pictures stamping, aided proficient view exchange, bitstream collaboration, the
motion of view extensible in enhancing supplemental upgrade data and parallel
decrypting. Merkle in [2] a review of multiview video plus depth representation
(MVD) arrangement is exhibited. A navigational approach like 3D TV and free
perspective video are empowered as 3D portrayal. Compression algorithms in video
coding scheme for multiview misuses factual conditions of reference pictures for
both temporal and between views related to shading and depth information.

A survey on the video top to bottom portrayal for multiview video game plans is
shown in [3]. Compression efficiency and complexity are prominent parameters in
the development of video coding standards and this serves as a typical approach for
composite coding concepts utilizes motion compensation prior to previous coding
structures. In [4] another new algorithm depicted for depth map which uses a
prevalent video standard, H.264 in order to lessen encoding time fundamentally
while keeping up high compression effectiveness. Rather than evaluating movement
vectors straightforwardly in the depth map, create applicant movement modes by
exploiting movement data of the comparing texture video. The test comes about
demonstrate that the coding algorithm at low bit rates reduces the unpredictability
of the past plan about 60% which utilizes two sequences independently and coding
simulation is additionally enhanced up to 1 dB.

With the accession in [5] is broadly utilized for view amalgamation in 3D video
applications. To effectively use restricted data transmission, novel standards like the
Advanced Video Coding (AVC) standard also notable as H.264 extension of SVC,
can be embraced 4:0:0 Chroma as a depth data. Jointly collaborating the surface
video and its corresponding depth data which utilizes Scalable Video Coding
(SVC), expansion of H.264 or AVC, a novel algorithm illustrated in DIBR model.

Recent presentations of the Advanced VC standards, used in 3D video critical
upgrades have been exhibited in compression capacity. Collaboratively, The JVT of
the ITU-T VCEG and the ISO/IEC MPEG has now likewise institutionalized a
Scalable Video Coding (SVC) expansion of H.264 or AVC standard [6, 7]. SVC
empowers the transmission and decoding of partial bitstreams to give video
administrations bring down sensual along with time or structural measures or
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reduced constancy while holding a reproduction quality and inadequate bitstreams
w.r.t rate phenomenon.

2 Problem Definition

As we are considering a depth data instead of texture, bitrate of depth data plays an
important role and a minimum is required to encode a depth data rather than a
texture due to its structure and entropy as depicted in [8]. In JMVDC structure the
base layer and enhancement layer represent corresponding texture and depth of a
scene. The per-pixel depth map is incurred in view interpolation with many
advanced systems to access the depth bitstream in the enhancement layer. A large
amount of data that is produced in this representation becomes a challenge for data
storage and network transmission.

By partitioning the frame into texture and depth and analyzing depth data along
with saliency mapping unveils the parameters like bitrate and complexity [9, 10] as
saliency enables redundant data with spatiotemporal mapping. Previous methods
are concentrated and capable to decode only texture video whereas JMVDC by
achieving the preservation of bitrate is wider than MVC and MVD. Our Saliency
approach enhances the texture and its corresponding depth map of multiview fol-
lowed by MVC and depicted jointly MVD along with its depth reducing complexity
and saving bitrate as possible. The JMVDC method in saliency map with
enhancement achieves the reduction of computational complexity to detect the
distinctive region.

3 Proposed Approach

In the present era of 3D content securing and advancement with the huge market
potential to multiview video frameworks. Our present phenomenon, we consolidate
multiview video coding and the forecasting macroblocks in a depth data outline
from corresponding texture frame arrangement. The final depicted framework of
proposed (JMVDC) structure is shown in Fig. 1, which is used to accomplish the
ideal coding proficiency while keeping up the retrogressive similarity of the mul-
tiview texture to MVC along with saliency mapping. Tests demonstrate that the
JMVDC structure beats the autonomous MVC of multiview depth map outline by
10–20% as far as bitrate sparing.
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3.1 Depth Map

With the advancement of jointly coding texture and depth map enhances com-
pression efficiency effectively beyond unconnectedly coding. In our approach,
Fig. 2 depicted a flowchart to attain depth map of a video sequence. By considering

Fig. 1 Block diagram of depicted framework

Fig. 2 Flowchart of depth
map creation
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filter or blocks of the pixel region in which original is leaving aside i.e., working
image. To identify filter result around the depth pixel an index is updated. Calcu-
lating depth value in a frame separating the entire pixel region with macroblocks of
3 × 3 or 5 × 5 or 8 × 8. Filling up all the depth values in particular MB so that
we will have a surrounding zero value pixel. All nonzero entries and repeated
values are carried out in mode process.

3.2 Saliency Approach

Human Visual System (HVS) plays a prominent role in visual aspects which is used
to identify important regions in an image. To identify important region automati-
cally in image saliency detection is the best approach [11]. A wide variety of image
processing applications such as related compression, segmentation, enhancement
and the valuation is extended up to video applications such as Video compression,
Video Analysis. Many conventional algorithms are developed for saliency detec-
tion. Local Saliency is obtained by evaluating one of the feature extraction, i.e., an
intensity which is a directional change and termed as image gradient [12]. To
extract the information of an image intensity gradient is a permissible approach
convolving with a filter. Global Saliency in this work is termed as the total gradient
of DCT image [13] due to the visual attention to depth feature which is going to
serve as salient for stereoscopic images.

3.3 Feature Extraction

For learning saliency approach, we extract the parameters related to color, intensity,
texture, and depth. A compression domain saliency detection mapping which uses
to extract the above features is implemented by DCT used in JPEG compression of
8 × 8 blocks. The color and texture related parameters used for object localization
is formally extracted from coefficients of DCT. After obtaining a DCT block size
image, enhancement technique is applied in order to improve quality of the image
and also obtain highlighted features which are going to serve exact replication of
saliency along with weighted features obtained from DCT block splitting.

4 Methodology

(a) Multiview Video Coding: MVC, referred to as both bury expectation and
interview prediction to exploit the worldly and between view redundancies. The
interview expectation is performed quite recently like the entomb prediction
aside from that reference pictures in the forecast procedure are at no time in the
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future transiently neighboring pictures yet the photos of a similar testing
moment in the nearby perspectives. It relies on upon the particular encoder
setup, regardless of whether interview expectation is connected to non-anchor
pictures.

(b) Multiview Video Plus Depth Coding: Due to the extended amount of data in a
multiview video where each frame is independently coded and is a challenging
task possible with any video standards along with H.264/AVC, MVDC utilizes
combining texture and depth map deliberately. Moreover, the confinement of
MVD extension to MVC was contrasted and independently coding of texture
and depth map freely and alluded to MVD with simulcasting H.264 or AVC.
The Practical implementation of both MVD structures is indistinguishable with
the succession of Ballet whereas the proposed structure of MVD along with
MVC outflanked the simulcasting MVD depth by 0.5 dB PSNR in Luma for
Break-dancers dataset.

(c) JMVDC SCHEME: The pixel qualities are very extraordinary between a texture
and its relative depth map delineate, developmental entities in a texture and the
related profundity outline are typically comparable. A similar conclusion can
likewise become to subjectively; the considered JMVDC plot employs the way
that texture video and its profundity outline have comparative protest outlines
and developments. It gives a sensible tradeoff between many-sided quality and
compression productivity and facilitated the execution exertion of JMVDC. The
prediction procedure of anchor picture is referred as dissimilarity of interlayer
(alternative) and used to extract multiview depth map from texture and a clear
exposition is depicted in Fig. 2, following the proposed approach.

5 Result Analysis

As delineated as above, the following result analysis is depicted in Fig. 3, where the
consolidated MVC and the forecast depth map outline from corresponding texture
frame. By evaluating the depth map, JMVDC, and its corresponding threshold
JMVDC to get binary data from depth sequence. The cumulative histogram is
analyzed for depth, JMVDC, and threshold in order to conquer the variations
mathematically. In order to accomplish the ideal coding proficiency while keeping
up the retrogressive similarity of multiview texture MVC along with saliency
mapping is implemented separately combining with local and global mappings. The
performance evaluations of all implemented saliency mapping conditions are as
follows with Fig. 4. The overall performance evaluation of local, global along with
combining saliency mapping analysis is measured in terms of precision, recall, and
F-Measure with the correlation coefficients of all three mapping methods [14].
Based on correlation phenomenon of the depth map of each technique is com-
pensated with the correlated sequences of user-defined parameters.
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The objective measures of the proposed model are elevated in the calculation of
signal to noise ratio and a bit per pixel comparison of proposed JMVDC and
Saliency mapping methods. Our proposed JMVDC model with the combination of
local and global saliency mapping contributes to compression ration based on bit
per pixel of uncompressed to compressed formats which follows Table 1. In
advance, the proposed method is used with a compression ratio of JMVDC method
achieved is 28.9 whereas saliency mapping is 42.10 which is an added advantage.
Simulation results are organized as follows:

• Reading the total number of frames from a video sequence as an input.
• Concatenating particular frame and extracted as an original frame as (a).
• Calculating Depth map for that particular texture as depicted in Sect. 3.1.
• A modulated intensity gradient and a total gradient is analyzed with the

JMVDC.
• Evaluating proposed method starts with extracted frame and splitting into

block-wise to get an enhanced image separating the color information by
adjusting and preserving blocked image (h).

• The local map is obtained by normalizing the gradient estimate with filtering
techniques. Global mapping is obtained by averaging all the coefficients.

Fig. 3 Interlayer view of
anchor pictures
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6 Conclusion and Future Work

Our phenomenon is a productive joint coding plan, as JMVDC, an extension of
MVD portrayal. The likeness of the mapping data in a texture and related Depth
delineate and the interview relationship are employed through the interlayer motion
expectation structure of SVC and MVC interview prediction structure in JMVDC.
The proposed method utilizes depth map to enhance the salient region with the
combination of local and global saliency information. The experimental result
analysis depicted the JMVDC method in saliency map with enhancement achieves

Fig. 4 a Original frame, b depth image, c JMVDC, d threshold JMVDC (τ = 4), e histogram
analysis of (b), (c), and (d), f local saliency mapping, g global saliency mapping, h final saliency
mapping with enhancement, i overall performance evaluation for the local, global, and final
saliency maps of the proposed model

Table 1 Objective metrics of
the proposed method

Method type PSNR (dB) BPP

Using JMVDC 32.65 0.83
Saliency mapping 72.22 0.57
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the reduction of computational complexity to detect the distinctive region. Future
work may focus on extending with a novel transform analysis along with non-static
texture and a corresponding depth map.

References

1. Y. Chen, Y.-K. Wang, K. Ugur, M. M. Hannuksela, J. Lainema, and M. Gabbouj, “The
emerging MVC standard for 3D video services,” EURASIP Journal on Advances in Signal
Processing, vol. 2009, ArticleID 78601513 pages 2009.

2. P. Merkle, A. Smolic, K. Müller, and T. Wiegand, “Multi-view video plus depth
representation and coding,” Proc. of IEEE International Conference on Image Processing,
vol. 1, pp. 201–204, Oct. 2007.

3. T. Wiegand, G. J. Sullivan, G. Bjøntegaard and A. Luthra, “Overview of the H.264/AVC
video coding standard,” IEEE Transactions on Circuits and Systems for Video Technology,
vol. 13, no. 7, Jul. 2003.

4. H. Oh, Y.-S. Ho, “H.264-based depth map sequence coding Using Motion Information of
Corresponding Texture Video,” Springer Berlin/Heidelberg, Advances in Image and Video
Technology, vol. 4319, 2006.

5. C. Fehn, “Depth-image-based rendering (DIBR), compression, and transmission for a new
approach on 3D-TV,” Proc. SPIE, vol. 5291, 93 (2004). https://doi.org/10.1117/12.524762.

6. S. Tao, Y. Chen, M. M. Hannuksela, Y.-K. Wang, M. Gabbouj, and H. Li, “Joint texture and
depth map video coding based on the scalable extension of H.264/AVC,” Proc. of IEEE
International Symposium on Circuits and Systems, pp. 2353–2356, May 2009.

7. H. Schwarz, D. Marpe, and T. Wiegand, “Overview of the scalable video coding extension of
the H.264/AVC standard,” IEEE Trans. Circuits Syst. Video Technol., vol. 17, no. 9,
Sep. 2007.

8. Jun Zhang, Miska M. Hannuksela and Houqiang Li, “Joint Multiview Video Plus Depth
Coding,” IEEE International Conference on Image Processing, vol. 10, Sep 2010.

9. L. Itti, “Models of bottom-up and top-down visual attention,” Ph.D. dissertation, Dept.
Computat. Neur. Syst., California Inst. Technol, Pasadena, 2000.

10. L. Itti, C. Koch, and E. Niebur, “Model of saliency-based visual attention for rapid scene
analysis,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 20, no. 11, pp. 1254–1259, Nov.
1998.

11. Jun Xu, Xiaoqiang Guo, Qin Tu, Cuiwei Li and Aidong Men, “A Novel Video Saliency Map
Detection Model In Compressed Domain,” Proc. Of IEEE Milcom 2015 in Communications,
vol. 15, no. 9, Sep. 2015.

12. Wonjun Kim and J-J Han, “Video saliency detection using contrast of spatiotemporal
directional coherence,” Signal Processing Letters, IEEE, vol. 21, no. 10, pp. 1250–1254,
2014.

13. Yuming Fang, Zhenzhong Chen, WeisiLin, Chia-Wen Lin,” Saliency Detection in the
Compressed Domain for Adaptive Image Retargeting,” IEEE TRANSACTIONS ON
IMAGE PROCESSING, VOL. 21, NO. 9, SEPTEMBER 2012.

14. Imamoglu, N., W. Lin, and Y. Fang. “A Saliency Detection Model Using Low-Level Features
Based on Wavelet Transform”, IEEE Transactions on Multimedia, 2012.

Joint Multiview Video Plus Depth Coding … 409

http://dx.doi.org/10.1117/12.524762


Two-Stage Enhancement of Dry
Fingerprint Images Using Intensity
Channel Division and Estimation of Local
Ridge Orientation and Frequency

Ramagiri Priyakanth, Katta Mahesh Babu
and Nyshadam Sai Krishna Kumar

Abstract Quality of finger prints play a major role in justifying the performance of
any automatic finger print identification or verification system specially in
extracting minutiae. This chapter deals with the enhancement of dry fingerprints as
it is very crucial in forensics. This enhancement algorithm improves the quality of
dry fingerprints adaptively in two stages. First-stage enhancement is done using
intensity channel division approach followed by the second, which is based on the
presence of ridge regions in the image. The ridge regions recognized in the dry
fingerprint image are normalized and hence, ridge orientations are determined.
Finally, estimation of local ridge frequencies is carried out along with the appli-
cation of relative filters with appropriate orientation and frequencies.

Keywords Dry finger prints ⋅ Intensity channel division ⋅ Ridge orientations
Ridge frequencies ⋅ Minutiae extraction

1 Introduction

Fingerprint analysis is one of the most prominent technologies under biometrics
used to recognize suspects and unravel crimes, and it persists as an immensely
valuable tool for the enforcement of law and criminal investigations [1]. This helps
investigators to relate one crime scene to another connecting the same individual.
Every person has his own fingerprints and do not match with that of the others.
They are so unique, even if indistinguishable twins having synonymous DNA are
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considered. This exceptionality makes fingerprint identification significant in
tracking the past record of the accused.

Presence of corrugations and ridges on the surface of tip of any finger represent a
pattern of fingerprint. The relation between local ridges and their characteristics
helps to determine the uniqueness of fingerprints [2]. The ridge alignment and their
features in the impression acquainted are inspected locally and their distribution is
observed aberrant. The two decisive ridge features named as minutiae used in the
process of fingerprint matching are identified as ending and bifurcation of ridges.
The point at which a ridge suddenly ends is termed as ridge ending and the point at
which branch ridges are formed from a single ridge is understood as ridge bifur-
cation (Fig. 1 shows an example). Typically, the total number of minutiae in a best
grade fingerprint impression image varies from 40 to 100. The fingerprint image
quality will have a huge effect on the process of extraction of minutiae. Hence, dry
fingerprint enhancement is required for quality extraction of minutiae [2].

Detection of ridges and locating minutiae in the case of an ideal binary dry
fingerprint image is made simple, as the flow of ridges is in a constant direction
locally and irregularities of ridges are termed as minutiae. But, in practice, because
of disparity in impression conditions, the fingerprint can be dry with gaps in the
ridges and will be of poor quality (Fig. 2 shows an example).

This leads to creation of false minutiae, ignoring a large percent of true minutiae.
Hence, enhancement of the dry fingerprint image should be performed first before
the extraction of minutiae.

Y

X

Ridge Ending Ridge Bifurcation

R
idge E

ndings
R

idge B
ifurcations

Fig. 1 Ridge ending and ridge bifurcation in fingerprint images

Fig. 2 Examples of dry
fingerprint images with gaps
in ridges
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2 Fingerprint Enhancement

Dry fingerprint images contain discontinuities in ridges and their orientations. Local
ridge orientations and ridge continuity are the significant visual evidences used by
any fingerprint specialist to appropriately identify the minutiae. The enhancement
algorithm presented in this chapter imposes these evidences to elevate clear ridges
in dry finger print images only in specific regions which are recoverable. These
recoverable regions contain ridges degraded by a little number of creases, spots,
etc., but are still noticeable and adequate data about the true ridges is provided by
the regions in neighborhood.

Enhancement of dry fingerprint image is needed before implementing the pro-
cess of minutiae extraction and this is performed in two stages. First stage is
implementation of Intensity Channel Division (ICD) and the second stage
enhancement is connected with the process of estimating both the local ridge
alignments and their respective frequencies. This fingerprint enhancement is con-
ducted on gray images. The flowchart of two-stage enhancement algorithm for
improving the quality of dry fingerprint image suitable for true minutiae extraction
is represented in Fig. 3.

2.1 Intensity Channel Division

In Intensity Channel Division, the set of contrast pairs in the dry fingerprint image
is formed. They are formed as two classes of contrast pairs. One is edge and the
other one is smooth. Contrast pairs are termed as edge when the difference in the
two intensities of sub-image is greater than the value of threshold (approximated to
the value of 10), otherwise it is termed as smooth [3]. Edge pairs are clustered into
different intensity channels and the curve of intensity transformation function
designed is applied to the input dry fingerprint image. Texture regions are enhanced

Fig. 3 Two-stage
enhancement of dry
fingerprint images
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by intensity channels in the dry input fingerprint image maintaining flat regions
avoiding artifacts.

The Local Contrast Indicator (LCI), Lj(k) is framed for the specific intensity
value j as

L j kð Þ= ∑
s, t

∑
λ∈C j

e s, tð Þ
λ kð Þ ð1Þ

where Lj(k) is the kth location in the local contrast indicator function, (s, t) are
center pixel coordinates in the sub-image of dry fingerprint input image, C j

e s, tð Þ
represent contrast pairs set for center pixel (s, t) from its eight neighbors, such that
the intensity j is within those eight neighbor’s pair intensities, and λ(k) represent kth
element in the edge contrast pair for the center pixel (s, t). The range of values of
s and t is [0, M], M being the maximum number of intensity levels. Definition of
C j
e s, tð Þ for (s, t) is illustrated by

C j
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9>=
>; ð2Þ

where I(s, t) and I(s′, t′) are the intensities of pixels at (s, t) and (s′, t′), respectively,
M(s, t) represent any of the 8-neighbors of (s, t), and ψ is set as threshold (constant).
Finally, the forcing function Fj and hence the function of transformation for
intensity channel j are anticipated in (3) and (4) respectively.

F j nð Þ= ∑n
k =0 L

j kð Þ
∑M

k =0 L j kð Þ ð3Þ

T j nð Þ= I nð Þ+ L j nð Þ
max I + L jð Þ 0≤ n≤M ð4Þ

Finally, the enhancement of dry fingerprint image is done by

Ien s, tð Þ= ζ I s, tð Þf g ð5Þ

where I(s, t) represent pixel intensity at (s, t) in the dry fingerprint input image, ζ is
the Savitzky–Golay filtered intensity transformation. This filtering smoothens the
transformation curve as a part of curve fitting and Ien is the intensity replacing
intensity I at (s, t) in dry fingerprint image [3]. This process gives an enhanced dry
fingerprint image using ICD approach in first stage.
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2.2 Estimation of Local Ridge Orientations and Frequencies

In the second stage of enhancement the output of Intensity Channel Division
approach becomes the input. Let I1 represent the grayscale dry fingerprint image
after ICD defined as a matrix sized N × N and pixel intensity at coordinates (s, t) is
designated by I1(s, t).

1. As a first step of second stage enhancement, the process of normalizing the input
is performed to minimize the deviations in the values of gray level all along the
ridges. Let GNorm(s, t) refer to the normalized grayscale value at coordinates
(s, t) of any pixel and is defined as

GNorm s, tð Þ= MEANd +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VARIANCEd I1 s, tð Þ−MEANð Þ2

VARIANCE ,
q

if I1 s, tð Þ>MEAN

MEANd −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VARIANCEd I1 s, tð Þ−MEANð Þ2

VARIANCE ,
q

if I1 s, tð Þ≤MEAN

8<
:

9=
; ð6Þ

where MEANd represent the value of expected mean and VARIANCEd is the
expected variance. The mean and variance of ICD output image I1 of size N x N can
be computed as

MEAN I1ð Þ= 1
N2 ∑

N − 1

s=0
∑
N − 1

t=0
I1 s, tð Þ ð7Þ

VARIANCE I1ð Þ= 1
N2 ∑

N − 1

s=0
∑
N − 1

t=0
I1 s, tð Þ−MEAN I1ð Þf g2 ð8Þ

This process of normalization facilitates the successive processing steps.

2. After obtaining a normalized image Gnorm, the following steps are involved
using least mean squares method for estimating the local orientation image [4]:

(i) Dividing normalized image Gnorm into square sized m x m blocks
(16 × 16).

(ii) Computing the gradients using Sobel operator, ∂x(s, t) and ∂y(s, t) at every
pixel coordinate (s, t) [5].

(iii) Alignment of every block alignment using Sobel gradients at every pixel
coordinate (s, t) is estimated by

υx s, tð Þ= ∑
s+ m

2

p= s− m
2

∑
t+ m

2

q= t− m
2

2∂x p, qð Þ∂y p, qð Þ ð9Þ

Two-Stage Enhancement of Dry Fingerprint Images … 415



υy s, tð Þ= ∑
s+ m

2

p= s− m
2

∑
t+ m

2

q= t− m
2

∂
2
x p, qð Þ− ∂

2
y p, qð Þ

� �
ð10Þ

Θ s, tð Þ= 1
2
tan− 1 υy s, tð Þ

υx s, tð Þ
� 	

ð11Þ

where Θ s, tð Þ represents correct orientation that is perpendicular to the effective
direction of m × m window-sized Fourier spectrum and is the estimated local ridge
orientation of any specific block using least mean squares algorithm.

The Consistency Level (CL) [2] of the ridge orientation in the 8-neighborhood of
pixel (p, q) is computed by

CL p, qð Þ= 1
N

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑

s, tð Þ∈H
Θ s, tð Þ−Θ p, qð Þj j2

r
ð12Þ

where H, which is a 3 × 3 window, represents the 8-neighborhood around the
pixel location (p, q); N represent Total number of pixels in H; Θ s, tð Þ and Θ p, qð Þ
are ridge orientations at pixels (s, t) and (p, q) respectively.

This process of estimating ridge orientations locally is performed again at low
resolution level of the dry fingerprint image, if the value of consistency level is less
than a certain threshold.

3. Local ridge frequency is an additional essential property of a dry fingerprint
image. This is because, the ridge gray levels can be shaped as a
sinewave-oriented orthogonal to local ridge direction when minutiae do not
appear locally. Figuring out the local ridge frequency [4] using the steps as
under:

(i) Dividing Gnorm into m × m sized blocks (m = 16)
(ii) Evaluation of an n×m sized (for n = 32, m = 16) orientation window

should be done for every block which is centered at (s, t) (Fig. 4 Shows
an example).

Fig. 4 Oriented window and
x-signature
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(iii) Compute X[l], the x-signature for every block centered at the pixel
coordinate (s, t), for l = 1, 2, 3….n – 1, inside the orientation window by,

X l½ �= 1
m

∑
m− 1

r=0
Gnorm p, qð Þ, l=0 to n− 1 ð13Þ

where u= s+ r− m
2

� �
cos Θ s, tð Þf g+ l− n

2

� �
sin Θ s, tð Þf g

q= t+ r−
m
2

� �
sin Θ s, tð Þf g+ n

2
− l

� �
cos Θ s, tð Þf g

In the oriented window, if minutiae do not appear, sinusoidal shaped x-signature
frequency and ridge frequency are equal. The ridge frequencyϖ s, tð Þ is calculated as

ϖ s, tð Þ= 1
ℸ s, tð Þ ð14Þ

where ℸ s, tð Þ is the average number of pixels between peak-to-peak x-signature
sinusoidal wave. Presence of minutiae in the oriented window corrupts the ridges.
Hence for these blocks, the frequency values should be interpolated from the
neighboring blocks whose frequencies are estimated.

4. The region mask is generated by dividing every block in the output of step-1
into two categories. They are named as recoverable or un-coverable. This can be
attained by the evaluation of the sinusoidal shaped wave produced by ridges
locally. The three important features related to each block are evaluated as

(i) α = Average peak-to-peak amplitude of the sinusoidal wave
(ii) β= 1

ℸ s, tð Þ, where ℸ s, tð Þ average number of pixels between peak-to-peak

x-signature sinusoidal wave.

(iii) γ = 1
n∑

n
r=1 X r½ �− 1

n∑
n
r=1 X r½ �� �� �2, where X[r] represent x-signature of

the block

The input dry fingerprint image is accepted and filtering is applied only when the
recoverable region percentage is greater than cutoff value (let it be 40%).

5. By tuning a parallelly realized Gabor filters to ridge frequency and orientation
locally for efficient removal of undesired noise in step-1 output to produce
enhanced dry fingerprint preserving true ridges. Gabor filter is used to filter
every block with distinct directions. High-quality block orientation is strong
represented by one or more filter outputs greater than that of other filters.
Whereas in the case of poor quality block orientation, the filter outputs are
similar. The quality of every block is designated as either good or poor based on
the standard deviation of the filters responses [6].
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3 Minutiae Extraction

Minutiae extraction is a process of marking or identifying ridge endings and ridge
bifurcations. Before minutiae extraction an algorithm which gives thinned image
needs to be performed by properly modifying deceptive ridges. Thinning is
obtained by performing morphological operations on binary images [7]. As the
result of two-stage enhancement is a binary image, specific morphological opera-
tion called thinning is applied which narrow the objects to points [8].

For extracting minutiae, crossing number method is used after thinning. This
process searches for distinctive minutiae using pixels from 3 × 3 sub-images
(Fig. 5 shows an example). The crossing number defined as one half times the sum
of differences between pairs of 8-adjacent pixels is computed for a ridge pixel R by
[9]:

Crossing Number =
∑8

i=1 Ri −Ri+1j j
2

ð15Þ

where Ri is the pixel value among the 8-neighbors of R scanned in counterclock-
wise direction.

Majority of the minutiae are visible to the naked eye of the expert individual, but
by an automatic fingerprint identification system, rules stated by Kim Seonjoo et al.
[10], must be used to eliminate false minutiae. During this process, the ridges at the
end of the blocks which form the border regions of the image are ignored to avoid
considered as artifacts due to thinning [11].

4 Evaluation of Enhancement Process Using Goodness
Index

Quantitative assessment of two-stage enhancement of dry fingerprint image using
intensity channel division and local ridge orientation and frequency estimation is
performed by calculating the goodness index of the minutiae extraction with the
help of which the performance of fingerprint identification machine can be quan-
tified. Let MDE represent the set containing “n” values of minutiae marked by the
above explained algorithm of minutiae extraction and MEI represent the set

R4 R3 R2

R5 R R1

R6 R7 R8

Fig. 5 8-neighbors of
centered pixel R
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containing “m” values of minutiae marked by any trained individual in the dry
fingerprint image. The goodness index [12] is computed using

Goodness Index=
∑R

r=1 QFr PMr −MMr −DMrð Þ
∑R

r=1 QFr ⋅ TMr
ð16Þ

where R is the total number of 16 × 16 windows in the input dry fingerprint image,
PMr is number of paired minutiae, MMr is number of missed minutiae, DMr is
number of deceptive minutiae measured between MDE and MEI sets, TMr being the
number of true minutiae in the rth window, QFr being the quality factor (defined
with the values of 4 for Good, 2 for Medium and 1 for Poor) of the rth window.

The value of goodness index ranges from 0 to 1. Large value of goodness index
indicates better performance of the minutiae extraction algorithm, which in turn
depends on the quality of the input dry fingerprint image. Hence, goodness index
can be used to evaluate the enhancement process quantitatively.

5 Simulation Results

Typical examples of dry fingerprint images are available in FVC2000 database. The
process of image enhancement is performed in two stages, using intensity channel
division followed by local ridge orientation and frequency estimation. As this
enhancement process is crucial in every minutiae extraction algorithm executed by
any automatic fingerprint recognition or identification system, minutiae extraction
algorithm is performed for images which have undergone the two-stage enhance-
ment process and the output images are recorded. For all the minutiae-extracted
images, goodness index has been calculated before and after enhancement.

Table 1 shows the values of goodness index values measured for the three
typical dry fingerprint images.

It has been observed that the goodness index is better only after two-stage
enhancement of the dry fingerprint images. Table 2 shows the outputs obtained in
the process of two-stage enhancement of three typical dry fingerprint images.
Tables 3 and 4 show the images of the extracted minutiae without and after the
enhancement process respectively. Red color markings indicate ridge endings and
blue color markings are ridge bifurcations. Neglecting the minutiae marked at the

Table 1 Goodness index
values of three typical input
dry fingerprint images

Input image
no.

Goodness index
Without
enhancement

After
enhancement

#1. 0.38 0.59
#2. 0.29 0.52
#3. 0.31 0.53
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boundaries of the fingerprint image, it is very important to note that spurious
minutiae are marked in the minutiae extraction images without enhancement and
are less in the case of minutiae extraction after enhancement.

Table 2 Different stage outputs obtained in the process of applying the two-stage enhancement of
three typical dry fingerprint images

Input Dry Fingerprint Image
No.  #1,2,3→

First Stage Enhancement:
ICD Output 

Se
co

nd
 S

ta
ge

 E
nh

an
ce

m
en

t Normalized Image

Ridge Orientation Image

Ridge Frequency Image

Gabor Filtered Image

Final Binary Enhanced 
Image 

Image courtesy https://github.com/carandraug/PeterKovesiImage/tree/master/WWWImages,
http://psychyogi.org/hall-player-2008-fingerprint-analysis/

Table 3 Image outputs obtained in the minutiae extraction process of three typical dry fingerprint
images without enhancement

Binary Raw 
Input images

No.#1,2,3 →

Thinned 
Images 

Minutiae 
Extraction 
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6 Conclusion

“The distorted or less quality fingerprint images may have the missing and specious
features, which may degrade the recognition performance of entire system” [13].
The two-stage dry fingerprint enhancement algorithm executed in this paper
improves the quality of ridge structures using intensity channel division approach
eliminating the presence of artifacts followed by the estimation of local ridge
orientation and ridge frequency. Then the process of minutiae extraction is per-
formed to extract the true ridge endings and bifurcations without enhancement and
after enhancement process. This two-stage enhancement process is quantitatively
evaluated using goodness index. This algorithm has neglected unrecoverable
regions in the process and considered only recoverable regions making the
enhancement algorithm best suitable for minutiae extraction.

This enhancement algorithm with some respectable changes can be extended for
the enhancement of wet and wrinkled fingerprints which have more false accep-
tance rates and false rejection rates of fingerprint identification or matching systems.
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Virtual Instrumentation-Based Malicious
Circuit Detection Using Weighted Average
Voting

G. Aishwarya, Hitha Revalla, S. Shruthi, V. S. Pon Ananth
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Abstract The security of an entire system can be breached owing to a Hardware
Trojan attack on the chip. Though many techniques are available to detect the
presence of a Trojan, most of them need a reference circuit or require sophisticated
Electronic Design Automation tools. Moreover, golden reference circuits are not
always available. However, with the usage of average-weighted voting algorithm,
the use of reference circuits can be avoided to identify the infected circuits. The
automation of the detection test can be achieved by the use of virtual instrumen-
tation. The proposed method ensures the functionality of the circuit. The results
obtained assert that this detection system is modular, flexible, and also supports the
integrations to accommodate any VLSI circuit off the shelf. This eliminates the use
of any complex systems and can act as a standalone Trojan detection system.
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1 Introduction

In the decades before, the security of software, network, and information was of
major concern and their protection against malicious attacks was of prime focus.
But now, it is evident that a small change in the hardware of a system could
manifest an immense security threat. A Hardware Trojan is an example. Hardware
Trojan is a malevolent alteration done to the circuitry of the system. It has the
capability of generating effects that can be catastrophic to the system. Hence Trojan
detection and diagnosis is a must before the chip reaches the market and is a major
concern nowadays.

Most of the primitive Trojan detection methods are done by comparing a
“Golden IC” to the IC Under Authentication (IUA). Practically, testing with a
Golden IC is not feasible due to the reason that the Golden ICs are produced by
third-party vendors and are mostly unavailable. The other alternative to a Golden IC
is performing reverse engineering on the available chips. This is not easy nor is it
cost inefficient. Therefore, a method forgoing the use of any Golden IC is needed.
The use of voting algorithm is one method that helps to avoid any references.
Voting algorithms are used primarily for error-masking in real-time systems. It can
be used for the Trojan detection, by using the weights that have been assigned to the
modules before the voter output is obtained.

The power-based analysis [1] requires a set of random patterns to be given to the
circuits under test. A Golden IC is reverse engineered and power measurements of
IUA are compared to the power measurements of the Golden IC to detect if the IUA
is embedded with a Trojan. Multi-supply transient current integration method [1] is
another alternative. The Trojan consumes only a negligible amount of current,
therefore detecting a Trojan by calculating the entire system’s current is not the
right method. Hence, the current is measured from multiple power pods that are
partitions of the whole circuit. The reference circuit here too shall be obtained after
reverse engineering a random set of ICs. The same process of comparison is fol-
lowed. Region-based power analysis [1] is similar to the above method, where the
circuit is partitioned into many regions and power measurements are taken. These
measurements are then compared, the results from this reduce the process variations
and the leakage current. Even though the method is a good approach in detecting
the Trojan, process variations cannot be handled completely.

To effectively categorize the circuits, Principle Component Analysis (PCA) is
used in [2]. A reference-free model based on the side channel leakage power
analysis by Gate-Level Characterization (GLC) is presented in [3]. A PIC
microcontroller-based portable standalone system to identify any malicious activity
present in a circuit was put forward in [4]. The system executes the weighed voting
for detecting any Trojan in the FPGA implementation of the Circuit under Test. The
multiple module redundancy model proposed in [4] is adopted in this work.

A delay-based virtual intelligence model to detect the malicious activity is
proposed in [5]. The system was modeled using LabVIEW, which elaborates a
delay-based detection scheme. The concept of using virtual instruments for Trojan
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detection is abstracted from this model. A two-phased voting algorithm which
provides double-check using delay arcs and a combination of weighted voting
algorithm and hybrid voting algorithm is proposed in [6].

2 Proposed Detection Technique

VLSI circuits have a large number of gates that define the functionality and an IP
core. If a Trojan is inserted it can make modification and steal information to the
same. In this model, a Hardware Trojan which alters the functionality of the circuit
depending on the input to the Trojan is considered. This results in the fatal failures
when the chip is used in critical systems.

Virtual instrumentation provides the modularity, high flexibility, and cost
effectiveness to design the test, measurement, and control systems for any appli-
cation. Use of virtual instrumentation in this detection system thus greatly reduces
the effort needed, is cost friendly and is easily scalable to adapt to any kind of
circuit that is to be tested.

The detection system uses the History-based Weighted Average Voting algo-
rithm [7] that is modeled using Virtual Instrumentation. The system block diagram
is shown in Fig. 1. The myRIO System Design architecture is exploited by using
both the real-time processor and the embedded FPGA on board. ISCAS 85
benchmark circuits are considered for testing the model. The three different mod-
ules to be tested are implemented on the FPGA of myRIO. This is done by use of
the available circuit in VHDL format and integrated with the help of the IP Inte-
gration Module into the LabVIEW code. Thus, eliminating the need for regener-
ating the code in graphical programming language saving time and reducing
complexity. This brings the algorithm and the circuit to the same platform removing
the need for any additional requirements. The algorithm is implemented in the
processor of the myRIO using LabVIEW.

2.1 History-Based Average-Weighted Voting Algorithm

History-based average-weighted voting algorithm [7, 8] is adopted in this work for
developing the Trojan detection system. In this algorithm, the same set of random
inputs is given to each module in every cycle to generate the module outputs. The
algorithm then gives a level of consensus or agreement to each module with respect

Processor
Trojan Detection Algorithm

FGPA
Circuit Under Authentication

my Rio

Fig. 1 Block diagram of the system
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to the other modules, based on their outputs. A history record of the module is
obtained by storing these consensus levels. This record is calculated for consecutive
cycles in a way so that the complexity is reduced. Based on this history record, the
weights are assigned in every cycle. From the final weights obtained, the
Trojan-infected module is found. The overview of the proposed detection technique
shown in Fig. 2 uses the following steps to arrive at the final weights of the
modules.

The following sequence of steps describes the algorithm given in [7].

Step 1: An odd number ‘N’ of modules with similar functionality are taken (here
N = 3). A set of m-bit inputs is given to each module and the n-bit outputs
from them are taken as the voter inputs.

Step 2: The hamming distance, hdij gives the space between the module outputs.

hdij = xi − xj
�
�

�
� ð1Þ

Step 3: The number of inputs applied decides the dynamic threshold vt

vt ∝ x, therefore vt = x * p ð2Þ

where p is the proportionality constant.

Step 4: The degree of nearness between the two modules i and j is calculated as
follows:

Sij =

1 if hdij ≤ vt
k

k− 1

� �

1− hdij
k*vt

� �

if vt < hdij ≤ k*vt
0 if hdij ≥ k*vt

8

><

>:

ð3Þ

Fig. 2 Overview of the proposed detection technique
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Step 5: For the ith module, the level of consensus or agreement Si is computed as

Si =
∑N

j=1, j≠ i Sij
N − 1

ð4Þ

Where i, j = 1, 2, 3 …N, N = no. of modules.

Step 6: By accumulating the level of agreement in each voting cycle, the History
record Hi for ith module in nth voting cycle is got as below

HiðnÞ= ∑
n

l=1
SiðlÞ ð5Þ

Step 7: Computation of the State indicator, Pi of ith module in nth voting cycle is
done

PiðnÞ= HiðnÞ
n

ð6Þ

Step 8: Weight can be computed as based on the level of agreement or consensus

wi =
2*PiðnÞ if 0.5≤ Si ≤ 1
ðPiðnÞÞ2 if <0 Si <0.5
0 if Si =0

8

<

:
ð7Þ

2.2 Flow of Algorithm

The algorithm is started by initializing the values for the variables p, k, m, n, N, M;
where m is the no. of bits in the input sequence, n is the present voting cycle, N is
the no. of modules, andM is the total no. of voting cycles. These variables are fed to
generate random inputs. From the outputs generated, hamming distance is calcu-
lated. A dynamic threshold is set and the degree of nearness is calculated with
respect to this threshold. The history of the record is computed after the level of
consensus is calculated. This gives the state indicator. Depending on the level of
agreement or consensus, weights are assigned to the modules are calculated from
this state indicator. This process is repeated for M no. of voting cycles. The module
with the least weight is declared as Trojan infected.
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2.3 Pseudocode

Declare and set the values of p, m, n, k, M, N 
For n=1 to M 

Generate random values for inputs with m bits 
Generate outputs and assign to an array x 
For i=1 to N 

For j=1 to N 
Compute the hamming distance between x (i) and x (j) and store it in h (i) (j)

End-For 
End-For 
Compute dynamic threshold vt as a product of p and no. of inputs x 
For i=1 to N 

For j=1 to N 
Assign value to level of nearness S (i) (j) based on the conditions 

End-For 
End-For 
For i=1 to N 

For j=1 to N 
Compute level of consensus S1 (i) using S (i) (j) 

End-For 
End-For 

   For i=1 to N 
 Compute the value of history record H (n) (i) using S1 (i) 
Compute the value of state indicator P (n) (i) as H (n) (i)/n 
Assign value to weight w (i) based on the conditions 

End-For 
Compute the index of minimum value in w and display it as the Trojan infected 

End-For 

3 Results

Figure 3 shows the LabVIEW model for Detection System. The circuit is imple-
mented on the FPGA of the myRIO and this code is run on the myRIO processor to
find the Trojan infection. The combinational circuits of the ISCAS 85 Benchmark
were used for testing the model. Two types of Trojans were implemented on the
circuits to check the model capabilities, one a gate and another a small circuit. For
verifying the effectiveness of the proposed model, the three ISCAS 85 circuits (c17,
c432, c880 refer Table 1) were introduced with a Trojan at three randomly selected
locations. All these make 18 different types of Trojan infection for testing.
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From Table 1, it can be observed that on realizing the same circuit on the
myRIO FPGA, the gate count matches up to the number of slice registers used and
the sum of inputs and outputs to the bonded IOBs. This confirms that the circuits
have been correctly implemented.

From the tests of the circuits mentioned in Table 1, the optimal input parameters
to the algorithm are found. The main inputs to the algorithm are tuning parameter k,
input proportionality constant p as these depend majorly on the circuit specifica-
tions and their level of Trojan infection or functionality error. Another input to the
algorithm was the sequence size of the random input pattern which when set to a
low value of 4 or 5 (all tests were of sequence size = 4) for any circuits ensures that
the time taken for execution of the test is kept to minimal while yielding proper
weight. Low value is taken because as the sequence size increases the time taken for
the test run also increases as shown in Fig. 4. The execution time also depends

Fig. 3 Block diagram code of the LabVIEW model
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Table 1 Description of ISCAS 85 circuits used

Circuit name Circuits FPGA
Input Output Gate count Slice registers Bonded IOB

c17 5 2 6 6 7
c432 36 7 160 160 43
c880 60 26 383 357 86
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linearly on the circuit size as shown in Fig. 5. Both types of Trojans used for testing
produces negligible differences in execution time.

The parameters p is the input proportionality constant and as this determines the
threshold vt, it is kept as low as possible within the range of 0 to 0.1. Based on the
results of the tests it can be concluded that lower the p value for larger circuits better
the detection rates. The tuning parameter k helps us properly detect the Trojan as it
determines the level of difference in the weights. As k increases the difference in
weights decreases while the weights as a whole increase eventually reaching their
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Fig. 5 Execution time taken in seconds for ISCAS 85 circuits
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Fig. 6 K varying graphs of circuit c17 with both Trojan types with p = 0.1, number of cycles as
1000, sequence size as 4 at a Location 1, b Location 2, and c Location 3
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saturation level. This can be seen from the Fig. 6a. Thus by setting the k value, the
amount of difference in weights to judge the circuit that is truly Trojan infected can
be determined. This is to prevent detection based on minute differences in weights
that can occur due to delays in the circuits. The most optimal value of k is kept a 3
while it can be increased for large size circuits. The results from one of the tests are
shown in the following figure.

4 Conclusion

The history-based average voting algorithm was incorporated to identify the
malicious Trojans in the circuit without the use of any references in this work. The
application of virtual instrumentation for the Trojan detection replaces the previ-
ously used complex system for a simpler one with the help of LabVIEW.
Exploitation of the myRIO for the implementation brings all the hardware into a
single platform. Thus, the proposed model is flexible, modular, easy to incorporate,
and is highly efficient in terms of both cost and time. The proposed detection system
was successfully implemented and verified.
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High-Performance Video Retrieval Based
on Spatio-Temporal Features

G. S. N. Kumar, V. S. K. Reddy and S. Srinivas Kumar

Abstract Many algorithms have been propounded to retrieve videos from a huge
database. Yet, they could not reduce the time consumption and their efficiency
could completely not satisfy the users. Unlike the existing systems, the proposed
approach integrates spatio-temporal features by exploiting the complete video
information and it enhances the efficacy of video retrieval. In this paper, we extract
color and motion features to obtain spatio-temporal features. We have employed
HSV color histogram method for color feature extraction and motion histogram
method for extracting video motion feature. Experimental results have shown better
performance of these algorithms compared to the existing algorithms in video
retrieval.

Keywords Shot boundary detection ⋅ Keyframe extraction ⋅ HSV color space
Color histogram ⋅ Motion histogram ⋅ CBVR

1 Introduction

The invention of the computer has revolutionized the field of communication. The
amount of time, labor, and level of difficulty has drastically been reduced in
retrieving the text or images or videos by users. It has become possible with the
advancement of technology. The size of the video database was insignificant when
the technology was not advanced. But nowadays, technology has substantially
increased resulting in an immense video database. So, the retrieval of videos has
become a challenge [1]. The users use textual commands to retrieve videos from the
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search engines such as YouTube, Google, Bing, blinkx, etc., videos retrieved from
textual commands differ from those retrieved by the actual video content with
respect to the needed features of videos [2].

We preferred the content-based video search to the conventional text based
video search since the video database has increased substantially. Text is not the
content of the video hence the retrieval of videos should be based on actual
information of the video. The existing video retrieval systems base on low-level
features like color, size, shape, texture, and so on, for the retrieval of videos. But the
retrieved videos have less accuracy and efficiency. Moreover, these retrieval sys-
tems are not able to judge the semantic content of the video. To do away with these
drawbacks, we have to integrate both low-level and high-level features [3].
According to the newly proposed algorithm, we have to extract color and motion
features by adopting the methods such as HSV color histogram and motion his-
togram. The color feature gives the spatial information and the motion feature gives
temporal information of videos [4]. The structuring of the remaining sections in this
paper is mentioned below: Sect. 2 discusses the proposed system. Section 3 shows
the experimental results. Section 4 focuses on the conclusion and the future scope
of this paper.

2 The Proposed System

A video is a collection of time-sequenced frames. It consists of scenes, shots, and
frames. The objective of a video structure analysis is to obtain scene segmentation,
shot boundary detection and keyframe extraction [5, 6]. Shot boundary detection is
a process of extracting successive video frames. Shot is a continuous video
recording between the starting and the stopping of the camera button. There are two
types of shot boundaries, one of which is a cut which is an abrupt change and the
other is gradual transition [7]. In this proposed system, shot boundaries are detected
with the Scale Invariant Feature Transform (SIFT) algorithm [8]. SIFT is a robust
algorithm and remains invariant to the changes in illumination, rotation, and the
scaling of the image and the addition of noise.

A shot has repeated frames which result in great redundancy that needs to be
eliminated so that the shot content can be reflected through selective frames called
key frames. The extracted key frames should contain most of the significant content
of the shot and avoid as much redundancy as possible [9]. In this paper, key frames
are extracted using the Image Information Entropy method [10]. We performed the
video retrieval by giving an input, i.e., query sample video to get similar videos
from the video database. The query sample video is either a shot or a scene. To
make the process of retrieving similar videos from the database, simpler and precise
criteria—feature extraction and similarity matching are employed. We carry out the
feature extraction by integrating color and motion features. Color feature extraction
yields spatial visual content and motion feature extraction gives temporal content of
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the video. Similarity between the query sample video feature vector and the data-
base videos feature vectors is obtained by using the Euclidean distance method.

2.1 Feature Extraction

Comparison of a query shot or a scene with the video database using pixel-based
method is cumbersome and time-consuming. Comparing the selective features of a
query shot or a scene with those of database videos is reliable and yields relevant
results. Then, we verify the matching between the characteristics of the query shot
and those of the database shot by comparing their features.

1. Color Feature Extraction: The characteristic of color is the mostly employed
feature for the extraction of spatial information of the video since it has a large
amount of visual content of the video [11]. Mostly, color features are extracted
by using the color histogram method which is a statistical representation of the
intensity values of the frame. Color histogram depends on the choice of color
space and its quantization. RGB color space is well known for the extraction of
color histogram. But, in some cases, two different frames may have the same
RGB color histogram; Hence, HSV (Hue, Saturation and Intensity value) color
space has been chosen for this purpose. We decide the similarity between the
two frames by the propinquity of their HSV values [12].

a. RGB to HSV Transformation: At first, the RGB values are normalized with
divided r, g, and b values by 255. Let Vmax correspond to the biggest value
of r, g, and b, and Vmin correspond to the smallest.

Hue Calculations
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Saturation Calculation
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Value Calculation
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In the proposed system, hue, saturation, and intensity value have been quantized
with 16 bins, 4 bins, and 4 bins consecutively since the human visual system can
perceive hue more vividly than saturation and intensity. This quantization produces
16 × 4 × 4 = 256 number of distinct colors (bins). The bins with nonzero count
pixels are considered color objects.

2. Motion Feature Extraction: In the proposed feature extraction method, the
other feature that is considered is the motion feature [13]. It shows the corre-
lation between the frame sequences within a video shot. It is employed to yield
temporal variations of a video. In this method, motion histogram is used to
obtain motion feature in the shot. The motion histogram is quantized with 60
bins toward positive direction, with the same number of bins toward negative
direction and with one bin for no change eventually resulting in 121 bins for
horizontal direction and the same number of bins for vertical direction as well.
Hence, the number of distinct bins for the motion histogram is 121 × 121 [14].
The existing approaches to find the motion vectors between two successive
frames are feature matching and optical flow computation, but these approaches
make the computation more complex [15]. Therefore, motion vector extracted
from MPEG video format is used as a substitute. MPEG format has three types
of frames: They are I frame, P frame, and B frame. I frame is intra-pictured and
it does not have motion data; the P frame is a predicted picture; it allows the
forward motion prediction and B frame is a bidirectional prediction picture; it
has both forward and backward direction [16]. In this approach, only the for-
ward direction prediction is considered. So, the p frame has been extracted to
compile the motion histogram. If the average of the motion histograms of all the
frames in the shot is taken, the final normalized histogram is obtained; this is the
motion feature of the shot.

2.2 Step-by-Step Implementation of CBVR System

Step-by-step implementation of CBVR system is classified as offline process and
online process

Offline Process

1. Input video is taken from video database

2. All the frames are extracted from the video

3. Shot boundaries are detected by using SIFT feature extraction

4. Image information entropy is used to extract key frames
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5. HSV color histogram is used to extract color features and motion features are
extracted by using motion histogram; both the features are combined to generate
integrated feature vector.

6. Repeat Step 1 to 5 for all the videos in the video database and generate feature
vector database.

Online

7. Query shot/scene is taken

8. Steps 2, 3, 4, and 5 are repeated to generate query feature vector.

9. The similarity between query feature vector and database feature vector is
matched by using Euclidean distance.

10. Videos are retrieved if the distance is less than the threshold value.

The step-by-step implementation of the proposed algorithm is shown in Fig. 1.

3 Experimental Results

In this experiment, we have taken 300 videos of diverse categories such as movies,
sports, news, and cartoons. First, we extracted color features for each keyframe by
using HSV color histogram and motion features have been extracted by using
motion histogram. Next, we have integrated color and motion feature vectors and
stored them in the feature vector database. We followed the suit for the offline video
database and online query for which integrated feature vector was generated. Later,
the similarity matching between the query feature vector and the feature vector

Fig. 1 Block diagram of the
proposed CBVR system
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database has been calculated by using Euclidean distance. We made use of the
threshold value to establish similarity or dissimilarity between query and database
feature vector. If the Euclidean distance is less than the threshold value, the two
feature vectors are similar otherwise they are dissimilar [17].

The videos that are indexed with similar feature vectors will be retrieved from
the video database. The query video is shown in Fig. 2 and the retrieved videos are
shown in Fig. 3.

Fig. 2 Query video

Fig. 3 Retrieved videos using integrated feature extraction CBVR system
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The performance measurement of the proposed video retrieval system has been
evaluated by using precision and recall rate. The precision and recall are defined as
follows:

Precision: It is the ratio of the relevant retrieved videos and the total number of
retrieved videos.

Precission =
Number of relevant videos retrieved
Total number of videos retrieved

ð4Þ

Recall rate: It is the ratio of the relevant retrieved videos and the total number of
relevant videos in the database.

Recall=
Number of relevant videos retrieved
Total number of relevant videos

ð5Þ

The precision and recall rate of various categories of videos compared to existing
algorithms are shown in Table 1.

The above table shows that the proposed algorithm has high precision and high
recall rate. Therefore, the proposed algorithm is superior to the existing algorithms.
The efficiency or performance of CBVR system depends on the selection of feature
extraction. In this paper, an integrated form of both spatial feature and temporal
feature has been proposed. Therefore, complete video content can be extracted.
Color feature, i.e., spatial feature has been extracted by using HSV color histogram
and more visual data has been obtained from this. Hence, relevant videos have been
retrieved in this algorithm.

4 Conclusion

A new algorithm of color and motion features based on video retrieval has been
proposed. The proposed approach exploits the complete video information by
integrating spatio-temporal features in contrast to the existing algorithms. The
proposed system has been tested with a huge database which contains 300 videos of

Table 1 The precision and recall values for different categories of videos

Type of
query video

Color histogram Motion histogram Proposed method

Precision (%) Recall (%) Precision (%) Recall (%) Precision (%) Recall (%)

News 73.7 75.4 80.3 79.6 93.7 91.5

Flowers 74.4 73.9 79.6 77.5 91.6 90.1

Cartoon 72.6 71.4 76.9 75.8 91.9 94.6

Sports 75.3 72.6 77.9 74.9 93.5 86.9

Movies 73.5 75.7 78.6 76.3 92.4 92.3
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different categories. We evaluated the system with the precision and recall rate and
achieved high precision and high recall rate. The results that have been obtained
from the experiments show that the proposed algorithm is being used efficiently
with high performance.
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Performance Comparison
of Commercially Available RF Analog
and Mixed Signal Simulation Tools Using
Benchmark Circuits

Vaibhav Ruparelia, Mayank Chakraverty, Sunita S. Desai
and P. S. Harisankar

Abstract There are various commercially available Analog/RF simulator tools
currently in the market, which have their distinctive applications and advantages. In
this paper, some of the most widely used Analog/RF simulators (Cadence Spectre/
APS, Keysight ADS and GoldenGate, and Mentor Graphics AFS) have been
reviewed with respect to their performance and unique features. An LC-VCO and a
CMOS Ring Oscillator are designed using GLOBALFOUNDRIES 45 nm RFSOI
technology PDK. They are simulated using all the four listed simulators and their
results have been analyzed with respect to performance and circuit design aspects.

Keywords Circuit simulator ⋅ Radio-Frequency ⋅ PDK ⋅ Cadence
Spectre ⋅ Keysight ⋅ ADS ⋅ GoldenGate ⋅ Mentor graphics ⋅ AFS

1 Introduction

A wide variety of analyses including DC, AC, noise, transient, etc., that are very
useful to baseband circuit designers can be carried out using the SPICE circuit
simulator [1]. However, RF designers need more analyses based on a circuit’s
periodic steady state solution in order to design and analyze RF circuits. In recent
years, the RF versions of each of the SPICE-supported analyses and their exten-
sions for RF circuits have been developed, which are built on two distinct core
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algorithms. The first algorithm is harmonic balance and the second is shooting
method. A circuit’s periodic steady state solution was initially being computed
using both harmonic balance and shooting methods. A generalization of these
methods with time helped in catering to a wide range of functionalities as required
by the RF designer. These methods, in their original form, had been restricted to
fairly smaller circuits. For being applied to much larger circuits, both harmonic
balance and shooting methods obtained an acceleration recently with the applica-
tion of Krylov subspace methods [1].

There are various commercial analog/RF simulator tools available currently in
the market, in addition to the open-source ones. These proprietary simulator engines
have their distinctive applications and advantages. In addition to the good quality
device models, that provide best hardware-model correlation, the right circuit
simulator used is also of importance to deliver first-time right designs that are
matching the hardware. The selection of a right simulator is also important to
reduce simulation time for complex post-extracted circuit blocks, and when
exhaustive testing (fixed-corner simulations, Monte-Carlo simulation, etc.) is
required.

In this paper, some of the most widely used analog/RF simulators will be
reviewed with respect to their performance and unique features. The simulators
reviewed in this paper are Cadence Spectre/APS, Keysight ADS and GoldenGate,
and Mentor Graphics (formerly Berkeley Design Automation) AFS. A case study of
2 circuits (a cross-coupled LC-VCO and a CMOS Ring Oscillator) is shown,
where-in the various simulators are compared in some details. GLOBALFOUN-
DRIES 45 nm RFSOI PDK is used for designing and simulating these 2 circuits
and evaluating the above mentioned analog/RF simulators. Note that the opti-
mization of specifications of these circuits is not the goal of this paper. But the
focus is to compare various simulators, used for simulating these circuits.

2 Basics of Reviewed Simulators

2.1 Cadence Spectre

Cadence Spectre represents a family of one of the most innovative and cutting-edge
circuit simulators. With the ability to carry out simulations at the differential
equation level, Cadence Spectre is ideally suited to simulating both digital and
analog circuits. Compared to SPICE, Spectre offers much better simulation speed
and convergence characteristics, owing to all the enhancements done to the algo-
rithm that Spectre uses. Spectre RF is also offered by Cadence, to cater specifically
to simulation of RF circuit designs, which include analyses related to different types
of calculations involving efficient transfer function computation, estimation of the
operating point, noise calculation and distortion analysis of common RF and
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communication circuits that include oscillators, mixers, switch-capacitor filters and
so on [2].

Both pre and post layout SPICE simulations of RF analog and mixed signal
designs are carried out with high accuracy using the base Spectre simulator. Spectre
is the most widely used format for writing models in most of the foundries and
hence the Spectre simulator has been accepted as the standard sign-off simulator.
Released in around 2010, the Spectre Accelerated Parallel Simulator (Spectre APS)
was released by Cadence to replace Spectre Turbo in response to the heavy com-
petition from other EDA companies. For the same accuracy and convergence, a
performance improvement of 10–100× over base Spectre can be achieved using
APS, as claimed by Cadence. A further boost in performance of APS can be
obtained by utilizing multi-core processing capabilities and “++aps” mode (fast
APS mode). Taking error tolerances and constraints into account, the performance
is improved in fast APS mode by using a transformed time-step control algorithm
which is not used in the regular APS mode [3].

2.2 Keysight Advanced Design System (ADS)

ADS is an EDA tool, offered by Keysight Technologies, that caters to RF,
microwave and high speed digital applications. In addition to Harmonic Balance
based RF simulations, ADS can also support an integrated 3D planar EM simu-
lation capability using Momentum tool. The seamless integration of ADS/
Momentum tools enable users to create physical parts (like inductors, transmis-
sion lines, etc.) and add them directly into a circuit simulation. Therefore, RF
design engineers consider ADS as one of the most preferred design environments in
the RF design space. Keysight ADS supports the complete RF design flow, which
includes schematic entry, frequency and time-domain simulations, EM simulation
and layout [3]. ADS also supports X-parameters, which are mathematically correct
extensions of S-parameters, used to characterize the relative phase and amplitudes
of harmonics generated by non-linear components under large input power levels at
all ports.

While using ADS for RF/analog simulations, many circuit designers prefer using
Cadence Virtuoso environment, to utilize the best of both simulation as well as
layout suites [3]. Therefore Keysight had released the Dynamic Link flow to allow
the designers to use a Cadence schematic in an ADS simulation environment. This
requires using Cadence p-cells to create a schematic in its environment and then
simulating the block in ADS environment by instantiating its symbol (created in
Cadence). While simulating, ADS reads the Spectre netlist and creates a wrapper
netlist around it as per the ADS simulation test bench. ADS then runs the simulation
and displays the results within its own environment. ADS can also be integrated
into Cadence environment using an interoperable PDK approach, wherein ADS
p-cells and callbacks are incorporated, to be directly used in Cadence Virtuoso
environment.
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2.3 Keysight GoldenGate

For RF analog and mixed signal IC designs that are integrated fully into the
Cadence Analog Design Environment (ADE), Keysight’s GoldenGate simulator
enables a solution for carrying out advanced simulation and analysis. After the
acquisition of Xpedion in 2009, GoldenGate was made available by Keysight (then
Agilent). Like ADS, it also supports RF simulations, Momentum etc. Simulation of
the complete characterization of the entire RF transceiver inclusive of the parasitic
components is a unique capability of GoldenGate. In addition to the ADE func-
tionality, GoldenGate supports the ADS Data Display and X-parameters. The
GoldenGate also uses Harmonic Balance simulation methods for the various RF
analyses offered.

2.4 Analog FastSPICE (AFS)

As part of the acquisition of Berkeley Design Automation, it was in the year 2014
that Mentor Graphics went on to acquire Analog FastSPICE, abbreviated as AFS.
Compared to the traditional SPICE simulator, a performance enhancement of 5 to
10 times can be delivered, as claimed by AFS with single-core. Also, an
improvement in performance by 2 to 6 times is claimed over parallel SPICE sim-
ulators [4]. There is a perfect integration of AFS within the Cadence Virtuoso ADE
and the Cadence ViVA waveform tool is ideal at displaying the output results
directly without any post processing. Simulation of circuits with more than 100K
circuit elements for the full-spectrum PSS and PNOISE analyses is one of the
important capabilities that AFS offers. AFS produces outputs in industry standard
formats by providing support for standard SPICE netlist formats and standard
foundry device models [4].

3 Circuits Used for Performance Comparison

3.1 Cross-Coupled LC VCO

To begin with, a cross-coupled LC-VCO has been designed and simulated, to
compare the simulation time and other aspects of the 4 mentioned simulators. It has
been chosen as a starting point for the analyses done in this paper, since it requires
some specifications (like frequency of oscillations, output voltage amplitude, power
consumption, etc.) to be calculated/measured from time-domain analyses (transient)
and some specifications (like phase noise, output power, etc.) to be measured from
frequency domain analyses (PSS/PNOISE/etc.). The VCO circuit also requires
parametric sweep (to find the tuning range) and initial condition option. Thus, as
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depicted in Fig. 1, the cross-coupled LC-VCO seems to be a good candidate for
comparing these different simulators in some detail.

VCO is also an important part of RF transceiver system and PLLs. In an RF
Front-End-Module (FEM), it is used as a Local Oscillator (LO) to provide the
inputs signal to a mixer, which down-converts the received data signal. Any noise
generated or propagated by LO will strongly affect the noise performance of the
mixer. Phase noise is an important specification of an oscillator and it corresponds
to the variations in the period/frequency of oscillations, termed as Jitter.

In the current LC-VCO design, RF FETs provided in the GLOBALFOUN-
DRIES 45 nm RFSOI PDK have been used, which exhibits lesser flicker noise, that
will directly correlate with the VCO phase-noise. The complementary structure
(PMOS-NMOS) is helpful in maintaining single-ended symmetry for each half
circuit to mitigate the up-conversion of flicker noise. A CMOS pair is used in the
current design to take the advantages of both low flicker noise in PMOS (∼1/10th of
NMOS) and higher gain (gm) in NMOS, which results in higher overall

Fig. 1 Cross-coupled
LC-VCO
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Figure-of-Merit (FOM). Both NMOS and PMOS pairs generate negative resistance
to the LC-tank. A major demerit of CMOS cross-coupled pair is the requirement of
double headroom to keep NMOS & PMOS in saturation, which in turn limits the
minimum VDD value. The simulation results of various simulators, from a first-cut
design, are as shown in Table 1.

The results shown above are based on multiple single-core simulation runs, to
average out the differences due to changing CPU load conditions. The CPU/run
time is noted from the simulation log files of the corresponding simulators and
averaged out from multiple runs. Transient simulations have been run for 1us
simulation time, so as to get notable differences in CPU/run time. The difference in
tolerance settings of these simulators can lead to significant differences in run time
as well as cause convergence issues. Different integration algorithm options (de-
fault, trap, gear, trapgear2, etc.) also change the simulation time and results to some
extent. Therefore, the tolerance settings like reltol, vasbtol, iabstol, pivrel, gmin,
maximum time step, etc. have been made the same for all the reviewed simulators.
Latest available versions have been used for all four reviewed simulators.

It should be noted that there are no PSS/PNOISE analyses in GoldenGate and
ADS. In GoldenGate, a CR (Carrier Analysis) is used instead. Carrier Analysis
provides the means to compute the steady-state response (voltage, current, power,
and oscillation frequency) of a nonlinear circuit. It also provides a very accurate
noise analysis functionality for both forced circuits and oscillators under large
single tone or multi-tone excitation. Oscillator analysis is also run on top of Carrier
Analysis, which performs the computation of the oscillation frequency of any
autonomous circuit that produces periodic or quasi-periodic signals [5]. Similarly,
for ADS, Harmonic Balance Controller has been used for Phase-noise simulations
[6]. Harmonic Balance is a frequency domain method for calculating the
steady-state response of nonlinear electrical circuits. It starts with KCL written in
frequency domain and a chosen number of harmonics. When a sinusoidal signal is
applied to a nonlinear device, harmonics of the fundamental frequency are

Table 1 Simulation results—Spectre, ADS, GoldenGate & AFS for cross-coupled LC-VCO

Specifications Details Spectre AFS ADS GoldenGate

Simulation time DC-OP ∼1 ms <1 s ∼10 ms ∼10 ms
TR (1 µs) ∼746 s ∼271 s ∼1217 s ∼486 s
PSS/ PNOISE ∼50.95 s ∼35.33 s ∼48.1 s ∼8.4 s

Fosc (GHz) (from TR) 31.97 31.91 32.15 32.02
Ivdd_avg (mA) 1.2 1.29 1.16 1.26
Vout_pp (V) 1.68 1.38 1.68 1.53
Phase noise (dBc/Hz) @ 10 kHz −26.61 −54.66 −22.59 −22.66

@ 1 MHz −87.37 −87.79 −87.69 −87.65
Peak mem used (MB) (pnoise/pss) 75.1 75.5 75.6 54.9
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generated. This method then assumes that the solution can be represented by a
linear combination of sinusoids, and then balances current and voltage sinusoids to
satisfy Kirchhoff’s law [7–9].

From the simulation results, it can see that the specifications from transient
analysis are almost matching across all the simulators. The CPU/run time for tran-
sient simulation is least for AFS and GoldenGate, and highest for ADS. The
Transient simulation run time is much smaller (∼365.75 s) using Spectre APS+
+ option, with approximately same result values. In addition to Shooting method,
Cadence Spectre also started offering Harmonic Balance simulation technique for
PSS analysis from MMSIM6 onwards. The Harmonic Balance PSS results for
Spectre have been found to be almost similar to the Shooting method results, for this
circuit. The PSS/PNOISE run time is least for GoldenGate and largest for Spectre. It
should be noted that the AFS Phase noise value @ 10 kHz is significantly off from
other 3 simulators. AFS uses Shooting method for PSS/PNOISE simulations, and
currently single-tone Harmonic Balance analysis and Harmonic Balance for oscil-
lators is not supported by AFS.

3.2 CMOS Ring Oscillator

It has been observed that for circuits with a few frequency components like LNA
and mixer, the frequency domain simulation technique is more efficient. And the
time domain simulation technique is more efficient for circuits with abrupt edges
[3]. Therefore, a CMOS Ring Oscillator was also designed and simulated using
various simulators. It was chosen for this work, as its output waveform has abrupt
edges (typically square wave, assuming enough number of inverter stages), which
contradicts LC-VCO with relatively smoother edges (sinusoidal wave). A 9-stage
CMOS Ring Oscillator using minimum NMOS width has been designed using
GLOBALFOUNDRIES 45 nm RFSOI technology PDK (refer Fig. 2).

Fig. 2 9-stage CMOS ring oscillator and minimum sized CMOS inverter
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To ensure symmetrical propagation delays, widths of P-MOSFETs have been
sized 1.25 times that of the NMOS FETs. The simulation results for various sim-
ulators are as shown in Table 2. Again, the tolerance/accuracy settings are made
same for all the simulators, and the CPU/run time is averaged out from multiple
simulations. The time taken for netlist expansion and checking out the license is not
included in the values mentioned in the results table, as all the simulators do not
reveal this detailed breakup of simulation time. The specification values obtained
from these four simulators are in close vicinity. The CPU/run time is the least for
AFS/Spectre, and largest for GoldenGate/ADS. This shows to some extent that the
Harmonic Balance technique is faster for frequency domain analyses and for cir-
cuits with limited number of harmonics present. Figure 3 below summarizes the
general recommendation for using a particular simulator based on the circuit
applications and analyses of interest.

Table 2 Simulation results with 9-stage ring oscillator

Specifications Details Spectre AFS ADS GoldenGate

Simulation time DC-OP ∼6 ms ∼0 s ∼10 ms ∼20 ms
TR (1us) ∼801 s ∼456 s ∼810 s ∼1198 s

Fosc (GHz) 17.37 18.52 18.1 17.86
Vout_pp (V) 0.986 0.964 0.984 0.957
Ivdd_avg (uA) 101.1 116.4 99.85 112.1
Peak mem used (MB) 103 60 102 61

Fig. 3 Ideal simulator based on circuit/application [3]
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4 Conclusion

In this work, four most widely used Analog/RF simulators have been reviewed and
study of their unique aspects and dissimilarities has been done in some detail. For
most of the foundry models, the Spectre simulator is considered the golden simu-
lator, because of its advantages like availability of a complete Virtuoso design suite
and seamless integration with other Cadence products. For RF systems, one of the
best harmonic balance simulation engines is offered by ADS and GoldenGate. Due
to the availability of specific RF analyses, a majority of circuit designers in the RF
design space prefer to use ADS or GoldenGate [3]. However, for analog and custom
digital circuits, where transient simulations are needed, Spectre APS/APS++ or
Mentor Graphics AFS would provide faster results. The specifications, simulation
time and peak memory used have been presented, by means of simulating an
LC-VCO and a CMOS Ring oscillator. The specification results from the various
reviewed simulators match reasonably well, except for AFS in LC-VCO Phase
Noise. The circuits with abrupt wave edges will have a very large number of har-
monics and therefore might be difficult to converge using Harmonic Balance tech-
nique. For such circuits, Shooting Newton and similar techniques might converge
better and faster. However, Harmonic Balance algorithm is much faster for mildly
non-linear blocks, wherein many linear models are best represented in frequency
domain, since simulating such components in time domain could result in more time
and/or convergence issues.
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DWT-PCA Image Fusion Technique
to Improve Segmentation Accuracy
in Brain Tumor Analysis

V. Rajinikanth, Suresh Chandra Satapathy, Nilanjan Dey
and R. Vijayarajan

Abstract Because of its high clinical significance and varied modalities; magnetic
resonance (MR) imaging procedures are widely adopted in medical discipline to
record the abnormalities arising in a variety of internal organs of human body. Each
modality of the MRI, such as T1, T2, T2C, Flair, and DW has its own merit and
demerits. Hence, in the proposed work, a unique computer-assisted technique
(CAT) is proposed to evaluate the abnormalities in MR images, irrespective of its
modalities. Proposed CAT has the following stages: (i) Discrete Wavelet Transform
Based Principal Component Averaging (DWT-PCA) image fusion, (ii) Tri-level
thresholding based on Social Group Optimization and Shannon’s entropy, and
(iii) Watershed segmentation. This approach is experimentally assessed with
MICCAI brain cancer segmentation (BRATS 2013) challenge database. Experi-
mental results confirms that the proposed approach is efficient in offering better
values of Jaccard (84.33%), Dice (90.86%), sensitivity (99.93%), specificity
(90.67%), and accuracy (95.74%) compared with the single modality registered
brain MR images. Hence, the proposed work is extremely significant for the seg-
mentation of abnormal region from the brain MR images registered using Flair,
T1C, and T2 modalities.
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1 Introduction

Image processing techniques are extensively adopted in medical discipline to cat-
egorize, examine, and treatment scheduling for a range of diseases. Cancer is a life
intimidating sickness that frequently begins in the vital internal human parts, such
as blood cells, lungs, bone marrow, breast, brain, and external organ like the skin.
Cancer revealing in interior organs is relatively complicated than the cancer in
external organs. The cancer cells growing within the internal organs will be treated
accurately in order to reduce the morbidity and mortality rates.

In recent years, significant amounts of imaging techniques are used to record the
infected regions of the internal organs. MRI is the universal imaging practice
extensively adopted in imaging clinics due to its assorted modality. Modalities like
T1, T2, T1C, Flair, and diffusion-weighted imaging (DWI) are normally considered
to record the abnormalities in human brain [1–5]. Due to its clinical significance,
brain MR image processing techniques are widely adopted by the researchers based
on a chosen modality [6, 7]. The processing system, which works well on a chosen
modality, may fail to offer satisfactory result on other modalities due to the reasons
like noise, poor contrast, artifacts, and separation of infected section from normal
brain section [8]. Hence, it is always necessary to develop a unique tool to analyze
the brain MRI irrespective of its modality. The earlier works also confirm that
image fusion technique can be considered to enhance the outcome during image
examination [9, 10]. In recent years, image fusion procedures are implemented in
key areas, like computer vision, remote sensing, and medical domain [11–13].

The aim of the proposed work is to suggest a hybrid procedure to improve
segmentation accuracy during brain tumor MR image analysis. The performance of
proposed approach is confirmed using the benchmark MR images of BRATS 2013
database [1, 14]. This dataset consists of the MR images captured using T1, T2,
T1C, Flair, and also the Ground Truth (GT) images offered by a radiologist.

In this CAT, a three-step procedure is adopted to improve the segmentation
accuracy in brain MR images. The preprocessing approach consists of: (i) Image
fusion based on the DWT-PCA and (ii) Social Group Optimization (SGO) assisted
Shannon’s entropy supported tri-level thresholding. During the postprocessing
work, the marker-controlled watershed algorithm is adopted to mine the tumor
region from the preprocessed brain images. The efficiency of proposed CAT is
confirmed by computing the image similarity measures, such as Jaccard, Dice,
sensitivity, specificity, and accuracy with the help of relative examination between
the segmented tumor section and the GT [4]. The experimental results confirms that
the proposed approach is efficient in obtaining the better image similarity measures
compared with the results obtained with single MRI modality images.
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2 Methodology

This section presents the particulars of methodology proposed in this paper to
analyze the benchmark brain tumor database. Figure 1 shows various stages
involved in the proposed CAT. Test images for the experimental work are chosen
from the BRATS 2013 challenge database. In this study, 35 slices of images from
each modality (slice number from 95 to 130 of pseudo name 0004) are considered
for the investigation. Figure 1 depicts the stages involved in the developed CAT. In
which, the amalgamation of fusion and thresholding function act as the prepro-
cessing stage and the segmentation technique acts as the postprocessing stage.
Finally, the performance of the CAT is assessed by comparing the segmented tumor
region with the GT existing in the chosen database.

2.1 Image Fusion

Image fusion is a widely considered practice to employ pixel-level grouping of
images in order to improve its key features. In the proposed work, recent technique
known as DWT-PCA combination is adopted to enhance the brain MRI informa-
tion. This technique was developed by Vijayarajan and Muttan [15] to unite the
brain image slices recorded with the computed tomography (CT) and MRI
techniques.

This procedure can be mathematically expressed as:

Fuse=M1ðavgÞ * image1+M2ðavgÞ * image2, ð1Þ

where image1 and image2 are test images of size M × N, M1 is the normalized
principal components of wavelet coefficients of image1, M2 is the normalized
principal component of wavelet coefficients of image2, and avg is the average of
normalized principal components.

Image 1

Image 2

DWT-PCA
Fusion 

SGO+Shannon 
thresholding

Watershed 
segmentation 

Tumor 
region

Fig. 1 Execution of the proposed brain MRI evaluation procedure
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2.2 Social Group Optimization Assisted Shannon’s
Thresholding

SGO is a recently invented heuristic approach by Satapathy and Naik [16]. This
algorithm is formed by mimicking the behavior in human group. SGO comprises
two main phases, namely: (i) improving phase to synchronize the positions of
people based on the objective function and (ii) acquiring phase that allows the
agents to discover the best potential solution based on the chosen problem.

The mathematical model of SGO can be defined as:

Gbestj =max f Xið Þ for i= 1, 2, . . . Nf g, ð2Þ

where Xi is the initial knowledge of people in a group, i = 1, 2, 3,…, N indicate
whole people in a group, and fj is the fitness value.

The improving phase is used to renew the location of every person as in Eq. (3):

Xnewi, j = c*Xoldi, j +R*ðGbestj −Xoldi, jÞ, ð3Þ

where Xnew is the updated position, Xold is the early position, Gbest denotes
universal top location, R is an arbitrary numeral [0, 1], and c represents the
self-introspection parameter [0, 1]. The c is selected as 0.2 [16, 17].

During the acquiring phase, the agents will find the global solution based on
knowledge updating procedure as depicted in Eq. (4).

Xnewi, j =Xoldi, j +Ra*ðXi, j −Xr, jÞ+Rb*ðGbestj −Xi, jÞ, ð4Þ

where Ra and Rb are random numbers [0, 1] and Xr,j is the arbitrarily selected
location of a person in group. In this paper, SGO algorithm is considered to choose
the optimal threshold based on the Shannon’s entropy [18, 19].

Thresholding procedure is normally considered to group identical image pixels
based on user’s requirement [20, 21]. Recently, a tri-level thresholding scheme is
considered to cluster the digital brain MR images into the background, normal brain
region, and the tumor section [22]. The tri-level thresholding will enhance the
tumor section, which can be mined by choosing a suitable segmentation procedure.
In this paper, Shannon’s entropy discussed in [19] is considered to threshold the
brain MRI.

The procedure is as follows:
Let us choose an image with size M * N. Then, the gray-level pixel coordinates

(x, y) can be expressed as G(x, y), for x∈ f1, 2, . . . ,Mg and y∈ f1, 2, . . . ,Ng. Let
L be the number of gray levels of the test image and the set of all gray values {0, 1,
2, …, L − 1} can be symbolized as Z, in such a way that
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Gðx, yÞ∈Z ∀ðx, yÞ∈ image ð5Þ

Then, the normalized histogram will be H = {h0, h1, …, hL−1}.
For tri-level thresholding problem, the above equation can be written as

H Tð Þ= h0 t1ð Þ+ h1 t2ð Þ+ h2 t3ð Þ ð6Þ

T* = max
T

fH(T)g, ð7Þ

where T = {t1, t2, …, tL} is the threshold value, H = {h0, h1, …, hL−1} is the
normalized histogram, and T* is the optimal threshold.

2.3 Watershed Segmentation

In this work, marker-controlled watershed algorithm discussed in [23] is considered
to mine the enhanced tumor volume. This approach is the combination of the sobel
edge detection algorithm, marker-controlled morphological operation and extrac-
tion. A detailed mathematical description of the watershed transform considered in
this paper can be found in [24].

2.4 Performance Evaluation

A relative analysis between the mined tumor and ground truth is carried out to
evaluate the superiority of proposed CAT. The similarity values, like Jaccard, Dice,
sensitivity, specificity, and accuracy [1, 4, 5] are computed.

These performance measures are mathematically expressed as

JaccardðIGT , ISÞ= IGT ∩ IS ̸IGT ∪ IS ð8Þ

DiceðIGT , ISÞ=2 IGT ∩ ISð Þ ̸ IGTj j∪ ISj j ð9Þ

Sensitvity=TP ̸ðTP +FNÞ ð10Þ

Specificity=TN ̸ðTN +FPÞ ð11Þ

Accuracy= ðTP +TNÞ ̸ðTP +TN +FP +FNÞ, ð12Þ

where IGT is ground truth image, IS represents segmented image, TP, TN, FP, and FN

denote true positive, true negative, false positive, and false negative, respectively.
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3 Result and Discussion

The experimental analysis of the CAT is discussed in this section. This study
considers 216 × 160 sized brain MR images registered with a class of modalities.
Initially, the SGO and Shannon based tri-level thresholding and watershed seg-
mentation approach is tested on the single modality registered images presented in
Fig. 2. This approach presents better result on Flair, T1C, and T2 based MR images
and poor result on the T1 modality MR images. Hence, in this study, the images
based on Flair, T1C, and T2 are considered for the analysis. Later, the DWT-PCA
approach is considered to fuse the test images in order to enhance the tumor section
as depicted in Fig. 3. The proposed thresholding and segmentation approach is also
tested on the test images depicted in Fig. 3 and the corresponding results are
depicted in Fig. 4. From this figure, it can be noted that the proposed segmentation
approach is very efficient in extracting the tumor section from Flair, T2, Flair + T2
and Flair + T2 + T1C images compared to T1C and Flair + T1C.

The performance of proposed CAT system is evaluated by comparing the
extracted tumor region with the GT. Table 1 presents the image similarity measures
computed for the slice_100 image. From this result, it can be noted that the Flair

Flair

T1C 

T2

T1

GT

(a) (b) (c) (d) (e) 

Fig. 2 Image slices chosen from the BRATS 2013 dataset. a Image modality, b slice_100,
c slice_110, d slice_120, e slice_130

458 V. Rajinikanth et al.



Flair+T1C

Flair+T2

Flair+T2 + T1C 

(a) (b) (c) (d) (e) 

Fig. 3 Fused image slices of chosen slices from BRATS 2013 dataset. a Image modality,
b slice_100, c slice_110, d slice_120, e slice_130

T2 

T1C 

Flair+T2

Flair+T1C

Flair + T2 + 

T1C 

(a) (b) (c) (d) (e)

Flair

Fig. 4 Results obtained with the proposed segmentation approach. a Image modality, b thresh-
olded image, c label of detected edges, d segmented image, e extracted tumor
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modality registered test image offers better similarity values compared to T2, T1C,
Flair + T2, and Flair + T1C images. But the results offered by the DWT-PCA
fused; Flair + T2 + T1C modality image offers superior performance measures
compared with other modalities. From this result, it is confirmed that Flair +
T2 + T1C modality fused image offers better segmentation accuracy. This
approach is further tested on 105 slices (Flair = 35, T1C = 35 and T2 = 35) of
BRATS 2013 dataset with the pseudo name 0004 and the average similarity index
values obtained are depicted in Table 2 and Fig. 5. From these results, it can be
noted that overall performance of Flair + T2 + T1C image is superior than Flair,
T2 and Flair + T2. From this work, it is confirmed that fusion based on DWT-PCA
is efficient in offering better similarity index values. In future, the performance of
DWT-PCA fusion approach can be validated against other fusion approaches
existing in the literature.

Table 1 Image similarity index obtained for slice_100

Modality Jaccard Dice Sensitivity Specificity Accuracy

Flair 0.7977 0.8874 0.9974 0.8857 0.9399
T2 0.7558 0.8609 0.9989 0.8272 0.9090
T1C 0.1544 0.2675 0.6078 1.0000 0.7796
Flair + T2 0.7818 0.8776 0.9989 0.8542 0.9237
Flair + T1C 0.1544 0.2675 0.6078 1.0000 0.7796
Flair + T2 + T1C 0.7982 0.8892 0.9994 0.8868 0.9426

Table 2 Average similarity index obtained with the considered image dataset

Modality Jaccard Dice Sensitivity Specificity Accuracy

Flair 0.8417 0.9073 0.9984 0.9012 0.9551
T2 0.8183 0.8974 0.9936 0.8985 0.9272
Flair + T2 0.8209 0.9003 0.9940 0.8987 0.9295

Flair + T2 + T1C 0.8433 0.9086 0.9993 0.9067 0.9574

Flair T2 Flair+T2 Flair+T2+T1C
0

0.2

0.4
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1

MRI modality

Si
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Accuracy

Fig. 5 Graphical representation of the average similarity index between the ground truth and
extracted tumor section
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4 Conclusion

This work implements a CAT by combining the fusion, thresholding, and seg-
mentation procedures to improve the accuracy during the MRI brain tumor analysis.
In this study, benchmark BRATS 2013 MRI dataset is considered to test the per-
formance of the developed CAT. The brain tumor images recorded with the Flair,
T1C, and T2 are initially analyzed and the results confirm that flair modality images
offered better image similarity measures. In order to improve the outcome of the
proposed CAT, a recent image fusion technique, known as DWT-PCA, is con-
sidered to generate Flair + T2, Flair + T1C and Flair + T2 + T1C images. Similar
experimental work is repeated once again using the fused brain MR images and the
average result of Flair + T2 + T1C image offers better values of Jaccard (84.33%),
Dice (90.86%), sensitivity (99.93%), specificity (90.67%), and accuracy (95.74%)
compared with the single modality registered brain MR images. These results
confirm that DWT-PCA image fusion procedure can be used to enhance the out-
come during the brain MR image analysis.
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Hybridization of PSO and Anisotropic
Diffusion in Denoising the Images

Azra Jeelani and M. B. Veena

Abstract In the current digital world, image processing plays a great role in var-
ious applications. Due to the environmental constraints, noise in image is very
common and obvious. Anisotropic diffusion is partial differentiation based math-
ematical process which has been applied for different types of processing operation
in the field of image processing. In this work, challenge of getting the optimal
gradient threshold in conduction function for anisotropic diffusion is taken care.
A global estimation of threshold value is applied instead of local approach. To
achieve this global value, the concept of swarm intelligence is taken. Proposed
solution is applied to different types of conduction functions and their relative
benefits are analyzed. Hence, particle swarm optimization and anisotropic diffusion
are used not only to denoise the images but also sharpen the edges.

Keywords Anisotropic diffusion ⋅ Conduction function ⋅ Swarm intelligence

1 Introduction

Image processing is a technique of converting images into digital form to perform
various operations either to enhance it or extract some useful information from it. It
is one of the rapidly growing technologies, more over a core research area among
many other engineering. This technology is used in huge number of applications
like robotics, medical diagnosis, weather and climate, photography, television, and
lot more. In our research, we are addressing underwater image processing due to the
reason being, such images are usually blurred and contain more noise compared to
other images. This is mainly due to wrong focus of cameras in moving water.
Various types of noise in the images captured under water are salt-and-pepper
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noise, Gaussian noise and speckle noise. Restoration is a technique of removing the
noise. Restoration uses different types of filters for processing images and removing
different types of noises. Restoration filters are either linear or nonlinear filters.
Linear filters are mean filters whose output is the linear function of its input whereas
nonlinear filters are those whose output is not the linear function of its input.
Perona-Malik [1] proposed a diffusion coefficient which addresses intra-region
smoothing rather than inter-region smoothing. J. Kennedy, R. C. Eberhart et al. [2]
described the local and global neighborhood for obtaining the best solution in
particle swarm optimization. Y. Shi and R. Eberhart [3] gave the new parameter
inertia weight which improves the performance of the particle swarm optimizer.
Padmavathi et al. [4] gave the algorithm for modified median filters for denoising in
underwater images. Serge Karabchevsky [5] compared all the adaptive filters like
Lee, Kuan, Frost, Nonlinear filters, and proved frost filter to be the best and gave
the FPGA implementation of the frost filter. Shibin et al. [6] gave a comparative
study of different filters for effectiveness of denoising and preserving the edges. In
the previous paper [5], different filters were compared and frost filter was the best
filter among the classical adaptive filters. But the edges were not preserved. In
papers [7–9], work on PSO parameters like inertia weight and threshold function
was done. In this paper, with the help of PSO, the optimal solution for K is obtained
and it is applied to variety of conduction functions.

2 Anisotropic Diffusion

Proposed technique would not just jelly edges yet additionally upgrade edges by
repressing dissemination crosswise over edges and permitting dispersion on either
side of the edge. This will be versatile and does not use hard edges to change
execution in homogeneous areas close edges and little highlights. The new dis-
persion method depends on a similar least mean square mistake (MMSE) way to
deal with sifting as the Lee (Kuan) and frost filter. The benefits of anisotropic
dispersion incorporate intra-district smoothing and edge conservation. The
accomplishment of the discrete usage of anisotropic dispersion system relies on the
precision of the chose estimations of the parameters. The decision of dissemination
work is critical in controlling smoothing and even upgrade of edges. The decision
of dissemination work and associated parameters inclination edge assume the focal
part in exhibitions. The programmed determination of this parameter has been done
in this exploration [1–6, 10–14]. The slope limit parameter of the anisotropic dis-
semination sifting strategy likewise needs adjustment to the denoising needs of the
separated picture. The estimation of the parameter chose ought to be to such an
extent that each one of the edges is saved over a diminishing edge. The essential
thought behind the Perona–Malik anisotropic dispersion is to advance from a
unique picture I(x, y), a group of progressively smoothed pictures I(x, y, t) in view
of the accompanying fractional differential condition.
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dI x, y, tð Þ ̸dt = div½gðjj∇I x, y, tð ÞjjÞ∇I x, y, tð Þ�, ð1Þ

where t is the time parameter, I(x, y, 0) is the original image, ∇I(x, y, t) is the
gradient of the image at time t, and g(.) is conductance function or diffusivity
function, minimum value g(.) = 0, i.e., no diffusion across edges and its maximum
value g(.) = 1 results to maximum diffusion within uniform regions. This function
is chosen to satisfy lim x tends to infinity g(x) = 0, so that the diffusion is stopped
across edges. Two diffusivity functions given by Perona–Malik are

g1 xð Þ= exp½ð− x
k
Þ2� ð2Þ

g2 xð Þ= ½ 1
1+ − x

k

� �
2
�− 1 ð3Þ

3 Adaptive Particle Swarm Optimization

Swarm optimization and particle swarm optimization [2, 3] are evolutionary
computation techniques. In this, a set of potential solutions to the problem at hand is
taken as the initial population and is used further to find solutions in the search
space. Each candidate solution in the PSO has an adaptive velocity in which its
position changes in the solution space. As the individual moves in search space, it
carries its best position among all its previous search positions in its memory. Thus,
every individual has the aggregated acceleration between its previous best position
and toward its topological neighbor. In a D-dimensional search space, the ith
particle of the swarm is represented by a D-dimensional vector,

Xi = xi1, xi2, . . . xiD½ � ð4Þ

Consider the new velocity with position change of this particle to be represented
by D-dimensional vector,

Vi = vi1, vi2 . . . viD½ � ð5Þ

The best previously visited position of the ith particle is represented by

Pi = pi1, pi2 . . . .piD½ � ð6Þ

Let the index of the best particle in the swarm be g, the gth particle in the swarm
is the best, “n” is best by that particular particle and let the superscripts denote the
iteration number and then the swarm is manipulated according to Eqs. 7 and 8
(Fig. 1).
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vik+1 =wvik +c1rand
ðpi − xikÞ

Δt
+c2rand

ðpgk − xikÞ
Δt

ð7Þ

xik+1 = xik +vik+1Δt ð8Þ

3.1 Selection of Parameters for PSO

Performance of PSO is heavily dependent upon the various parameters available in
process. The main parameters are the inertia weights (w), social and cognition
constant c1 and c2, maximum value of velocity Vmax, and the size of population S.
Generally, these parameters are pre-fixed in most of the applications. But there is no
guarantee of optimal convergence in all cases hence there may be a need for some
strategy to decide the most optimal value with a particular application.

The inertia weights w play the central role in PSO performance. This parameter
is associated with velocity to control the change in the velocity. If the value of w is
equal to 0 that is corresponding to change in velocity without using the knowledge
of previous velocity. If w ≪ 1, only a small use of previously available velocity
appeared and there is lesser exploration of new solution. It may take long time to
converge or may not converge at all to optimal solution. If w > 1, it takes a large
jump with use of previous velocity information and can be helpful for exploration
point of view. But as solution move from one to another, there occurs large change
in every iteration and it results in solution to diverge. Hence, it is necessary to have
some precaution while placing the value of w > 1. It is practically seen that value
of w near to 1 can deliver the global exploration while value in the range of [0.2–
0.5] can help to explore the local region.

It is advisable to have decreasing tendency of w value with the iteration so that in
the beginning, larger value of w could help in exploration while as solution move

Fig. 1 Depiction of the
velocity and position updates
in particle swarm
optimization
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toward optimality with iteration, decreasing value of w could help to explore the
local region. Such approach is generally called as PSO-TVIW (PSO with
time-varying inertia weight). There are various other approaches proposed in the
past, where Eberhart and Shi have applied the fuzzy controller to control the w with
time in adaptive manner.

Vmax has been applied to define the maximum velocity change a solution can
have to avoid the divergence. Generally, it is the maximum value of search domain.
The use of other controlling parameters like w and χ, has reduced the burden of
Vmax value.

PSO can be performed better with use of new parameter called as constriction
factor. With the inclusion of χ, there is no necessity to include the other controlling
parameter, w and Vmax. Constriction constant helps in faster convergence by
decreasing the amplitude of particle oscillation because of more attention toward
local and neighborhood best position obtained previously. Depending upon the
distance between previous best position and neighborhood best position, focus over
local search or global search decide. If the distance is less, local search is performed
while global search is performed if the distance is more. With the time, best of
neighborhood and best of previous seen are kept changing in result there is shift
between local and global search in dynamic manner. Hence, constriction factor can
be considered as the balancing parameter between local and global search. Size of
population helps in exploring the new solution. If it is too less, there will be no
exploration, while too large population will give computational burden and also not
much benefit in quality of solution. Generally, it is observed that moderate popu-
lation size [20–100] can be sufficient in most of the applications.

4 Proposed Solution

The quality of anisotropic diffusion heavily depends upon the value of gradient
threshold parameter K. The proposed method provides a pre-estimated global value
of K instead of obtaining the local K value. With this approach, a single value is
estimated earlier from noisy image, which is considered as reference image then the
obtained value of K is applied to other images. This approach will save the com-
putational cost. Hence, PSO is applied to estimate the K value from reference
image. All eight neighbors are considered in anisotropic diffusion process. For each
neighbor, same value of K is considered. In the estimation of K with PSO,
exploration of optimal value of K is done so that signal-to-noise ratio could be the
maximum. In test phase, the number of applied iterations to denoise the image has
resulted in more signal-to-noise ratio. In third phase, the iteration number which has
delivered the best value of signal-to-noise ratio is considered for final result. The
process of applied PSO and anisotropic diffusion is shown (Figs. 2 and 3).
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//DWPSO (Dynamic Weight Particle Swarm Optimization)//
Pop  ⃪  Population of  size [m⤫1] randomly defined
Vpop⃪velocity population of size [m⤫1];
Spop⃪self best population of size [m⤫1];
Mxit ⃪ Maximum no. of iteration.
[c1,c2,w,χ]⃪Assign PSO parameters 
Fit=Objfun(Pop);
Pg ⃪ Leader selection (Fit)best;

While    ( i<Mxit )
w⃪ Mxw- (i-1)/wd;
           For j=1:size(Pop,1)
Rn⃪[2⤫1] random value from U[0 1];
Gd⃪  Pg -  pop(j);
Sd⃪Sb – Pop(j);
NVpop(j) (χ,w,Vpop(j),c1,Gd,c2,Sd,Rn);
End
Npop=Pop+Nvpop;
               Fit2⃪Objfun(Npop);
pg best(Fit2);
Vpop⃪Nvpop;
Spop⃪(pop,Npop);
              Pop=Npop;
   End
FS⃪pg   ; 
// ANISOTROPIC DIFFUSSION 
Img⃪Read the Image;
// Mask definition for all 8 neighbors
For   i=   1:8
M(i)⃪2D  Convolution Mask
End
For   t = 1: itr
          For j=1:8
GRD(j) conv (Img , M(j) );
            End
For  f=1:8
CF(f)   ⃪ exp(-(Grd(f)/k)^2);
            End
Dffimg⃪ Dffimg+  [∑ ×8  ] 
          PRF=(Dffimg)PSNR

End

Fig. 2 Algorithm for the
PSO and anisotropic diffusion
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Fig. 3 Flow chart of the
algorithm
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5 Experimental Results

The complete environment is implemented in MATLAB. The different parameters
under PSO have been defined as

Population size—50, maximum inertia weight—1.2, minimum inertia weight—0.1,
C1 = C2 = 0.5, and constriction factor—0.72.

In the training phase, 5 iterations are applied to estimate the optimal K. while in
the test phase, 15 iterations are given (to see the effect of over scanning). Among 15
iterations, the best value of PSNR is taken as final value of denoised image (Figs. 4
and 5).

Test case 1: Training phase (for g1 conduction function)
FINAL gradient threshold value: 49.1101
PSNR: 20.1455
Test phase: ans = 1.0000 Inf 32.9197

Fig. 4 Lena image and noisy Lena image (speckle noise)

Fig. 5 Noisy image and denoised image (using proposed algorithm)
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PSNR = 32.919 (Using g1 conduction function)
Training phase: (for g2 conduction function)
FINAL gradient threshold value: 49.8867
PSNR: 21.5959
ans = 1.0000 Inf 31.5145
PSNR = 31.514(Using g2 conduction function)

From the above test case, we can observe that the psnr = 32 is improved and the
edges are sharpened as compared to the frost filter (psnr = 25) and edges are
smoothened from the given figure (Figs. 6 and 7).

Test case 2: Training phase: (For g1 conduction function)
FINAL gradient threshold value: 49.0678
PSNR: 20.1313
Test Phase: ans = 1.0000 Inf 35.1593
PSNR = 35.1593
Training phase: (For g2 conduction function)

original gray image frost filtered output

Fig. 6 Noisy image and denoised image (using frost filter)

Fig. 7 Noisy image and denoised image (using proposed algorithm)
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FINAL gradient threshold value: 49.8994
PSNR = 21.6180
Test phase: ans = 1.0000 Inf 34.7712
PSNR = 34.7712

6 Conclusion

In anisotropic diffusion, the role of gradient threshold is very important and the
value of this threshold decides the level of diffusion process. Particle swarm opti-
mization is applied to find the solution to find the optimal threshold value. The
value of threshold is obtained under a training phase process in which the noisy
reference image threshold value optimizes to increase the PSNR value. This value is
applied in anisotropic diffusion process to denoise the noisy test images. Experi-
mentally, it is observed that proposed method is not only efficient in noise reduction
but also very much computationally efficient, as there is no need of local estimation
of threshold under every scan and for every image. It is also observed that if there is
optimal threshold value, performance of simple conduction function is better in
comparison with the complex one.
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Impact of Deep Learning in Image
Processing and Computer Vision

Tilottama Goswami

Abstract With deep learning techniques, a revolution has taken place in the field
of image processing and computer vision. The survey paper emphasizes the
importance of representation learning methods for machine learning tasks. Deep
learning, the modern machine learning is commonly used in the vision tasks—
semantic segmentation, image captioning, object detection, recognition, and image
classification. The paper focuses on the recent developments in the domain of
remote sensing, retinal image understanding, and scene understanding based on
newly proposed deep architectures. The author finds it quite intriguing of the
classical building blocks of image segmentation (Gabor, K-means), shifting gear,
and contributing to image recognition tasks based on deep learning (Gabor con-
volutional network, K-means dictionary learning). The survey makes an attempt to
serve as a concise guide in providing latest works in computer vision applications
based on deep learning and giving futuristic insights.

Keywords Deep learning ⋅ Representation learning ⋅ Image processing
Computer vision

1 Introduction

Computer vision (CV) has been one of the most popular topics for research activity
in the past as well as present decade. The computer vision is an interdisciplinary
subject which aims to transform data using models to decouple and transform the
input data to capture maximum information with the help of mathematics, statistics,
physics, biology, and learning theory. Computer vision has a wide variety of
applications such as robotic navigation, industrial inspection, process and quality
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control, military purpose, medical diagnosis, remote sensing, image retrieval, object
recognition, building image mosaics, automatic surveillance, and understanding
human activity, neuroimaging. Traditional approaches are subjective in nature as
they use human expertise for analyzing the best way of feature engineering in
extracting the best features according to visual appearance of a given image. This is
quite tedious, difficult to cater to large volumes of tasks, and may be prone to
human error. The technology developments in the quest of artificial intelligence
demand more powerful learning paradigms to mimic the Human Visual System
(HVS) to achieve better efficiency and reliability [1]. Most of these applications
tackle with similar underlying problem: automatic segmentation and automatic
characterization of the visual appearance of the objects irrespective of different
application domains. The suitable learning aspects either human engineered
learning or automated machine learning bind the success of computer vision tasks.
Learning which involves feature engineering is dependent on appropriate hand-
crafted features specific for that domain and is application-specific [2].

The survey is organized as follows. Section 2 emphasizes the importance of
representation learning and feature learning methods for machine learning tasks.
Deep learning is very commonly used in the vision tasks––semantic segmentation,
image captioning, object recognition, and image classification. In Sect. 3, the paper
focuses on the recent developments in solving the abovementioned vision tasks
based on deep learning, in the domain of remote sensing, retinal image under-
standing and natural images. In Sect. 4, the author gives a view of the inherent
shifting gear of classical approaches (e.g., Gabor, K-means) used in image seg-
mentation task, to contributing in a slight different manner for image recognition
tasks based on deep learning (Gabor convolution network, K-mean dictionary
feature learning method). The authors give a future insight of using orthogonal
polynomial operators, in similar terms as Gabor filters are used with CNN for
learning texture information; the option has been justified on the basis of seg-
mentation results. The paper finally concludes in Sect. 5 providing future
directions.

2 Representation Learning

Feature learning is representation learning used for machine learning tasks such as
recognition, classification, etc. This is an alternative to manual feature engineering
or feature extraction, where handcrafted features are designed by knowledge experts
and programmers as manual priors; for further processing to achieve the high-level
tasks. On the contrary, feature learning discovers discriminative features and builds
appropriate representations automatically from the raw data in multiple layers of
abstractions using training algorithms. Feature learning or deep learning is modern
machine learning whose basis is neural network.

Objectives of Representation Learning—General priors prove to be more
useful in solving highly complex AI tasks. The learning machine will deal with
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nonspecific tasks to specific tasks in layers of hierarchical organization. The
machine learns filters, initially simpler ones and gradually builds deep layers toward
more complex filters. The objective of representation learning is learning the
invariant features that lead to effective pattern recognition. The deep learning
architecture for face recognition is shown in Fig. 1.

How feature learning takes place? Representation learning is all about, the
way the algorithm learns linear and nonlinear manifolds, based on either parametric
or nonparametric methods, depending on either supervised or unsupervised
approaches. The machine learning is one of the approaches to achieve
high-precision accuracy based on unsupervised learning or supervised learning.
Unsupervised learning is bottom-up approach and data driven. Such type of
learning is dependent on low level features embedded in the image itself, say X as
shown in Fig. 2a. The code Z is intermediate representation of input which is low
dimensional and may be sparse. In contrast to unsupervised learning, supervised
learning learns by means knowledge extracted from training set of ground-truth
segmented images, say Y as shown in Fig. 2b. This is also called top-down
approach, model driven, which starts with known-priors about the target object (Y).
The central theme of unsupervised feature learning is to learn hierarchy of features,

Fig. 1 Deep learning
architecture (Bengio, “On the
expressive power of deep
architectures”, Talk at ALT,
2011)

(a) Unsupervised Learning (b) Supervised Learning 

Fig. 2 Feature learning methods (Piotr Mirowski, Microsoft Bing London Computational
Intelligence Conference, 2014)
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one level at a time that can be combined with previously learned transformations.
Each level adds a layer of weights to develop a deep supervised predictor. Learning
is usually considered as estimating a set of model parameters which maximize
regularized likelihood of training data.

The author provides a gist of all the combinations of learning options mentioned
in [2] to give the reader a continuity of the topic. Feature extraction algorithms
illustrate probabilistic, auto-encoder, and manifold views of representation learning
for the unsupervised single layer. Active research is going on in establishing
connections between these three views.

Probabilistic View—Learned representation with probabilistic model is always
associated with latent variables. Sparse coding and its variants relate to latent
representation to the data using a linear mapping called dictionary. The undirected
graph model (Markov Random Field), Boltzmann distribution, and Restricted
Boltzmann Machines (RBM) parameterize joint probability through product of
clique potentials describing interactions between visible, between hidden and
between visible and hidden elements. Boltzmann distribution and its variants
characterize these interactions in context with unsupervised feature learning and
applied for modeling natural textures, object classification tasks. Visible elements
represent data, latent or hidden elements act as go between the visible elements by
interactions indicated by energy function. The major disadvantage with this prob-
abilistic model arises when model has more than two interconnected layers; as the
posterior distribution over latent variable becomes intractable.

Autocoders View—Autocoders and their many variants such as sparse
auto-encoder, regularized auto-encoder, and parameterized representation functions
are alternative for non-probabilistic feature learning paradigm, as they have tract-
able optimization objective. In this, the model learns encoding a parametric map
from data to its representation, may also involve decoding function mapping back
from representation to input data space. The parameters are learned while per-
forming the task of minimizing the reconstruction error of the original input. Error
minimization can be done by stochastic-gradient descent in multilayer perceptrons
(MLP).

Geometric View—Geometric notion (tangent and orthogonal directions) of
manifold is another perspective on representation learning, where real-world data of
high-dimensional space is focused on manifold of much lower dimension, capturing
the variations in input space. Data-supporting manifold is unsupervised learning
task. PCA is a low-dimensional representation learning model which models closest
linear manifold to the group of data points. Real-world domains are strongly
nonlinear, which have been dealt built on geometric perspective of nonparametric
approach relying on training set nearest neighbor graph. The concept of represen-
tation learning is summarized here without mathematical details due to page con-
straints. The references for the works pertaining to these views may be referred
from [2].

How to use the learned features? A predictor is fed with learned features in
order to perform particular high-level tasks such as classification and recognition.
A classifier is trained at the top of the learned features. Fine tuning the classifier
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may take more training iterations that may have computational overhead. There are
two options to form a deep architecture—(1) Single layer models combined to form
a deep model and (2) Joint training of all levels. Training deep architecture has a
general principle of training the intermediate representations layerwise, thus ini-
tially learning simpler concepts and building the higher levels. Convolution and
pooling operation learns to be invariant to variations and is heart of convolutional
neural network, which has been applied to object recognition and image segmen-
tation [3]. Patch-based training is quite efficient as the patches are low dimensional
as compared to the whole image. Patches are sampled at random positions of the
image. The sampling criteria are crucial in getting the input data points. The author
in [4] proposes progressive sampling which is flexible and iterative in nature. The
positional sampling (patch of pixels) has been done along the object boundary
region (grayscale and color variants) and is moved gradually from peripheral to the
center of the region. Experiments can be done in near future to see the impact of
progressive sampling for selection of patches.

3 Recent Deep Learning Application Areas

Deep learning, the modern machine learning is very commonly used in the vision
tasks—semantic segmentation, image captioning, object recognition, and image
classification that are discussed briefly in this section. Natural images, satellite
images, and medical images do not share same structure, still deep network—CNN
based classifiers are able to successfully extract the semantics. A recent survey on
deep architecture and its variations may be referred [5] for knowing the basic
building blocks of convolutional neural networks (CNNs).

3.1 Vehicle Localization from High-Resolution Remote
Sensing Images

CV Tasks—Semantic segmentation, object detection, and image classification for
vehicle

Deep learning has been used for all three tasks––segmentation, detection, and
classification for aerial images in [6]. The Fully Convolutional Networks
(FCN) architecture has been used to learn semantic maps, vehicle segmentation,
and vehicle classification. The deep architecture SegNet is used, which is encoder
(maxpooling)—decoder (unpooling) architecture, made of convolutional (conv)
blocks, batch normalization (BN), and rectified linear units (ReLU) as shown in
Fig. 3. Aerial image datasets used are VEDAI, ISPRS Potsdam, NZAM/ONERA
Christchurch. Comparisons are done with three CNN architectures LeNet, AlexNet,
and VGG-16.
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3.2 Retinal Image Understanding

CV Tasks—Semantic segmentation for retinal vessel

In the field of medical image analysis, retinal image understanding helps in early
diagnosis of diseases such as glaucoma and retinopathy. Related to this, segmen-
tation of retinal blood vessels is an open research problem. The works involve
classic methods and recently powerful machine learning approaches have also
emerged. Classic methods are based on handcrafted filters, morphological opera-
tors, and enhancement techniques for vessel extraction. One such classic traditional
approach [7] used thin, oriented line operators such as feature vector and Support
Vector Machine (SVM) for classifying pixels as vessel or no-vessel. Recently yet,
another recent classic automated method is proposed in [8], where curvelet-based
edge image is superimposed on optimally designed band pass filtered image that
achieved higher average detection accuracy. The datasets provide open access to
digital libraries for healthy and pathological retinal images. The paper also classifies
vessels as thick, medium, and thin vessels. Detection of different types of lesions is
considered as future work. Recently, a novel CNN architecture called Deep Retinal
Image Understanding (DRIU) has been proposed [9], for both retinal vessel and
optic disc segmentation as shown in Fig. 4. The architecture runs on GPU and the
average execution time is in ∼100 ms, which has orders of magnitude faster than
the classic state-of-the-art methods. The results surpass the performance of human
specialists for four pathological retinal benchmark datasets—DRIVE, STARE,
DRIONS-DB, RIM-ONE.

3.3 Dense Image Captioning for Scene Understanding

CV Tasks—Object detection, image captioning for natural scenic images

Image captioning is the process where whole image is annotated. Dense image
captioning, on the other hand, produces annotated regions. The regions of interests

Fig. 3 SegNet architecture for semantic segmentation in remote sensing
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are captured from the image and translated to sentences describing the vision
objects using natural language processing. Various layered architectures like
Convolutional Neural Network (CNN), Deep Belief Network, Long Short Term
Memory (LSTM), and Recurrent Neural Networks (RNN) are used in the literature
for computer vision, image captioning problems. The author in [10] proposes a
Multimodal Recurrent Neural Networks model based on combination of CNN over
regions, Bidirectional Recurrent Neural Network (BRNN) over sentences, and
multimodal embedding for aligning these two. Figure 5 shows BRNN model for
evaluating image-sentence score. The authors evaluate the model on Flickr8 K,
Flickr30 K and MSCOCO dataset containing 8,000, 31,000 and 123,000 images,
respectively.

Fig. 4 DRIU architecture for blood vessel and optic disc segmentation

Fig. 5 BRNN architecture
for evaluating image-sentence
score
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4 Shifting Trends—Classical Approaches to Deep
Learning

The author finds it quite intriguing of the inherent shift of classical approaches
(Gabor, K-means) used in image segmentation task, shifting gear, and contributing
in a slight different manner for image recognition tasks based on deep learning
(GCN, K-mean dictionary feature learning method). The paper portrays two clas-
sical concepts which have been taken into different role play in deep learning
techniques. First, Gabor filters used for textural feature extraction have been used
differently to form Gabor convolutional network (GCN). Second, K-means clus-
tering used for segmentation are adapted as K-means dictionary feature learning for
recognition in deep architecture, which is discussed briefly in the following
subsections.

4.1 Handcrafted Gabor Filters to Learning Feature
Representation

CV Task—Natural image classification

Natural images have a large variation in color and texture. The role of color texture
as fundamental descriptors proves to be quite effective in the field of color image
segmentation and texture characterization. Steerable or adaptive filters are designed
from linear combination of basis filters, and are usually tuned to parameters for any
arbitrary orientation and phase in order to compute the filter responses. Gabor filter
bank, steerable wavelet, and 3-D steerable filters use this concept, which proved to
be useful in image processing for edge detection, orientation analysis, and shape
analysis. Recent research paves the way to show how the proven traditional
handcrafted feature extraction techniques such as Gabor Orientation Filters
(GOF) can be used in learning deep feature representations for object recognition
[11] in natural scenes using Gabor-CNN, and in natural image classification [12]
using Gabor convolutional network (GCN) as seen in Fig. 6, respectively.
Recognition tests are done on ImageNet10 dataset. The classification tasks are
carried on CIFAR-100 tiny image dataset (60000 32 × 32-sized color images in 10
or 100 classes), MNIST and SVHN as well.

The paper [13] proposes a novel segmentation technique based on K-means
clustering on Orthogonal Polynomial (of order 3, 5) and Hybrid Color Space, i.e.,
OP3-HCS and OP5-HCS. The authors compare various state-of-the-art color tex-
ture segmentation methods. The Gabor filter bank generated using scale and ori-
entation parameter settings as mentioned in [14] has been compared with OP-HCS
variants on BSD300 image dataset. The results are found to be encouraging as
shown in Table 1. In segmentation task, OP3 and OP5 have performed
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considerably better than Gabor filters, for RGB and HCS color spaces in terms of
PRI and BDE, and results of VOI and GCE are found to be comparable.

Segmentation results exhibit the effectiveness by achieving on an average 74.5
percent on PRI which is quite encouraging without involving any preprocessing,
training or smoothing processes. OP3-HCS is better for coarser level image seg-
mentation and can be applied for high-level recognition tasks. OP5-HCS is rec-
ommended for identifying heterogeneous highly textured image types as it favors
over-segmentation. In future, convolutional neural network can be combined with
OP3 or OP5 bank of filters for strengthening the learning of texture information.

4.2 K-Means Clustering to K-Means Dictionary Feature
Learning

CV Task—Image recognition

Many encoding schemes can be found in the literature as mentioned in Sect. 2. The
paper [15] proposes K-means trained dictionaries in conjunction with many of
them. Sparse coding works better for higher dimensional images, though applying
K-means to sub-patches is a realistic one. Spherical K-means also called whitening
process is used to make K-means an effective unsupervised dictionary learning
method for image recognition as shown in Fig. 7. Experiments are conducted on
CIFAR-10, STL-10.

Fig. 6 GCN architecture for natural image classification

Table 1 Statistics PRI, BDE, VOI and GCE for segmentation of BSD300 dataset, comparing
Gabor filter bank with OP based filters. Higher PRI and lower values of BDE, VOI, and GCE
represent better segmentation. Bold marked values are the best

Filter bank Color space PRI BDE VOI GCE Time (s)

OP3 HCS 0.7457 10.0457 2.4113 0.2857 38
OP5 HCS 0.7431 9.6806 2.8832 0.2496 48
OP5 RGB 0.7377 9.3723 3.0320 0.2894 43
Gabor HCS 0.6291 13.9447 2.3209 0.2485 38

Gabor RGB 0.6340 14.6331 2.2793 0.2167 37
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5 Conclusions

The future computing paradigm paves its way toward achieving application inde-
pendence in context with image processing and computer vision related applica-
tions. Deep learning plays a tremendous role in achieving this objective by means
of representation learning. In future, the author perceives the role play of the
classical proven feature extractors and segmentation techniques; cater to learned
features in representation learning for building precise and effective computer
vision applications. GPU plays a pivotal role in parallelization of the deep learning
algorithms.
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Study of Very Fast Front Surges in Gas
Insulated Substation Due to Switching
Operation

V. HimaSaila, M. Nagajyothi and T. Nireekshana

Abstract Power system is mainly affected by sudden changes in steady-state
values of voltage and current, referred to as the transient phenomena, which are the
result of lightning stroke or switching operation. The very fast transient overvolt-
ages are generated due to switching operation. This fast front transient seen in gas
insulated substation is one of the major concerns for its insulation coordination. In
this paper, a 420 kV prototype model is developed and simulated using EMTP
software. By operating a disconnector switch, VFTOs at various locations are
analyzed. The severity of VFTOs is also analyzed by considering the trapped
charge.

Keywords Gas insulated substation ⋅ Very fast transient overvoltages
Disconnector switch ⋅ Switching operation

1 Introduction

Compared to the common substations, GIS units are in very much use in India
because of its advantages such as less maintenance and less fault probability. As it
is enclosed, it is free from environmental problems and less space is required for
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installation. The lightning arresters required in GIS are less in number because of its
compactness. Despite the advantages, GIS has many issues of concern. The major
issue considered in GIS is very fast front transients, which are generated because of
switching operation. The VFTOs harm the insulation of internal, external equip-
ment, and also emit the electromagnetic fields [1, 2]. So, a 420 kV GIS is modeled
and VFTOs occurring due to opening and closing [3] of disconnector switch are
simulated using EMTP software.

A very detail explanation of VFTOs is done in [4, 5], the VFTOs in GIS are
mainly considered in systems with higher voltages, where the ratio of the LIWV to
the system voltage is less, which is better discussed in [6].

The modeling of GIS is studied from [7–9]. The insulation coordination for the
substation in [10–12] involves three major steps, which are discussed above.

2 Very Fast Transient Overvoltages (Vfto) in GIS

Switching operation, within nanoseconds, the voltage across the contacts collapses.
Therefore, the surge which is initiated between the contacts travels in either
direction of bus duct and when it experiences an impedance change, it gets reflected
and refracted, i.e., near terminations. So because of these reflections, there develops
overvoltages. These overvoltages are known as very fast transient overvoltages
[4, 5]. For every restrike, a VFTO is developed, but with different magnitudes for
each, having the maximum magnitude 2.5 pu with very short rise time of 4–100 ns.
The rise time of the surge is given by

tr =13.3.
kT

ðEPÞo.□.h

kt 50 kV/ns cm, by Toepler’s spark constant
ðEPÞo 860 kV/cm,

Gas pressure of GIS is up to 0.5 Mp.
From the above, we can see that the rise time is in nanoseconds, i.e., because of

higher field strength and gas pressure.

3 Modeling of GIS Components for VFTO Simulations
in EMTP Software

A generalized single line diagram of 420 kV GIS model is as shown in Fig. 1.
Feeders are connected to line end, reactor. Different components of the GIS can be
modeled into lumped elements due to the traveling nature of the transients [8, 9].
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These lumped elements are defined by surge impedances, GIS sections, and wave
velocity.

3.1 GIS Bus Section

It is coaxial in shape, modeled by distributed parameter transmission line, whose
surge impedance is given by

Z =60ln
b
a

� �

Z Characteristic impedance
a Diameter of inner conductor
b Inner diameter of outer enclosure

Fig. 1 Single-line diagram of 420 kV substation
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3.2 Disconnector

It has three modes of operation: open, close, and arcing mode. Arcing includes
dynamic arc resistance also. Open and closing modes are modeled with lumped
capacitance (Fig. 2).

3.3 Spark in Disconnector

R= r +R0e
− t
T

R0 is a high initial resistance
r is the residual series resistance

3.4 Circuit Breaker

The two modes of operation are open and closing operation. Open and closing
modes are modeled with lumped capacitance of 15 and 30 pF.

Voltage transformer is also modeled with grounded capacitance of 80 pF.

4 Simulation Results

When the disconnector in the substation is operated, VFTOs near the disconnector,
reactor, transformer, and at line end are observed as shown below.

Therefore, if we observe from above simulation results Figs. 3a, 4a, 5a and 6a,
the lowest peak is observed at reactor terminal and the highest peak of VFTO is at
VT1. VFTOs have oscillation frequency form one MHz to several hundred MHz.
The frequency of oscillation near the disconnector will be in the range of
1–40 MHz and near the transformer the range will be in between 20 and 100 MHz.

Fig. 2 Cross section of bus
section
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Fig. 3 VFTO waveform near
the disconnector point for
closing operation. a Time
domain. b Frequency domain

Fig. 4 VFTO waveforms
near voltage transformer for
closing operation of
disconnector. a Time domain.
b Frequency domain
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So from Figs. 3b, 4b, 5b, and 6b, we can observe that the range of oscillation is
within range.

After complete opening of disconnector switch is done, a trapped charge will be
there on the load side. So, because of this trapped charge, the peak of VFTO
changes as shown in Table 1.

5 Conclusion

A 420 kV GIS is modeled using EMTP software. VFTOs are analyzed with and
without considering the trapped charge. If we consider the worst case of trapped
charge, i.e., −1 pu, the VFTO peak near the disconnector changes from 1.37 to
1.74.

Highest peak is observed at VT1, compared to the remaining locations. In the
most cases, the magnitude of VFTOs will be within 1.5–2.5 pu and from the
simulation results, we can observe that magnitude is below 2.5 pu. The oscillation
of frequency is also in the range as discussed above.

Fig. 5 VFTO waveform near
the reactor for closing
operation of disconnector.
a Time domain. b Frequency
domain
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Table 1 Peak of VFTOs Location Trapped charge (−1 pu)
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Fuzzy Logic Based Speech Recognition
and Gender Classification

Sanjay Dubey, H. Ajay Kumar, R. Abhilash and M. C. Chinnaiah

Abstract An approach of recognizing a person based on the individual informa-

tion present in speech signals is named as speaker recognition. Nowadays, gender

classification is a challenging factor in the speaker recognition. Different genders

have dissimilar frequency ranges and respective pitch values. Perceptually and bio-

logically, pitch is proved as a good discriminator between male and female voice.

More formally, gender classification is done based on the relevant parameters. In

this paper, our works aim to classify the gender of the speaker by using the MAT-

LAB Fuzzy Toolbox. Mamdani fuzzy interface system is able to represent the gender

classification based on the input variables: frequency and pitch. By the behavior of

the input variables on the fuzzy rule based expert system, the output is predicted

as male, female, and children. The work also extends to make the fuzzy controller

adaptive. The test results show the reliability of performance. The proposed method

is build to improve the robustness of the gender classification. Simulation results for

male, female, and child accuracy of COA are nearly equal to 0.15± 0.001, 0.452,

and 0.751± 0.001, respectively.

Keywords Gender classification ⋅ MATLAB fuzzy toolbox ⋅ Mamdani fuzzy

interface system
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1 Introduction

Automatic speaker recognition is the advanced technology developed to replace the

touch-tone process. Automatic speaker recognition is the process of recognizing the

speaker based on the trained voice loaded in the database [1]. The main goal of the

speaker recognition is to extract, characterize, and analyze the voice of the speaker.

Speaker recognition is classified into two phases namely: speaker identification and

speaker verification [2]. Speaker identification is the task of identifying the speaker

voice from the set of known voice included in the database. When it comes to speaker

verification, it is the process of accepting or rejecting the speaker recognized to be

the actual one. In speaker identification, the required voice is compared with the N

number of templates, whereas in speaker verification, one-to-one matching is made.

Speaker verification is the fastest process when compared with the identification [2].

Speaker identification is further divided into two phases namely: Text-dependent and

Text-independent [3].

In the text-dependent process, it has the prior knowledge of what the speaker is going

to speak, whereas in the text-independent, it does not have any prior knowledge about

what the speaker is able to speak. The classification of the gender is an important fac-

tor to be involved in the speaker recognition. As the gender classification is stressed

mainly and can be solved by using the fuzzy logic based on the relevant membership

functions.

Ramin Halavati et al. proposed a novel approach to speech recognition and decision-

making based on fuzzy modeling instead of noise detection and removal it ignores

noise [4]. Kunjithapatham Meena et al. proposed the gender classification based on

the three main features namely: Zero Crossing Rate (ZCR), Energy Entropy, and

Short Time Energy (STE) [5]. In speech processing, classification of the gender

plays a major role and can be implemented by using LabView [6]. Classification

of the gender mainly focuses on the pitch and frequency values [7]. Three fea-

tures Zero Crossing Rate (ZCR), Energy Entropy, and Short Time Energy (STE)

are given as inputs to the fuzzy and the integrated output is calculated. Parul and R.

B. Dubey focused on the improvement of speaker recognition. MFCC is used for fea-

ture extraction and modeling of the speaker is done by vector quantization (VQ) [3].

M. Gomathy et al. designed a gender clustering and classification algorithm based

on the feature extraction method. Gender clustering is performed by the significant

features namely: Euclidean distance, Mahalanobis distance, Manhattan distance, and

Bhattacharyya distance methods [8]. Fuzzy local binary patterns are used to build

gait-based gender recognition presented by El-Sayed M. El-Alfy et al. Spatiotempo-

ral characteristics of capture, during walking cycle they adopted the gaited energy

imager descriptor of gait video [9].
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2 Proposed Fuzzy Model

The classification of the gender plays an important role in the speaker recognition,

as there are many parameters used to classify the genders. Here, the two-input one-

output design is designed for the gender classification as shown in Fig. 1. Mamdani

fuzzy logic is used here because of its widespread acceptance and it is mainly well

suited for human inputs. More formally, the membership functions used here are:

one is the frequency membership function and the other is the pitch membership

function.

Triangular membership functions are used for the fuzzification process. The three

main steps involved in the fuzzy logic are fuzzification, generation of fuzzy rules,

and defuzzification. The next step involved here is the generation of the fuzzy rules

and is examined by the rules editor followed.

Here, we have used the MATLAB R2012a version. As the MATLAB is the most

effective tools in solving the scientific and engineering problems. The MATLAB

Toolbox provides the fuzzy logic and all the rules to be developed by the user. All

the rules provided by the user will be implemented by the fuzzy interface system.

The structure of the model can be gained by using Adaptive Neuro Fuzzy Interface

System. Fuzzy logic provides various options in solving many problems. Many para-

meters are designed to produce the results in easy way. Fuzzy the name itself reveals

not clear. The fuzzy logic deals with the partial truth which lies between the complete

truth and complete false. All the values of the fuzzy logic lie between 0 (completely

false) and 1 (completely true). As the fuzzy logic deals with the membership func-

tions, the uncertainty in membership functions is reduced and designed according to

the requirements of the user. The allowance of the multiple membership functions

is done by the fuzzy logic. Membership functions behave as the input to the fuzzy

logic in retrieving the output. As the fuzzy logic is available in two different shades

namely: Sugeno and Mamdani. Mamdani fuzzy logic aims to point out mainly on

gender classification to a greater extent. Fuzzy logic is a rule-based expert system

that allows us to develop the rules. All the inputs values are fuzzified into the mem-

bership functions. The developed rules are executed based on the fuzzy logic and

tend to compute the fuzzy output. Defuzzification is done in order to retrieve the

crisp output.

Fig. 1 Proposed fuzzy

model
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Table 1 Fuzzy rules

FL FM FH

PL Male Male Male

PM Female Female Female

PH Children Children Children

3 Generation of Fuzzy Rules

Specifically, fuzzy logic can handle multiple inputs. The two membership functions

used here are frequency and pitch and are given as inputs to the fuzzy logic. The

variables of the inputs are fuzzified in three different sets namely: low, medium,

and high similarly, the output variables are split into male, female, and children,

respectively. If-Then rules are designed initially and the next step is to train the fuzzy

with the rules generated (as shown in the Table 1). Here, the pitch is used as the main

feature, all the rules are made with reference to the pitch. Whenever the pitch is low

for frequency values, the gender is turned as male. Similarly, whenever the pitch is

medium or high for the values of the frequency, the gender is turned as female or

child, respectively.

The rules are designed with the particular frequency and pitch ranges of the male,

female, and child as low, medium, and high.

According to the IF-THEN rules, when both the frequency and the pitch show low

ranges, gender is shown as male at the output. Similarly, when it shows medium

range, output is female and when it shows high range, output is child.

4 Calculation of Output

Lastly, with the designed rules of fuzzy based on the membership functions, the

output can be calculated by using the Centroid Area.

centroidArea (COA) =
∫ xmax
xmin

f (x) ∗ xdx

∫ xmax
xmin

f (x)dx
(1)

The Centroid Area of the output is calculated by using the formula mentioned

above. The output of the fuzzy can be examined by the rules viewer and it gives the

output as the variables of male, female, and child and can be compared against the

centroid Area result. Figure 2 shows the calculation of specific values by using rule

viewer.

The desired output can be classified based on the gender according to the rules spec-

ified above. The classified output Fig. 3 is shown.
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Fig. 2 Rule viewer

Fig. 3 FIS output
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5 Adaptive Neuro Fuzzy Interface System (ANFIS)

Adaptive Neuro Fuzzy Interface system is able to model a fuzzy interface system

based on the data provided. According to the provided data ANFIS itself able to

design the rules for the model and all the membership functions are tuned to the

given data. It is having the capability of integrating both the neural networks and

fuzzy logic principles [10].

Figure 4 describes the sample data collected with different frequencies and the pitch

values and respective output is loaded into the ANFIS as the trained data and can be

tested accordingly. With the given dataset, IF-THEN rules are built by ANFIS and

the integrated output is calculated and the respective structure of the model is also

exposed. These are the rules which are designed by the ANFIS itself based on the

training data in order to perform the operation.

The data collected by varying the two membership functions and respective output

is noted. All the values are tabulated and loaded in to ANFIS as the training data and

the structure of the model is gained as shown in Fig. 5.

Classification of the gender is done accurately and it has several potential appli-

cations. The features used to calculate the center of area are frequency and pitch.

Fig. 4 ANFIS editor
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Fig. 5 Structure of ANFIS model

Table 2 Calculation values of COA

Frequency Pitch Approx.COA COA Gender

86.2 58.1 0.139 0.15 Male

94.9 60.3 0.14 0.151 Male

96.5 60.6 0.147 0.152 Male

108 61.7 0.150 0.151 Male

120 63 0.44 0.452 Female

139 64 0.449 0.452 Female

219 66 0.67 0.752 Child

250 67.4 0.74 0.751 Child

280 68.9 0.743 0.75 Child

By varying the frequency and pitch input values, output values are noted and are

compared against the approximated values of the COA and are tabulated. Simulated

graph is plotted with the tabulated values (Table 2).
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Fig. 6 Simulated graph

6 Conclusion

Current paper investigates the fuzzy logic based gender speech recognition and clas-

sification to a greater extent by using Mamdani fuzzy interface system from the fuzzy

toolbox. However, based on the relevant parameters, the gender classification is done

by using fuzzy rule based expert system. More frequently for error detection, we have

used ANFIS by taking two membership functions as frequency and pitch. Calculated

centroid area values as shown in Table 2 are compared with the system generated

values and respective graph is plotted as shown in Fig. 6.
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Slot Positioning on Microstrip Antenna
Using Parametric Analysis

Parsha Manivara Kumar, Dasari Kiran Kumar
and Nalam Ramesh Babu

Abstract This paper clearly explains a new methodology with a step-by-step
procedure of slot loading technique using parametric analysis. Optimum dimension
for the rectangular slot is chosen and then parametric analysis is applied to position
the three rectangular slots. End results of this paper show that the slot-loaded
microstrip radiation characteristics are better than the unloaded antenna. The radi-
ation characteristics are examined for different rectangular slot positions, and a better
design which is suitable for C-band and X-band is proposed. The antenna resonates
at 7.1643 and 9.5291 GHz and the total gain of this antenna is 6.20 dB. Variation in
parameters like −10dB bandwidth, return loss, VSWR, and gain is presented.

Keywords Slot loading ⋅ Microstrip antenna ⋅ Dual band ⋅ Return loss
Parametric analysis

1 Introduction

Parametric analysis is being used for determining the size of different shapes of
slots [1]. Studies on this topic are carried from past decade from the inception of
simulation tools [2]. Operating frequency of the slotted microstrip depends on the
size and shape of the slots. Slotted antennas operate at multiple frequencies [3]. We
can obtain an increase in the bandwidth using slots of different shapes [4]. This
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technique is often used to control the resonance frequency and enhance the band-
width [5]. Studies are carried out on slots of different shapes and sizes.

In this paper, a new approach of positioning rectangular slots over the patch is
presented. The antenna geometry is chosen based on certain standard equations.
Initially, a basic line feed microstrip antenna is designed and simulated using
High-Frequency Structure Simulator (HFSS). Rectangular shaped slots are kept
over the patch diligently by using parametric analysis. Slots are kept with a specific
reason to obtain some radiation characteristics. All the three slots are not loaded at
once, but a three-stage methodology of loading the rectangular slots one by one is
presented in this paper. Parameters like return loss, resonant frequency, and
bandwidth are tabulated. At the end, we show the results of a compact dual-band
microstrip antenna using three rectangular slots.

2 Basic Microstrip Design

For our basic design, we have chosen the operating frequency 7.5 GHz. Rogers RT/
Duroid 5880 is suitable for the frequencies from 5 to 10 GHz band, hence it is
chosen as substrate. Its dielectric constant is ∈ r = 2.20.

Width of the microstrip antenna can be determined by using

W =
1

2fr ffiffiffiffiffiffiffiffiffiffi

μ0μ∈ 0
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2
∈ r +1

r

ð1Þ

If fr = 7.5 GHz, we obtain the W = 12.45 mm
Length can be calculated from

L=
1

2fr
ffiffiffiffiffiffiffiffiffiffiffi

∈ reff
p

ffiffiffiffiffiffiffiffiffiffiffiffiμ0 ∈ 0
p − 2ΔL ð2Þ

where

ΔL=0.412h×
∈ reff + 0.3ð Þ W

h +0.264
� �

∈ reff − 0.258ð Þ W
h +0.8

� � ð3Þ

where h is the thickness of the substrate

∈ reff =
∈ r + 1
2

+
∈ r − 1
2

1+
12h
W

� �1
2

ð4Þ

By substituting ∈ r = 2.20 in (4), we obtain ∈ reff .
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Then, we substitute (4) in (3) and (3) in (2) to obtain the length of the patch

L= 16mm.

Ground plane and substrate dimensions are chosen as 28.1 and 32 mm and
height of substrate is 0.794 mm. Microstrip antenna geometry with these dimension
is shown in Fig. 1.

We used perfectly electric conductor for the patch area, feed line, and ground
plane. Substrate is Rogers RT/Duroid 5880, which is suitable for 7.5 GHz. The
microstrip antenna geometry with these dimensions is designed in HFSS and it is
shown in Fig. 1. Simulation results of S11 for this basic design are shown in Fig. 2.

Fig. 1 Microstrip without slot
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Fig. 2 Return loss versus frequency graph of the designed microstrip

Slot Positioning on Microstrip Antenna Using Parametric Analysis 507



Radiation pattern of this antenna is shown in Fig. 3a, b which shows the 3D polar
plot of the basic microstrip. Parametric analysis can also be used to choose feed line
dimensions and the position of the feed line on the patch edge.

3 Positioning the Slots by Using Parametric Analysis

The previous section discussed about operating frequency and basic geometry of
the microstrip antenna. This section focuses on slot loading technique with a
three-stage new approach.

3.1 Positioning the First Slot

The size of the rectangular slot has some limitation. Simulation results of rectan-
gular slot with different dimensions are examined and the slot size is chosen to be
2.282 mm × 6 mm. Initially, this slot is kept over the patch at some x-position as
shown in Fig. 4 and proper y-position needs to be determined. It can be determined
by using parametric analysis. If we fix the X-position at 16.825 mm, we need to
select y-position where the S11 results for both frequencies are same. If S11 in dB
is same at the two frequencies, then practical antenna power requirements for
satellite link in X-band and C-band will not differ. S11 results for different
y-positions from 10 mm to 17 mm are shown in Fig. 5. By considering the para-
metric analysis, we have chosen a particular position where the two S11 in dB is
same. This y-position for the Slot-1 is 15 mm and its S11 result is shown in Fig. 6.

Fig. 3 a Radiation pattern and b 3D polar plot of the microstrip antenna
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3.2 Positioning the Second Slot

The next objective is to locate another slot which will give the better radiation. The
second rectangular slot is kept horizontally as shown in Fig. 7. Its y-position is
again approximated to get better S11 results. In this case, parametric setup consists
of different values for y-position of the second slot ranging from 9 to 12 mm in
steps of 0.5 mm. Hence, the total number of y-positions simulated will be seven.
After the analysis, y-position is chosen to be 9 mm and in the next stage, simulation
is carried out with third slot to obtain a better S11. Two-slot geometry is shown in

Fig. 4 Microstrip with slot-1
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Fig. 5 S11 of microstrip antenna loaded with rectangular slot for a fixed x-position at 16.825 mm,
z-position = 0 mm and different y-positions
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Fig. 7. All seven approximations are shown in Fig. 8. Return loss at these two
frequencies is not the same. S11 at 7GHz is different and S11 at approximately
9.7 GHz is different. Hence, we use the third slot to get some change in this
behavior.

3.3 Positioning the Third Slot

The same procedure is repeated for the third slot. X-position of the slot is kept at
8.825 mm, and parametric setup for different y-positions is taken from 9 to 15 mm
in steps of 1 mm. Hence, we obtain a total number of seven approximations again.
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Fig. 6 S11 of microstrip loaded with rectangular slot for y position = 15 mm

Fig. 7 Microstrip loaded with rectangular slot-2
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Simulations are carried out and the S11 result can be observed in Fig. 10. Best
position for the slot-3 is chosen to be 13 mm and the slot kept at this position is
shown in Fig. 9. Now, the positioning of the three slots is completed and the S11
result for this antenna is shown in Fig. 11.
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Fig. 8 S11 of slot-2 for different y-positions

Fig. 9 Microstrip loaded with slot-1, slot-2, and slot-3 (proposed antenna)
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This antenna resonates at two frequencies 7.1643 GHz and 9.5291 GHz having
a −10dB bandwidth of 140 MHz and 150 MHz, respectively. Bandwidth, return
loss, and the corresponding VSWR values are tabulated in Table 1.

Radiation characteristics of this rectangular slot loaded microstrip antenna are
better when compared to the basic microstrip antenna without any slot as shown in
Fig. 1. With three-slotted microstrip, we obtain dual-band characteristics. The
return loss at the two resonant frequencies is approximately the same as shown in
Table 1. This is a good advantage to design a microstrip antenna suitable for
satellite communication at C and X bands and if it requires the same radiation and
same return loss at the two bands. Bandwidths at the two frequencies are wide
enough and maintain the total gain as shown in Fig. 14.

Figure 13 shows the 3D polar plot of the proposed antenna, which remains same
as the unloaded antenna plot shown in Fig. 3b. Figure 12 shows the VSWR values
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Fig. 10 S11 of slot-1, 2, and 3 for different y-positions of slot-3
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Fig. 11 S11 of slot-1, 2, and 3 for different y-positions = 13 mm
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of the proposed antenna that are tabulated in Table 1. Total gain plot is shown in
Fig. 13 which gives a gain total of 6.0252 dB (Fig. 14).
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Fig. 12 S11 of slot-1, 2, and 3 for different y-positions = 13 mm

Fig. 13 a Radiation pattern b 3D polar plot of the proposed antenna

Table 1 Results of the microstrip loaded with three slots

Freq
(in GHz)

Return loss in
dB

−10 dB Bandwidth
(MHz)

Shape of radiation
pattern

VSWR

7.1643 20.2044 140 No change 1.2165
9.5291 18.8938 150 No change 1.2563
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4 Conclusion

We have clearly explained the new approach of positioning the slots over the
microstrip antenna. Step-by-step procedure by using the parametric analysis is
clearly explained. Three rectangular slots are kept one by one over the patch and the
simulation results were shown. These results are compared with the unloaded
antenna. Dual-band operation at C-Band and X-Band is achieved. Radiation
characteristics are quite suitable for these two bands. Variation of different
parameters like –10dB bandwidth, return loss, VSWR, and gain is clearly shown in
the paper.
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Fig. 14 Total gain versus theta of proposed antenna
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Object Removal Using Median Filter
in Wavelet Domain

Rajkumar L. Biradar

Abstract The technique of repairing and modifying the images with the aid of
digital technology in an undetectable form is digital image inpainting. In this paper,
an image inpainting is object removal and is carried out by diffusing surrounding
information. The challenge is to fill in the “target region” hole left behind by the
removal of the object and create the homogeneous background in its place. Object
removal may be treated as one of the applications of image inpainting. The median
filter is used to diffuse the neighboring pixels into target region. The median fil-
tering process is carried in wavelet domain. If more than one copy of the image is
available, then the median diffusion can be estimated more accurately. Hence, we
use discrete wavelet transform (DWT) to decompose the damaged image into four
wavelet coefficient images. The target region of each coefficient image is filled by
diffusing the neighboring information using median filter. After filling in the target
region in the wavelet domain, inverse wavelet transform is used to obtain inpainted
image in spatial domain. This technique produces better results for removal of
medium and large size objects.

Keywords Inpainting ⋅ Wavelet transform ⋅ Object removal ⋅ 2D median filter

1 Introduction

During ancient period, the reconstruction of missing or damaged portions of images
is used extensively in artwork restoration. Restoration can be obtained by image
interpolation where a marked region is filled by its surrounding pixels and is called
image inpainting. Image inpainting has various applications. It is used in data
communication for reconstruction of missing data. In image processing, it is used
for removal of natural cracks and scratches which arise due to age and folding of
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image, dust or strain marks in the scanned image due to improper scanning glass,
stamped date on letters, red-eye from photographs, the removal of political enemies
from a still photograph, etc. To obtain inpainted image, the user selects a region for
inpainting and algorithm fills in the region with pixels exterior to it without loss of
any perceptual quality. Bertalmio was the first person to introduce the concept of
image inpainting [1].

The object removal is one of the applications of image inpainting. In the pro-
posed technique, the target region is filled by diffusing median value of pixels
which are surrounding to target region into the target region. The median diffusion
is carried out in wavelet domain for accurate diffusion. After filling in of target
region in four-wavelet coefficient image, the inverse wavelet transform is found to
obtain the image in spatial domain.

2 Literature Survey

Bertalmio et al. [1] established the first digital inpainting algorithm using partial
differential equation and it is a modified version of level lines using disocclusion
developed by S. Masnou and J. M. Morel [2].

The concept of computation fluid mechanics is used to propagate pixels from
outside the target region to target [3]. In this technique, computation fluid
mechanics uses Navier–Stokes partial differential equations.

Inpainting using anisotropic [4] and Euler–Lagrange modeling was proposed by
Chan and Shen [5, 6]. In this technique, the broken edges are not connected, this is
a major drawback. Curvature-Driven Diffusion (CCD) model [7, 8] is an extended
version [5, 6], in which broken edges are connected using geometric information of
isophotes while defining strength of diffusion process. In [6, 9], the filling of target
region is achieved by the phase transition in superconductor and Ginzburg–Landau
equation. In [10], target region is filled by normal and tangential vectors.

Fast marching method (FMM) algorithm was proposed by A. Telea [11]. This
method computes flatness of image from a known image surrounding the pixel as a
biased mean to inpaint. The constraint of this technique is producing haze when the
region to be inpainted is larger than ten pixels.

All PDE-based inpainting techniques are more complex as they require more
number of computations for implementing the techniques such as anisotropic dif-
fusion and multiresolution schemes. Few steps are mathematically non-stable and
inpainting process is very slow. For large target regions, blocky effect is observed.
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3 Median Filter

For smoothing of discrete data, a filter was introduced by Tukey in 1970 is called
median filter [12]. It is a nonlinear smoothening filter which removes the impulsive
noise effectively while preserving the edges. Preservation of edge is crucial in an
image processing due to the nature of visual observation.

Bertalmio diffused exterior pixels of damaged region into it to construct. But the
diffusion process, in general, diminishes the edge information. Median filter pre-
serves edges [13, 14]. Hence, it is proposed to use a median filter which retains
edges and constructs damaged region by treating it as impulsive noise region.

Consider an observation samples sequence x= x1, x2, x3, . . . , xn½ �, set of random
variable which are independent identically distributed (iid) xi, i∈ 1, 2, . . . , nf g..
x can be obtained using a window of length n over an arbitrary sequence. Arranging
the random variables xi, i∈ 1, 2, . . . , nf g. in an descending order of magnitude such
that xð1Þ > xð2Þ > xð3Þ >⋯> xðnÞ and then xðiÞ is called ith order statistic. The maxi-
mum and minimum of xi, i∈ 1, 2, . . . , nf g. are denoted by xðnÞ and xð1Þ respectively.
Then, the median of x is given by

y=MEDIAN xð Þ= x D+1ð Þ for odd n,D= ðn− 1Þ ̸2
ðx Dð Þ + xðD+1ÞÞ ̸2 for even n,D= n ̸2

�
ð1Þ

The 2D median filter is given by

y u, vð Þ=MEDIAN

y u−D, v−Dð Þ, . . . , y u−D, vð Þ, . . . , y u−D, v+Dð Þ
.
.
y u, v−Dð Þ, . . . , y u, v− 1,ð Þ, f u, vð Þ, . . . , f u, v+Dð Þ
.
.
f u+D, v−Dð Þ, . . . , f u+D, vð Þ, . . . , u+D, v+Dð Þ

0
BBBBBBBB@

1
CCCCCCCCA

ð2Þ

For an image we use, n× n square window, where n = 2D + 1.

4 Two-Dimensional Wavelet Transform

Wavelet transforms are constructed using the small waves, called wavelets, of
varying frequency and limited time duration. This important property of wavelet
transform made us to analyze both time and frequency domain information of a
function simultaneously [15].

In two dimension, a two-dimensional scaling function, ϕðu, vÞ and three
two-dimensional wavelet functions, ψHðu, vÞ, ψV ðu, vÞ, and ψDðu, vÞ are used. Each
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is the product of a one-dimensional scaling function ϕ ⋅ð Þ and corresponding
wavelet function ψ ⋅ð Þ. These wavelets measure gray level variation of an image
along the different directions: ψH( ⋅ ), ψV ( ⋅ ), and d ψD( ⋅ ) measure variations along
horizontal edges, vertical edges, and along diagonals, respectively. Hence, the
scaled and translated basis functions for two-dimensional are defined as

ϕj,m, nðu, vÞ=2j ̸2ϕð2 ju−m, 2 jv− nÞ ð3Þ

ψ i
j,m, nðu, vÞ=2j ̸2ψ ið2 ju−m, 2 jv− nÞ, ð4Þ

where i= H,V ,Dgf and identifies the directional wavelets in horizontal, vertical,
and diagonal direction.

The two-dimensional DWT of an image f ðu, vÞ of size N ×N is

Wϕ j0,m, nð Þ= 1
N

∑
N

u=1
∑
N

v=1
f ðu, vÞϕj0,m, n u, vð Þ ð5Þ

Wi
ψ j,m, nð Þ= 1

N
∑
N

u=1
∑
N

v=1
f ðu, vÞψ i

j,m, n u, vð Þ i= H,V ,Dgf ð6Þ

The Wϕ j0,m, nð Þ coefficient define approximation of f ðu, vÞ at scale j0. The
Wi

ψ j,m, nð Þ coefficients horizontal, vertical, and diagonal details for scales j≥ j0.
Normally j0 = 0 and selecting N =2J so that j=0, 1, 2, . . . , J − 1 and
m, n=0, 1, 2, . . . , 2 j − 1. The inverse two-dimensional DWT to obtain image
f ðu, vÞ from wavelet coefficients is given by

f ðu, vÞ= 1
N
∑
m
∑
n
Wϕ j0,m, nð Þϕj0,m, n u, vð Þ+ 1

N
∑

i=H,V ,D
∑
∞

j= j0
∑
m
∑
n
Wi

ψ j,m, nð Þψ i
j,m, n u, vð Þ

ð7Þ

The original image of size N ×N is decomposed into four wavelet coefficient
images using two-dimensional wavelet transform––approximated coefficient image,
horizontal edge coefficient image, vertical edge coefficient image, and diagonal
edge efficient image, each of size N ̸2×N ̸2.

Instead of structure information from single image, we have structured infor-
mation from four wavelet coefficient images. This allows computing structure
information more accurately for filling in the target region, producing better
inpainting results. Thus, target region in each wavelet coefficient image is filled by
diffusing information available in that particular coefficient image using median
filter. After filling in target region in each wave coefficient image in wavelet
domain, inverse two-dimensional DWT is found to obtain inpainted image in
spatial domain. This process gives a better quality of inpainting results.
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5 Algorithm

Let an original image Iði, jÞ be of size N × N and will be an input to the algorithm.
Consider Wϕ j,m, nð Þ and Wi

ψ j,m, nð Þ be four wavelet coefficient images of size (N/
2, N/2). The inpainted image is substituted by input image at the end of algorithm.

Start

Depending on the width of target region, choose the parameter D which is equal to
half the width of target region in wavelet coefficient image.

Range Selection:

For any pixel m, nð Þ in the target region Ω, choose the range
R R= m−D ̸2:m+D ̸2ð Þ, n−D ̸2: n+D ̸2ð Þð Þ
Median filtering:

Take median of all wavelet coefficient images independently over range R

Wϕ j,m, nð Þ=medianðWϕ j,m, nð ÞÞ for ∀ðm, nÞ∈R

Wi
ψ j,m, nð Þ=medianðWi

ψ j,m, nð ÞÞ for ∀ðm, nÞ∈R

Repeat above procedure for all pixels ðm, nÞ ∈ to the target region Ω in all wavelet
coefficient images.

Obtaining image in spatial domain:

Find the inverse DWT to obtain the inpainted image in spatial domain.
End.

6 Results and Discussion

To test performance of the proposed technique, clean undamaged images are arti-
ficially degraded and then inpainted. Although, the evaluation of inpainting
technique/s is to be assessed by visual appearance and quality which is subjective in
nature, a quantitative assessment would be more objective. There is no established
quantitative measure for this evaluation. Hence in this work, the quantitative eval-
uation is performed by peak signal-to-noise ratio (PSNR). The PSNR is defined as

PSNR=20 log10
255

RMSE fclean, finp
� �

 !
, ð8Þ
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where RMSE fclean, finp
� �

=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
∀i, j

fcleanðu, vÞ− finpðu, vÞð Þ2
MN

r

where fcleanðu, vÞ is clean undamaged image, finpðu, vÞ is inpainted image and
M × N is size of fcleanðu, vÞ and finpðu, vÞ. Please note that this measure is appli-
cable only when the undamaged original image is available.

To test the efficacy of the proposed technique, the natural images (Figs. 1a and
2a) are used. These images are pasted with objects like child’s face and Lena’s face
on original image to obtain synthetic images (Figs. 1b and 2b). These pasted
objects are removed using proposed technique and the results are shown in Figs. 1c
and 2c with PSNR = 45.6046 dB and PSNR = 44.5434 dB, respectively.

The visual quality and PSNR show a remarkable improvement of the proposed
technique. The PSNR measure is well suited for the testing purpose, as we paste
objects on original image and then object is removed to calculate PSNR between
original and result.

Fig. 1 Removal of child’s face placed artificially on the left side of child’s image (a). a Clean
undamaged child’s image. b Subimage is placed on clean image. c Proposed technique with
PSNR = 45.6046 dB

Fig. 2 Removal of Lena’s face placed on pair image. a Clean undamaged pair image. b A
subimage (Lena) is placed on clean image. c Proposed technique with PSNR = 44.5434 dB
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As seen, the PSNR measure and qualitative assessments give identical inter-
pretations. Hence, the technique can be extended to all the practical images
envisaging similar performance. The unwanted object removal can be done by
inpainting the object treating object as the damaged region and constructing suitable
background in its place. The object removal may find applications in the areas like
removal of logo, to black out some portions of TV frames, airbrushing of enemies,
creating magical advertisements, etc. Hence, the algorithm is extended to object/s
removal application expecting similar performance as shown in Figs. 3 and 4.

Fig. 3 Removal of a fish. a Original fish image with seven fishes. b One fish is removed

Fig. 4 Removal of bat from Ganguly still image. a Ganguly with bat. b Bat is removed
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7 Conclusion

In this paper, a novel algorithm is introduced, the object is removed in wavelet
domain using median filter. The results are better in the context of PSNR and visual
appearance.

Consent regarding Figs. 1 and 2:

The pictures used in Figs. 1 and 2 belong to the author’s family members. Author
expresses consent in publishing these and mentions that there are no copyright
issues in this regard.

References

1. M. Bertalmio, G. Sapiro, V. Caselles, and C. Ballester. Image Inpainting. Proceedings of
SIGGRAPH. Computer Graphics Processing, 2000, pp 417–424.

2. S. Masnou and J.M. Morel. Level Lines Based Disocclusion. 5th IEEE International
Conference on Image Processing (ICIP), Chicago, IL. Oct 4–7, vol. 3, 1998, pp 259–263.

3. M. Bertalmio, A. L. Bertozzi and G. Sapiro. Navier-stokes, Fluid dynamics and Image and
Video inpainting. IEEE CVPR, 2001.

4. P. Perona and J. Malik. Scale-Space Edge Detection Using Anisotropic Diffusion. IEEE
transaction on pattern analysis vol. 12, No. 7, July 1990.

5. F. Chan and J. Shen. Non-Textured Inpainting by Curvature Driven Diffusion. UCLA
Computational and Applied Mathematics Reports 00-11, March 2000.

6. H. Grossauer. Digital Inpainting using the complex Ginzburg-Landau equation. Scale Space
method in computer vision, lecturer notes 2695, 2003.

7. F. Chan and J. Shen. Non-Textured Inpainting by Curvature Driven Diffusion. UCLA
Computational and Applied Mathematics Reports 00-11, March 2000.

8. F.Chan, S.H. Kang, J. Shen. Euler’s Elastica and Curvature-Driven Diffusion. SIAM J. Appl,
Math, vol 63, no 2, pp 564–592, 2002.

9. H. Grossauer and O.Scherzer. Using complex Ginzburg-Landau equation for image
inpainting. Scale Space method in computer vision, lecturer notes 2695, 2003.

10. X. C. Tai, S. Osher, R. Holm. Image Inpainting using a TV-Stokes Equation. IEEE Trans.
Image processing, 2005.

11. A. Telea. An Image Inpainting Technique Based on the Fast Marching Method. Journal of
graphics tools, vol. 9, No. 1, ACM press, 2004.

12. J. W. Tukey. Nonlinear Methods for Smoothing Data. In Congr. Rec. EASCON, 1974.
13. G. R. Arce and R. E. Foster. Detail Preserving Ranked-Order Based Filters for Image

Processing. IEEE Trans. Acoustic., Speech, Signal Processing, volume 37, pp. 83–98, Jan.
1989.

14. B. I. Justusson. Median Filtering: Statistical Properties in Two Dimensional Digital Signal
Processing. T. S. Huang, Ed. New York, Springer Verlag, 1981.

15. R. C. Gonzalez, R. E. Woods and S.L. Eddins. Digital Image Processing using Matlab.
Pearson Education, 2004.

522 R. L. Biradar



An FPGA-Based Classical Implementation
of Branch and Remove Algorithm

Kishore Vennela, M. C. Chinnaaiah, Sanjay Dubey and Satya Savithri

Abstract Many solutions came into limelight to explore the mobile robot navi-
gation methods in a known environment with some constraints. Each and every
such solution has its own merits and demerits in their simulation as well as
implementation. By considering the issues in traveling salesman problem
(TSP) which can be adopted in every differential field, we have been through classic
implementation of branch and remove algorithm that considers every connected
component in the known environment for implementation. With this paper, we
came up with simulated results of branch and remove algorithm that exhibits
minimum path journey by considering all edges connected among all the nodes in a
complete graph. For the simulation in the Verilog HDL environment, the edge
length is considered as distance metric or cost of travel between nodes as well as
selection of initial node is considered to start the solution of minimum path finding.
The results in this paper show that the initial point selection could be random and
the implementation works well for any number of nodes and any edge length
connecting them.

Keywords Branch and remove ⋅ Graph-based problem ⋅ Verilog HDL
Traveling salesman problem

1 Introduction

The mobile robot navigation is the most challenging task for implementing practical
autonomous vehicle for human transport. We have to ensure the best solution that
gives decay in wastage of available resources. To address this issue, we have
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developed an approach that refers traveling salesman algorithms by which we could
be able to evaluate the shortest path to the desired location by trimming the
unnecessary path in the path evaluation process.

If a robot has to move from one node to another node and wraps each and every
node only once and came back to the initial node, then analysis should start with
consideration of initial node in a graph or tree structures. So node is the rudiment of
a TSP if any differential field is going to take it as reference for implementation. By
considering the basic graph structure that represents a network of five cities (nodes
in the context of graph theory) and each edge represents distance metric or cost of
traveling from one city to other. In the graph nodes, the robot has to visit all the
nodes/cities with minimum distance/minimum cost and return to the node from
where it has started journey. In the work, we assumed a list of nodes and distances
among each one of them and concentrated on evaluating all possible paths as well
minimum path without violating the rudiment of visiting all nodes absolutely once
and ending at the initial node.

On the other side of this coin, i.e., theoretical aspect of TSP, implementation of
these algorithms over FPGA has thrown challenges to the researches. In this con-
text, our work laser focused on the approach of simulation for FPGA-based envi-
ronment where process has considered distance acquisition through set of sensing
elements, comparator module for low-distance/low-cost evaluation, and robot
navigation unit for the movement of robot in the designed graph.

2 Related Work

Being trending, TSP has attracted many field of research to give solutions, some at
simulation level and some other at hardware level. There has been tiny work done
on how these algorithms could be transformed into hardware. A couple of hardware
implementations of genetic algorithms for the TSP can be seen in the references
[1, 2]. Abstraction of TSP theory into the mobile robot navigation has opened new
window for researchers to make it keen on the navigation hypothesis. In [3], the
authors propose to find first a near optimal sequence of path estimation in three
steps: (1) cluster the representative placements in the workspace, (2) solve the
resulting TSP in each cluster, and (3) concatenate the resulting paths. Clustering the
workspace and solving individual issues and concreting the results rise issues in the
view of time-limited executions and loss of data in the concreting process.
Involvement of multiple processing modules limits the efficiency of any such
algorithm. Sophistication of FPGAs and associated tools could solve such issues.
Designing of the pipelined structure for Genetic Algorithms was implemented in [4]
for facilitating hardware realization, and other parallel mechanisms were also added
to it, thus greatly enhancing the speed. On other side, the neural networks based
solutions were implemented over FPGAs to overcome speed and time limitations.
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As in [5], the authors proposed a network that is entirely digital and developed over
FPGA. The execution is encouraging and the FPGA took not more than 20 μm to
solve the task for chosen examples. Authors in [6] proposed the graph-based
algorithm for optimization of the path planning which considers the ambiguities in
Generalized Lifelong Planning A* algorithms used for path planning. According to
authors’ proclamation in their observation, the implementation of the graph-based
algorithm has some advancement when compared with genetic algorithm.

2.1 Dynamic Node Position Estimation

Making the environment under single observation is so tedious in the view of
location estimation and processing further. So position estimation took multiple
diversion in order to give effective solution and can be broadly comes under
supervisory control or self-observatory methods. The position estimation could be
carried by broadcasting of the current location by adopting GPS so that path
planning could be adoptive. But it is not always flexible to use GPS especially in a
closed indoor environment where there will be issues of accuracy. There has been
more concentration put on this position estimation in indoor environment. The
evaluation of this position through tracking method like Received Signal Strength
Indicator (RSSI) from individual mobile elements gives better solution for navi-
gation and low-cost path estimation. Most of the research has taken the ideology of
triangulation method for calculating location in mobile robot environment. As in
[7], estimation of the location carried through triangulation and averaging model
that depend on the RSSI to the observation point. This article elevates the defi-
ciency in using RSSI exclusively in the location estimation and also defines an
adaptive algorithm that considers some reference values apart from dynamically
changing RSSI from the sender. The signal strength at the observation point is
calculated by considering a threshold RSSI from fixed distance 1 m in this case and
channel attenuation index along with Gaussian Random variable “ζ”. On the other
phase of this position calculation, simple mathematical modeling of Angle of
Arrival [8] and/or Time of Arrival also give appropriate measurement of mobile
node in our case mobile robot in any indoor environment. The same could be
achieved through applying sound-based position identification system in the mobile
robot navigation and implementing minimum path estimation for dynamically
mobile robots environment. Huakang Li and coauthors in [9] constructed wireless
network that uses two microphones with every mobile robot for self-positioning.
All these stated are completely self-position identification and broadcasting the
same through which there could be adoptive solution for continuous position
changing inter-robot navigation without compromising in minimum tour length.
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3 Implementation Strategy

The evaluation of shortest path estimation in the connected node environment has to
have initial node selection as base parameter. As mentioned in the following dis-
cussions, the path evaluated will be varying based on this step and it is illustrated
with examples. The proposed algorithm developed such that it has to work for any
number of nodes and any cost of traveling parameters. Pre-assumptions: (1) There
exists path from every node to other nodes in the graph. (2) Node positions are
dynamic and considered crossover’s existing in the node(s) connecting process.

3.1 Algorithm Description

In the algorithm analysis, it has been observed that when initial or starting node
changes then total path changes which influence the total distance/cost metric of the
journey. So we concentrated on development of generalized algorithm that should
work for any initial node as well any distance/cost metric between two nodes, i.e.,
edge dimension in a graph. To validate the influence of initial node which is
explicitly user specified, assume the initial node or starting node as S3 and process
of execution of the BARE algorithm results in the minimum path as
S3-S2-S4-S0-S1-S3.

Once initial node is selected (in our case S3), the robot moves from ideal state to
initial node. While robot is moving from one node to another node, we need to
make a mark of the current (leaving) node as visited. As the movement of the robot
is explicitly through distance metric estimation from the current node, the con-
nected edge lengths, i.e., distance/cost metrics which are connected to respective
current node are processed for next node estimation. As shown in Fig. 1, com-
parison among the uncovered edges indirectly the nodes is processed to estimate the
next to visit, i.e., node S2. Before leaving the node S3, mark that the node has
visited not only for the future reference but also to eliminate the same in next node
estimation. After evaluation, the node to be visited in S2 and is shown in Fig. 1b.
From the node S2 as shown in Fig. 1c, the same process is repeated to get the next
node with minimum distance/cost function. But at node S2, the covered edges are
available, i.e., S2 to S3, which we need to eliminate to estimate minimum distance/
cost metric. So compare the distances metrics from unvisited nodes as shown in
Fig. 1d that selects the edge D9 as it has minimum distance/cost metric and added
to our tour plan. The process is repeated at each and every node. This method of
estimation gives minimal solution so that all nodes are covered. As shown in Fig. 1f
at S0 node, we do not require comparison of distances because we have only one
node which is not visited. At this stage we do not care about the distance of
corresponding path as they have higher priority to visit.
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3.2 FPGA Implementation

Rising computational constraints for complex problem solutions at hardware level
made the essential use of FPGA in the field of robotics apart from DSP processors.
In the work, we simulated the algorithm in Vivado14.4 tool and synthesized for
Zybo FPGA. The distance/cost metrics could be acquired from the external world
using sensing elements and processed further in the algorithm. For simulation
environment purpose, we assumed random distance/cost metrics from node to node
and executed in the tool. The sensor units used to estimate the distance are con-
nected to standard port/PMOD ports of the Zybo FPGA and motoring action is
controlled through relative values of these sensors, i.e., distance/cost metric based
movement of the robot that uses BARE algorithm for the estimation.

Paths Available from node to node

Paths considered for next
node estimation

Minimum Path Selected 

Covered Path (Eliminated from min
 path calculation)

(a) (b)    (c)

(d) 

(e) (f) 

Fig. 1 Distance/Cost metrics estimation from S3 node and then S2 node
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3.3 Algorithm for Dynamic Path Estimation

• The Set of Vertices (S) in overall Graph with n-nodes S = {S0, …, Sn-1} and
define edge length or distance/cost metric between each and every vertices/
nodes in a complete graph as “m”

where

m=
n n− 1ð Þ

2

• Define Visit_Node at every node, i.e., for n-nodes. It will be [n – 1: 0]
Visit_Node

1. Choose the initial vertex/node in the graph and move to that vertex/node
from ideal node.

2. Consider the edges that are connected to the current vertex/node.
for all connected nodes
begin

checkpoint: check whether the node is visited or not visited.
if (visited)
begin

eliminate the distance/ cost metric of that respective vertex/node
from the minimum path estimation process.

end
else

consider the vertex for the minimum path estimation
end

3. Estimate the minimum edge from current vertex/node and move along the
minimum edge to reach the next vertex/node. Before moving mark the cur-
rent vertex/node as visited, viz., Visit_Node[n-1] = True for (n-1)th node
visit.

4. Repeat the “Step 2 and 3” at every vertex and make a move to every node
based on the estimation result.
for (i = 0; i <= n-1; i ++)
begin

Step 2 and 3;
end

5. If all vertices/nodes are marked as True, then default movement is toward
initial vertex/node from current vertex/node.
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4 Dynamic Node Location Estimation

The algorithm so far discussed applied to find minimum path where the connected
node is assumed to be static. Apart from their static nature, the proposed algorithm
can be applied for any node distance/cost metric without violating the nature of
node, i.e., non-mobile node. But practically, for example in geographical moni-
toring system, where mobile robot(s) are given task of data acquisition for specified
area(s) continuously and command robot has to collect the data at regular interval of
time, the robots have to move randomly so as to accomplish the assigned task. In
such scenario, the mobile node to mobile node distance is dynamic and in turn
changes the minimum distance/cost metric path the command robot has to follow.

FALSE

START

Select initial node (IN) from available N-nodes

Data from
Sensors or Database 

Data Base of 
Monitoring Control 

Unit (CU)

Evaluate immediate node (ImN) that is going to be 
visited for first time, Visit it and mark it as VISITED

Is NN Marked 
as Visited?

Evaluate Node to visit next (NN) by eliminating 
ImN node from the process of path estimation

Has all nodes 
visited?

Move from Last Node (LN) Visited to Initial node (IN) indicates tour completion

STOP

Evaluate Node to visit next (NN) by 
eliminating VISITED NN node from the 

process of path estimation

Visit NN, mark it as VISITED 
node and Estimate Node to visit 

next (NN)

FALSE

TRUE

Fig. 2 Algorithm flow chart
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4.1 Node’s Dynamic Location Estimation Through SVM

Application of the algorithm gives fruitful results if the node(s) in the graph are
maintaining unique distance/cost metric values. Results shown in the following
section prove that the static node with constant distance location in the graph can
exhibit minimum path solution. There will be situation where the node is replaced
by moving object(s) like mobile robot, in such cases, the distance/cost metric is
nonuniform and it is changing randomly. To complete the tour with minimum path/
cost metric, the algorithm has to act such that it should consider this dynamic
movement of the node(s) in the graph by estimating location. So, the primary task
to accomplish is to locate mobile robot position in environment. One of such
methods is support vector machine (SVM) that deals with analysis of data collected
from sensor array and classifies to know the location with respect to activated
sensor in the array. The simulated results using MATLAB framed in Sect. 4 give
the location of mobile robot indicated by respective sensor status. In the classifi-
cation of data assurance of mobile robot under observation, movement and location
can be given by accuracy factor at each and every sensing unit. Relative values of
the data collected from sensor and their accuracy factor execute location estimation.
The analysis and results are framed in the following section and are simulated in
MATLAB environment with an assumption of four sensing elements.

5 Simulation Results

5.1 FPGA Simulation Results

By making S3 node as the initial vertex/node simulation of the algorithm has been
carried as steps and path estimated is S3-S2-S4-S0-S1-S3.

Step-1: Node S3 as an initial node, the distance between S3 node to S2 node is
(D8 = 4) minimum distance/cost metric over all connected nodes. The
marked region (with Arrow) in the simulation waveform Fig. 3 shows
the node transition from S3 node to S2 node.

Step-2: Node S2 as an current node, the distance between S2 node to S4 node is
(D9 = 13) minimum distance/cost metric over all connected nodes. The
marked region (with Arrow) in the simulation waveform Fig. 3 shows
the node transition from S3 node to S4 node.
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Step-3: Node S4 as an current node, the distance between S4 node to S0 node is
(D3 = 22) minimum distance/cost metric over all connected nodes. The
marked region (with Arrow) in the simulation waveform Fig. 3 shows
the node transition from S4 node to S0 node.

Step-4: Node S0 as an current node, the distance between S0 node to S1 node is
(D0 = 5) minimum distance/cost metric over all connected nodes. The
marked region (with Arrow) in the simulation waveform Fig. 3 shows
the node transition from S0 node to S1 node.

Step-5: Node S1 as a current node, there will not be any minimum distance/cost
metric estimation as all other vertices/nodes are marked as visited. So
default node to visit after tour completion is initial node. The marked
region in the simulation waveform Fig. 3 shows the node transition from
S1 node to S3 node along with complete node transitions.

5.2 Support Vector Machine Simulation Results

The setup assumed with four-sensor array to estimate the location of the mobile
robot. Based on the movement of the robot in the environment, one of the sensors
will be active. Even though there is multiple sensors active at a time, the accuracy
can be established by application of SVM classifier (Fig. 4).

The simulation result shows the active status of the sensor ID one which indi-
cates the existence of mobile robot in the region of sensor one. Basing on this
information from sensor, the mobile path can be changed dynamically such that
total tour length is minimum in the view of distance/cost metric. As mentioned

Fig. 3 State transition by making visit indicator binary value “1” in every visited state
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earlier, position estimation is achieved through SVM evolution. Accuracy results at
individual sensing elements are tabulated in the following (Fig. 5 and Table 1).

Fig. 4 Sensor activity

Fig. 5 Sensor activity

Table 1 Activity of sensors: active sensors S1 to S4

If Robot is under S1 If Robot is under S2 If Robot is under S3 If Robot is under S4

Sensor
ID

Accuracy Sensor
ID

Accuracy Sensor
ID

Accuracy Sensor
ID

Accuracy

S-1 1 S-1 0.600 S-1 0.5750 S-1 0.6250
S-2 0.3250 S-2 0.7500 S-2 0.6000 S-2 0.3750
S-3 0.3750 S-3 0.4000 S-3 0.6550 S-3 0.6250
S-4 0.3750 S-4 0.2750 S-4 0.5750 S-4 0.6500
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6 Conclusion

Work presented in this paper, the branch and remove algorithm worked well for
change in number of node/vertices in the graph as well as for any distance/cost
metric. Though it has the similarities with neural network based approaches where
neuron is treated to be node point and edges as weight function, the approach has its
uniqueness in terms of hardware level simulation. Interfacing with the hardware
through graph-based method is exhibited in the results section. We have tested this
algorithm by changing the mode of execution, viz., static path and dynamic path
over a complete graph where every node is connected to other nodes. The results
proved that the selection of initial node may change the path to be followed so that
minimum cost will occur but work for any distance/cost metric.
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A Novel Fractal Stacked Inductor Using
Modified Hilbert Space Filling Curve
for RFICs

P. Akhendra Kumar and N. Bheema Rao

Abstract High quality factor miniaturized inductors are prerequisites of RFIC
applications. This paper presents a novel fractal stacked inductors using modified
Hilbert space filling curve. The proposed inductor is constructed in series stack
fashion according to the process rules to achieve higher inductance values. Using
the modified Hilbert structure, lateral flux is eliminated to achieve higher Q values.
The results show that more than 90% improvement in L over conventional fractal
inductor within same occupying area and more than 10% improvement in Q factor
over standard stacked inductor.

Keywords High-frequency structural simulator (HFSS) ⋅ Inductance value (L)
Low-noise amplifier (LNA) ⋅ Modified fractal structure ⋅ Quality factor (Q)
Voltage-controlled oscillator (VCO)

1 Introduction

In recent years, RF communication systems demand for high-performance on-chip
passive and cost limiting passive components. The inductor is the most critical and
crucial element among all the passive components at higher frequencies. Monolithic
inductors are the most critical and widely used component in RFIC applications.
The noise figure of LNA [1] and phase noise of VCO [2] are improved by the high
Q factor inductors.

Spiral inductors suffer from low Q factor [3] due to resistive and capacitive
losses [4]. and their inductance values limited by area constraints. Symmetric
inductors excited by differential inputs yield improved quality factor due to the
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presence of a shorter under pass, lesser number of overlaps, and hallow space in the
center of inductor [5, 6, 7].

Series stacked inductors [8] are having an advantage of higher inductance value,
but the usage of these inductors is limited to low frequencies due to huge adjacent
parasitics. To achieve higher Q factor (Q), usually wider metal width is adopted at
the cost of lower self-resonant frequency (SRF).

The Q and SRF of a stacked inductor are improved by adopting up-down series
winding [9, 10, 11].

Inductor designed using fractal geometry was highly area efficient [12, 13]. An
intuitive study and experimental validation of fractal inductors were carried out in
[14–16].

The inductors designed based on fractal space filling curves are well fit into finite
area due to its unique iterative property. Ideal fractal inductors cannot be built
because of its complexity and technology limitations. In this present study, con-
ventional Hilbert space filling curve is modified to reduce the lateral flux intern
improves the Q as well as SRF. Further huge reduction in area is obtained by
considering series stack multi-turn construction.

The organization of the paper is as follows. The basic construction of modified
Hilbert space filling curve is explained in Sect. 2. Section 3 reports proposed series
stack fractal inductor. The details of the simulation results are shown in Sect. 4,
followed by conclusion in the summary in Sect. 5.

2 Construction of Modified Hilbert Space Filling Curve

In this paper, modified fourth iteration Hilbert space filling curve is derived from
conventional Hilbert space Fig. 1 filling curve keeping the first three stages are
similar to conventional Hilbert space filling curve. The modified structure shown is
in Fig. 2.

The process can be extended up to infinite iterations with the modified
fourth-order stage. The modified construction has an advantage of low lateral flux
capacitance due to space provided in the construction.

Fig. 1 Construction of conventional Hilbert curve
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3 Fractal Stacked Inductor Using Modified Hilbert Curve

Figure 3 shows the 3D representation of proposed inductor. It uses four metal
layers, adjacent metal layers being connected at the similar ends through a via. With
the same chip area, the proposed stacked inductor can achieve huge inductance
because of the mutual inductance generated from the metal lines.

In conventional stacked inductor, the parasitic resistance of bottom metal is
higher than that of top metal. However, the parasitic resistance and capacitance lead
to decrease in Q factor and self-resonance frequency.

The Q factor is the major specification of inductor design, high Q means low loss
and high efficiency, the Rs (increased parasitic resistance) is reduced using larger
metal width of bottom metal trace which leads to high Q factor.

For a stacked inductor, the interlayer capacitance impacts the resonance fre-
quency four times as much as the bottom layer capacitance. In the proposed
structure, metal layers are kept apart from each other to achieve a higher SRF.

The SRF of an inductor is given by Eq. 1

FSR =
1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2πLeqceq
p , ð1Þ

where Leq is the equivalent inductance and Ceq is the equivalent capacitance of the
structure.

Fig. 2 Construction of modified Hilbert curve

Fig. 3 3-D representation
series stack modified Hilbert
inductor
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4 Results and Discussion

To quantify the advantage of the proposed architecture for series stacked inductors,
the top metal and the bottom metal are of 3 μm thick with a 2 μm interlayer
dielectric.

L=
− 1

2πfim Y11f g ð2Þ

Q−
Im Y11f g
Re Y11f g ð3Þ

4.1 Impact of Modified Architecture

Five different inductors are considered to validate the proposed inductor structure.
HFSS EM simulations are carried on these inductors to obtain L and Q values

using Eqs. 2 and 3.
L1 is a planar inductor. L2 is a stacked inductor. L3 is a single-layered con-

ventional fractal inductor. L4 is the proposed inductor configurations, where all
these inductors are designed with an effective conductive width 8 µm and occu-
pying an area of 200 µm × 200 µm.

Figures 4 and 5 show the simulated L and Q characteristics of proposed
inductor, while electrical characteristics of four different inductors are summarized
in Table 1 based on the EM simulation results. L1 is area limited by area
requirements. L2 series stacked inductor which has good inductance value due to

Fig. 4 Simulated inductance
plot for stack modified Hilbert
inductor
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mutual coupling between the layers but has low self-resonant frequency due to the
interlayer capacitance.

Due to self-repetitive nature of fractal inductors, L3 could achieve higher
inductance values, but these inductors suffer low Q values as iteration order
increases due to lateral flux as well as proximity effects.

The proposed inductor L4 achieves higher inductance value than the previously
mentioned inductors and due to novel modified fractal structure, interlayer capac-
itance as well as proximity effect losses resulting in higher Qmax and SRF values
over stacked inductors.

5 Conclusions

In this study, a novel fractal stacked inductors using modified Hilbert space filling
curve have been proposed. The performance merits such as inductance, Q factor,
and SRF have been studied. The results show that proposed structure achieves more
than 90% improvement in inductance value and more than 10% improvement in Q

Fig. 5 Simulated Q factor
plot for stack modified Hilbert
inductor

Table 1 Comparison of
standard inductor structures
with Series fractal inductor

Inductor type Inductance
(nH)

Quality
factor

SRF

Planar (L1) 3.2 18 13
Stacked inductor
(L2)

13 4.7 2.6

Hilbert fractal (L3) 3.6 19 29
Proposed (L4) 9.65 7 5.2

A Novel Fractal Stacked Inductor Using Modified Hilbert Space … 539



factor over standard stacked inductor. The proposed fractal inductor is well suited
for RF front end design applications.
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An Approach to Parallel Transformation
Technique for High-Efficiency Video
Coding

P. Anitha, P. Sudhakara Reddy and M. N. GiriPrasad

Abstract Compression plays a vital role in video processing. The reduction or
removal of redundant data from raw video stream makes an effective video file
transmission and storage with High Efficiency Video Coding (HEVC). HEVC is the
standard developed by the Joint Collaborative Team on Video Coding (JCT-VC).
HEVC or H.265 includes several modifications compared with its predecessor the
H.264. During the HEVC encoding process, HEVC uses transform coding on
self-contained and inter-predicted frame residuals, which possess distinct characters
compared to residual frame. The residual frame information is performed using
transformation, quantization, and entropy coder, and the encoded bit stream is
decoded to reconstruct the original video. In this work, by using parallel trans-
formation technique, the residual frame encoding and decoding is implemented for
the improvement of HEVC. The results are presented with the use of proposed
parallel transformation technique in the framework of the HEVC and performance
results of our implementation show better results in video quality metrics. Our
proposed implementation on HEVC transform, scaling, and quantization carried out
on various video frame formats has shown better results compared to conventional
discrete wavelet transform.

Keywords HEVC ⋅ Residual ⋅ Transformation ⋅ Discrete wavelet transform
(DWT)
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1 Introduction

The development in the video services has become a demand in the present video
coding standard, the HEVC. HEVC is also known as H.265, its main feature is in
achieving the video quality for high resolutions and reduction in encode video bit
stream compared to its predecessor, the H.264/AVC standard, for the same video
quality [1–3]. Several improvements were made in HEVC of Motion Estimation
(ME) process [1, 4, 5] to achieve better coding efficiency by dividing the video
frame in Coding Tree Block (CTB) for Luma, supports the 16 × 16, 32 × 32, and
64 × 64 samples block sizes and Coding Tree Blocks (CTBs) for Chroma samples,
grouping these together called as Coding Blocks partition [3]. In HEVC, for the ME
process, the Prediction Blocks (PB) are grouped by Coding Blocks (CBs), these
Prediction Blocks (PBs) with varying sizes of 8 × 8, 16 × 16, 32 × 32, and
64 × 64 samples have within themselves Prediction Units (PUs) with a varying
size from 4 × 4 to 64 × 64 samples. Supporting this, several algorithms were
proposed for ME and compensation [6]: block displacement methods [7] fail to
capture significant number of pixels, optical flow [8] suffers from aperture problem,
feature matching [9] is only calculated for strong features in the image, mesh-based
algorithms [10] use only match-based mesh elements in different frames causing
unequal motion estimation, and model-based methods [11] fail to calculate the local
motion in the video frames.

HEVC, the visual quality [2, 12, 13] is 50% and is reduced compared to H.264;
HEVC employs a compression technique to improve compression efficiency with
high computation complexity [14]. On the basis of human visual system [15], the
visual models have been explored. Supporting this, in [2, 16], the saliency map
detection [2] is employed to adjust the quantization parameter of macro-block for
H.264. In [17], a model is proposed to reduce the bit rate for the video compression.
In [18], a fast intra-prediction mode decision strategy is introduced. In [19], a fast
CU size decision algorithm for intra-coding is presented. In [20], a fast CU splitting
and pruning method to improve the CU mode decision is proposed.

HEVC [21, 22] is the latest video standard that is developed on top of previous
video coding standard H.264/MPEG. In the proposed work, transcoding of the
digital video [22] liaises on the latest HEVC coding standard [23]. Compression is
the process of reducing the size of video files or audio files. The main purpose of
this work is to present a new transformation technique based on frame pixel band
extraction and frame sequence matching. The rest of this paper is structured as
follows: Sect. 2 shows the Proposed Parallel Transformation Model based HEVC,
Sect. 3 describes the implementation of proposed technique, Sect. 4 describes the
results and discussions, and finally Sect. 5 summarizes the conclusion.
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2 Proposed Parallel Transformation Model Based HEVC

HEVC standard was released by ITU-T VCEG to achieve same video subjective
performance with half the H.264 data rate. By selecting proper transform, scaling,
and quantization techniques, we can improve the process of video information. In
the HEVC video encoder, we have chosen to improve the Quantized Transform
Coefficients to improve the HEVC.

According to the proposed technique, a new step: Transformation Mode
Selection is added in the HEVC. The transform, scaling, and quantization are
implemented in four stages as shown in Fig. 1. The four stages are Transformation
Mode Selection, Filter Control Analysis, Frame Coding, and Decoding, Predicted
Image with Previous Frame.

(a) Transformation Mode Selection: It is the mode selection process of the HEVC
encoding. In this process, the input video is converted into number of frames
and frame rate. These frames were forwarded to perform a decision, based on
frame coefficient band levels. Each frame is analyzed for low-band and
high-band coefficients. If any frame is containing high-band coefficients, it will
be given a flag “Decision = H”, then all these frames will be forwarded to
frame coding process. And if any frame is containing low-band coefficients, it
will be given a flag “Decision = L”, then all these frames will be forwarded to
filter control analysis. From Fig. 1, the Transformation Mode Selection is
shown in Fig. 1.

(b) Filter Control Analysis: In this block, low-band coefficients are processed to
smooth out the artifacts included by the blockwise processing and quantization,
by using in-loop deblocking filter (DBF) followed by a sample adaptive offset
(SAO). A deblocking filter is similar to the one used in H.264/MPEG AVC is
operated in the inter-picture prediction loop.

(c) Frame Coding and Decoding: In this section, we have encoding and decoding
process. During encoding process, inter-frame prediction and intra-frame pre-
diction process are performed. Regular I-frame encoding is processed prior the
inter- and intra-frames. The group of pictures of the structure specifies how
different frame types are ordered by giving successive frames of the video as

Fig. 1 The transformation technique implemented in our proposed technique

An Approach to Parallel Transformation Technique … 543



given. In our proposed technique, we are using the GOP structure as
IBBPBBPBB, usually starts with a I-frame, followed by a number of B-frames
separated by P-frames. From Fig. 1, the proposed frame coding and decoding is
shown.

(d) Predicted Image with Previous Frame: During the encoding, the I-frames with
inter- and intra-frames were predicted. If we allow a frame to be predicted from
previous frames, we get a Predicted frame (P-frame). To decode a P-frame, the
associated motion vectors and the previous frames that are predicted by the
P-frame are first decoded. By allowing predictions from both previous and
future frames, we get a bidirectional predicted frame (B-frame). Decoding a
B-frame thus requires both previous and future frames to be decoded first,
together with the associated motion vectors. Usually, only I- and P-frames are
used as anchor frames, meaning that only these frame types are used as ref-
erence to predict other frames.

The extraction of low- and high-level compressed sub-band coefficients is
illustrated in Fig. 2. Here first, the original image frame is transformed into two
levels of transformation using Hybrid Wavelets (Both Multi-Wavelet based for
frame template matching and Tree Wavelet based for enhancement and smoothing
the frame bit level noises). In the proposed technique, we used an arithmetic
encoder (refer the references for in-depth knowledge) to encode the high-level
compressed sub-band coefficients, and used low-bit level encoder to encode the
low-level compressed sub-band coefficients.

Fig. 2 Process of L and H band coefficients extraction
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3 Implementation of Proposed Technique

The proposed technique is implemented on MATLAB Tool and tested with several
video sequences. To show the efficiency of the proposed technique, we also
implemented H.264 in MATLAB and H.265 in HM tool to compare PSNR values.
Proposed technique is tested with different videos as shown in Table 1.

In our experimental results, we have taken Movies: AVI Video. For Frame
Coding and Decoding process, we have implemented our technique using
MATLAB Tool. Our implementation results of the proposed technique are shown
in Fig. 3.

4 Results and Discussions

For our analysis, we have taken Movies: AVI video file, having 24 frames to
extract. The bit rate of proposed technique was implemented. The bytes for each
Group of Pictures (GOP) is the bit rate given as input to the encoder, the bytes are
available to code sub-band frames of a GOP. The bits available in the LP and HP
frames are shown in Table 2.

The Y-PSNR comparative results of proposed technique and HM-5.2 [23] are
shown in Table 3.

The quality degradation Qd of encoded frames results with the comparison with
bit rate Br and visual threshold Tv, which is the acceptable perceptual quality of
encoded frames. If visual threshold value selected high value, degradation of frame
quality increases the low bit rate values. The comparison of bit rate selection, image
quality degradation with visual threshold of our proposed technique with H.264 and
HEVC is shown in Table 4.

Table 1 Video sequences considered for analysis of proposed technique

Sequence Format (width × height) Number of frames

Akiyo (4:2:0): YUV video QCIF format (176 × 144) 300
Foreman (4:2:0): YUV video CIF format (352 × 288) 300
News (4:2:0): YUV video QCIF format (176 × 144) 300
Tulips (4:4:4): YUV video QCIF format (176 × 144) 300
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Table 2 Percentage of bits in
LP and HP frames in GOP

Sequence LP (%) HP (%)

Akiyo (4:2:0): YUV video 25 75
Foreman (4:2:0): YUV video 25 75
News (4:2:0): YUV video 25 75
Suzie (4:2:0): YUV video 25 75
Football (4:2:2): YUV video 25 75

Tulips (4:4:4): YUV video 25 75

(e) I  frame Motion

(b)  Hybrid Wavelet (c) Encoding I

(d) Encoded I frame
Vector

 (f) Encoded P 
frame

 (h) P frame Motion
Vector

(i) Consecutive

Vector

(a) Input Movies.AVI
video frame 01  Transform Motion 

Vector
frame

P frame Motion 
(g) Encoded

consecutive P  frame 

Fig. 3 Proposed HEVC technique implementation of encoding process for 30 Hz frame rate
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5 Conclusions

In this work, a new approach for transform, scaling, and quantization and its
applications for video compression is proposed. This parallel transformation tech-
nique is based on Hybrid Wavelet Transform Technique and new sets of image
sequences. The technique is applied in spatial and wavelet sub-bands for com-
pression. We tested the Hybrid Transformation Technique with several YUV, AVI
video formats and sequences are compared the results with the other transformation
techniques. An experimental result shows improved PSNR values by using Hybrid
Wavelet sub-band technique considerably.

Table 3 Y-PSNR results Sequence Bit rate (Mbps)

7 8
Akiyo (4:2:0): YUV video HM-5.2 32.69 33.27

Proposed 41.22 41.56
Foreman (4:2:0): YUV video HM-5.2 30.11 31.33

Proposed 40.01 40.26
News (4:2:0): YUV video HM-5.2 38.91 39.33

Proposed 42.65 43.08
Tulips (4:4:4): YUV video HM-5.2 38.90 39.35

Proposed 40.26 40.35

Table 4 Comparative results
of rate selection with visual
threshold of our proposed
technique with H.264 and
HEVC

H.264
[22]

HEVC
[23]

Proposed

Sequence Br Tv PSNR PSNR PSNR

Akiyo 1 5 38.34 43.01 44.21
10 38.87 42.12 43.25

3 5 38.41 42.35 43.89
10 37.89 41.15 42.69

Foreman 1 5 36.26 43.35 44.56
10 38.25 42.75 44.25

3 5 36.65 42.12 43.65
10 36.89 41.25 42.36

News 1 5 38.25 44.25 45.26
10 37.89 43.78 44.89

3 5 37.25 42.26 43.89
10 37.35 43.36 44.98

Tulips 1 5 36.21 42.75 43.98
10 36.26 41.56 42.65

3 5 36.29 43.76 44.65
10 36.22 42.36 43.98
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On the Implementation of VLSI
Architecture of FM0/Manchester
Encoding and Differential Manchester
Coding for Short-Range Communications

Siva Jyothirmai Gali and Sudheer Kumar Terlapu

Abstract The encryption is the method for converting information into a desired
format for a number of information processing needs. It encompasses data trans-
mission storage and compression. In order to have safe data transmission, different
types of encoding techniques are developed. Especially for short-range communi-
cations, various protocols are used to encode the information. Intelligent transport
system needs modernized services for the management of traffic may generally uses
Manchester and FM0 encoding. This process improves constancy in signal by dc
balancing. The coding Manchester and FM0 methods of code control the VLSI
architecture. Also similarly oriented logic simplification (SOLS) technique was
proposed for controlling the hardware architecture. By using this technique, the
(HUR) hardware utilization rate is increased from 58 to 100%. Also, differential
Manchester encoding achieved good dc.

Keywords Dedicated short-range communications (DSRC) ⋅ FM0
Manchester ⋅ Similarly oriented logic simplification (SOLS) ⋅ DC balancing

1 Introduction

The dedicated short-range communication (DSRC) is a procedure of communica-
tion for one way, two way, and medium range [1]. DSRC was divided into two
types, they are automobile–automobile and automobile–roadside. In the first type,
DSRC activates the message transfer and broadcasts it to the automobiles [2]. The
second type of DSRC is mainly targeted on intelligence transportation services, for
example, electrical tollgate collection. Basically, the encoding process is done for
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safe transmission [3] of data. The basic block diagram of DSRC consists of two
parts: upper and lower. The top part is for transmission of data and the bottom part
is for receiving. Those are transmitter and receiver.

This paper developed Manchester encoding for safe communications [4].
RF-frontend sends and collects the wireless signal using antenna. The signal which
is transmitted was supposed to get mean as zero for [5] tough issue. This will be
mentioned as dc balancing. The signal which is transmitted contains binary series.
Due to this, it is hard to get the dc balance. This [6] problem of dc balancing may be
overcome by using FM0 and differential Manchester encoding. Cryptography been
popularly used these days in the applications like intelligent transportation and
Automated machines [7]. Multipliers of redundant basis were popular due to low
complexity [8].

In this paper, first section briefly explains the introduction of the paper. The
coding variety for both encodings severely controls the potentiality to draw VLSI
structure which is reusable with one another. In this work, the VLSI structure was
designed. And second section contains hardware structure of encoder. And its
subsections clearly explain dc balance problem and area retime problems and their
avoiding methods.

And differential Manchester encoder was explained in third section. Section 4
gives the simulation results of the given encoders with the explanation of operation,
also the comparison for conventional and proposed structures.

2 Hardware Architecture for Fm0 and Manchester

Here, the two D-flip-flops (DFFs) which are used to store the state code and mux
are used to select the logics of A(t) and B(t) by considering clock as select line. And
finally, the mux with mode is used to select the type of encoding among FM0 and
Manchester here mode is considered as selection line. If mode = 0, then it will
select FM0 code and mode = 1 it will give Manchester code. To get the hardware
utilization rate, we have to consider both active components and total components.
It will be evaluated as HUR

The block diagram mainly contains two portions top and bottom. One is
transceiver and receiver given in Fig. 1. The transceiver end consists of three units.
They are baseband processing, RF-frontend, and microprocessor. The micropro-
cessor takes the guidelines from media accessing control in order to program the
function of baseband processor and RF-frontend. Baseband processing itself is
reasonable for correcting errors, modulation, encoding, and clock synchronization.
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2.1 SOLS Technique

Similarity-oriented logic simplification (sols) is a fully reused structure of FM0 and
Manchester. This technique is classified into two parts, they are: (i) Area compact
retiming and (ii) Balance logic operation. The functioning of SOLS is given below.

The two encoders are given to mux so that FM0/Manchester output is obtained.
The upper portion is FM0 encoding and down portion is Manchester code. The path
will be selected as shown in Fig. 2 and the operation is carried out based on the
given logic.

DSRC
information

DSRC
information

Baseband
processing

RF-Front End

Baseband 
processing

RF-Front End

Microprocessor

C
h
a
n
n
e
l

Fig. 1 Block diagram of DSRC

Fig. 2 Hardware architecture of FM0 and Manchester encoder
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2.2 Area Compact Retiming

The components which we are used in the architecture are assumed as hardware as
they perform operations logically. Here, the active components are nothing but the
components which undergo work in the functioning of circuit. And the total
components are the components of the entire circuit irrespective of those which
involve in functioning. If the number of components which are not involving in
operation is present in circuit, some of the hardware will be wasted due to this area
and the power will increase. So that in order to make the HUR rate as 100%, the
unusable components will be minimized or avoided, so that the count of transistor
will also be reduced. For example in FM0 encoding, it consists of two DFFs, those
two DFFs are for storing the states of A(t) and B(t). Instead of storing those values,
it may be better to store the value which will be selected by mux among A(t) and B
(t). So that the value will be stored in single DFF. Due to this, the hardware may
reduce and HUR will become 100%. The architecture by considering both DFF is
referred as FM0 without area compact retiming as shown in Fig. 3. Finally by
reducing hardware that is one DFF is referred as FM0 with area compact retiming
as shown below.

2.3 Balance Logic Operation Sharing

To avoid the dc balancing problem the architecture is modified by placing inverter
after the mux_1. Due to irregular transmission of signal, dc balancing problem may
occur which leads to logical errors in code.

Because of dc balancing, unbalancing calculating time may occur between logics
and it may result in formation of glitches at mux_1, to avoid this unbalance cal-
culating time, the logic is modified. If more selection of logic modification is done,
the XOR operation may lead to inverting of its function at inverter again, to
alleviate this problem, XOR is replaced with XNOR results in correct value of XOR
at inverter. For selection of logic, mux with mode mux_2 is used so that it acts as

Fig. 3 FM0 without area compact retiming and by area compact retiming
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selection line. Finally, the assumption of FM0 or Manchester encoding depends on
mode and also the clear (clr) is used in DFF. Hence, every component involved in
working of FM0 and Manchester encoding given in Figs. 4 and 5. Further HUR is
also increased.

3 Differential Manchester Encoding

The Manchester encoding was modified as differential Manchester encoding. Both
Manchester and differential Manchester are visibly the same, but for a change in
transitions at edge of the bit. Transition in between windows will occur at input “0”
and no transition occurs at input “1”. The architecture of differential Manchester
encoding is as given in below figure. It contains a D-flip-flop which stores current
state of A, after that mux in this architecture selects the state which is the next

Fig. 4 Unbalanced computation

Fig. 5 VLSI architecture for balance logic
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values of A and B as per the clock. Mode signals, flip-flop clear signal and M are
used for selection among Manchester and differential Manchester.

In the mode of Manchester, clear is activated which makes “0” in the place of
present value A and M = 1 which turns XOR_2 to play an inverter role. In dif-
ferential Manchester as shown in Fig. 6, when mode = 0 and clr = 1, the present
value of A is transferred as input to next state and XOR_2 behaves like a buffer
(Table 1).

Fig. 6 Differential Manchester encoding

Table 1 Performance
comparison table

Parameters Existing Proposed

Maximum frequency (MHz) 444.545 562.762
Slices 2 1
Flip-flops 2 1
LUTS 4 2
Bonded IOBS 5 6
Registers 2 1
XORS 2 1
Real time to Xst (s) 1 0
Cpu time to Xst (s) 0.19 0.20
Global min fanout 1000000 500
Path delay (ns) 6.125 5.776
Total real time (s) 5 4

Total cpu time (s) 4.45 4.40
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4 Analysis of Experimental Results

The process of simulation is done by considering the Verilog code simulated in
Xilinx. Clock (clk), clear (clr), mode, x acts as inputs for this process, whereas the
output of DFF will be fed back to XNOR and first mux acts as inputs, output for
complete circuit is taken at inverter output given as FM0/Manchester. Here, when
the mode is 0 and clr is 1, it will generate the FM0 code, similarly Manchester code
is generated for other values of mode and clr. FM0 code is based on clock, i.e.,
when clock is low it will get internal transitions. When clock is high, it remains
constant till the next clock cycle.

Similarly in differential Manchester, encoding is also simulated in Xilinx. Clr
and clk act as input in the circuit. Out is taken as output at second XOR. One of the
inputs for first XOR and XNOR is fed back from flip-flop. Their simulated results
are given in Figs. 7 and 8.

Fig. 7 Simulation results of FM0/Manchester encoder

Fig. 8 Simulation results of differential Manchester encoding
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5 Conclusion

The work contains completely integrated VLSI architectures of FM0 Manchester
and differential Manchester encodings. These encrypting methods are generally
used for short-range communications. This work is compared with the existing
architecture so that it reduces the delay and hardware usage of circuit is also
improved. By assuming the proposed work, the number of transistors is decreased.
This work is performed in Xilinx. These architectures are examined with other
existed designs. The resource usage estimated values are also reported in a tabular
form.
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Dual-Band-Notched CPW-Fed Antennas
with WiMAX/WLAN Rejection for UWB
Communication

T. Anusha, T. V. Ramakrishna, B. T. P. Madhav and A. N. Meena
Kumari

Abstract A coplanar waveguide (CPW) fed ultra-wideband (UWB) antenna is
designed to operate with dual-band-notched characteristics. In this work, different
iterations are proposed with respect to the radiating element structure. The designed
antenna models consist of a 50 Ω coplanar waveguide transmission line and dif-
ferent orientations of radiating elements. Single-band and dual-band characteristics
of the notch are achieved for WiMAX/WLAN applications with the placement of
split-ring resonators on the radiating patch element. The designed models are ini-
tially simulated with Ansys HFSS tool, later, validation of prototype model is
performed for measuring results.

Keywords Dual-band-notched ⋅ Coplanar waveguide (CPW)
WiMAX ⋅ WLAN ⋅ UWB communication

1 Introduction

The US Federal Communications Commission (FCC) allotted the ultra-wideband
(UWB) spectrum from 3.1 to 10.6 GHz which is extensively used for communi-
cation applications. UWB antennas consume less power and are much resistive to
multipath interference. These are used in wide range of applications like radars,
wireless sensor networks, location tracking, and short-range high data rate wireless
communication. The most significant characteristics of UWB antenna design
include the matching of impedance, stability in radiation, compactness of antenna,
and low manufacturing cost for consumer electronics applications [1–4]. Sup-
pression of unwanted bands can be achieved by using filters in some applications.
These UWB antennas with filtering property at different bands are proposed to
reduce the potential interference and thus the requirement of an extra band stop
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filter present in the system can be eliminated. Removing of slots with different
shapes is the common way to get the band notch characteristics.

UWB transmitters get affected by electromagnetic interference with nearby
narrowband communication channels such as wireless local area network (WLAN)
applications. Therefore, UWB antennas with notched characteristics in WLAN
frequency band can be used to reduce the effect of Interference. Among the different
types of UWB antennas, bowtie antenna and the modified structure of bowtie
antenna with triangular shape, planar volcano smoke slot antennas have been
developed for UWB systems [5–8]. Moreover, UWB antenna desires more than one
notch band resulting in the use of noninteracting band notch elements. In recent
literature, different structures of multiband notched UWB antenna topologies such
as dual, triple, and quadruple have also been reported [9, 10].

In the present work, the compact UWB antenna of area 26 × 30 mm2 is pro-
posed first. By placing different shapes of slots, single-band and dual-band-notched
characteristics are obtained. The designs of antenna along with simulation details
are presented. Measured results are given to provide better understanding of the
simulated results.

2 Antenna Design and Geometry

The geometry and configuration of an UWB antenna (referred as antenna 1) are
shown in Fig. 1. The proposed model is fabricated on FR4 epoxy substrate of
height, h = 1.6 mm. The dielectric constant (ɛr) of substrate material is 4.4 and loss
tangent (tan δ) is 0.02. Only a single layer of substrate with one-sided metallization
is used because both the antenna and the feed method are provided on the same

Fig. 1 Geometry and
configuration of antenna 1
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plane and thus manufacturing of the antenna is very easy and least expensive. The
design parameters of antenna 1 are tabulated as follows in Table 1.

The basic model of the UWB antenna is modified by adding a split-ring res-
onator (SRR) slot on the radiating element as shown in Fig. 2a. The single split-ring
resonator (SRR) contributes for achieving notch band in the UWB design. The
notch frequency (fnotch) depends on the length of slot (L).

The relationship between notch frequency band and slot length is given in Eq. 1.
The single SRR is extended with the addition of second SRR around the first SRR

Table 1 UWB antenna geometry

W T W1 W2 W3 W4 T1 T2 T3 T4

26 mm 30 mm 9 mm 1.5 mm 9.2 mm 14.7 mm 14 mm 1.8 mm 3.8 mm 0.5 mm

Fig. 2 a Geometry of antenna 2. b Configuration of antenna 2. c Geometry of antenna 3.
d Configuration of antenna 3
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as shown in Fig. 2c. The dimensional characteristics of the single and double SRR
are depicted in Fig. 2b, d and parameters are tabulated in Table 2.

fnotch =
c

2L
ffiffiffiffiffiffiffiffiffi∈ eff

p ð1Þ

3 Results and Discussion

The basic structure proposed in Fig. 1 is simulated using finite element method
(FEM) based HFSS tool and the results are furnished for subsequent iterations in
this section. Figure 3 shows the return loss characteristics of basic UWB antenna
model, single SRR based UWB model, and double SRR based UWB model with
respect to resonant frequency. The reflection coefficient result ensures the operating
band of basic UWB antenna in the range of 3.1–10.6 GHz. The single SRR based
UWB antenna is behaving like notch band antenna to oppose WLAN band
(6–6.8 GHz).

The double split-ring resonator based antenna is blocking two bands, i.e.,
3.4–5.5 GHz, which come under WiMAX and WLAN.

The radiation mechanism of single and double SRR based antenna models is
presented in Fig. 4 at 8.6 GHz. In the H-plane, antenna is showing a

Table 2 Slot dimensions of antennas 2 and 3

LL WW LL1 t S1 S2 SS1 SS2 GG1 G1

6.8 mm 2.6 mm 3 mm 0.5 mm 12.5 mm 3.5 mm 8.2 mm 2 mm 2.6 mm 3.8 mm

Fig. 3 Simulated return losses of antennas 1, 2, and 3
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quasi-omnidirectional pattern and in E-plane, it is behaving like a dipole antenna
with average gain of 3 dB.

Figure 5 shows the modified structure of SRR which is incorporated on the
radiating element. The position of the SRR is fixed at same location similar to
earlier design in Fig. 2. But, the orientation with respect to the structure has been
changed to circular shape. The dimensional characteristics and geometry are pre-
sented in Fig. 5b, d. The parametric dimensions in “mm” are tabulated in Table 3.

The performance characteristics of a circular SRR based antenna are analyzed
and presented in Fig. 6. It has been clearly observed that single circular split-ring
based model is providing single notch band and double circular SRR based antenna
is providing dual-notch characteristics in the desired UWB band. The radiation
characteristics have been changed in H-plane for the circular split-ring antenna
when compared with rectangular split-ring antenna models. The E-plane charac-
teristics of circular double SRR antenna are showing some disturbance when
compared with single circular SRR model. The direction of the radiation is changed
in other orientation for double SRR model.

The experiment of changing SRR orientation is continued by placing hexagonal
shaped slots on the UWB antenna model. The similar kind of characteristics is
observed with respect to single and dual SRR structures with respect to the notching
characteristics but a change in notch band is observed for hexagonal SRR models.

The geometry and the dimensions are forecasted in Fig. 8 and in Table 4. The
main difference that is observed with respect to output parameters is the matching of
impedance at desired notch bands. In the earlier designs, the obtained notch bands
are not exactly the bands which we will use for WiMAX and WLAN. The results
obtained through hexagonal SRR are perfectly matching to 3.6 GHz/5.6 GHz
operating application bands. The results furnished in Figs. 9 and 10 are giving the
evidence for the proposed notch bands (Fig. 7).

For all the designed models, the gain characteristics are presented in Fig. 11. All
the peak gains for antennas are shown using markers which are indicated as marker

Fig. 4 Simulated radiation patterns of antenna 2 compared to antenna 3 at 8.6 GHz
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1 for antenna 1, marker 2 for antenna 2, and so on. It has been observed that at
notch bands, the gain is negative and at the remaining operating bands, the gain is
almost stable except for double circular SRR model. A peak realized gain of almost
10 dB is obtained at 8.6 GHz for this model and is indicated using marker 5.
Figure 12 is showing the complete analysis related to reflection coefficient for all
seven designed models. Notch bands are shown using markers, m1-m2 is the single

Table 3 Slot dimensions of
antennas 4 and 5

R1 R2 L R1 R2 R3 R4 L1 L2

4 3 2.4 3.5 3.25 2.75 2.5 3 2.4

Fig. 5 a Geometry of antenna 4. b Configuration of antenna 4. c Geometry of antenna 5.
d Configuration of antenna 5
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notch region of antenna 2, m3-m4 and m5-m6 are the dual notches of antenna 3,
m7-m8 is the single notch region of antenna 4, m9-m10 and m11-m12 are the dual
notches of antenna 5, m13-m14 is the single notch region of antenna 6, m15-m16
and m17-m18 are the dual notches of antenna 7.

The surface current distribution provides a clear cut picture of antenna response
with respect to its transmission modes. Figure 13 shows the surface current dis-
tribution of all the models at 8.6 GHz. The current intensity on the surface of the
antenna can be analyzed and the mode of propagation will be predicted from the
current results. Table 5 shows the complete list of antenna output parameters with
respect to operating and notch bands.

The notch bands can be identified from the Fig. 12 with the aid of markers and
the numbers of notch bands are tabulated in Table 5 (Fig. 14).

Fig. 6 Simulated return losses of antennas 4 and 5

Fig. 7 Simulated radiation
patterns of antenna 4
compared to antenna 5 at
8.6 GHz
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4 Conclusion

This paper presents the analysis of different notch band models with respect to SRR
structures. The single split-ring is providing single notch band and double split-ring
is providing the dual-notch band at desired frequency bands. The basic UWB model
is working in the total band with an average gain of 3.3 dB. Antenna model 2 and 3
of rectangular SRR structures are providing gain of 3.2 dB and 2.37 dB, respec-
tively. A peak realized gain of 10 dB is attained for the antenna model with double

Fig. 8 a Geometry of antenna 6. b Configuration of antenna 6. c Geometry of antenna 7.
d Configuration of antenna 7

Table 4 Slot dimensions for
antennas 6 and 7

S L S1 S2 L1 L2

3.5 2 4.25 3.5 3 2.4
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Fig. 9 Simulated return losses of antennas 6 and 7

Fig. 10 Simulated radiation patterns of antenna 6 compared to antenna 7 at 8.6 GHz

Fig. 11 Simulated gain of all antennas
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Fig. 12 Simulated return loss of all antennas

Fig. 13 Simulated current distribution on radiating patch at 8.6 GHz for all antennas. a Antenna
1. b Antenna 2. c Antenna 3. d Antenna 4. e Antenna 5. f Antenna 6. g Antenna 7

568 T. Anusha et al.



circular SRR. The proposed hexagonal shaped SRR based notch band antennas are
exactly matching with the impedance and providing better gain characteristics
compared to other antenna models. The radiation characteristics and the measured
parameters are giving confidence for the applicability of the proposed model in the
desired notch band.

Acknowledgements Authors express their deep gratitude to department of ECE of K.
L. University and DST through grant ECR/2016/000569 and SR/FST/ETI-316/2012.

Table 5 Designed antennas overall output parameters

Antenna Bandwidth (GHz) Gain
(dB)

Return
loss (dB)

No. of
notches

Antenna 1 3.1–10.8 GHz 3.3 −41 0
Antenna 2 3.1–10.8 GHz with (5.96–6.82) GHz rejection 3.2 −60.8 1
Antenna 3 3.1–10.8 GHz with (3.26–3.5) GHz and (5.2–

6.1) GHz rejection
2.37 −37.3 2

Antenna 4 3.1–10.8 GHz with (4.63–5.42) GHz rejection 2.43 −31.7 1
Antenna 5 3.1–10.8 GHz with (4.58–4.7) GHz and (6.67–

7.46) GHz rejection
10 −42.8 2

Antenna 6 3.1–10.8 GHz with (5.15–5.71) GHz rejection 4.45 −10 to
−35

1

Antenna 7 3.1–10.8 GHz with (3.57–3.77) GHz and
(5.35–6.13) GHz rejection

4.2 −10 to
−38.5

2

Fig. 14 Prototyped antenna on FR4 and measured S11 on anritsu MS2037C
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A Frequency Reconfigurable Spiral
F-Shaped Antenna for Multiple Mobile
Applications

B. T. P. Madhav, D. Sreenivasa Rao, G. Lalitha,
S. Mohammad Parvez, J. Naveen, D. Mani Deepak
and A. N. Meena Kumari

Abstract As the applications of mobile phones are increasing drastically, the need
for small physical structures and low volume of antenna with less weight are
appreciated. To meet the multiple frequency operations, reconfigurable antennas are
suggestible candidates. A reconfigurable antenna is an antenna in which whole
volume can be operated at different bands, which results the physical size of the
multiband antenna can be reduced. The property of reconfigurability is attained in this
paper by combining a Planar Inverted F antenna with a spiral structure appended with
diodes. A significant improvement in gain is observed by switching different diodes
on the antenna structure and shift in frequency bands is noticed. The simulation study
with Ansys HFSS made the task simple to virtualize the antenna performance char-
acteristics before the practical design with PIN diodes. The analysis of designed
antenna is clearly analyzed with diode positions and switching operation.

Keywords Mobile applications ⋅ Reconfigurability ⋅ PIN diode

1 Introduction

Wireless mobile communication devices play a major role in the modern world
where one hardly has a place without these mobile phones [1]. This gives rise to an
incredible demand for the smaller wireless or the compact wireless antennas and
also a sophisticated structure of antenna that could cover a decent amount of
wireless applications [2]. This made the structural or internal cellular antenna
designs one of the toughest challenges and also attractive in the history of study. In
order to avail all the features of wireless communication services in any country,
one needs to design specific antenna to cover major mobile communication bands.
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At the same time, GSM (global systems for mobile) 824–894 MHz, GSM900
(880–960) UMTS (universal mobile telecommunications) 1920–2170 MHz, and
LTE (long-term evolution) are the bands which are very likely used in the wireless
communications [3–5]. Now, we are interested to make our antenna work in those
bands.

In the proposed antenna, the structures included are F-shaped structure and spiral
structure. The F-shaped structure is used in planar inverted F antenna popularly
known as PIFA. And spiral structure is used in spiral antennas. PIFA is a well-used
antenna in mobile phone market. PIFA is also known as short-circuited microstrip
antenna. The main advantage of PIFA is that by varying ground plane, bandwidth
of antenna can be varied [6, 7]. Idealistically, a reconfigurable antenna has the
capability to alter the operating frequency, impedance, polarization, and also the
radiation pattern as a result, we can observe the change in operating environment.
All proposed operating bands can work on the entire geometry of given compact
antenna only [8–10]. So, almost there is no need of an extension of size to create
multiband characteristics.

In order to make our antenna tunable or to make it work in multiple operating
bands, we need a switching element. Therefore, the switching element we use here
is a tuning diode. The type of diode we use here is a PIN diode [11, 12]. This PIN
diode gives us the property of reconfigurability. As the effective slot length of the
PIN diode is changed, the frequency shift can be observed. The change of frequency
band can be observed by connecting and disconnecting the antenna elements.
The PIN diode also has some capacitive and resistive values [13, 14]. This paper is
divided into the following sections. In Sect. 2, details of the antenna design and
geometry are presented. Design analysis is briefly detailed in Sect. 3. Results of the
performance of antenna are presented and discussed in Sect. 4.

2 Antenna Design and Geometry

The structure of compact reconfigurable antenna which can be embedded in any
recent mobile technology is shown below. The 3D substrate of reconfigurable
antenna is made of FR4 substrate with a relative permeability of 4.4 and loss
tangent of 0.04. The dimensions of FR4 substrate are 120 × 50 mm2 with thick-
ness of 1.6 mm. The proposed paper mainly consists of two different types of
structures which are together used as a single antenna as shown in Fig. 1. The
dimension of antenna is 13.5 × 35.5 mm2. The length L1 shown in below figure is
of lengths 35.5 mm. The length L2 is fixed to 9.7 mm. Two different structures
embedded are F-shaped structure and spiral structure. Antenna also consists of a
diode which provides the interconnection between these two structures. The diode
used in this antenna is PIN diode (part number HSMP-3860). We also have a RF
choke for excitation of spiral antenna when diode is in ON/OFF state (Figs. 1
and 2).
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The detailed discussion on diode ON and OFF state is discussed in theoretical
analysis. The resonance frequencies mainly depend on the length of antenna which
is proposed to be 13.5 × 35.5 mm2. By changing the length L2 or by changing the
values of L and C, we can change the peaks of resonance frequencies. Here, we
consider the value L as 2 nH and C as 3.3 μF and all line widths of antenna are
fixed to 1 mm.

3 Design Analysis

In reconfigurable antennas, it is important to understand the current distribution of
an antenna. PIN diodes (part number HSMP-3860) act as switches and decide the
current distribution in the antenna. Five diodes are placed in the proposed antenna
so in 32 combinations, we consider only those cases which are having reasonable
bandwidths and more number of resonance frequencies. A positive voltage for PIN

Fig. 1 Structure of reconfigurable antenna

Fig. 2 Antenna geometry

A Frequency Reconfigurable Spiral F-Shaped Antenna … 573



diode is supplied through bias line and negative voltage is supplied through ground
plane. Let the dark spot which is connecting two structures be a PIN diode (D1).
The two structures connected are PIFA (planar inverted F shape antenna) and spiral
antenna. For PIFA, patch is shorted at far end so that the current at the end is no
longer forced to be zero. So that PIFA has same current–voltage distribution as of
half-wave patch antenna. In PIFA, the fringing ends are shorted at far end which are
responsible for radiation. The patch maintains the basic properties of half-wave
patch antenna with size reduction of 50%. When diode D1 is in OFF state, each
resonance acts as planar inverted F antenna or PIFA mode. As shown in Fig. 3, the
current is distributed along A → B → C. When diode D1 is in ON state, the
surface current flows through both PIFA and spiral antennas. So this gives added
advantage to reconfigurable structure where two antennas work together and gen-
erate the efficient results. The surface current is distributed along A → B → D as
shown in Fig. 3.

This diode connection is considered as special because even when diode D1 is in
OFF state, the diode D5 gets connection with the inner spiral structure, this makes
possibility of increase in diode connections. As stated earlier, the limited cases are
considered with more effective results. When diode D1 is in OFF state, we consider
two cases which are shown below (Fig. 4).

Whereas in ON state, we have another four diode possibilities as shown in
figures below. These diodes can be placed in ON/OFF conditions depending on our
bandwidth requirement. The increase in diodes shows that the gain of antenna
parameter is increased. So for better performance of antenna and ease of design
with good bandwidths, we considered the following cases shown below. We
neglect some cases where the presence of diode may not change any gain or
bandwidth (Fig. 5).

Fig. 3 a Diode D1 in ON state. b Diode D1 in OFF state

Fig. 4 a Antenna-1 (all OFF). b Antenna-2(d5)

574 B. T. P. Madhav et al.



Table 1 gives the detailed results of all cases considered in the proposed antenna.
The results show that as number of diodes increases, the gain increases. In table,
each case is specified with a particular name, i.e., antenna 1, antenna 2, and so on.

Fig. 5 a Antenna-3(d1). b Antenna-4(d1, d2). c Antenna-5(d1, d2, d3). d Antenna-6 (d1, d2, d3,
d4). e Antenna-7 (d1, d2, d3, d4, d5)

Table 1 Antenna parameters for diodes in ON/OFF conditions

Antenna names D1 D2 D3 D4 D5 Bandwidth
(GHz)

Gain

Antenna 1
(all diodes in OFF state)

0 0 0 0 0 1.00–2.76 2.03
7.53–7.94
9.41–9.75

Antenna 2
(main diode D1 in OFF state
and D5 diode in ON state)

0 0 0 0 1 1.18–2.69 2.4381
3.84–4.0
7.76–8.04
8.54–8.68
8.73–8.84
9.86–9.90

Antenna 3
(main diode D1 in ON state)

1 0 0 0 0 2.95–3.26 2.8330

5.35–5.58
7.79–7.92
8.49–8.64
8.96–9.12
9.55–9.99

(continued)
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The table below gives an overview of return loss (s11 parameter) and gain of some
particular antenna designs. If diode is in OFF state, it is represented by 0 and if
diode is in ON state it is represented by 1.

4 Results and Discussion

For the case D5 in ON state, return loss is below −10 dB between 1.18 and
2.69 GHz. The impedance bandwidth is as large as 1.5 GHz. The return loss S11 is
below −40 dB (Figs. 6, 7 and 8).

The bandwidth of antenna when all the switches in ON position is almost 1 GHz
(1.48–2.5 GHz), 200 MHz (5.8–6 GHz) and the return loss is below −25 dB. The
bellow formulated results show the VSWR for antenna designs of diodes D1 in ON/
OFF cases (Figs. 9, 10 and 11).

Table 1 (continued)

Antenna names D1 D2 D3 D4 D5 Bandwidth
(GHz)

Gain

Antenna 4
(diode D1 and diode D2
in ON state)

1 1 0 0 0 1.44–2.50 2.567
5.39–5.58
7.24–7.32
9.6–9.96

Antenna 5
(diode D1, D2, D3 in ON
state)

1 1 1 0 0 1–3.06 3.142
5.38–5.59
5.88–5.90
8.45–8.55
9.67–9.99

Antenna 6
(All diodes except D5 in ON
state)

1 1 1 1 0 1.70–2.56 3.0027
5.37–5.63
8.57–8.64
9.61–10.04
12.24–12.44

Antenna 7
(All diodes in ON state)

1 1 1 1 1 1.48–2.50 3.435
5.8–6.03
8.6–9.0
9.73–10.16
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The figures shown represent the gain total for each antenna shown in Table 1.
From above results, the gain is increased as numbers of diodes are increasing. This
may be possible even when main diode is in OFF condition, but for ease simulation
and better results, we considered limited cases. The maximum gain obtained is
3.4 dB and minimum gain is 2.03 dB obtained when no diode is present. All gain
values for particular designs have been tabulated.

Fig. 6 Diodes OFF state and D5 in ON state

Fig. 7 Diode D1 and D2 ON state
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5 Conclusion

In this paper, a frequency reconfigurable antenna is analyzed based on PIN diodes
switching. The proposed spiral antenna covers mobile communication bands like
PCS (1900), LTE, Wi-Fi, and WLAN (2.4 GHz) with suitable bandwidth 1.5 GHz.
Significant change in reflection coefficient and gain is possible by combination of
different diodes. Shift in frequency bands is observed while changing the states of
diodes. Through the parametric analysis and switching positions, the designed
model is verified for its applicability in the mobile communication.

Fig. 8 Return loss when more than three diodes are in ON state

Fig. 9 VSWR for diode D5 ON state and other diodes OFF state
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Octagonal Shaped Frequency
Reconfigurable Antenna for Wi-Fi
and Wi-MAX Applications

B. T. P. Madhav, M. Ajay Babu, P. Farhana Banu,
G. Harsha Sai Teja, P. Prashanth and K. L. Yamini

Abstract In present day communication systems, reconfigurable antennas have
attained much prominence due to the ease of shifting frequency bands without
change in the original structure of the antenna. In this paper, a frequency band
reconfigurable microstrip octagonal patch antenna has been simulated and analyzed
with four switchable states consisting of four narrow bands. By simulating the
antenna, four frequency bands are achieved 0.1–1.1, 2.2–3.4, 4.8–5.2, and 7.4–
7.8 GHz with return loss s11 < −10 dB. The designed antenna has plain structure
with size of 40 × 40 mm2. To achieve switching, we used PIN diodes which are
placed at the slotted structure on the ground plane. The software HFSS is used for
simulation. From results, it is evident that there is a change in reconfigurability of
the antenna with the change in positions of internal switches. The change in antenna
parameters like return loss, directivity, and gain characteristics is evident.

Keywords Defected ground ⋅ Reconfigurable antenna ⋅ Wi-Fi
Wi-MAX

1 Introduction

In general, reconfigurable antennas are extensively used to meet the requirements of
present day’s communication system. Reconfigurable antennas are capable of
modifying the properties such as frequency and radiation pattern dynamically in a
controlled manner. There are several types of reconfiguration techniques such as
frequency reconfigurability, polarization reconfigurability, and radiation pattern
reconfigurability. In this paper, frequency reconfiguration is adapted by the change
in states of PIN diodes which act as switches.
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With swift evolution in the wireless communication technologies, the need for
reconfigurable antennas and multiple band antennas is increasing day by day.
Reconfigurable antennas are mainly used in cognitive radios [1, 2]. We can use the
available spectrum of frequencies available which can be efficiently used recon-
figurable antennas [3–6]. By using electromechanical system (MEMS), a switchable
quad-band antenna can be designed [7–10] for various applications by switching
four different frequency bands. MEMS switches are highly resistant and are easy to
modify when compared to others. By using varactor diodes, a reconfigurable mono
polar patch antenna has been designed [11] which improves the frequency band
characteristics. Varactor diodes are highly reliable when compared to PIN diodes.
By using photoconductive diodes a frequency and beam reconfigurable antenna has
been designed [12], where return loss of the antenna is significant by using pho-
toconductive switches.

Reconfigurable antennas can be classified according to antenna parameters like
operating frequency, radiation pattern, and polarization. In this paper, we have
designed a frequency band reconfigurable antenna to operate the antenna in the
range of frequency which is used for Wi-Fi and Wi-MAX [13–15].

In this paper, a design of an octagonal patch is configured to obtain four narrow
bands by using pin diodes as switches. The four frequency bands include 800–
900 MHz which is used for GSM, Wi-Fi in the range of 2.2–3.4 GHz, Bluetooth,
and Wi-MAX in the range 4.8–5.2 GHz and 7.4–7.8 GHz, respectively which are
used for many applications such as military battle field surveillance, missile control,
and ground surveillance radar sets with short or medium range. In this paper,
different operating conditions of the diodes are considered as different states and the
results are analyzed as per different states.

2 Antenna Geometry

The construction of the reconfigured antenna is shown in Fig. 1. It is designed as an
octagonal shaped patch antenna on a FR4 substrate which is used as an electrical
insulator having huge mechanical strength with relative permittivity 4.4 and
thickness 1.33 mm having dimensions of 40 × 40 mm2. Below the substrate,
ground plane is embedded with dimensions of 20 × 40 mm2 and height 0.01 mm,
below the microstrip feed line. This microstrip line feeding is simple to match by
controlling the inset position.

A slot is introduced in the ground plane with half of its length L1 as 19 mm,
width is denoted by L2 = 8 mm and other dimensions L3 = 5 mm and
L4 = 3.5 mm. The width of the slots is w1 = 1 mm. By using slotted structure
located on the ground plane, the antenna is reconfigured to various frequency
bands. Here, the slotted structure acts as a channel, which is arranged to control the
frequency bands for various applications. This fixed slot under feed line keeps a
pass band and causes stop band in the UWB spectrum. This can be controlled by
changing the dimensions of main slot.

582 B. T. P. Madhav et al.



By utilizing the channel structure and including three PIN diode switches inside
it as shown in Fig. 2, reconfigurable antenna is introduced. The required structures
are created by using 3 PIN diode switches which results in different frequency
bands. In this, HPND-4005 beam lead PIN diode is used in which low capacitance
of 0.017 pF in ON state and resistance of 4.6 Ω in OFF state is simulated. By

Fig. 1 Octagonal patch
antenna

Fig. 2 Switchable filter on
the ground plane
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altering the states of PIN diodes, the resultant frequency bands can be obtained.
This is designed and simulated using antenna design tool HFSS. The dimensions of
the hexagonal patch are tabulated in Table 1.

3 Methodology

The process of designing the antenna to analyzing the results is presented in this
section with ear marked points.

• Construction of the reconfigurable antenna using electromagnetic tool HFSS.
• Placing PIN diodes in the slots for switching the frequency bands through

simulation studies.
• Optimization of the antenna model with parametric analysis and analyzing

results to prototype the model on FR4 substrate.

The dimensions of the antenna are given in the following table which is
extracted from the different models analyzed with EM simulation tool and opti-
mized values are considered.

4 Results and Analysis

By turning all the three PIN diodes OFF, the antenna will operate in triple band
where the input reflection coefficient S11 is less than −10 dB and covering fre-
quency bands from 2.4–3.4, 4.8–5.1, and 7.4–7.8 GHz which is depicted in
Table 1, when diode D3 is ON and rest are OFF, the antenna operates in dual band
covering 0.1–1.1 and 2.2–3.3 GHz frequency bands. The overall band character-
istics and gains of different states are presented in the table (Table 2).

The operating bands in state 3 give bandwidth of 1 GHz for 0.1–1.1 and
1.1 GHz for other band operating from 2.2 to 3.3 GHz, in which diode D3 is ON
and remaining are OFF. The antenna’s operating frequency ranges between 2.5 and
3.5 GHz for state 4 in which all the three diodes are ON. Thus, changing the states
of diodes results in changing the frequency band characteristics of the antenna. This
switching action can be controlled by operating the different PIN diodes presented
on the slotted structure of ground plane. The gain of the antenna is more significant
in state 2 and state 3 compared with different states.

Table 1 Antenna parameters

A B C D E F G H I J

22 mm 4.4 mm 5.2 mm 4 mm 5.2 mm 12 mm 5.2 mm 4 mm 5.2 mm 4.4 mm
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It can be observed from Fig. 3 that, in state 1, antenna is operated in three
narrow bands ranging from 2.3–3.4, 4.8–5.1, and 7.4–7.8 GHz, whereas in state 3,
antenna is operated in a narrow band ranging from 2.1 to 3.4 GHZ. When all diodes
are OFF (state 1), the antenna operates at its triple band covering S band and C
band, but when single diode D3 is OFF, then the antenna results in single narrow
band which is suitable for applications in S band.

From Fig. 4, comparison between states 3 and 4 is done to get better under-
standing about the property of frequency reconfigurability. In state 3, three narrow
bands ranging from 0.1–1.1and 2.2–3.3 GHz and a very narrow band of 10 MHz
are obtained, whereas in state 4, antenna is operated in a narrow band ranging from
2.5 to 3.5 GHz. When a single diode is ON (state 3), antenna is operating in dual
band covering L band and S band suitable for different applications.

In state 3 and 4, antenna is operated in dual operating band with 1 GHz band-
width each and improvement in the gain of antenna can be observed compared with
remaining states. Radiation pattern is defined as the variation of the power radiated
by an antenna in terms of direction away from the antenna. The lobe which contains
maximum power that exhibits the greatest field strength is the main lobe. Figure 5
shows the radiation patterns of different states. For state 1 and state 2, radiation

Fig. 3 Simulated reflection coefficient S11 for the proposed antenna in state 1 and 2

Table 2 Details of combinations of pin diodes and simulated frequency bands in each state

State Diode D1 Diode D2 Diode D3 Frequency bands (GHz) Gain (dB)

1 OFF OFF OFF 2.3–3.4
4.8–5.1
7.4–7.8

2.92

2 ON ON OFF 0.1–1.1
2.1–3.4

3.04

3 OFF OFF ON 0.1–1.1
2.2–3.3

3.02

4 ON ON ON 2.5–3.5 2.82
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pattern is not bidirectional while bidirectional radiation pattern can be observed for
state 3 and state 4.

Antenna’s gain gives us information about antenna’s directivity and antenna’s
efficiency. It is clear that from Fig. 6, different gain plots are depicted so as to
compare the It can be observed that when the antenna overall gain of the antenna in
all the four operating states. A gain of 2.92 dB is achieved for state 1 and almost the
same gain is observed in state 4. For state 2 and state 3, the overall gain is about
3.04 GHz and 3.02 GHz, respectively, and thus the radiation pattern and current
distributions of these states are very significant.

The current distributions for different states are presented. The intensity of
current can be analyzed from the scale which is shown in the figure. It is evident
that red color from the plot resembles the intensity of current through the antenna.
For state 1, current is distributed along the length of feed line and for state 2 current

Fig..4. Stimulated reflection coefficient S11 for the proposed antenna in state 3 and 4

state 1 State 2 state 3   state 4

Fig. 5 Radiation patterns for different states
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is distributed along the feed line and on the ground plane. It can be viewed from
Fig. 7 that the current is distributed for state 3 and state 4 along the slots placed in
the ground structure of the antenna.

5 Conclusion

A band reconfigurable octagonal shaped microstrip patch antenna with slotted filter
structure placed on defective ground is presented in this paper. The designed model
operates at different frequency bands for different states of diodes and the complete
analysis is presented in this work. Thus, frequency reconfigurability for different
bands in the communication applications is experimented successfully with diodes
ON and OFF positions and designed model is switching in the applications of Wi-Fi
and Wi-MAX with good impedance bandwidth and radiation characteristics.

Acknowledgements Authors are thankful to Department of ECE of K L University for
encouragement and also like to thank DST for the grant ECR/2016/000569 and SR/FST/ETI-316/
2012. We would like to acknowledge Notachi Electronics for technical support in this work.

state 1 state 2 state 3 state 4

Fig. 6 Gain plots for different states

state 1 state 2 state 3 state 4

Fig. 7 Current distributions for various states of diodes at different operating bands

Octagonal Shaped Frequency Reconfigurable Antenna for Wi-Fi … 587



References

1. C. Zhang, S. Yang, H.K. Pan, V.K. Nair and A E Fathy, “Frequency reconfigurable antennas
for multi radio wireless platforms” IEEE Microwave magazine”, vol 10, no 1, pp 66–83, Feb
2009.

2. D. Sreenivasa Rao, et al, Microstrip Parasitic Strip Loaded Reconfigurable Monopole
Antenna, ARPN Journal of Engineering and Applied Sciences, ISSN: 1819-6608 VOL. 11,
NO. 19, pp 1–7, 2016.

3. AsaJyothi, B. T. P. Madhav, M. Deepthi, C. Sindhoora, V. Jayanth, “A Novel Compact
CPW—Fed Polarization Diversity Dual Band Antenna using H-Shaped Slots”, Indian Journal
of Science and Technology, ISSN: 0974-6846, Vol 9, Issue 37, pp 1–8, 2016.

4. T Y Han and C T Hung, Reconfigurable monopolar patch antenna,” Electronics letter”, Vol
46, no 3, pp 199–200, Feb 2010.

5. P. SyamSundar, et al, “Radial Stub Loaded Antenna with Tapered Defected Ground
Structure”, ARPN Journal of Engineering and Applied Sciences, ISSN: 1819-6608 Vol. 11,
No. 19, pp 1–7, 2016.

6. P. Gardener, Mr Hamid, P.S. Hall and F. Gahanem, “Switched band Vivaldi antenna”, IEEE
transaction antenna propagation, vol 59, no 5, pp 1472–1480, 2011.

7. B. T. P. Madhav, A. V. Chaitanya, R. Jayaprada, M. Pavani, “Circular Monopole Slotted
Antenna with FSS for High Gain Applications”, ARPN Journal of Engineering and Applied
Sciences, ISSN 1819-6608, Vol. 11, No. 15, pp 1–7, 2016.

8. Chintana J Panagamuwa, Alford Chauraya, “Frequency and band reconfigurable antenna
using photo conductive switches”, IEEE transactions on antennas and propagation, vol 54, no
2, Feb 2006.

9. K V L Bhavani, Habibulla Khan, D Sreenivasa Rao, B T P Madhav, “Dual Band Notched
Planar Printed Antenna with Serrated Defected Ground Structure”, Journal of Theoretical and
Applied Information Technology, ISSN: 1992-8645, Vol 88, Issue 1, pp 28–34, 2016.

10. Hamid Baoudaghi, Mohammadnaghiazarmanesh and Mehdi Meharanpour, “A frequency
reconfigurable monopole antenna using switchable slotted ground structure”, IEEE antenna
and wireless propagation letters, vol 12, 2012.

11. N V Seshagiri Rao, Kumari Y, et al, “Design and analysis of printed dual band planar inverted
folded flat antenna for laptop devices”, Far East Journal of Electronics and Communications,
ISSN: 0973-7006, Vol 16, No 1, pp 81–88, 2016.

12. Chirag Gupta, DivyanshuMaheswari, Risteshkumarsraswat and Mithileskumar, A UWB
frequency band reconfigurable antenna using switchable ground structure, 2014 Fourth
international conference on communication systems and network technologies.

13. S S Mohan Reddy, et al, “Asymmetric Defected Ground Structured Monopole Antenna for
Wideband Communication Systems”, International Journal of Communications Antenna and
Propagation, ISSN: 2039-5086, Vol 5, Issue 5, pp 256–262, 2015.

14. H. Ghafouri-Shiraz and A. Tariq, “Frequency reconfigurable monopole antennas”, IEEE
transaction antennas propagation, vol 60, no 1, pp 44–50, Jan 2012.

15. B.T.P. Madhav, Harish Kaza, “Design and Analysis of Compact Coplanar Wave Guide Fed
Asymmetric Monopole Antennas”, Research Journal of Applied Sciences, Engineering and
Technology, 10, 3, pp 247–252, Jun-2015.

588 B. T. P. Madhav et al.



Cylindrical Structured Multiple-Input
Multiple-Output Dielectric Resonator
Antenna

B. T. P. Madhav, M. Ajay Babu, P. V. S. Praneeth Kumar,
M. Venkateswara Rao and D. Padma Srikar

Abstract This paper presents the design and analysis of cylindrical shaped
dielectric resonator MIMO antenna. The designed antenna was excited using
coplanar waveguide feeding with rectangular L-shaped slots placed on the ground
plane. The antenna was characterized using ANSYS Electromagnetic Desktop 17.0
(HFSS). Compared to the conventional microstrip antennas, the proposed dielectric
resonator antenna has several advantages such as smaller dimension, high gain, and
good radiation characteristics which are more suitable for millimeter wave range
applications. The proposed antenna has better radiation characteristics with a peak
gain of 9.08 dB, efficiency toward radiation is 97%, return loss bandwidth is
2.3 GHz, and it also offers front-to-back ratio of 16.3 dB at resonating frequency
60 GHz.

Keywords Millimeter wave applications ⋅ Cylindrical shape ⋅ Dielectric
resonator antenna (DRA) ⋅ Multiple-input multiple-output (MIMO)
Coplanar waveguide feed

1 Introduction

Dielectric Resonator Antennas (DRAs) have ubiquitous attention because of their
advantages such as high radiation efficiency, low dissipation loss, small size, low
cost, less weight, and ease of design flexibility. Generally, DRAs are used for
millimeter wave applications. Usually, the MIMO antennas are used in order to
enhance the data rate. In case of multiple-input multiple-output antennas, different
transmitters and receivers are used such that multiple radio signals transmit over a
single radio channel. Usually, at higher frequencies, the microstrip patch antennas
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suffer from conductor and substrate losses due to that efficiency and radiation
characteristics alleviate. In order to vanquish such losses, the dielectric resonators
are used. DR is made of the high permittivity material which is of low cost such that
its potential carried out over higher frequencies in order to obtain high radiation
efficiency. Over the decade, the research is focusing on bandwidth enhancement
using DRA. The microstrip antenna radiates through two narrow edges of the patch
whereas the DRA radiates through its entire surface except the grounded portion.
These dielectric resonators are widely used in microwave circuits like filters and
combiner applications to prevent energy loss in radiation. In order to work at such
frequencies ranges, we use different radiating structures. To obtain the frequencies,
the factors like dielectric materials, shape of cylinders, and field distribution play a
major role in designing such radiating structures. Radiation pattern and resonant
frequencies are measured to test the ability of different structures [1]. In order to
work in microwave frequency range, many antennas are used some of them are
conventional antennas. The dielectric resonators play a vital role in such microwave
frequencies. The mode of propagation (like TE111 and TE101) and input impedance
are some of the factors related to properties of the antenna [2]. In order to have the
applications of antennas as radiator at higher frequencies, they must possess min-
imum ohmic losses and wider bandwidth ranges. DRAs with aperture coupling are
capable of holding in microwave circuits [3]. DR antennas are the basic building
element of many filters and resonator working at microwave frequency range.
These have special features of higher radiation efficiency, easy integration, and
compact design. The main disadvantage of this antenna is bandwidth, usually for
microwave applications wider bandwidth is required. Methods to enhance the
bandwidth for DR antennas are presented in [4]. In [5], hybrid resonator using
coplanar wave guide feeding in order to improves the gain by introducing the
superstrate. It covers the entire industrial scientific and medical radio band (ISM
band). The resonator antennas are used in order to obtain high gain, broadband as
well as higher efficiency. The stacked DR with slot located beneath the substrate is
presented in [6]. Generally, we design small DRAs in order to make the design very
precise. To avoid that problem, larger resonators are designed with higher order
modes such as TEpqr by using slot coupling [7–9]. Ring-shaped DR with circular
microstrip patch is designed using hybrid electric modes (HE mode) and EH modes
as a transverse magnetic mode in order to obtain higher gain [10–12]. Split
cylindrical dielectric resonator antenna with different coupling such as microstrip,
probe, and aperture [13]. For a multiple-input multiple-output antenna, transverse
electric mode ðTE011+ δÞ and hybrid electric mode ðHE11δÞ must resonate at the
identical frequencies. The construction used in [14] is in such way that the DRs are
placed one upon another and same dielectric materials are used for both. The design
consists of dual feeding such that the bottom resonator is feed by using aperture
coupling as well as the top element is fed by using the bottom element.
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2 Antenna Geometry and Design

The proposed cylindrical MIMO DRA consists of three elements namely con-
ducting surface (ground plane), substrate, and radiating element shown in above
Fig. 2, respectively. The high resistivity silicon material with dielectric loss tangent
value of tan δ = 0.003 and relative permittivity εr of 11.9 is used as the substrate
material. The dimensions such as width “Ws”, length “Ls” and thickness “T ” of the
substrate used in design are shown in Table 1. The dielectric resonator with radius
“R”, and height “H” is made of silicon which is having resistivity of 2000 Ω-cm
placed on the top surface of the substrate. The dipole ends DRA whose length
(L) and width “W” are shown in Table 1. The cylindrical DRA was excited using
coplanar wave guide feed line of 50 Ω. The slot width “Sw”, slot length “SL” are
obtained in such a way that they are refrained from the conducting surface (ground
plane) and these slots are placed on the underside of the substrate. In case of CPW
feeding, the ground as well as the feed is in the same plane itself. The ground plane
is excited with perfect electric field which has infinite conductivity and zero
resistivity. Figure 1 shows the DRA, which is excited using single port due to that
the currents flow through the two slots in the same direction, the electric fields as
well as the magnetic fields is generated normally to each other and electromagnetic
energy gets radiated through the whole surface of cylindrical DRA. Figure 2 rep-
resents proposed multiple-input multiple-output cylindrical dielectric resonator
antenna consists of dual port with four “L”-shaped slots placed on the underside of
the substrate. The antenna is excited using dual feeding such that the current flows
through the four slots in an identical direction and get radiated through dielectric
resonator. The radiation boundary of the antenna is placed at a distance of (λ ̸4)
from the strong radiating element (dielectric resonator). The resonating frequency
of the dielectric resonator antenna can be calculated by using Eq. (1) which is valid
for ð0.4≤R ̸H ≤ 6Þ. From [10], the field and current distributions of the proposed
modal are shown in Fig. 4 such that the electric field and magnetic field are normal
to each other.

F =
c× 6.324× 0.27+ 0.36 εr

2H

� �
+0.02 R

2H

� �2h i

ffiffiffiffiffiffiffiffiffiffiffi
εr +2

p , ð1Þ

Table 1 Dimensions of the proposed antenna

Parameter Dimensions in mm Parameter Dimensions in mm

Ls 6.418 L 1.068
Ws 6.282 W 0.265
T 0.275 Ss 0.068
H 0.4 Sw 0.04
R 1.18 SL1 1.961
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where, “c” refers to velocity of light, “R” is radius of the cylinder, “H” is height of
DRA, and εr is relative permittivity.

3 Simulated Results and Discussion

The characteristics of the antenna such as return loss (S11, dB), VSWR, radiation
pattern, and gain (dB) are simulated using ANSYS Electromagnetic desktop (HFSS
17) and discussed in this section.

In order to verify the working condition of the antenna, the return loss provides
the solution. From Fig. 5 the return loss (S11) at port1 is around −16 dB, with
return loss S22 at port 2 as −42.2 dB and the transmission coefficients S12 and S21
as −29.9 dB. The return loss bandwidth is around 2.3 GHz at operating frequency
60 GHz. In order to verify whether the antenna is radiating efficiently, the VSWR
provides the solution. The value of standing wave ratio is 1.4 dB at 60 GHz (port1)
and 1.09 dB at 59.6 GHz (port2). From the obtained results, we calculated the
impedance bandwidth and it is around 86% at port 1 and 82% at port 2.

The reflection phase comparison of one-arm SAMC and four-arm SAMC
designs is shown in Fig. 3. Its value varies from +180° to −180°, satisfying the
basic property of artificial magnetic conductors. From the graph, it is observed that

Fig. 1 a CPW-fed DRA b CPW fed DRA with MIMO c side view of MIMO DRA antenna
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Fig. 2 Simulated fields and current distributions a electric field b magnetic field c current
distribution

Fig. 3 a MIMO DR antenna simulated S-parameter b simulated VSWR of the DR antenna using
MIMO
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all the four models cross the 0° phase line at four frequencies (1.92, 7.30, 17.8,
25.07 GHz).

In order to measure the ability of the radio energy of the antenna in a particular
direction, the gain of the antenna provides the solution. From Fig. 4a, it is clear the
peak gain of the proposed antenna is around 9.08 dB and maximum radiation is
along the Z direction with radiation efficiency of 97%. Figure 4b presents the
normalized antenna pattern of the proposed antenna at 60 GHz. The 3-dB beam
widths measured in E-plane, H-plane are 88.02 dB and 44.97 dB, respectively.
Peak magnitude of E-plane is 9.6 dB and peak magnitude of H-plane is 9.4 dB.

Figure 5 shows the gain of the proposed antenna with respect to operating
frequency (GHz). The realized peak gain of the antenna is 9.08 dB at 60 GHz.

Figure 6 presents the cross-polarization and co-polarization of the proposed
antenna at 60 GHz and the cross-polarization plot says that the antenna nearly
radiates in omnidirection with respect to H-plane Phi = 90°.

Fig. 4 Simulated a 3D gain b radiation pattern

Fig. 5 Simulated gain versus
frequency of the proposed
antenna
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4 Parametric Analysis

The designed antenna by varying the geometrical parameter such as radius (R)
height (H) of the cylinder, length (L) and width (W) of the dipole are not varied
because by varying these values, the radiation parameters of the antenna may
change abruptly such that the efficiency of the antenna will be reduced.

Since the DRA is placed on the top surface of the substrate, by increasing the
height of the cylindrical resonator, the substrate thickness will be reduced in order
to change the geometry of the antenna and therefore the height as well as param-
eters related to dipole remains unchanged. The radius of the dielectric resonator is
varied by choosing five consecutive radii spacing 0.05 mm. In the first iteration, the
radius is chosen as 1.08 mm, the obtained bandwidth is about 2.7 dB, similarly for
1.13 mm BW is of 2.6 dB, for 1.18 mm bandwidth is 2.3 dB, for 1.23 mm the BW
is 2.2 dB, for 1.28 mm the BW is 2.1 dB. The parametric variation is done for the
proposed antenna in order to get the optimum design values. Since the desired
frequency is 60 GHz by choosing the radius value as 1.18 mm, we are able to get
the return loss less than (−10 dB). The reflection coefficients at port 1 (S11) are
around (−16 dB) and the return loss at port 2 (S22) is around (−42.5 dB). The
transmission coefficients S12 and S21 values are around (−29.9 dB). So, the opti-
mum values such as R = 1.18 mm, and H = 0.4 mm are used in prototyping the
antenna. The reflection coefficient BW can be calculated by using Eq. (2) (Fig. 7).

% Bandwidth BWð Þ = fh − flð Þ×100 ̸fc. ð2Þ

Fig. 6 Simulated a cross-polarization b co-polarization patterns at 60 GHz frequency
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5 Conclusion

The cylindrical dielectric resonator MIMO antenna at 60 GHz is analyzed in this
paper. The parametric analysis is also done in order to get the optimum design. The
proposed model has better radiation characteristics such as high gain, high radiation
efficiency, and high front-to-back ratio. This dielectric resonator antenna overcomes
the substrate and conductor losses created by microstrip antenna usually at higher
frequencies. Due to such appealing characteristics, the antenna is used for mil-
limeter wave range applications.
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Multiband Semicircular Planar Monopole
Antenna with Spiral Artificial Magnetic
Conductor

B. T. P. Madhav, T. V. Rama Krishna, K. Datta Sri Lekha,
D. Bhavya, V. S. Dharma Teja,
T. Mahender Reddy and T. Anilkumar

Abstract An umbrella-shaped planar microstrip patch antenna with defective
ground is designed in this paper. The conventional ground of the antenna is
replaced by the suitable artificial magnetic conductor (AMC) structures, which is in
a defective ground. The AMC structures are the metamaterials which help in
reduction of surface waves. The antenna structures are implemented to achieve
multiband properties. A spiral artificial magnetic conductor (SAMC) with one arm
and four arms is used as ground plane to improve antenna performance. Charac-
teristics like operating bandwidth, antenna gain, and efficiency were analyzed for
the proposed antennas. All the proposed antennas operate at frequencies 1.9, 7.3,
17.8, and 25 GHz. The average gain and radiation efficiency are improved by
adding rectangular patches in the spiral SAMC ground. The detailed design of the
proposed antennas and simulated results obtained using ANSYS HFSS are
presented.

Keywords Spiral artificial magnetic conductor (SAMC) ⋅ Artificial magnetic
conductor ⋅ Semicircular planar monopole antenna ⋅ Multiband

1 Introduction

The requirement of multiband antennas has been on constant rise to satisfy the
applications of wireless communications. Besides, the designed antenna must have
low profile, light weight, and adaptable feeding techniques so that it can be easily
integrated with other circuits [1]. To meet these criteria, microstrip patch antennas
are used [3]. One way to realize the low-profile antenna design is to use artificial
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magnetic conductors (AMC), where conventional metallic ground plane is replaced
with a high impedance ground plane.

AMCs are extensively used in modern communications to enhance the band-
width requirements. It is a special member of high impedance structures
(HIS) family, which often serves as a ground plane for low-profile antennas [4].
AMC structures depend on periodic dielectric substrates and various metallization
patterns. Also, it does not allow surface wave propagation and reflects the wave’s in
phase but not out of phase [5]. Using these structures, we can achieve less
back-radiation than conventional PECs [6]. Typically, an AMC can be specified as
an electromagnetic band gap (EBG) material having a surface as magnetic con-
ductor to operate at a desired frequency band and assist in the reduction of surface
waves in certain band gap [7]. Electronic band gap structures are also known as
photonic band gap (PBG) structures and are identical to perfect magnetic con-
ductors (PMC) [8]. These EBG structures are efficiently used to overcome the
ailments of microstrip patch antennas such as low gain and narrow bandwidth.
Other metamaterials such as frequency selective surfaces (FSS) also serve as an
alternative to AMCs [9, 10]. AMCs are useful to solve the variety of electromag-
netic problems as it has specific properties. These are extensively used as wave
guide filters or as planar ground when operated in forbidden frequency band in
which it obstructs surface waves to propagate. In-phase reflection of AMC surface
indicates that its reflection coefficient magnitude is +1. Reflection phase varies from
+180° to −180° with respective frequency [11]. There are several versions of
AMCs such as mushroom type, peano-curve type, Jerusalem cross type, Hilbert
curve type, spiral type, and uniplanar compact type.

The concept of spiral AMCs belongs to broadband antennas and its performance
largely depends on the reflection coefficient. The working of spiral AMC structures
is best described by an equivalent LC circuitry. In [13], the spiral defective ground
with different feeding techniques was designed to achieve high gain, multi- or
ultra-wide bandwidth from 2 to 12 GHz and further proposed four-arm SAMC to
eliminate the cross-polarization effect. As the iteration order decreases, the equiv-
alent inductance decreases leading to a higher resonating frequency and also affects
the directivity of an antenna. The spacing between the arms of the spiral affects the
characteristics of the antenna. Depending on the arrangement of the arms, the spiral
AMC is categorized as one arm, two arms, and four arms.

In order to achieve multiband characteristics, an antenna is designed with
umbrella-shaped radiator and spiral AMC as a defective ground. First part of this
paper focuses on the design of one-arm spiral AMC as ground. Additionally, to
reduce the antenna size and cross-polarization, to overcome frequency disconti-
nuities, and to increase the number of resonating frequencies, four-arm spiral AMC
is used as a ground. These antennas are used in wide range of applications like fixed
satellite, radio navigation, and electromagnetic absorbers.
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2 Antenna Geometry and Design

A microstrip monopole antenna with two different Spiral Artificial Magnetic
Conductor (SAMC) structures is designed. The antenna has a semicircular radiating
patch and spiral artificial magnetic conductor (SAMC) as ground plane. The
antenna is printed on FR4 epoxy dielectric substrate with thickness of 3.2 mm that
has relative permittivity of 4.4. The dimensions of the substrate are Ls × Ws. The
radius of the semicircular umbrella shape patch is “r” mm. The semicircular
umbrella-shaped radiator is placed at a distance of “Lfeed” from one edge of the
substrate. The antenna is excited with microstrip line feed, where the width is
“Wfeed”.

The radiation box is at a distance of λ/4 from all sides of the substrate. Four
models are proposed in the paper as shown in Fig. 1, keeping umbrella-shaped
microstrip patch as radiator and varying the ground. The design started by con-
sidering conventional one-arm SAMC as the ground plane, as shown in Fig. 1a.
The SAMC is one type of structure that exhibits the artificial magnetic conductor
property. This AMC structure is modeled in the spiral shape, in this article the
rectangular armed spiral is used. The shape of the AMC is considered as spiral for
reducing the antenna size and to decrease the surface wave effects. Then, this model
is modified by joining the outer turn of one-arm SAMC with rectangular strip on
both sides, Fig. 1b. The dimensions of the patch, ground, feed, and the geometry of
the spiral are summarized in Table 1.

To minimize the cross-polarization level and to reduce bandwidth discontinu-
ities, four-arm SAMC has been designed, as shown in Fig. 1c. The geometry is
formed by joining two number of two-arm SAMCs orthogonally at the center.
Further to improve antenna efficiency and gain, the inner turn of four-arm SAMC is
joined with a rectangular patch on either side, as shown in Fig. 1d.

Fig. 1 Antenna geometries of umbrella-shaped antenna with spiral ground plane (AMC) a model
1 with one-arm SAMC, b model 2 one-arm SAMC with shorted strips, c model 3 with four-arm
SAMC, d model 4 four-arm SAMC with shorted
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3 Simulated Results and Discussion

The performance of the designed antenna models is measured in terms of return
loss, reflection phase, gain, E-plane, and H-plane patterns. The return loss and
reflection phase characteristics of four antenna designs are simulated within the
frequency sweep range up to 40 GHz and shown graphically in Fig. 2.

It can be observed that all the antennas operate at multiple frequencies, pro-
ducing multiband characteristics. For antenna model 1 and model 2, i.e., the
antennas with single armed SAMC are offered by more return loss beyond 26 GHz
frequency. The modified SAMC structure (in Model 3 and Model 4) with the four
arms provides a structural symmetry, due to which the reflection power loss is
minimized across the 26–40 GHz spectrum. The wideband characteristics can be
observed across 12–20 GHz band. It can be observed that Model 4 with the
four-arm SAMC has a better performance compared to other antennas. The oper-
ating band and resonating frequencies for the four antennas are shown in Table 2.

The reflection phase comparison of one-arm SAMC and four-arm SAMC
designs is shown in Fig. 2b. Its value varies from +180° to −180°, satisfying the
basic property of artificial magnetic conductors. At the resonating frequencies, the
reflection phase of the antenna is oscillating between 180° and −180°. From the
graph, it is observed that all the four models cross the 0° phase line at four fre-
quencies (1.92, 7.30, 17.8, 25.07 GHz).

Figure 3a depicts the simulation results of peak gain versus frequency of all the
simulated one-arm and four-arm SAMCs. The maximum and average gains of the
four models are observed and it shows that performance of Model 1 and Model 4 is
better and has reliable gain from 6 to 37 GHz. The maximum gain obtained for the
antenna with four-arm SAMC as ground is 7.90 dB at 34.8 GHz. The radiation
efficiency versus operating frequency of the four antenna geometries is shown in
Fig. 3b. The average efficiency across the frequency sweep is observed as 92% for

Table 1 Dimensions of the proposed antenna models

Parameter Ls Ws Lfeed Wfeed W Air gap R

Dimensions in mm 40 40 12 4 1 3 12

Fig. 2 Simulation results of a return loss and b reflection phase versus frequency characteristics
of antenna iterations
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the antenna in model 4 when compared to earlier iterations. The oscillatory nature
of radiation efficiency characteristics can be seen across the 1–6 GHz range is
corresponding to the operating bands and notches. It can be observed that the
antennas have better efficiency ranging from 1 to 15 GHz and the efficiency is
degraded further as the frequency of excitation increases. The vector E-field, current
distribution, and gain 3D are shown in Fig. 4.

The E-plane and H-plane radiation patterns of these proposed antennas are
simulated at all the four resonating frequencies obtained from reflection phase graph
and are shown in Figs. 5 and 6. At lower resonant frequencies, such as 1.92 GHz,
the patterns follow the dipole-like radiation patterns and an interchange in E-plane
and H-plane patterns is observed for model 1 and model 4 due to incorporation of
additional arms of SAMC. At 7.3 GHz resonant frequency, the patterns get the

Table 2 Operating ranges and resonating frequencies of the four antenna models

Antenna model
iteration

Operating band (GHz) Resonant frequencies
(GHz)Start frequency

(GHz)
Stop frequency
(GHz)

Antenna model 1 1.16 1.2690 1.19
1.8306 2.1195 1.99
5.5347 5.8977 5.67
6.7323 7.4160 7.14
8.4423 16.9949 9.88, 10.69, 13.74, 15.19,

16.32
18.5765 20.1553 19.2
24.4557 27.40 25

Antenna model 2 1.2406 1.7170 1.52
1.9579 2.0437 2
4.4700 5.0303 4.66
6.1029 6.7476 6.3
8.8196 12.2270 10.67
12.5211 17.1182 14.94
18.6607 20.1576 19.35
24.4270 27.7139 25.07

Antenna model 3 2.3125 2.5659 2.40
6.9472 9.3649 8.66
12.1179 20.0440 12.51, 16.75, 18.60
21.1919 40 25.6, 29.6, 35.81, 39.1

Antenna model 4 2.5618 2.8890 2.7
4.2575 4.4099 4.2
7.1401 9.4873 7.3, 8.5
12.07 20 12.6, 16.8, 17.8
20.8 40 22.9, 25.8, 29.7, 32.9,

36.13, 38.8
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deformation from omnidirectionality. As the frequency of operation increases,
multiple radiating lobes are coming into the scenario. For all of the antenna itera-
tions, the frequency of interest for computation of far-field radiation is based on the
applications such as fixed satellite, mobile satellite, and the higher bands such as
17.8, 25 GHz bands are having significance in radio location and radio navigation
applications.

Fig. 3 Simulation results of a peak gain versus frequency and b radiation efficiency versus
frequency characteristics of antenna iterations

Fig. 4 Field distributions and radiation patterns of proposed antenna at 20 GHz a E-field density
(V/m) b current distribution c 3D polar plot

Fig. 5 Simulated E-plane radiation patterns at different resonating frequencies a 1.92 GHz,
b 7.30 GHz, c 17.8 GHz, d 25.07 GHz
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4 Effect of Varying the Position of the Shorting Strips
on AMC

The parametric study is performed on the four-arm SAMC structure in the Antenna
Model 4. The evolution of antenna models has been incorporated with the shorting
of SAMC arms with a metallic strip. The characteristics are studied for the variation
in the position of the joining strip. The position of shorting the strip on the four-arm
SAMC ground is varied from 0 to 8 mm distance and the analysis results are
examined in terms of reflection loss parameter (Fig. 7).

The variation in position “xsh” parameter maintains the similar return loss
characteristics but the change is observed in the amount of reflection loss offered at
the operating bands. The common operating bands can be occurred at the above
parametric variations are 2.4, 3.9, 5.9, 7.2–9.7, 12.1–19.8, and 21 GHz to beyond
40 GHz. The parametric study on y-shift parameter of the shorting strip reveals that
the variation of position of slot is consistent and makes the antenna geometry
operate at 2.33–2.57, 5.87–9, 9.73–20.2, and 22.1–33.3 GHz bands which shows
the multiple wideband behavior. Here, the noticeable characteristics are when the
horizontal variation is performed, the resonances occurred between 16–21 GHz are
shifted when the vertical variation is performed, i.e., the shifting toward the lower
bands has been observed.

Fig. 6 Simulated H-plane radiation patterns at different resonating frequencies a 1.92 GHz,
b 7.30 GHz, c 17.8 GHz, d 25.07 GHz

Fig. 7 Return loss performance of model 4 a for parametric study on “xsh” (shift in x-direction)
parameter b for parametric study on “ysh” (shift in y-direction) parameter
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5 Conclusion

The defected ground structure in the form of spiral shape conductor in the ground is
investigated with the umbrella-shaped monopole patch element. Experiments are
carried on analyzing four types of iterative AMC structures. It is observed that the
number of turns incorporated in the spiral shape is the key parameter for occurrence
of multi-resonant and multiple operating bands in various regions such as from
2.56–2.88, 4.25–4.4, 7.14–9.48, 12.07–20, and 20.8–40 GHz. These are achieved
by controlling the airgap between the spiral elements of AMC. The comparative
analysis of all the four models was performed. These models have several appli-
cations in wireless communications such as fixed and mobile satellite service, radio
location, and navigation applications. The computed antenna gain at different fre-
quencies shows an average value of more than 7 dB. The computed radiation
efficiency of the antenna iterations shows gradual decaying characteristics at the
higher operating band (Ku, K, Ka bands). The decrease in the radiation efficiency is
in synchronous with the return loss characteristics. However, it is needed to be
improved for good radiation performance across those bands and it requires further
investigations on some other AMC geometries.
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Implanted Antennas Inside the Human
Body: Design, Simulations,
and Fabrication

Medikonda Ashok Kumar, Sushanta K. Mandal and G. S. N. Raju

Abstract Antennas are used in biomedical applications particularly for EM
Radiation energy therapy of different tumors. In this paper, a spiral planar antenna is
to operate a MICS (Medical Implanted Communication Service) frequency range of
402–405 MHz. It is designed to implant inside the human body for the treatment of
different tumors. The design is carried out using HFSS software. The antenna
performance characteristics are analyzed using parameters like i/p impedance,
reflection coefficient, return loss, 3D gain, and E-Field distribution. Finally, the
prototype and validation are done and theoretical and measured results are
compared.

Keywords Implanted antenna ⋅ Microstrip patch antenna ⋅ High-frequency
structural simulator (HFSS) ⋅ Medical implant communication service (MICS)

1 Introduction

Antennas have brought a wide revolution in the wireless applications [1, 2]. The
implantable antennas are widely used in medical devices [3, 4]. These antennas
have entirely different and specific features when compared with other radiating
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systems employed in personal communication system in daily life. The radiating
system should be compact and should be capable of operating over multiple bands.
They supposed to operate in an environment which is rather complex than free
space [3]. In addition, these antennas should be energy efficient and should be
consuming minimum power from the integrated battery with the implanted system,
thereby leading to enhanced life of the system. Although several antennas have
been proposed for implantable medical devices [5], the accurate full human body
model has been rarely included in the simulations. In this white paper, an
implantable planar is proposed based on the design for communication between
implanted medical devices in human body and outside medical equipment. Since
the MICS band of 402–405 MHz is a common wireless telemetry for implantable
medical devices [6], the proposed PIFA is designed for MICS band in this paper.
The main aim of this work is to optimize the proposed implanted antenna inside the
skin tissue of human body model and characterize the electromagnetic radiation
effects on human body tissues. Simulations have been performed using HFSS [4].

In this paper, a low-profile implantable patch antenna design has been per-
formed. The design is carried out in HFSS EM tool with the design consideration
like boundary conditions of human biological system. Reports in terms of S11,
current distribution, and SAR are used for analysis. Further, the paper is organized
as follows simulation description of the proposed and description of the geometry is
presented in Sect. 2. Brief reports presenting to the antenna design along with
analysis are presented in Sect. 3. Overall conclusion is mentioned in Sect. 4.

2 Design of the Proposed Antenna

The general shape of proposed design for implanted is based on the application. The
design of proposed antenna is shown in Fig. 1. The antenna consists of four steps
interconnected perpendicular sequentially at the edges while one strip is half the
other three and connected to only one strip at one edge. The antenna is excited with
a coaxial cable feed system at the edge of the wide strip. The feed partially extends
into the substrate area. The dimensions are mentioned in the figure. The substrate
has dimensions of 32 mm × 24 mm. the conducting strips facing toward the
lengthy substrate side are 24 and 12 mm. Similarly, the conducting strips are
16 mm in length and facing parallel to width of the subtract. The width of the
substrate is 4 mm while the material of substrate is Rogers RT Duroid with εr =
10.2 and tan δ = 0.003. The other parameters of antenna are considered to be
changed within the solution space in order to improve PIFA performance at 402–
405 MHz MICS frequency. HFSS Optometric, an integrated tool in HFSS for
parametric sweeps and optimizations, is used for tuning and improving the antenna
characteristics at the MICS bands inside the ANSYS human body model.

610 M. A. Kumar et al.



A grounding pin is used at the end of the radiating strip to achieve smaller
dimensions. The location of the feed can be optimized along x- and y-axis to match
the antenna to 50 Ω over MISC band. The strip lengths are also included in opti-
mizations to provide more degrees of freedom for improving the PIFA performance
at the desired frequency band (402–405 MHz).

3 Simulation, Results, and Discussion

The simulated model of the antenna is as shown in Fig. 2. For a realistic and more
appropriateness, the environment enclosing the antenna is simulated with human
skin material like boundary conditions. For simplicity, the case of single-layered
skin is considered as the environment encapsulating the antenna. This is corre-
sponding to the case that the antenna is implanted on first layer of the skin.

The current distribution on the surface of the antenna is as shown in Fig. 3.
Current toward the short length of the strip from feed point is more than the
distribution on the wide length. This is due to the low resistance leading to high
current density. SAR is another important parameter which is as shown in Fig. 4.

The resonant characteristics are verified with the corresponding return plots in
Fig. 5. The antenna covers the entire MICS band with its max efficiency at
405 MHz.

Validations of the simulated design of the antenna are possible with the fabri-
cated prototype of the same. The simulation strategy is said to be accepted when the
simulated results and the corresponding measured results are in good agreement.
Accordingly, the design is considered and its corresponding fabrication prototype
photograph is shown in Fig. 6. The experimental bench setup is shown in Fig. 7.

Fig. 1 Proposed spiral PIF
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Fig. 2 Simulated model

Fig. 3 Current flow on the surface
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Fig. 4 SAR distribution of proposed antenna

Fig. 5 Return loss (Frequency = 402 MHz and Total Gain = −16.196 dB)

Fig. 6 Fabrication of finalized antenna
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The measured results pertaining to VSWR and S11 are shown in Fig. 8,
respectively. The resonant characteristics and the corresponding bandwidth can be
read from the S11 and VSWR data provided by the network analyzer.

A comparative analysis can be performed using the tabulated data for both
simulated and measured reports the designed antenna in Table 1.

Fig. 7 a, b Experimental bench setup of proposed antenna
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4 Conclusion

The proposed antenna is designed and validated using the fabricated prototype. The
optometric feature of HFSS was employed to optimize the antenna performance at
402–405 MHz. The optimization results demonstrate that the length variation of the
radiating strip affects the resonance frequency significantly. The resonance fre-
quency of the implanted antenna was evaluated. For sake of more investigations, an
extensive antenna optimization could be performed to obtain miniaturized antenna
size and improved antenna performance for implantable medical devices. The
designed antennas are very small in size, this favors for miniaturization. The
reflection coefficient is as low at −15.2017 dB and −16.196 dB, respectively, for
both antennas at 402 MHz. Hence, the geometry is a very good structure for MICS
applications.
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Fusion of Wireless Sensor Images
Using Improved Harmony Search
Algorithm with Perturbation Strategy
and Elite Opposition Based Learning

H. Rekha and P. Samundiswary

Abstract The idea of image fusion in Wireless Sensor Network (WSN) is to
combine the important features of the various images from the multi-focus cameras.
Generally, image fusion in WSN consumes more energy and bandwidth to process
the images. Hence to reduce the above constraints, it is necessary to reduce the
computation time of the image fusion algorithm. In this paper, a histogram-based
multi-thresholding with optimization is proposed to fuse the images. Further, an
attempt has been made in this paper, by considering the Improved Harmony Search
algorithm with Perturbation Strategy (IHSPS) as an optimization technique. In
addition to this, the elite opposition based learning is also incorporated with the
IHSPS to improve the local search ability. From the simulation results, it is
understood that the incorporation of IHSPS with multi-thresholding outperforms the
existing multi-thresholding based image fusion algorithms in terms of computation
time and image quality.

Keywords Image fusion ⋅ Entropy ⋅ Histogram ⋅ Multi-Thresholding
Harmony search algorithm ⋅ Opposition based learning ⋅ Perturbation strategy

1 Introduction

Image fusion has become an important part of image processing applications. It
handles the different set of images sensed from various sensors [1–3]. In the last two
decades, many researchers have involved in the fusion of multi-focus and multi-
sensor images [4–8]. However, as on date, none of the fusion approach is sufficient
to fulfill the requirements of the WSN such as energy consumption, processing time
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and bandwidth. Thus, to improve the accuracy of fusion results and to address the
above complex problems, some of the existing fusion approaches are integrated
with the optimization algorithms. From the literature review [9–11], the image
fusion techniques that have utilized the optimization algorithms are successfully
reduce the computational complexity. In those studies, wavelet is used as a major
part and the optimization is carried out in the approximation band for determining
the optimum value of each coefficient. But, in general, the transform-based image
fusions are complicated and more time consuming during implementation in WSN.
Hence, the researchers are motivated by utilizing the spatial domain based fusion
technique for WSN-based applications. For example, Veysel Aslantas and Emre
Bendes [12] have appended the Differential Evolution (DE) based optimization
algorithm in region-based multisensor image fusion to improve the image quality.
Li-Ying Yang [13] has introduced the Particle Swarm Optimization (PSO) in
pixel-based image fusion. Another method called bio-geography optimization based
multi-focus image fusion is proposed by Ping Zhang et al. [14]. But, the
above-mentioned algorithms have not satisfied all the requirements of the WSN
because of their global optimization characteristics and low convergence.

To solve the above constraints, this paper proposes a histogram-based multilevel
thresholding with optimization for image fusion instead of transform based or
spatial based. Here, the histogram of the input images used for fusion is approxi-
mated by using the higher number of thresholds. Then, the selection of the optimal
thresholds is done by using Shannon’s entropy. With an increase in the number of
thresholds, the dimension and hence the computational time increases almost
exponentially. For this reason, a meta-heuristic optimization algorithm called
Improved Harmony Search Algorithm with Perturbation strategy (IHSPS) is used to
identify the best thresholds of source images. Elite opposition based learning is also
utilized to reduce the computational time by enhancing the local searching ability.
The rest of the paper is organized as follows: Sect. 2 deals with the existing image
fusion algorithm. Section 3 discusses about the proposed improved harmony search
algorithm with perturbation strategy. Section 4 describes the working principle of
the proposed image fusion algorithm. Section 5 demonstrates the analysis of the
simulation results and comparison of the proposed with the existing techniques and
finally the research work is concluded in Sect. 6.

2 Discussion About the Image Fusion Algorithm for WSN

The existing multi-thresholding based image fusion algorithm from [15] mainly
concentrated on the selection of number of thresholds and the type of optimization
algorithm (DE/IHSA). Figure 1 illustrates the general working principle of the
existing image fusion algorithm. In this algorithm, a global and objective property
of the histogram and Shannon’s entropy are used for choosing an optimal threshold
from each histogram bin of an input image. By comparing the optimal threshold
values of two input images using maximum selection rule, the fusion is performed.
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For a perfect fusion, the input images are first partitioned into number of bins using
the histogram concept. After the separation of each input image into number of
bins, the probability of the pixels from each bin is averaged by using the Shannon’s
entropy. Although the entropy provides the better result in terms of grouping the
pixels, the time required to process the pixels is more and also the average of pixels
is not accurate. To improve the probability of the entropy and reduce the compu-
tational complexity, the optimization algorithms such as DE and IHSA are tested
with the fusion algorithm. However, the computation time by using HMT with
IHSA is not enough to save energy consumption for sensor based applications.

3 IHSA with Perturbation Strategy and Elite Opposition
Based Learning

In order to improve the performance of IHSA, two modifications such as pertur-
bation strategy and elite opposition based learning are included with the IHSA
[16, 17]. The detailed explanation of the each modification is given below,

3.1 Perturbation Strategy

A perturbation strategy is presented to explore the neighbourhood domain of the
current global best harmony. The perturbation strategy is presented here as
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Fig. 1 Block diagram of the existing multi-thresholding based image fusion algorithm using
IHSA/DE optimization
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xnewj =
xbestj +ω× rand × xr1j − xbestj

� �
, if , rand1 < rand2

xbestj + σ × rand × xr2j − xr3j
� �

, otherwise

8<
: , ð1Þ

where ω and σ are constant number, rand, rand1, rand2 belonging to a uniform
distribution in the ranges [0, 1], r1, r2, r3 are distinct integers uniformly chosen from
the set {1, 2,…, size}.

3.2 Elite Opposition Based Learning

Generally, the opposition-based learning can improve the efficiency of the various
optimizations and keep the population diversity. In order to improve the search
space, the optimal adaptive value for the IHSA is an elite member which obtained
elite opposite solution by opposition-based learning of elite member. Let Bi be the
elite members in current populations, then the corresponding of elite opposition
based learning is given below

B1, j = δ xmj + ynj
� �

− bi, j, ð2Þ

where xmj =min Bi, j
� �

, ynj =max Bi, j
� �

4 Proposed Image Fusion Using Multi-thresholding
and IHSPS

The working principle of the proposed fusion algorithm is same as
above-mentioned existing multi-thresholding based image fusion algorithm. To
improve the performance of the existing multi-thresholding based image fusion
algorithm, this paper considers IHSPS instead of IHSA. The detailed working
process of the proposed image fusion algorithm is explained step by step below,

Step 1: Before implementing the fusion algorithm, the size of the two input
images chosen for image fusion has to be checked.

Step 2: The Number of Thresholds (NT) must be assigned before initializing the
fusion algorithm.

Step 3: By using the histogram, divide the input images into number of
non-overlapping bins according to their pixel values and NT.

Step 4: The threshold value of each bin is calculated by using Shannon’s
entropy. To maximize the Shannon’s entropy the following IHS algo-
rithm with perturbation strategy is incorporated.
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Step 5: Initialize the optimization parameters such as Harmony Memory Size
(HMS), Harmony Memory Consideration Rate (HMCR), Pitch
Adjustment Rate (PAR) and Perturbation parameter (P), stopping
criterion (NI).

Step 6: Initialize the Harmony Memory (HM) and elite memory. Consider the
individual and elite individual population as Xj = {xi,1,xi,2…xi,n} and
Xe = {xe,1,xe,2…xe,n}, respectively,

For (i = 0; i < HMS; i ++)
For (j = 0; j < n; j ++)

X*
i, j = k lbj + ubj

� �
−Xe, j,

where ‘k’ is the constant coefficient chosen between [0 1], lbj = min (xi,j)
and ubj = max (xi,j).

Step 7: Select the fittest individuals from the set of {Xi,j, X*
i, j} as initial HM.

Step 8: Improvise a new harmony from the HM.
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Step 9: Update the harmony memory. If the fitness of the improvised harmony
vector is better than that of the worst harmony.

Step 10: Check whether the stopping criterion (NI) is reached. Otherwise Step 8
should be repeated.

After the execution of the optimization algorithm, each threshold from the input
images is compared by the maximum selection rule and fused into the resultant
output image. The final output image has more fine details than the individual input
images and also the visual quality of the fused output image is much better than that
of the existing multi-thresholding based image fusion algorithm.

5 Simulation Results and Analysis

This section gives the visual and quantitative evolution of the proposed image
fusion method and its comparison with the existing histogram-based
multi-thresholding with IHSA/DE-based fusion method. The proposed method is
tested with pair of multisensor images of size 512 × 512 which is shown in Fig. 2.
For better image quality, the number of thresholds taken into consideration is 32.
The parameters used in the simulation of IHSPS are mentioned in the Table 1.

5.1 Qualitative Analysis

Generally, the estimation of the performance metrics such as mutual information,
entropy, etc., is not enough to analyse the efficiency of the fused output for some
WSN based applications. Therefore, visual inspections are necessary for the fused
output to judge the amount of recovered information from the input images and
artefacts. From Fig. 3, the visual quality of the existing multi-thresholding image
fusion algorithm using Differential Evolution (DE) and IHSA is poor when com-
pared with the proposed image fusion algorithm with the combination of IHSPS
optimization. Through the qualitative results, the proposed image fusion technique
has produced the better fused output with enhanced image quality than the other

Sensor Image BSensor Image A

Fig. 2 Different set of input sensor images
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techniques. Also, the features of the each set of image are perfectly fused with less
degradation.

5.2 Quantitative Analysis

The visual analysis is not the only performance criterion because sometimes it does
not give the clear perception about the image. Hence, some quantitative measure-
ments are also used in this paper to evaluate the performance of the proposed fusion
algorithm. They are Mutual Information (MI), Petrovic metric (QAB/F), entropy (H),
Fusion Symmetry (FS), Standard Deviation (SD) and computation time [15]. The
usage of MI is to calculate how much information of the input images is transferred
to the fused image. If the values of the mutual information and the Petrovic metric
are higher, it means that the fusion performance of the method is better. Tables 2
and 3 show the various fusion parameter results of the proposed and existing image
fusion algorithms for multisensor images. The metrics show that employing the
IHSPS optimization with the proposed fusion method leads to the best results in
terms of Average Pixel Intensity (API), MI and computation time among all other
fusion models. The API and MI are good criteria to justify the quality of the fused
output. Further, the proposed method is less expensive and low energy consuming
algorithm due to low computation time than that of the existing fusion algorithms.

Table 1 Parameters of
IHSPS

Parameter Value
HMS 100
PAR 0.9
HMCR 0.95
BW [0,1]
P 0.25
σ 0.6
ω 0.2

HMT with DE HMT with
IHSA 

HMT with 
IHSPS

Sensor 
image-A

Sensor 
image-B

Fig. 3 Qualitative comparison of the proposed with the existing fusion algorithms
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6 Conclusion

In this paper, an attempt has been made to solve the computational complexity
problem of existing multi-thresholding based image fusion algorithm by incorpo-
rating the IHSPS optimization. In the IHSPS algorithm, a perturbation strategy and
the elite opposition based learning are presented to improve the global and local
search capability. The efficiency of this proposed fusion scheme over existing
techniques is discussed by conducting the simulation on a different set of sensor
images. From the simulation results, it is confirmed that the proposed image fusion
algorithm can fuse the sensor images with less computation time and less degra-
dation in image quality than the previously developed image fusion approaches.
Hence, the proposed image fusion algorithm is suitable for wireless image
sensor-based applications. In the future, the research work can be extended by
incorporating the hybrid-based optimization to enhance the fusion performance.
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A Review of Radio Frequency MEMS
Phase Shifters

G. Srihari and T. Shanmuganantham

Abstract Microelectromechanical systems (MEMS) have been well known in the
field of microelectronics and device technology. The future work deals with review
of Radio Frequency Microelectromechanical System phase shifter uniqueness and
significance in communication structure. A review of common RF Phase shifter
topologies using various devices like PIN diodes and Field-Effect Transistors will
be addressed. It presents distributed MEMS transmission line phase shifter design
with different transmission line architectures and effect of pull-in voltage on
RF MEMS phase shifter.

Keywords RF MEMS ⋅ Phase shifter ⋅ FET ⋅ CPW ⋅ DMTL
ESAs ⋅ MMIC ⋅ MIM ⋅ MAM ⋅ BCPW ⋅ Actuation voltage
Isolation ⋅ Insertion loss

1 Introduction

To track, map, and detect the space objects to enable spacecraft to maneuver away
from possible collisions, communication links and radar systems are used. Currently,
omnidirectional antennas and steerable parabolic reflectors solve these tasks.
However, as the new space exploration initiative with prolonged human presence on
the Moon and Mars, phased array plays a key role in securing the future of these
communication systems. An electronic, mechanical, or automatic switch is
employed in Electronically Scanned Arrays (ESAs) to change the phase of every
radiating part across an aerial, consequently enabling the radiated beam to guide [1].
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MEMS technology had wide applications in environmental science, life science,
aerospace, and communication for their active characteristics. Mainly, current
developments of individual communication devices come with millimeter and
microwave frequency range. A network with two ports where the phase differen-
tiation among output terminal and input terminal can be restricted by a dc bias
signal [2], known as phase shifter. Present in RF field, MEMS technology has
powerfully advantages, since RF MEMS equipments switches, inductors, filters,
varactors and describes considerable power decrease for telecommunication, space
and radar systems. Ferrite phase shifters have high powers handling capacity, short
insertion loss, and high fabrications price as well as complex in nature. Semicon-
ductors such as PIN diode and FET phase shifters are cheap, lesser dimension than
ferrites. But due to high insertion loss, their usage was limited. So to overcome the
limitations, phase shifters by means of micromechanical system bridges can be
used.

Small insertion loss, small drive power, nonstop tenability and small manufac-
ture price, phase shifters are the solution to growth of weightless antennas. Phase
shifters design are classified as continuous design and discrete design. Continuous
phase shifter gives nonstop changeable phase from 0 to 360° by means of varicaps.
Discrete phase shifter gives discrete set of phase delays by means of switches. Two
necessities are intended for phase shifters: Stable phase against frequency as well as
linear phase against frequency. Radar systems use stable phase designs to process
the radar signal and in high accurate automatic systems, and are built with switched
networks or else loaded line techniques. True time delay phased arrays uses linear
phase designs with switched delay lines [3]. Here, we primarily concentrated on RF
phase changing unit cell through episodic assignment of MEMS parallel switches
on top of CPW, which is recognized as distributed MEMS t-line [4]. RF control
experiences a number of limits, such as restricted process speed, upper operating
voltage plus related dependability issues buckling of the ray, and stiction. Minia-
turization process was the solution to overcome problem.

2 MEMS Phase Shifters

MEMS switches as well as apparatus established abnormal performance on RF as
well as UHF frequencies with high isolation, small insertion defeat, and small force
power. The MEMS switch produces phase difference by switching signal between
two path lengths, shown in Fig. 1. This forms a distributed capacitive switch, which
varies useful transmission line capacitance. Bringing MEMS machinery in single
design with new dielectric tunable material is able to result in less-weight, low-cost,
large-phased arrays through notably reduced production price. The benefit with
dielectric tunable material gives continuous alteration in phase. Consequently,
signal propagating in two dissimilar path lengths l° and l° + l, PIN diode phase
shifter produces phase shift. The phase shift corresponding to extra path delay is βl,
with β as medium propagation constant [3].
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Currently, three types of MMIC phase shifters are available. The switch which is
used to pass electrical signals via short or long length of transmission line, is called
switched line phase shifters. The later one switches the electrical signal between
two circuits that have opposite phase characteristics; typically the two circuits are
differentiator and integrator. The last type uses variable capacitors to alter the
propagation constant of the transmission line [4]. GaAs MMIC phase shifters have
been in development since the early 1980s [5–7], and they are now commercially
available as cataloged parts [8–16]. The two, GaAs MMIC phase shifters and
MEMS phase shifters have advantages and disadvantages. Because MEMS
switches are needy on motion of mechanical arrangement, they are comparatively
sluggish toward electronic devices. Electrostatically operated MEMS switch comes
with switching rate of 10100 µsec and mechanically operated MEMS switch has
switching rate of 1–10 ms. These switching rates are slow in comparison to PIN
diode and MESFET switching speeds in the nanoseconds range. Thus, MEMS
switches will not be used in ICs such as computer chips, but size of RF IC is
dependent on the passive circuits, not the active devices. So, the difference in circuit
size between MMIC and MEMS phase shifters is small; X and W-Band phase
shifters of each type differ in size by less than a factor of two, as shown in Table 2.
Once MEMS technology matures to a commercially viable product, reduction in
size will occur.

(1) Switched delay line phase shifter: Here, MEMS switches are classified as
resistive chain control element (metal–metal) or parallel metal–insulator–metal
switch. In high-frequency applications, capacitive parallel switch was regularly
used, because it is smaller operating voltage as well as quicker switching rate
compared with series switches. Such phase shifters are formed by cascade
arrangement of 180, 90, 45, 22.5, and 11.25° phase shifters. Switches are
controlled for propagation of RF signals selectively. Distinction between paths
lengths gives phase shift.

(2) Polymer-based MEMS phase shifter: Because of bridge structure, MEMS phase
shifters have a small loss that prevents leakage current. Apart from advantages,
lower operating voltage was still a key factor in MEMS structures. Height of
MEMS bridge was at least 3 µm to decrease bridge parasitic capacitance and
consequences in operating voltage around 100 V through conservative metal
bridges. Operating voltage can be decreased through dropping bridge altitude

Fig. 1 Illustration of PIN
diode MEMS switched line
phase shifter
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otherwise adopting bridge material comparatively small expandable modulus of
polymer.

(3) Distributed RF MEMS phase shifter: Here, capacitive parallel switch has slight
metal bridge balanced above center electrode of the co-planar waveguide
(CPW). DC bias voltage changes bridge height.

A slight dielectric (silicon nitride) coating is placed on base electrode to reduce
stiction and gives separation between metal suspension bridge and base electrode.
When dc voltage was biased to base electrode of metal bridge, an attractive elec-
trostatic force pulls metal membrane down in direction of base electrode, as shown
in Fig. 2.

3 Phase Shifter Library

Rebeiz and Scott Barker [17] have given distributed MEMS true time delay
transmission line phase shifter using wide band switch for phased array applications
(Fig. 3).

A continuous control voltage (10–23 V) applied to middle conductor of
co-planar waveguide could alternately achieve up and down states, which causes
increasing distributed capacitive loading. The determined results show 118° phase
shift at 60 GHz as well as 84° phase shift at 40 GHz.

Barker and Rebeiz [18] presented “Distributed MEMS TTD phase shifter design
optimization at 0–60 GHz”.

Quartz substrate with varying widths of center conductor was used for phase
shifters. The line with 100 μm middle conductor width was exposed to be best for

Fig. 2 Schematic
representation of switch in
upstate and down state

Fig. 3 Distributed MEMS
transmission lines on CPW
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phase shift. The design with Cr = 1.17 produces 360° phase shift at 40 GHz
whereas by Cr = 1.3, a phase shift of 1000 is obtained at 40 GHz.

Malczewski et al. [19] presented a paper that gives 4-bit X-band low loss
RF MEMS monolithic phase shifter design. These microstrip circuits were created
based on reflection methodology via 3-dB couplers on high resistivity silicon.
Circuit gives insertion loss 1.4 dB, return loss lower than 11 dB at 8 GHz. The
4-bit phase shifter circuit has two 2-bit reflection sections as shown in Fig. 4. The
earlier 2-bit section produces phase shift of 0, 90, 180, and 270° and next 2-bit
section gives tiny states: 0, 22.5, 45 as well as 67.5°. Hence, two sections are
combined to form a 4-bit phase shifter, switching from 0 to 337.5° in 22.5° steps.

Pillans et al. [20] constructed Ka band 3-bit and 4-bit phase shifter by means of
resonant switched t-line microstrip methodology as shown in Fig. 5. Two
quarter-wave transformations performed by RF MEMS capacitive switches to allow
switching among different delay paths result in phase shifting. 4-bit phase shifter
results 0 to 337½° phase shift with 22½° steps and 3-bit phase shifter results 0 to
315° phase shift with 45° steps (Fig. 6).

Hayden et al. [21] draughted the design of 2- and 4-bit wideband distributed
microstrip phase shifters on silicon substrate, for DC-18 GHz operation. A mi-
crostrip distributed MEMS t-line design, which has periodically stacked series
MEMS varactor with predetermined value microstrip radial stub, was presented.

Fig. 4 Illustration of 4-bit phase shifter with two 2-bit sections

Fig. 5 Snap of 4-bit MEMS
phase shifter
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2-bit and 4-bit design results in maximum phase shift of 262° and 333° at 16 GHz
(Fig. 7).

Kim et al. [22] created low loss digital distributed phase shifters by capacitive
parallel switches for V-band applications. To reduce dielectric loss, metal–air–metal
(MAM) capacitors were used in series with MEMS parallel capacitive switches
instead of conventional metal–insulator–metal (MIM) capacitors. By application of
bias through choke spiral inductors to the MEMS shunt switches, operating voltage
of phase shifters was decreased to 15–35 V (Figs. 8 and 9).

Tan et al. [23] gave new RF MEMS series switch low loss phase shifter with
single pole four throw (SP4T) switch design. GaAs substrate was used for fabri-
cation occupies less than 12 mm2 space. 4-bit phase shifter provides near exact
phase shift from 0–18 GHz of 0°, 90.1°, 177.8° and 272° at 10.25 GHz, respec-
tively (Fig. 10).

Tan et al. [24] described low loss X-band true time delay (TTD) MEMS phase
shifter fabricated on GaAs substrate (Fig. 11).

A new approach by means of microstrip t-lines with MIM capacitors as delay
lines was used to decrease circuit dimension and to keep away from high insertion
loss. Here, 2-bit phase shifter attained 90° and 180° phase shifts at 10 GHz,
respectively. It occupies an area of 5 mm2, which was remarkably smaller. Phase
shifter works at 6–14 GHz with improved reflected loss less than-14 dB.

Ramadoss et al. [25] reported an X-band distributed line RF MEMS phase shifter
by means of printed circuit based technology. Hereby application of DC bias
voltage 40 V, the phase shift 31.6° with minimum insertion loss 0.56 dB at 9 GHz
achieved. Such phase shifters are suitable with monolithic integration through large
dimension phased array antenna with low dielectric constant substrates Polyimide

Fig. 6 Snap of 3-bit MEMS
phase shifter

Fig. 7 Snap of entire 2-bit
phase shifter, 180° part is on
top and 90° part is on bottom
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Fig. 9 a Diagram of V-band 2-bit MEMS phase shifter

Fig. 10 a SP2T and b SPST
based 2-bit phase shifters

Fig. 8 a Diagram b correspondent circuit c snap of unit cell MEMS bridge and series MAM
capacitor phase shifter

A Review of Radio Frequency MEMS Phase Shifters 633



or Teflon. Phase shifter units of similar types can be used to give phase shifts of
15°, 30°, 45°, respectively and these are cascaded and could acquire multi-bit phase
shifters (Figs. 12 and 13).

Guo et al. [26] suggested a design of MEMS-based millimeter wave phase
shifters, consisting a CPW transmission line once in a while stacked with a number
of slim metallic membranes. A novel low-resistivity porous silicon wafer (substrate)
with low loss micro wave CPW was developed. Oxidized porous silicon
(OPS) coated with polyimide-based co-planar waveguide revealed lesser loss than
0–7.5 dB at 0–40 GHz, in contrast with quartz.

Bartolucci et al. [27] gave an experimental consequence of binary DMTL RF
MEMS phase shifter using co-planar parallel switches. A new technique based on
the image constraint demonstration 2-port network was suggested for modeling
device structure. Phase shift of 180° was obtained at f0 = 13.7 GHz. The 180°
phase shifter had been realized with six capacitive switches in shunt, which actuates
at 50 V (Fig. 14).

Tang et al. [28] gave a new design idea for multi-frequency RF MEMS phase
shifter. The suggested method had an insertion loss more than -2 dB and return loss
not as much of -10 dB at two working frequency range. Phase shift 180° and 90°
was determined for single RF MEMS phase shifter.

Fig. 12 Outlook diagram of
printed circuit MEMS
varactor

Fig. 11 a LC phase shifter network b and c its semi-lumped networks
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4 Conclusion

The review manuscript concludes different MEMS phase shifters. In addition, it
also concludes how RF MEMS phase shifters are better than existing phase shifters
in dimension, necessary power, and insertion loss. The effect of applied voltage on
movement of actuator in different cases was explained. Since MEMS phase shifter
comes with small drive power, small insertion loss, and small manufacture cost,
electronically scanned array antenna and radar systems are developed with low cost,
light weight. Hence, MEMS bridges with different structures act as phase shifter
when applied bias voltage is less than pull-down voltage. Among all MEMS phase
shifters, DMTL phase shifters are more preferable in all aspects due to reduction of
size, required power, insertion loss which show high impact on future research.

Fig. 13 Layout of printed circuit based MEMS phase shifter

Fig. 14 Basic cell circuit
model used for phase shifter
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Impact Analysis of Blackhole, Flooding,
and Grayhole Attacks and Security
Enhancements in Mobile Ad Hoc
Networks Using SHA3 Algorithm

P. Ramya and T. SairamVamsi

Abstract Security is the major concern in mobile ad hoc network (MANET) as it
is prone to attacks due to the absence of a centralized authority, dynamic nature,
limited resources, scalability, etc. This paper mainly focuses on the effects of
various attacks like blackhole, grayhole, and flooding in a MANET. This paper
describes the simulation study of various attacks using Ad hoc On-demand Distance
Vector (AODV) routing protocol, i.e., how the attacks affect throughput and Packet
Delivery Ratio (PDR) using Network Simulator (NS2). The impact of various
attacks is also analyzed by increasing the number of attackers. Comparison of
various attacks is also presented. The paper also focuses on security enhancements
in AODV using SHA3 algorithm.

Keywords MANET ⋅ AODV ⋅ Blackhole ⋅ Grayhole ⋅ Flooding
Attacks

1 Introduction

Mobile ad hoc network (MANET) is a group of mobile nodes [1], they commu-
nicate through wireless links. A MANET is a self-configuring, self-healing, and
self-organizing network without any centralized authority. However, few nodes
may misbehave and therefore can be a significant problem. The nodes may be
malicious or selfish in nature. Malicious nodes may drop few or all packets.
A selfish node stops forwarding packets in order to conserve its resources like
bandwidth, battery life, CPU cycles, etc. Therefore, measures must be taken to
isolate these nodes in a MANET [2].
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2 Security Attacks and Related Work

In this section, we discuss on blackhole, grayhole, and flooding attacks.

Blackhole attack: A blackhole intruder [3] initially attacks into the routing path
and drops few or all packets instead of forwarding them to its neighbors which
causes very small packet delivery ratio. When a source sends a RouteRequest
(RREQ) message, blackhole sends a false Route Reply (RREP) message claiming
that it has a shortest path to the destination. Whenever the source device receives
the message, it sends packets to blackhole node which drops the packets. Figure 1
depicts the blackhole in a MANET. Blackhole attack is implemented by consid-
ering few nodes as malicious nodes. The nodes in red are malicious and start
dropping packets.

Flooding attack: Reactive protocols like AODV depend on RREQ messages. In
this type of attack, the attacker either sends lot of RREQ packets or data packets to
exhaust the resources like bandwidth which leads to congestion. Figure 2 depicts
flooding in MANET. Flooding attack is implemented by sending number of RREQ
messages.

Grayhole attack: It is a different type of blackhole attack [3]. In this attack, the
attacker drops the packets selectively. Initially, the attacker node behaves as a

Fig. 1 Blackhole in a MANET
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genuine node during route discovery and then it may drop all or few incoming UDP
packets. As the blackhole node which initially acts as genuine may switch over to
malicious node and is difficult to identify it. As stated above AODV is vulnerable to
the above attacks.

Many researchers contributed toward the security in MANET. Few of the
existing protocols include the following:

SAODV Secure AODV [4] was proposed to secure AODV messages wherein
digital signatures are used to authenticate immutable fields of messages
and hash chains to protect information regarding hop count. However,
this requires large processing power and often it is slow which are
considered as the major drawbacks.

SRP Secure Routing Protocol [5] incorporates security association between
two communicating nodes. The major drawback of this protocol is that it
does not consider malicious nodes during communication.

Mane and Gothwal [6] proposed the security improvement for attacks in
MANETs using SHA1 algorithm. However, SHA1 is outdated and is prone to
vulnerabilities.

3 Proposed Algorithm to Improve Security in MANET

In order to enhance security in AODV, SHA3 algorithm is used. SHA3 algorithm
was first published by NIST in 2015. SHA3 makes use of Keccak algorithm and
also incorporates sponge functions which are a concept of cryptographic hash
functions and has arbitrary output length. A Keccak function is represented as
Keccak-f[n] where n takes the values 25, 50, 100, 200, 400, 800, and 1600, and

Fig. 2 Flooding in MANET
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uses simple functions like XOR, AND, NOT, and rotate. In the paper, SHA3 is used
instead of SHA1 as SHA3 is not vulnerable to few attacks like length extension
attacks whereas SHA1 does. Obviously, SHA3 outperforms SHA1.

A Message Digest with hash say K1 as a key is available with source and
destination of an AODV message. Then, SHA3 Keccak’s hash K2 of K1 is gen-
erated, i.e., K2 = SHA3 (K1). AODV message is now encrypted using K2 at
source and the packet is now transmitted. Similarly at the destination, the message
is decrypted with the same hash, i.e., K2.

Blackhole and flooding attacks can be eliminated using SHA3 Keccak’s algo-
rithm. The eliminations are simulated by following the below steps.

• Neighbor nodes are selected for the source and destination using neighbor
selection algorithm [7].

• Whenever a node generates a RREQ, RREP, or RERR message, the algorithms
and corresponding process are run at sender and receiver which makes use of
SHA3 Keccak’s algorithm.

• Malicious nodes are injected into the network and are identified as they drop the
packets [8]. This is done by using dynamic threshold algorithm. A minimum
threshold value is maintained for PDR. If PDR drops below the threshold, it is
identified as malicious node.

• All the malicious nodes identified are blacklisted. So a list is created and all the
malicious nodes are added to the list. If a route involves a malicious node, the
route is discarded and a new route to the destination is identified. Before a route
is finalized, there is a need to check the list of malicious nodes and make sure
that no malicious node falls in the route. In this way, malicious nodes are
isolated and a route which is free of malicious nodes is identified and packets are
sent to the destination from the source [9].

4 Simulation and Result Analysis

This section deals with the simulation of AODV protocol under various attacks.
This paper discusses on the effect of various attacks in MANET through simulation
study. The paper demonstrates the impact of various attacks like blackhole,
flooding, and grayhole attacks on performance evaluation parameters like
throughput, packet delivery ratio (PDR), and end-to-end delay. The simulation is
done by varying the network size, i.e., number of nodes and by varying number of
attackers also.

A. Experimental Setup

The performance analysis is done on Ubuntu operating system using Network
Simulator NS2. For performance evaluation, we considered throughput and PDR
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The analysis is also done by varying number of attackers. Two-ray ground mobility
model is considered with node speed of 30 m/s within an area of 1200 × 1200.
The packet size considered is 512 bytes and the traffic pattern is constant bit rate.
Table 1 shows the all the simulation parameters for network setup.

Simulation Parameters:

B. Performance Evaluation

Throughput: In general, throughput of the network is the average rate of successful
transmission of data packets delivered from source node to destination node. The
throughput is as high as possible for any network.

Packet delivery ratio (PDR): PDR of any network is defined as ratio between
number of total number of packets received by destination node and total number
packets transmitted by source node [10].

End-to-end delay: End-to-end delay is stated as the time taken by the packets to
reach the destination [11].

The above metrics are considered by changing the size of network and number
of attackers.

C. Simulation Results

AODV without attacks: Figures 3 and 4 depict the variations in throughput and
PDR by changing number of nodes. As the nodes are increased, the throughput
initially increases and drops when the nodes are further increased. Also the vari-
ations in throughput can be observed due to the mobile nature of the nodes.

Figure 5a, b, c depicts the variations in throughput, PDR, and end-to-end delay
by varying number of nodes with three blackhole/flooding/grayhole nodes.
Figure 6a, b, c shows the throughput, PDR, and end-to-end delay by varying
number of attackers. It is observed that there is a significant fall in throughput and
PDR when the number of attackers is increased.

Comparison of blackhole, grayhole, and flooding attacks is also done. From the
results, it is evident that the attacks have larger impact on MANET. Throughput has

Table 1 Simulation
parameters

Platform Ubuntu

NS2 version NS2.35
Number of nodes 10–100
Traffic CBR (constant bit rate)
Packet size 512
Simulation area 1200 m × 1200 m
Node speed 30 m/s
Mobility model Two-ray ground
Number of attackers 1–5
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larger impact in blackhole and end-to-end delay increases in grayhole. As the
number of attackers are increased, throughput and PDR drastically fall in both
blackhole and grayhole attacks.

Elimination: The above attacks are eliminated by using SHA3 Keccak’s algorithm
as discussed in Sect. 3. As a part of simulation source, destination and neighbors
are identified. In the next step, malicious nodes are detected and are added to the
blacklist. Then the alarm packets with malicious list are broadcasted so that no
malicious node is involved in a route. Finally, a malicious node free route is
identified and packets are transmitted from source to destination. Figure 7 shows
the complete process of elimination.

Fig. 3 Throughput versus number of nodes

Fig. 4 PDR versus number of nodes
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Fig. 5 a Throughput versus number of nodes b PDR versus number of nodes c End-to-end delay
versus number of nodes

Fig. 6 a Throughput versus number of attackers b PDR versus number of attackers c End-to-end
delay versus number of attackers
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5 Conclusion

MANET’s performance is mainly based on the factors like number of nodes,
mobility, number of attackers, bandwidth, propagation model, node positions, etc.
The performance degrades when MANETs are prone to vulnerabilities like security
attacks. The simulation results conclude that the drastic fall in throughput and PDR
is observed as the number of attackers is increased. It is also evident that as the
network size increases, it becomes easier for the attackers to intrude and drop the
packets. The impact of the attackers also depends on the position of attackers at that
instance as they are mobile in nature. We can further improve the work by con-
sidering other attacks like rushing and wormhole attacks and also isolate them from
the network which is our area of research and the work is in progress.
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Energy-Efficient and High-Speed Hybrid
1-Bit Full Adder

Penumatsa Sushma Sri Naga Mowlika and Vemu Srinivasa Rao

Abstract Full adders are one of the best design blocks of the researches to design
multiple numbers of applications. This paper presents different types of logic styles
of full adders which are been used. The hybrid 1-bit full adder is designed by
accepting the different types of logics which are used to get good results. This
design is act by applying of cadence virtuoso tools. By using of these logic styles,
the capacity and latency of the entire adder are reduced.

Keywords Hybrid design ⋅ CMOS logic ⋅ Transmission gate logic

1 Introduction

The full adder is the basic implemented block of any VLSI applications (or) in any
normal applications. Adder is an important part of microprocessor. Full adders
[1, 2] are mostly used to solve the arithmetic operations like subtraction, multi-
plication, division, etc. The researchers are also working more on the adder cell so
they are keeping a lot of effort on the designs by using the adder cell with different
number of transistor count. The logic design styles in general are divided into two
categories: (1) Fixed style (2) Unfixed style. The fixed style full adders are
dependable, uninvolved with low capacity requirement. The unfixed style full
adders are small for on-chip area requirement.

Divergent Logic Styles lean to have the approval when comparing with other
Logic Styles. The Significant Logic design styles in the standard dominion are
Static CMOS [3], Dynamic CMOS [3], Complementary Pass Transistor Logic
(CPL) [1, 4] TGA [5], HPSC adder [6], 4T XNOR [2], Parallel 4 FCA [7], etc.

P. S. S. N. Mowlika (✉) ⋅ V. S. Rao
Department of Electronics and Communications, Shri Vishnu Engineering
College for Women, Autonomous, Bhimavaram, India
e-mail: mowlika1102@gmail.com

V. S. Rao
e-mail: vemu1974@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
J. Anguera et al. (eds.), Microelectronics, Electromagnetics
and Telecommunications, Lecture Notes in Electrical Engineering 471,
https://doi.org/10.1007/978-981-10-7329-8_66

649



By combining of one (or) more logic styles, it can be referred as hybrid logic design
style that may be either of any logic design.

This design can utilize the characteristics of divergent logic styles when com-
pared through execution of the full adder [8]. Coming to the logic styles, the CMOS
style adders consist of 28 transistors with ascend and transistor sizing. On the other
hand, CPL [5] has the advantages of full swing with 32 transistors but it cannot be
applicable for low power applications. This design can be improved with dissimilar
specifications as capacity, latency, and number of transistors in this structure. This
circuit is implemented by using 180 and 45 nm technology in cadence virtuoso
tool. The power dissipation of the full adder is 9.48 μW and delay of the entire
adder is 61 ps giving the supply voltage of 1.8 v. This design is also further
implemented for 32-bits.

2 Details of Adder Structure

This structure is typified by using of three modules. The first and second module
represents the XNOR modules which are used to accomplish the sum signal, while
the module 3 accomplishes carryout signal which is shown in Fig. 1. In this circuit,
every module is formed alone to get the power dissipation, delay and area in
optimized way.

2.1 Module 1

In this, module 1 is very important for getting of the highest power. Module 1 is
also formed because of the reduction of the capacity to the low attainable
enhancement for abstaining the reduction of voltage. Figure 2 shows module 1 by
using of weak inverters (mp1 and mn1) that means the width of transistors is less.

Fig. 1 Schematic of adder structure
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By keeping of feeble inverter, the outputs can be occurred to full swing by the
transistors of MP3 and MN3. The MP3 and MN3 transistors are connected in an
inverter format which can be called as a Level Restoration Circuit.

2.2 Module 3

In this full adder circuit, the carry signal can be executed by using the transistor of
nmos and pmos which can be shown in Fig. 3. The signal at the input carry
promulgates between modules, by scale downing the carry path for the module 3.
The resolved use of strong module 3 can be additionally reduction with respect to
latency.

Fig. 2 Schematic diagram of module 1

Fig. 3 Schematic diagram of carry generation module
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3 Check Pattern Setup for Adder Structure

Figure 4 represents the detailed schematic of the full adder. The results of the adder
are sum signal and carryout signal. The sum signal is implemented by XNOR
module. The carry output signals are implemented by the module 3. By estimating
the logic table of the adder, the carryout signal can be simply written as if both the
signals A and B are same then the carry signal cout is equal B else cout will be cin.

The parity inputs A and B can be checked by A XNOR B. The carry-out signal
can be simply written as if the signal A and B is same then cout can be occurred as
same as B, by using the module 3 by the pull up and pull down nmos and pmos.
The carry signal (cin) is mirrored as one of the output of adder by one more module
3 which has the transistor of nmos and pmos. 1-bit adder cell is formed to act best in
real-time conditions. This single-bit adder cell is attached in plunge mode; the
master cells will not give correct signals to the driven cells. To figure out, the
success of the adder cell to its VLSI applications, a simulation test bench setup can
be shown in Fig. 7. To provide a practical test bench, the inverters are given at the
both of the signals of the check pattern. “The inputs which are given to the cell can
be passed between the inverters absorb the effect of signal at the results are passed

Fig. 4 Schematic diagram of hybrid 1-bit full adder circuit

Fig. 5 Waveforms of hybrid 1-bit full adder circuit
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between the inverters which can protect proper loading conditions”. The simulation
test bench is having three inverters at the side of the input and two buffers at the
output side (Figs. 5 and 6).

4 Execution Analysis of the Adder

The adder is simulated with respect to using 180 and 45 nm technology and also
contrasts with different logic styles which are based on hybrid design. By focusing
on the reduction of power, latency of the circuit and PDF, the power consumption
of the entire adder cell can be reduced by sizing of the transistor in the inverter
circuits. At the same time, the carryout signal can also enhance the sizing of the
transistors of transmission gates in the circuit. The width-to-length ratios of the

Fig. 6 Layout of hybrid 1-bit full adder circuit

Fig. 7 Simulation test bench setup
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adder circuit are different from one other and also the full adder is also compared
with other existed adder are given in Tables 1 and 2. The execution results of the
adder cell can be varied from 0.8 to 2.5 v (0.6–1.2 v) in 180 and 45 nm technology.

4.1 Power Consumption

Power consumption can be divided mainly into two categories: (1) Static power
(2) Dynamic power, and (3) Short circuit power. The static power is formed due to
the leakage current. The short circuit power appears from high to low (or) high
transition. To reduce the static power, the sizing of the transistor in weak inverter

Table 1 Results of full adder in 180 nm technology

Design Power
(uw)

Delay
(ps)

Power delay product
(PDF) (fj)

Transistor
count

C-CMOS 0.349 114.1 0.003982 28
CPL 24.82 257.7 6.63961 32
TFA 9.266 114.9 1.10646 16
TGA 25.3 58.55 1.48657 20
14T 11.77 89.98 1.05906 14
10T 2.778 172.1 0.47781 10
HPSC 47.37 146.9 0.69586 22
24T 7.113 133.6 0.09498 24
FA_HYBRID 16.29 192.7 0.31390 24
SERF 14.18 25.19 0.03579 10

CLRCL 9.726 100.3 0.09755 10

Table 2 Results of full adder in 45 nm technology

Design Power
(nw)

Delay
(ns)

Power delay product
(PDF) (fj)

Transistor
count

C-CMOS 23.18 8.561 0.1984 28
CPL 58.5 43.08 2.5206 32
TFA 24.77 9.107 2.255 16
TGA 34.30 18.09 6.204 20
14T 20.21 8.837 0.1785 14
10T 2.642 15.44 0.0407 10
HPSC 22.98 7.668 0.1762 22
24T 24.17 33.81 0.81718 24
FA_HYBRID 21.78 15.34 0.33410 24
SERF[2] 4.24 5.108 0.21657 10

CLRCL[2] 16.53 10.71 0.17703 10
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can be minimized. The static power practically can be occurred when all the supply
voltages at the input have given same as that of the dc voltage. When comparing the
static and the dynamic of the adder cell, the static power of the adder cell is less.

4.2 Delay

The structure of the adder is the basic crew with many of the structures, because if
the delays of the carry signal increase, overall speed of the system will be
decreased. The input signal is mainly developed because of the transference of the
carry and any of the signals A and B. If the signal at the input carry is passing
between the module 3, then the track is reduced to decrease the delay.

5 Implementation of 32-Bit Adder Structure

The 1-bit full adder is further implemented for 32-bit adder by using the full adder
cell circuit in Fig. 8. It looks like a carry ahead structure but, it is does not look like
that structure. Power and delay of the 32-bit adder is improved from 1 bit to 32 bit.

6 Conclusion

Hybrid 1-bit full adder has very less power and delay when comparing with other
logic styles. By using these types of hybrid full adder, the overall power dissipation,
area, and delay of entire system will be decreased. In the hybrid full adder, the
power consumption is reduced mostly by the XNOR module.

Fig. 8 32-bit adder using 1-bit full adder
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A Nonvolatile LUT Based on RRAM

Kodamanchili Pavani and Prem Kumar Medapati

Abstract The memories which are nonvolatile have been extensively inspected to
reinstate SRAM as one of the configuration bits in (FPGA) for long redemption and
immediate power on. But, the inequality characteristics in the nonvolatile memories
and the extreme logic process convey the dependability problem. In order to
overcome the dependability problem NVLUT based on the RRAM (Resistive
random access memory) slice is introduced.

Keywords Logic in memory ⋅ Less power ⋅ Nonvolatile LUT
RRAM

1 Introduction

The basic nonvolatile memories, such as MRAM (Magnetic Random Access
Memory), PRAM (Programmable Random Access Memory), and RRAM (Resis-
tive Random Access Memory), have been examined with best W/L ratios and
functional compatibility. Based on the operation in memory criteria, lookup the
table, which is the main important block in the FPGA (Field Programmable Gate
Array) has been introduced with the nonvolatility. SRAM (Static Random Access
Memory) has been used many times but its volatility has only a few applications for
long redemption and high power on. Hence, LUT (lookup table) with the non-
volatile memories has been proposed. Different nonvolatile structures with MRAM,
RRAM have been considered to straightly restore SRAM in the LUT to gain
nonvolatility. But the NV (nonvolatile) SRAM’S Size is greater than SRAM and
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the interruptions for write operations are also crucial to abstain for half selected
RRAM cells.

A two-input nonvolatile LUT depended on MRAM in the present mode oper-
ation for less power, was suggested by Suziki [1]. Next, he considered a six input
nonvolatile LUT by using the serial or parallel magnetic junctions in order to get
sufficient margin sensing [2].

Another type of MRAM depended on nonvolatile LUT for runtime reconfigu-
rations was suggested by Zhao [3].

The third type of NVLUT which was defined as hybrid LUT2 was suggested by
Ren [4], but in this type, the Roff/Ron of the MRAM is lesser in compared to the
PRAM and RRAM, whose output gives the smaller sense margin or more area
because of the serial and parallel magnetic junctions. Furthermore the former three
types of MRAM-based NVLUT has a disturbance in the parasitic RC, among the
preferred line in the MUX (Multiplexer) and the referred path, which may also lead
to the failure of nonvolatile LUT. Next, coming to another type that is hybrid
LUT2 MRAM cells has the configurations which claim the decoding schematic
which is same as before with the functional operation. It contains inputs which are
equipped with the different functional blocks and may not be recycled while
configuring.

And next when coming to the RRAM, a NVLUT based on the Nano Bridge, was
considered by Sakomoto [5], coming to the operation the programming path of the
Nano Bridge stakes the single multiplexer with the functional path by accom-
plishing the W/L of the MOS (Metaloxide semiconductor) transistors in that MUX
(Multiplexer), are Appreciable greater than in order to mollify the reset voltage for
Ron.

Another type of RRAM-based NVLUT by making the usage of the crossbar
array was suggested by Chen [6], but the sneaking currents in the cross-bar array
brings greater leakage and very low sensing margin. By considering, the above
survey none of them has proved that the capability among the functional variations
and memory has less power and low leakage.

2 Proposed NVLUT Based on RRAM

In order to rectify the problems mentioned above the NVLUT based on the RRAM
is introduced. It consists of SSAVC, TMUX, MRP, RRAM slice, and a Footer
transistor (Fig. 1).

2.1 Single Stage Sense Amplifier Voltage Clamp (SSAVC)

The single stage sense amplifier is used in diminishing the power it has a sense of
basic differential amplifier in compared to the offset voltage, and it is used to
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convert the state of resistance in RRAM to rail-to-rail operational voltage.
The MOS transistors in this type in which two of them are composed of a latch
amplifier and the transistors whose input is a CLK in SSAVC are recycled to
pre-charge the nodes Q and Q bar to high value, when the value of the CLK, is of
low value.

The SSAVC takes very low area, when compared to the two-stage sense
amplifier, two transistors are clamped transistors because the same voltage is
applied, and the voltage is referred as V bias (Fig. 2).

2.2 Tree Multiplexer (TMUX)

Here, a two-input multiplexer is used which is referred as a LUT. It consists of two
select lines which are used to select or choose the related RRAM, the operation of
the tree multiplexer is same as the NOR operation.

Fig. 1 Schematic of the NVLUT-based RRAM
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2.3 Matched Reference Path (MRP)

It is used to reduce the parasitic mismatch in RC. There are two reference paths P01
and Preference for better sensing. The parasitic RC’s of Preference and P01 must be
similar to those transistors in the MRP that take the same size, to mirror the parasitic
issues of the off state transistor in the TMUX at the node A.

2.4 RRAM Slice (Resistive Random Access Memory)

It consists of five one Transistor and one Resistor combination of Resistive Random
Access Memory cells the former four transistors are used for configurations and the
remaining transistor is used for reference. It consists of five resistances the first one
is considered as Ron and the next three are considered as R off. The Resistance
values are in-terms of kilo-ohms and mega-ohms and the last resistance is con-
sidered as the R ref, value and it is varied for the values of 10, 20, 50, 150 k, at
different voltages of V bias and the power and delay reports are analyzed, the power
for different resistance values increases and the delay decreases. The overall product
decreases.

Fig. 2 Schematic of SSAVC
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2.5 Footer Transistor

The Footer transistor is used in-order to start the conversion when the value of the
CLK is high. The operation of this transistor is to permit the current to flow while
sensing. It is closed in order to prevent the leakage while pre-charging.

3 Simulation Results

See Figs. 3, 4, 5, 6 and 7 and Table 1.

Fig. 3 Design schematic of NV-LUT-based RRAM when the input voltages are applied
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Fig. 4 Simulation results of the NVLUT-based RRAM when CLK = 1 out b = 0 and Out = 1

Fig. 5 Graph for power at different voltages and resistances

Fig. 6 Graph for delay at
different voltages and
resistances
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4 Conclusion

The NVLUT based on the RRAM was designed using the cadence virtuoso tool by
0.18 (um) Technology. In 180 nm the power increases for different Rref values and
the delay decreases whereas the power-delay Product decreases.
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Micro-strip Feed Reconfigurable Antenna
for Wideband Applications

M. Dinesh, M. Nandakumar and A. Balachandrareddy

Abstract In this paper, a super wideband (SWB) antenna with a bandwidth of
37 GHz (3–40 GHz) with reconfigurable notch band characteristics are presented.
The antenna is able to switch from super wide band (SWB), SWB with a notch in
the S-band and SWB with a notch in the C-band. This is achieved by incorporating
slot and square shaped split ring resonator (SRR) structures which are used to
incorporate filtering function to the antenna. The behaviour of the antenna can be
reconfigured by activating/deactivating the slot and SRR structure by using pho-
toconductive switches. If both the slot and SRR structure are disconnected from the
patch the antenna provides super wideband characteristics with a bandwidth of
3–40 GHz. By activating the slot in the patch structure the antenna produces a
notch in the C-band with a bandwidth of 200 MHz in the SWB range. By con-
necting the SRR structure to the patch, the antenna produces a notch in the S-band
with a bandwidth of 700 MHz in the SWB range.

Keywords Reconfigurable antenna ⋅ Split ring resonator (SRR)
Slot antenna ⋅ Super wideband (SWB)

1 Introduction

Antennas are an anticipated part of all wireless communication system, which is
stand-in as a transducer among transmitter and free space. They are the
well-organized radiators of electromagnetic energy into free space. The Recent
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wireless communication systems require small profile, low weight, more gain and
simple structure antennas to assure reliability, mobility and more efficiency and
demand for wireless broadband communication systems with higher data rates have
been increasing rapidly. To meet the higher data rates the antenna with broad
bandwidth is required [1–4]. The upcoming wireless communication systems
require wideband operations, which may cause some interference to the existing
systems. To avoid this, broadband micro-strip antennas with band notched char-
acteristics are presented in [5–12]. By considering the space and power require-
ments of antennas, the antennas with reconfigurable notch band characteristics [13]
appropriate for future applications.

The antenna with reconfigurable notch band characteristics is presented in this
paper. The antenna consists of 3 modes namely, ‘all pass state’, ‘SWB with a notch
in the C-band’, and ‘SWB with a notch in the S-band’. Depending on the ON-OFF
states of the switches the antenna is able to switch from the one mode to others. In
this paper, photoconductive switches [14–16] are used because of their better
performance compared to other switches. By illuminating the laser light of different
power levels the properties of the silicon material changed from semiconductor to
conductor. The laser light is coupled through an optical fibre and extends from the
ground plane to just underneath the photoconducting element placed on the radi-
ating face of the antenna structure.

This paper structured as follows. Section 2 describes about antenna architecture;
Sect. 3 summaries the results and the conclusion can be described in Sect. 4.

2 Proposed Structure

The design and analysis of the proposed antenna were performed by using
high-frequency structure simulator. The antenna basically consists of rectangular
patch antenna with slot and square split ring resonator structure (SRR). The antenna
is constructed on FR4 substrate with a dielectric constant of 4.4 and substrate height
is 1.6 mm. Figure 1 shows the proposed model of the reconfigurable antenna with
dimensions of 35 × 30 × 1.6 mm, on top of substrate patch is constructed with a
notch and three switches are placed on the notch to control the current distribution
on the patch. The SRR structure is connected to the feed line by using two pho-
toconductive switches connected on either side of the antenna. The parameter
description of the proposed antenna is shown in Table 1. The patch, split ring
resonator and feed can be calculated based on the standard equations. The feed
length can be taken quarter guided wavelength where the resonant frequency is
taken a middle value between 3 and 40 GHz.

The photoconductive switches are placed on the slot with dimensions of
1 × 1 × 0.28 mm with a spacing of 2.3 mm each. In this work, photoconductive
switches are used for switching purpose. By changing the total electron concen-
tration of the material by illuminating with laser light, the switching action from
OFF-state to ON-state is achieved.
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3 Results and Analysis

The return loss and radiation pattern measurements are carried out. The return loss
characteristics are shown in Fig. 2. The antenna structure consists of 5 switches
among which switches 1 and 2 are used to connect the spilt ring resonator structures
to the radiating patch and switches 3, 4 and 5 are used to shorten the slot present in
the patch. When the switches 1 and 2 are in OFF state and 3, 4 and 5 are in ON
state, the SRR structure is not connected to the patch and the slot present in the
patch is shorted. In this case, the antenna exhibits ‘all pass state’ with a band of

Fig. 1 Proposed structure

Table 1 Antenna Parameters Parameters Dimension
(mm)

Parameters Dimension
(mm)

L1 13.5 Wf2 2.4
W1 15 Lf2 9
L2 1.5 Lr 6
W2 8.5 Gr 0.5
Ls 0.4 Hr 6.5
Ws 7.1 Wg 1.2
D 6.6 W 30
Wf1 3.4 Lg 13
Lf1 5 h 1.6

Micro-strip Feed Reconfigurable Antenna for Wideband Applications 667



Fig. 2 Return loss when switches 1 and 2 are in OFF state and 3, 4 and 5 are in ON

Fig. 3 Return loss when all switches are in ON state

Fig. 4 Return loss when all switches are in OFF state
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3–40 GHz, i.e. SWB band. When all the switches are in OFF state the SRR
structure is disconnected from the patch and slot is present in the patch. In this case,
the antenna exhibits a notch band of 200 MHz in the range of C-band in the SWB

Fig. 5 Two dimentional E-field (left) and H-field (Right) a Switches 1, 2 are in OFF state and 3, 4
and 5 are in ON state b All Switches are in ON state c All switches are in OFF state
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range and described in Fig. 3. When all the switches are ON state the SRR structure
is connected to the patch and slot is not present in the patch. In this case, the
antenna exhibits a notch band of 800 MHz in the S-band in the SWB range and
described in Fig. 4.

The E-plane and H-plane radiation patterns for three different modes at the
resonant frequency of 12.4 GHz is shown in Fig. 5. There is no much difference in
the E-plane and H-plane radiation patterns in the first and second modes are shown
in Fig. 5a and c but there is a slight difference in the E-plane radiation pattern and
noticeable difference in the H-plane radiation pattern in the third mode were shown
in Fig. 5b and proposed antenna radiates in bidirectional. In all the three modes
moderate gain is obtained.

4 Conclusion

In this paper, the antenna with reconfigurable notch band characteristics is pre-
sented. The antenna can operate in three modes. The antenna exhibits a huge
bandwidth of 3–40 GHz which is used for future UWB applications, such as radar,
imaging in medicine and home networking as a wireless personal network (WPAN)
in the first mode. In second and third modes, the antenna exhibits different notch
bands in the SWB band to avoid the interference caused by the existing systems.
The proposed antenna is useful where high bandwidth and large data rates are
required.
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High Performance and Flexible Data Path
Architecture for DSP Applications

D. Naga Divya, M. V. Ganeswara Rao, Rajesh K. Panakala
and A. M. Prasad

Abstract Digital signal processor (DSP) architecture makes the best use of DSP
applications. DSP accelerators are coprocessors to accelerate overall performance of
DSP processor by executing certain functions. In the past, several researchers
proposed DSP accelerators which make use of data path with flexible computational
component (FCC) and flexible pipeline stage (FPS) but, these architectures are not
area efficient and low performance. In this paper, a new area efficient, high-speed
DSP accelerator is presented. In the proposed architecture, flexible computational
unit (FCU) implemented with carry save adder is used to reduce the area and delay.
This architecture has implemented on Spartan 3E and results are compared with
previous architecture flexible pipelined stage (FPS). The proposed architecture
utilized 537 slices out of 4656 slices and critical combinational path delay is
57.47 ns.

Keywords Flexible data path ⋅ Carry save form ⋅ Flexible computational unit
(FCU) ⋅ Modified booth algorithm ⋅ FAMA (Fused add multiply add) unit
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1 Introduction

Multimedia and DSP systems gain prominence from past few years. The perfor-
mance of the computer highly affected by delays produced by the digital signal
processing algorithms and digital signal processor performance can be accelerated
by using DSP accelerator. In some areas, such as video processing and commu-
nication this DSP accelerator used to reduce energy consumption and improve the
overall performance. Multipliers are major components in the DSP accelerators due
to its high multiplication activity. Multiplier performance is a key to achieve overall
system performance, even though the multiplier acts as the slowest element in the
system and in DSP the speed of multiplication operation has a huge importance.
The reconfigurable architecture is used to execute required operations in DSP
applications. The reconfigurable architectures classified into coarse-grained [1] and
fine grained architectures. Coarse-grained again categorized as row based [2] and
array based. The row-based configuration includes the effective concepts like
horizontal parallelism [3], vertical parallelism, and operation chaining [3]. Because
of this reason, the row-based reconfigurable architecture chooses for this related
work.

In terms of power and performance, the application specific integrated circuits
(ASICs) obtain the ideal acceleration, but to accelerate different DSP kernels
multiple ASICs are required due to their inflexibility. To avoid this problem, the
proposed work focuses on the implementation of flexible accelerator architecture
with high performance by using various types of operation templates [4]. A tem-
plate is called as a group of chained units used to do different operations. So the
selection of appropriate template [5] is very crucial to this architecture to execute
the large set of operations. This architecture is composed of fused add multiply add
(FAMA) unit, where addition and multiplication operations can be done. In this, the
multiplier architecture consists of modified booth modules to increase the speed and
Wallace tree architecture to reduce the delay. So, by implementing flexible data
path area and delay can be reduced when compared to previous data path
architecture.

This paper is structured as follows. Section 1 discusses about the DSP accel-
erator and the types of reconfigurable architecture. In Sect. 2 the proposed flexible
data path and its operation are presented. The following section explains the FCU,
which is used in the flexible data path to attain the flexibility. In Sect. 4 the
experimental results and comparison with existing schemes are given. The final
conclusion of this paper is shown in Sect. 5.
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2 Flexible Data Path Architecture

The flexible data path architecture [6] is shown in Fig. 1. Flexible computational
unit (FCU) is the main module in data path architecture used to attain
high-performance data path as well as to increase the speed to perform a large set of
operations in DSP kernels. Number of FCUs in data path architecture depends upon
the limitations of the area that was demanded by the designer.

The architecture of FCU, based on the operation chaining that can be selected
from operation templates library, where the operation templates library consists of
different templates. Each template comprises of adder or subtractor modules along
with multiplier section. For DSP data paths 16-bit length is much more suitable. So,
for every template which is selected for the required operations, the input operand
bit size is 16-bits. The FCU in data path architecture also operates on 16-bit
operands. The arithmetic operations can be done in FCU by consisting of multi-
pliers and adders. Other than FCU, the accelerator architecture consists of Control
unit, Register bank, Interconnection Network, and CS to Bin module. Control unit
provides the control signals to remaining modules to perform the operations and the
register bank in this is used to store the intermediate results obtained from FCUs
and the operand sharing values among the FCUs [7]. Interconnection network used
to share the values from register bank to FCU modules by using multiplexers in it
and to convert carry save operands to binary numbers useful for entire architecture
the CS to Bin conversion module is used.

Fig. 1 Block diagram of the flexible data path. In this whole architecture, operation depends upon
the control signals produced by control unit
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3 Flexible Computational Unit (FCU)

The flexible computational unit is shown in Fig. 2. The FCU operations depend
upon the selected operation templates and by placing the FCU in data path archi-
tecture it enhances the flexibility of the accelerator.

The FCU comprises adders, multiplier, and multiplexers. In this architecture, the
configuration word (CL3, CL2, CL1, and CL0) plays a vital role these bits act as a
selection line for multiplexers and carry-in for adders. Data flow model of FCU
shown clearly in Fig. 3. Here, MUX0 can be used, it 2’s complement the input if

Fig. 2 Flexible computational unit has been designed in FAMA unit to attain high performance

Fig. 3 Data flow model of FCU
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CL0 = 0 or the output is the same as input if CL0 = 1. In this, 4:2 Carry Save
Adder (CSA) [8] does the addition operation quickly with implying on minimum
carry propagation. This adder enables the addition operation of more than two
operands and it executes the two outputs nothing but the sum and carry (N* = {NC,
NS}). N* = (X* + Y*) if CL0 = 0 or N* = (X* − Y*) if CL0 = 1 where
(X* = {XC, XS}, Y* = {YC, YS}). The output of CSA adder and the other oper-
ands (K* = {KC, KS}) are given as input to MUX1 and MUX2. If CL1 = 0, MUX1
output P* = N* else P* = K* and output of MUX2 is N* if CL2 = 0 or K* if
CL2 = 1. Then P* is given as input to recoding technique to generate partial
products. For multiplication modified booth multiplier is used to perform
high-speed multiplication by using modified booth algorithm [9]. The outputs
through CSA are in the form of carry save. By using CS to MB recoding technique
operands in carry-save form are converted into MB form and when MB encoding
output multiplies with operand A, it produces partial products. From MUX2 the
output is given as input to MUX3 and it complements the input if CL2 = 1 and if
CL2 = 0 the output occurs without complementing the input. A CSA tree adds
MUX3 output and partial products. Finally, the CSA tree output (W* = {WC, WS})
is added by using Carry Propagate Adder that is a Ripple Carry Adder (RCA).
Then, final output Z can be obtained. For different configuration words, different
operations can be done as shown in Table 1.

Table 1 FCU operations for
different configuration words

Configuration FCU operations

0000 (X* + Y*) * A + (X* + Y*)
0001 (X* − Y*) * A + (X* − Y*)
0010 K* * A + (X* + Y*)
0011 K* * A + (X* − Y*)
0100 (X* + Y*) * A + K*

0101 (X* − Y*) * A + K*

0110 K* * A + K*

0111 K* * A + K*

1000 (X* + Y*) * A − (X* + Y*)
1001 (X* − Y*) * A − (X* − Y*)
1010 K* * A − (X* + Y*)
1011 K* * A − (X* − Y*)
1100 (X* + Y*) * A − K*

1101 (X* − Y*) * A − K*

1110 K* * A − K*

1111 K* * A − K*
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4 Experimental Results

XILINX design suite 14.5 ISE is used to implement the architecture, the proposed
architecture captured using Verilog HDL and simulated using models in simulator.
Figure 4 shows the simulation result for Carry-Save Adder, where it gives two
outputs by adding four inputs and simulation results of CS to MB recoding tech-
nique shown in Fig. 5. It converts the operands in carry-save to the modified booth
form. The simulation results of the FCU shown in Fig. 6. In FCU by using adder
four operands can be added and given to multiplier then the output of adder mul-
tiplies with multiplicand and finally, added all the partial products by using Wallace
tree and that FCU is placed in the Flexible data path. A control unit in the flexible
data path gives the control signals to register bank and from the register bank
outputs are given to FCU using the interconnection network as shown in Fig. 7.

Fig. 4 Simulation results for carry save adder

Fig. 5 Simulation results for CS to MB recoding technique
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The RTL Schematic of FCU shown in Fig. 8 and RTL Schematic of the flexible
data path shown in Fig. 9.

The efficiency of proposed FCU drawn from the comparison of the area and
delay Table 2, which shows the comparison between existing FPS method imple-
mented using unified cells and proposed FCU implemented using 4:2 carry save
adder with respect to area and delay.

Fig. 6 Simulation results for FCU

Fig. 7 Simulation results for flexible data path
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5 Conclusion

In this paper, flexible data path architecture which makes use of the flexible
computational unit is implemented to enhance the flexibility of the processor. To
make fast additive chaining operations flexible computational unit uses carry save

Fig. 8 RTL schematic of FCU

Fig. 9 RTL schematic of flexible data path

Table 2 Area, Delay of
existing and proposed FCU

Parameters Existing Proposed

Area (no of slices) 699 (100%) 537 (77%)
Delay (ns) 78.24 (100%) 57.47 (73.4%)
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adder and CS to MB recoding technique used to directly recode the input that is in
Carry-Save form to modified booth form. For multiplication in this modified booth
form is used. It is in radix 4 representation, this representation is better than radix 2
representation. Proposed architecture reduces the area and delay when compared to
previous architectures.
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Ultralow Power 8T Subthreshold
SRAM Cell

Devarapalli Mounika and Akondi Narayana Kiran

Abstract Static Random Access Memory (SRAM) is an important component in
these systems therefore ultralow power SRAM has become popular. An Eight-
transistor (8T) SRAM cell achieved high data stability in subthreshold operation.
The single ended with dynamic feedback control 8T SRAM Cell was implemented
with less power consumption verified at all process corners. The standard deviation
and mean calculations performed for static noise margins by using Monte Carlo
simulation at 300 mV in cadence 45 nm technology.

Keywords Single-ended ⋅ Ultralow power ⋅ Static noise margin (SNM)
Static RAM (SRAM)

1 Introduction

The embedded memory mainly presents in portable microprocessor control devices,
which occupies huge space of the system on chip (SOC). Ultralow power con-
suming circuits are used in portable systems to maintain batteries for long period of
time [1–7]. By using the optimizing architectures and new circuit topologies, we
can minimize the power consumption. Mainly, in Static RAMS the circuit operates
in subthreshold regime. The SRAM cell has a severe data stability problem in
subthreshold regime. It is very difficult to operate the 6T SRAM cell at ultralow
voltage power supplies due to read disturb problem. True node decoupling is the
effective way to abolish this read disturbs problems in 6T SRAM. The read
decoupling approach is put to use by the conventional 8Transistor cell. The read
decoupled 8T cell which proposes read static noise margin (RSNM) and hold static
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noise margin (HSNM). The probability of an increase in read/write failures leads to
increase the leakage currents. A single ended 5T SRAM cell was introduced with
less area and more stand by the power to reduce the energy exhaustion compared
with 6T SRAM cell. In addition, 5T SRAM cell read stability is less when com-
pared with the 6T cell. Various approaches have been introduced to relieve the
above issues related to the 5T cell. While trying to optimizing the noise against all
process corners at all operations the 5T Cell degrades its read ability compared with
6T SRAM cell. But still, none of the approaches like boosted supply, 7T dual Vth,
unsymmetrical 8T, and cross-point data-aware 9T were not satisfied the read and
write stability in subthreshold region.

2 Subthreshold 8T SRAM Cell Implementation

A new subthreshold 8T SRAM cell was implemented which operates at ultralow
voltages to improve the right ability and to avoid read disturb, the 8T cell was
executed with by using single ended write with dynamic feedback cutting scheme.
The 8T Cell saves more power as compared with other cells. Other than this, Monte
Carlo simulations for 8T were plotted to observe the accuracy of the circuit. The
circuit simulations are done in CMOS 180 and 45-nm technologies. An 8T SRAM
Cell is presented in the Fig. 1.

The 8T consists of one cross-coupled inverter pair, which each inverter may
be constructed dependent upon of three cascaded transistors M1–M2–M4 and M8–
M6–M5. One nmos transistor M7 was controlled by the write word line (WWL),
used to carry the data from write bit line (WBL). The data will be transferred from the
cell to output by using the read bit line (RBL). The two extra transistors (M6 and M2)

Fig. 1 8T SRAM Cell
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are connecting in 8T SRAM cell compared with 6T SRAM. Those two transistors are
referred as access transistors of the present circuit.

2.1 Write Operation

Mainly the write operation will accomplish to write or load the particular infor-
mation into the memory or system. It is performed by feedback cutting scheme as
Write 0 operation and Write 1 operation in this circuit. In this method, At the time
of write 1 operation, FCS1 gets low which turns off M6. When the RWL is at low,
FCS1 made low and FCS2 made high, then M2 conducts and reciprocal of Q will
be connected to VSS. During write 0 operation we should maintain WWL = 1,
FCS2 = 0 and makes WBL = 0 by connect to the ground. The low FCS2 makes
the QB = 0, then the current from PMOS M1 charges the QB form 0 to 1. The
write time mainly depends on power supplies which are given to the circuit. The
write time will increase by increasing the power supplies. The write time is high at
the process corner of SS. While in case of power consumption, it is high at the
process corner of FF. The power consumption is more in write 0 operation com-
pared with write 1 operation (Figs. 2 and 3).

2.2 Read Operation

The read operation is executed to observe the information from the circuit. This
particular operation is achieved by recharge the RBL and by activates the RWL.
During read operation, the FCS1 and FCS2 made high, that turns the QB to share
some amount of charge (QB = 1), When WWL is 0 there is no path will be present

Fig. 2 Write 0 operation simulation results
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between WBL and Q. The WWL FCS1 and FCS2 were low at a read operation. The
read operation mainly deals with the input RWL. If RWL low, due to the positive
feedback scheme the respective states are at conditions of (Q = 1 and QB = 0).
During read 0 operations, RBL maintains high value then the sense amplifier gives
0 as its output. The read time will be resolute by activating the RWL, The maxi-
mum read time is observed at SS corner when compared with all other process
corners. Same as write power, the FF corner condition consumes more power when
compared with other process corners. The read time is the amount of delay while
functioning the circuit. And the read power is the amount of consuming power at
particular operation (read operation) (Fig. 4).

Fig. 3 Write 1 operation simulation results

Fig. 4 Read operation simulation results
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2.3 Hold Operation

The hold operation is performed to hold the information for a particular time. The
functioning is observed by making the wwl, rwl to low, and by making the FCS1,
FCS2, WBL, and RBL to high. Although the wbl high, wwl makes the low resistive
path by storing 0 at node q. the hold operation is executed by using the inputs
(WWL, RWL, FCS1, FCS2, WBL, RBL). By making the (WWL = 0, RWL = 0,
FCS1 = 1, FCS2 = 1, WBL = 1, RBL = 1) will operate in hold mode. Depends
on these input states the output (Q and QB will get activated and deactivated), i.e.,
(Q = 1, QB = 0). At hold operation can observe the static noise margin (HSNM)
(Fig. 5 and Table 1).

Fig. 5 Hold operation simulation result

Table 1 Observation table of
8T SRAM Cell

HOLD READ WRITE ‘1’ WRITE ‘0’

WWL low high high high
RWL low high low low
FCS1 high low low high
FCS2 high low high low
WBL high high High low
RBL high Discharge High High
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3 Monte Carlo Simulation

Monte Carlo simulation is a process of simulation to simulate the transistors at
worst conditions. This is also known as MC Simulation. The Schematic simulation
is performed in ADL window and the Monte Carlo is performed in the ADEXL
window by choosing the simulation options as Monte Carlo simulation. By using
this method, we can perform two simulations at one time (Transient Analysis and
DC Analysis). This simulation is used in both Engineering and non-engineering
fields and it is also used to measure the accuracy of the circuit. We can also
calculate different parameter values at all process corners (FF, SS, SF, FS). While
we execute the simulation process, we should mention the No. of points and No. of
Bins to operate the schematic as (N = 1000 etc.,). The bins are based on the No. of
Points (No. of Bins = No. of Points + starting run number − 1). After the simu-
lation has been done the results will be observed by the histograms.

3.1 Write Static Noise Margin (WSNM)

The firmness of SRAM circuit depends on the SNM. A basic SNM is obtained by
the inverter characteristics present in the circuit and finding the maximum possible
square between them. In a write operation, a battle will happen between access and
pull-down transistors. The feedback cutting scheme is used to avoid the disturbance
between accesses and pull-down transistors of SRAM. The WSNM will perceive
when write operation of the cell will performing. The WSNM is low when com-
pared with RSNM. By using SNM, we can calculate the standard deviation and
mean at all process corners (Fig. 6).

Fig. 6 Monte Carlo
simulation results of WSNM
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3.2 Read Static Noise Margin (RSNM)

RSNM is to measure the stability of SRAM at a read operation. The RSNM was
observed at a read operation of the relevant circuit. This is performed under tran-
sistors standard conditions. Simulation results show that the read margin perfectly
expresses the SRAM’s read stability at process-voltage-temperature (PVT) Condi-
tions. The RSNM is higher than WSNM in 8T SRAM Cell (Fig. 7).

3.3 Hold Static Noise Margin (HSNM)

In this mode of operation, the word line is connected to ground. The cross-coupled
inverter must be at bi-stable operating points to hold the data properly; this is

Fig. 7 Monte Carlo simulation results for RSNM

Fig. 8 Monte Carlo simulation results for HSNM
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achieved by means of SNM. The SNM equals the noise voltage necessary to flip the
state. The HSNM will be Calculated when the circuit is operated at Hold state.
The HSNM was quite equal to WSNM (Fig. 8 and Table 2).

4 Cell Layout

The layout is designed in the cadence 45 nm technology by using appropriate
layers. It is also designed by satisfying the all designing rules provided by the
technology file. The layout is the activity of placing the objects in space. And by
using this layout, the manufacturing companies may fabricate the circuit. The next
step after the layout is called as Circuit Fabrication (Fig. 9).

Table 2 Comparison of SNM at 300 mV and 25 °C

CADENCE
45 nm

SNM (Monte Carlo
simulation)

Mean
(MV)

Standard deviation
(MV)

8T SRAM cell HSNM 0.0183 1
RSNM 83.9 0.999
WSNM 0.0183 1

Fig. 9 Layout representation of 8T SRAM Cell
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5 Conclusion

The work contains 8T SRAM Cell implementation at ultralow power supplies with
improved data stability. This work attained with SNM calculations by using single
ended feedback control scheme. The mean and standard deviation are observed by
using Monte Carlo Simulation.

References

1. B.H. Calhoun and A.P. Chandrakasan, A 256-kb 65-nm sub-threshold SRAM design for
ultra-low-voltage operation, IEEE J. Solid-State Circuits, vol. 42, no. 3, pp. 680–688, Mar.
2010.

2. J.P. Kulkarni, K. Kim, and K. Roy, A 160 mV robust Schmitt trigger based subthreshold
SRAM, IEEE J. Solid-State Circuits, vol. 42, no. 10, pp. 2303–2313, Oct. 2007.

3. C.B. Kushwah, S.K Vishvakarma, A Sub-threshold eight transistor (8T) SRAM cell design for
stability improvement, in proc. IEEE Int. Conf. IC Design Technol. (ICICDT), May 2014.

4. M.-F. Chang, S-W. Chang, P-W. Chou, and W.-C Wu, A 130 mV SRAM with expanded write
and read margins for subthreshold applications, IEEE J. Solid State Circuits, vol-46, no. 2,
pp. 520–529, Feb. 2011.

5. B. Zhai, S. Hanson, D. Blaauw, and D. Sylvester, A Varient-tolerant sub-200 mV 6-T
subthreshold SRAM, IEEE J. Solis State Circuits, Vol-43, no. 10, pp. 2338–2348, oct. 2008.

6. J.P Kulakarni, K. Kim, and K. Roy A 160 mV robust Schmitt trigger based subthreshold
SRAm, IEEE.J. Solid-State Circuits, vol. 42, no. 10, pp. 2303–2313, oct. 2007.

7. B. Zhai, S. Hanson, D. Blaauw, and D. Sylvester, A variation-tolerant sub-200 mV 6-T
subthreshold SRAM, IEEE J. Solid-State Circuits, vol. 43, no. 10, pp. 2338–2348, Oct. 2008.

Ultralow Power 8T Subthreshold SRAM Cell 691



Double-Supply Voltage Level Shifter
with an Auxiliary Circuit for High-Speed
Applications

Jalla Chinnari and Hanumantha Rao Sistla

Abstract This paper describes the characteristics of Dual-Supply Voltage Level
Shifter. The circuit is fast and power efficient. It converts low input voltage levels
into high output voltage level. The effectiveness of the proposed circuit is obtained
by the increasing the strength of the NMOS device, it was done when the NMOS
transistor is dragging down the output node Q1, Similarly, power of pull-down
transistor is also increased by making use of an auxiliary circuit. The results are
obtained after the simulation of actual circuit in 0.18-um technology. It determines
the overall energy per evolution of 158 fJ, Power utilization in a static mode of
operation is 0.4 nW, and propagation delay of 35 ns for an input frequency of
1 MHz, low-supply voltage level of Vddl = 0.6 v, and high supply voltage level of
Vddh = 1 V.

Keywords Level converter ⋅ Low power ⋅ Sub threshold operation
Voltage level shifter

1 Introduction

In digital circuits dynamic and short-circuit power consumption is minimized by
decreasing the power supply levels. On the contrary propagation delay of the
circuit’s increases with the reduction of the supply voltage, besides the headroom in
analog circuits is limited and consequently, sensitivity to noise of the circuits is
increased. Accordingly in balanced–speed composite signal circuits or in digital
circuits where various devices start conduction at various speeds because of this
reason dual-supply architecture was introduced. It has two supply voltages, one of
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this is Vddl it is applied to the elements on the noncritical route, where analog and
high-speed digital elements are driven with high voltage (Vddh). In the architecture
with the help of dual-supply voltage level shifting circuits low level of logic values
can be converted into higher logic levels for giving the appropriate voltage levels to
the succeeding digital blocks for avoiding the decadence of entire efficiency of the
circuit. The appropriate level shifter needs to be arranged with less propagation
delay, power consumption, and area of the silicon. By using this architecture to
preserve the high amount of power in the low-supply sections, the worked level
shifter circuit capable of translating the drastically low values of Vddl to voltage
lesser than the threshold voltage of the input transistor.

The remaining of this paper is organized as below, in Sect. 2 reviews of the
classical architectures are explained those are few of the lately addressed high
efficient voltage level shifters. After this in Sects. 3, 4 and 5 explained the
high-speed voltage level shifter and shows the effectiveness and experimented
report of the designed circuit.

2 Review of the Classical Architectures

When coming to the Classical architectures Zhang and Bhide [1] proposed the
common level shifting architecture, the operation of this circuit contains conflict at
the output nodes. When the applied input voltage is in subthreshold range, In this
condition voltage difference between Vddl and Vddh is high because of this affect the
circuit is able to convert the voltage levels from low to high only for short period of
time but it is not being able to convert for long period of time. In order to overcome
these difficulties, many approaches have been described. Among them, one of the
attempts is to effort the technology-based approach, by using the semi-static current
mirror circuit which consists of strong NMOS utilizing low Vth (threshold voltage)
and weak PMOS devices utilizing high, which limits the current and energy of the
PMOS devices, proposed by Corsonello and Perri [2]. Still, some constant current
flows through the devices, delay, and power consumption is also increased. In order
to overcome this Y. Osaki and N. Kuroki proposed the Level shifter with dynamic
current mirror [3], subthreshold to above threshold conversion was explained by
Lutkemeier and Ruckert [4], of applied input voltage which conducts only within
the transition times [5, 6]. This circuit shows the remedy for overcome the constant
power utilization, but there is a conflict problem between the devices in the state of
high to low transition of the input signal which may lead to the increase in delay
and simultaneously overall power utilization.
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3 High-Speed Voltage Level Shifter

In this, the operation of the circuit has a conflict at the high to low transition to
reduce this conflict NM2 transistor is dragged down to the output node. Currents
flowing through the transistor NM1 and MN2 are Ip1 and Ip2. At that particular
time of action, Ip1 and Ip2 are reduced. This action can be explained in the pro-
posed circuit in Fig. 1. When the applied input signal is from low to high NM1
transistor is turned on and NM4 transistor is turned off at this time of conversion
output is correspondingly equal to logic levels of previous output, transition current
passes through NM4, NM1, and PM1 (i.e., Ip1), It happens because of overdrive
voltage of NM3 is less than that of PM3 (i.e., Vddh). The Ip1 current has the
mirroring action at PM2 (i.e., Ip2), finally output node is dragged up by PM2,
consequently NM3 is dragged down to the gate of NM4, so there will not be any
constant current flows in the circuit through NM4, NM1, and PM1. The aspect ratio
of PM2 is marked to select larger than that of PM1 by doing this power utilization
can be reduced.

When the input signal conversion is from high to low in this state NM1 transistor
is on and NM2 transistor is turned off, these attempts to decrease the value at output
node by the help of dragging action. Because of this reverse operation, no current
passes through PM1. The strength of PM2 is decreased because output node QA is
not dragged up to Vddh, it reaches the value Vddh–Vth, It includes the threshold
voltage of PM1. As a result, PM2 have a certain amount of current and

Fig. 1 Schematic of the voltage level shifter
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simultaneously some conflict was again present. By adding an additional transistor,
i.e., PM4 reduces the Ip2. Output node was pulled down by NM2, the voltage
across the gate of PM4 is high with the value of Vddl and voltage at the drain-source
terminal of PM2 is decreased. It can be observed that the transistors NM2 and PM4
are operated with a voltage higher than that of Vddl, this action reduces the currents
in the pull-up device(i.e., Ip2) and increase the strength of pull-down device(i.e.,
NM2). Hence, delay and power consumption of the circuit was reduced (Fig. 2).

4 High-Speed Voltage Level Shifter with Auxiliary Circuit

The proposed voltage level shifter has an auxiliary circuit for reducing the power
utilization in the circuit. The auxiliary circuit conducts only in high to low transition
of the input signal, at this state the node QC drags up to a value higher than the Vddl.
The conduction of the circuit is described as below. When the applied input signal
is formed high-to-low in this condition obtained output is not equivalent to input
logic level, in this state the following transistors NM6, NM7, and PM6 are going to
enable and NM5 is in the cut-off state. Hence, evolution current passes through the
following transistors NM6, NM7, PM6 and same current delivered at PM7 so node
QC is being dragged up. When the voltage is higher than Vddl when transistor MP4
is in cut-off state and transistor NM2 is activated, finally output goes to low so NM6
goes to cut-off state and simultaneously stops the current passes through the NM6,
NM7, and PM6 it clearly shows the operation of auxiliary circuit which turns on
only the high to low transformation (Fig. 3).

Fig. 2 Simulation results of high-speed voltage level shifter when applied input A is high then
output voltage is low and Qc is high
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Because of the design of auxiliary circuit PM7 have very less amount of current
flow so conflict can be negligible, with this propagation delay and power con-
sumption also decreased. As a result, the power utilization in the main circuit has
also reduced. It shows the power utilization of the overall circuit is 50% of the
circuit operated with an auxiliary circuit (Figs. 4 and 5).

Fig. 3 High-speed voltage level shifter with Auxiliary Circuit

Fig. 4 Simulation Results of high- speed voltage level shifter with auxiliary circuit when applied
input IN is high, INB is low then output voltage is low and Qc is high
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5 Simulation Results

The proposed voltage level shifter can be verified by using a standard TSMC
0.18 µm CMOS technology. It can be chosen for obtaining the minimum
power-delay product (PDP) (Table 1).

The given table contains the values at different frequencies and for various
values of Vddl, The delay and power are observed, the contention between devices
is observed in the subthreshold region. Due to lower temperature, the time required
to generate signals will be increased and produce less current.

This graph shows the simulated results at different values of VDDL when supply
voltage increases then delay increases and power consumption was reduce. Fig. 6
shows the delay report and Fig. 7 shows the power consumption of the entire
circuit.

Fig. 5 Layout of high-speed and power efficient voltage level shifter

Table 1 Power and delay
reports in 180 nm technology

Frequency VDDL, min(V) Power (uW) Delay(ns)

5 MHz 0.38 1.03 14
10 MHz 0.41 1.56 11
20 MHz 0.44 2.35 7
50 MHz 0.49 3.25 9
100 MHz 0.54 7.45 11
200 MHz 0.6 19.82 12
500 MHz 0.72 37.73 13
1 GHz 0.9 73 18
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The main circuit consumes less amount of power when compared to auxiliary
circuit. If the size of the capacitive load increases it results in an increase of power
and delay which is shown in Fig. 7. It also shows the static power consumption of
the overall circuit.

6 Conclusion

In this paper, the proposed circuit is implemented in cadence virtuoso and observed
that the levels of voltages can be shifted from low values to high values with the
help of extra element that is an NMOS device. It is named as NM4. It not only
develops the ability of pull-down devices but also reduces the capability of the
pull-up devices.

Fig. 6 Graph for Delay at different Values of VDDL, at various corners

Fig. 7 Graph for Static power at different values of VDDL
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Design and Analysis of Compatible
Embedded Antenna for Mini Satellites

M. Kishore Kumar and V. Pradyumna

Abstract An embedded antenna is a metallic conductor embedded in a dielectric
material whose dielectric constant is greater than 1, Ex: Microstrip patch antenna
(MPA). In this paper, minisatellite antenna is presented. MPA antennas offer an
ideal solution for satellite communication requirements due to their light weight and
low profile. The design includes embedded single layer staircase feed, patch with
three shapes square, half-bow tie, and full bow tie with defected ground structures
(DGS) with FR4 Epoxy substrate thickness 1.59 mm. The proposed antenna
achieved sufficient return loss for LEO satellites. The minisatellite aims to acquire
data about high voltage discharge phenomena in LEO. This will enhance the
understanding of satellite charging, overall reliability etc. The antennas operate at
different frequencies in S-band, C-band, and X-band. The tool employed to design
and simulate MPA is HFSS version 13.0.

Keywords Embedded MPA ⋅ Compatible antenna ⋅ Minisatellites
S-band frequency and defected ground ⋅ Half-bow tie ⋅ Full bow tie
Return loss

1 Introduction

The advance low-power miniature electronic components, combined with growing
financial pressures for large satellites, gained attention on the use of small satellites
to complement large satellite system for many space applications. A minisatellite
weighs 700–1500 lb (300–500 kgs) (Figs. 1 and 2).

UoSAT-12 launched by Malaysia weighs 770 lb to take pictures the cameras are
mounted on the satellite [1] and Horyu-4 [2] are the examples of minisatellites.
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2 Literature Survey

Derar Fayez Hawatmeh et al. proposed a design of Embedded 6-GHz 3-D Printed
Half-Wave Dipole Antenna it has a return loss of −21dBi at a frequency of 6 GHz.
The supporting ABS substrate is manufactured using FDM and provides an inclined
surface on which the antenna feed network and balun are deposited using
microdispensing of thick-film Ag paste [3]. Aleksandra Markina-Khusid et al.
proposed a paper on Design Optimization of a Satellite Communication Terminal
developed an integrated methodology for analyzing airborne satellite communica-
tion (SATCOM) terminal performance as a function of the antenna [4].

Fig. 1 Horyu-4 satellite with microstrip patch antenna

W2

FL

L2

FW

W1

L
1

H

Lp

Fig. 2 Front and Side view of square patch antenna with defected ground
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3 Designing

The three essential parameters for designing a MPA are Frequency of operation (fr)
[5–7] or design frequency which is 4.56 Ghz, the dielectric constant of the substrate
is 4.4, the height of the dielectric substrate is 1.59 mm. By substituting these values
in design equations [8, 9] dimensions of the antenna are obtained. The dimensions
of MPA are 40 × 38 × 1.59 mm the patch shapes of the antennas are obtained in
a step-by-step procedure initially the square patch antenna with dimensions
20 × 19.5 mm with staircase feed is designed. The DGS technique [10] is adopted
and the full ground is defected as shown in below Fig. 3 the highest return loss
value is obtained at the desired S-band frequencies which can be seen clearly in the
simulation result section (Figs. 4, 5, and 6).

Then to improve the return loss value the square patch is slotted by using
polylines like half-bow tie and full bow tie structures as shown in Figs. 5 and 7.
Half-bow tie structure is a simple structure and it is the second step on the part of
designing here the slots are made at the bottom corners of the patch and just above
the staircase feed. The third part of the design is to make slots at the top corners of
the patch which appears similar to full bow tie [11] that is the reason of naming the
antenna full bow tie antenna. Bottom slits are similar to each other and top slits are
similar to each other (Table 1).

W6

L6

W4 W5

Sl1

Sl2

Sw2

Sw1

Fig. 3 Close view of staircase and Back view of square patch antenna with defected ground
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Fig. 4 Return loss and gain of square patch antenna with defected ground

Fig. 5 Front and back view of HBT antenna with defected ground
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Fig. 6 Return loss and gain of HBT shaped antenna with defected ground

Fig. 7 Front and back view of FBT with defected ground
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4 Simulation Results

The antennas resonated at multiple bands. The highest return loss value obtained at
S-band to three antennas designed for analysis, remaining frequencies where the
return loss value higher than −10 dB are considered and noted and those bands are
C- band and X-band.

4.1 Simulation Result of Square Patch Antenna
(SPA) with Defected Ground

The SPA with defected ground antenna resonated at three different frequencies in
three different bands. The obtained return loss of SPA are −42.9684 dB at
3.2559 GHz, i.e., S-band, −19.8697 dB at 7.3379 GHz, i.e., C-band, and
−30.215 dB at 10.2813 GHz, i.e., X-band. The gain of this antenna is 2.499 dB.

4.2 Simulation Result of Half Bow Tie (HBT) Antenna
with Defected Ground

The patch resonated at four frequencies in S-band, C-band, and X-band, the return
loss obtained for HBT are −43.0835 dB at 2.1172 GHz, i.e., S-band, −12.4867 dB
at 4.1992 GHz i.e., C-band, −24.1490 dB at 10.2676 GHz X-band and
−21.0455 dB at 11.9941 GHz. The gain of FBT is 2.97 dB.

Table 1 Dimensions of antenna

Substrate width W1, length L1 and H 40 mm, 38 mm and 1.59
Substrate width W2 and length L2 20 mm, 19.5 mm
Feed width FW and length FL 4 mm, 16 mm
Port length Lp 4 mm
Steps: step1 width Sw1 and length Sl1, step 2 width Sw2 and
length Sl2

1 mm, 1 mm, 1.5 mm,
1.5 mm

Ground slots W4, W5, W6, L6 1 mm, 1 mm, 3.8 mm,
2.7 mm
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Fig. 8 Return loss and gain of FBT antenna with defected ground

Fig. 9 Field distribution of FBT with defected ground
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4.3 Simulation Result of Full Bow Tie (FBT) with Defected
Ground

The FBT antenna with defected ground operated at 4 frequencies. The return loss
values obtained are −46.2559 dB at 2.117 GHz, i.e., S-band, −11.6184 dB at
7.2520 GHz, i.e., C-band, and −25.8138 dB at 10.2813 GHz, i.e., X-band. The
gain value obtained for FBT antenna is gain 2.976 dB (Figs. 8, 9 and Table 2).

5 Conclusion

The proposed antenna consists of three designs, basic square patch, HBT, and FBT
antennas. Among all these designs FBT shows better performance in terms of return
loss and gain compared to other antenna designs it can be clearly observed from
table No. 2. The gain for both HBT and FBT is similar. The gain can be increased
further by using other DGS structures.
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Power Optimized FFT Architecture
to Process Twin Data Streams Using
Modified Booth Encoding

M. Hemalatha and R. Ashok Chaitanya Varma

Abstract The main objective of this paper is to design a multipath delay com-
mutator (MDC) using fast Fourier transform (FFT) which has the probability to
process twin data streams. The MDC using FFT architecture computes N/2 point
decimation in frequency (DIF) and N/2 point decimation in time (DIT) operations
simultaneously. The number of registers can be reduced by performing bit reversal
operation in the multipath delay commutator. The serial multiplication is performed
by using serial multipliers which increases the complexity of the circuit Thus, the
complexity of the circuit can be reduced and high throughput can be obtained by
using modified booth multiplier used to minimize the power.

Keywords Multipath delay commutator (MDC) ⋅ Reordering shift registers
Natural order FFT output ⋅ Radix-2

1 Introduction

In digital signal processing domain, fast Fourier transform (FFT) is one of the most
prominent algorithms. The discrete Fourier transform (DFT) is computed effec-
tively by using FFT. At the transmission, end to transmit the data FFT operations
are used and at the receiver end, DFT operations are used. To increase the operating
speed at the transmission end both DIT and DIF operations are performed simul-
taneously. The pipelined FFT processor operates as a function of the single path
delay feedback, based on the integrating a twiddle factor technique to compute the
hardware related radix-2 algorithm [1]. The multimode multipath delay feedback
architecture based on the dynamic voltage and frequency scaling (DVFS) is used to
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process the FFT processor for MIMO OFDM applications. As the flexible radix
configuration multipath delay feedback (FRCMDF) technique used in the multi-
mode FFT processor which attains high throughput [2, 3]. The architectures of the
FFT processor do not have specific bit reversal circuits. Four independent data
streams are processed serially. Thus, the outputs of the multiple data streams are not
produced in a parallel manner [4, 5]. FFT design based on the dual-path delay
feedforward data commutator unit [6] which splits the input stream into two
half-word streams. In [7], folding technique and register minimization techniques
are used to elaborate the pipelined parallel FFT operations. In [8], the continuous
flow parallel bit reversal circuit is proposed in that memory banks are present.
Generally, the serial multiplication operation is performed by using half-adders and
full-adders. The second stage of the multiplier depends on the output of the first
stage. So there is a problem of delay [9–11]. In [12–14] combined SDC-SDF
architectures are used to obtain only serial data transmission.

The paper is organized as follows. In Sect. 2 exiting MDC FFT architecture
using serial multiplier is discussed. In Sect. 3 proposed radix-8 modified booth
algorithm with sign extension is explained. Simulation results are drawn in Sect. 4.
In Sect. 5 conclusion, remarks, and references are summarized.

2 Distinct Levels of Operation of MDC FFT Architecture

The MDC FFT architecture is shown in Fig. 1 to get the outputs in the natural
order. Here, distinct levels of operation are performed, based on the two switches
SW1, SW2 modes.

The principle architecture of N-point MDC FFT architecture mainly divides N
bit input by a half. Thus, N bit input is divided into two N/2 inputs. The N/2 inputs
contain odd and even samples. The 8- point DIF MDC FFT operation is performed

Fig. 1 MDC FFT architecture
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by using even samples in the same way the 8-point DIT MDC FFT operation is
performed by using odd samples. Thus, the operation of DIF and DIT by inter-
changing of switch modes (normal and swap modes). All over the normal mode, the
data passes from u1, u2, u3, u4 to v1, v2, v3, v4. All over the swap mode, the data
passes from u1, u2, u3, u4 to v3, v4, v1, v2. The reordered bit operation of odd
samples is performed before the N/2-point DIT FFT operation. And the reordered
bit operation of even sample is performed after the N/2-point DIF FFT operation.

In MDC, FFT architecture performs butterfly operations in serial multiplier,
which increases the complexity, increases the number of partial products. The
disadvantage of the serial multiplier can be overcome by replacing modified booth
multiplier.

3 Proposed Architecture RADIX-8 Modified Booth
Multiplier

Modified booth algorithm increases the speed because it reduces the partial prod-
ucts by half (Fig. 2).

Modified stand-alone multiplier comprises a modified booth recorder (MBR).
MBR is divided into two types booth encoder (BE) and booth selector (BS). The
operation of BE is to decode the multiplier signal and BS is to produce the partial
product by using the output. Later partial products are added to the Wallace tree
adders same as carry-save-adder approach. Table 1 explained about multiplying A
by 0, 1, −1, 2, −2, 3, −3, 4, −4, Multiply by zero implies that the product is “0”,
Multiply by “1” means that the product remains the same as the multiplier, Multiply

Fig. 2 Modified Booth module
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by “−1” means that the product is the complementary form of the number of two,
Multiplying With “−2” is to shift left by one bit.

3.1 Sign Extension Corrector

The sign extension corrector is designed to increase the booth multiplier capacity by
multiplying not only the unsigned number but also the signed number. When
symbol unsign s_u = 0, it indicates the multiplication of unsigned numbers. When
s_u = 1, it shows the multiplication of the signed number.

4 Simulation Results

Here, Xilinx suite design 14.5 version is used to simulate the VERILOG HDL
codes. Fig. 3 shows the simulation results for L1 and M1 levels, it gives bit reversed
odd bits and passes even bits normally to used bit reversal circuit. Figures 4 and 5
are two types of butterfly operations of FFT, where it gives 8 outputs by performing

Table 1 Booth Recoding
table for radix-8

Quartet value Signed-digit value

0000 0
0001 +1
0010 +1
0011 +2
0100 +2
0101 +3
0110 +3
0111 +4
1000 −4
1001 −3
1010 −3
1011 −2
1100 −2
1101 −1
1110 −1
1111 0
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butterfly operations with 8 inputs. Figure 6 explains the MDC FFT architecture
simulation results for outputs are generated normal order by using input stage, DIF,
DIT, and finally, butterfly operations are performed. The RTL schematic of
MDC FFT architecture is shown in Fig. 7.

Fig. 3 Simulation results for L1 and M1 levels

Fig. 4 Simulation result for Decimation in Frequency (DIF)
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Table 2 explains the comparison power report of existing MDC FFT architecture
using the serial multiplier and MDC FFT architecture using modified booth mul-
tiplication algorithm to minimize the 23 mw power consumption.

Fig. 5 Simulation results for Decimation in Time (DIT)

Fig. 6 Simulation results for MDC FFT architecture
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5 Conclusion

In this paper, MDC-based pipelined FFT architecture is implemented by using
modified booth multiplier. The number of registers can be minimized and high
throughput is obtained by using bit reversal operation in the MDC architecture.
Thus, minimal power is obtained by modified booth module.
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Design of Thinned Rhombic Fractal Array
Antenna Using GA and PSO Optimization
Techniques for Space and Advanced
Wireless Applications

Venkata A. Sankar Ponnapalli, V. Y. Jayasree Pappu
and B. Srinivasulu

Abstract Fractal array antennas are repetitive geometry-based structures. These
are multi-beam and ultra wideband array antennas having better array factor per-
formance and space filling capability. A big confront in the fractal array antenna
design is a large number of antenna elements at larger expansion levels and iter-
ations. This research contribution proposes the design of thinned rhombic fractal
array antenna for four different iteration levels with evolutionary optimization
methods like genetic algorithm optimization technique and particle swarm opti-
mization technique for space and advanced wireless applications. Owing to the
application of evolutionary optimization techniques to the considered fractal array,
nearly 25–50% of thinning achieved in various iterations and better array factor
properties achieved than the fully populated rhombic fractal array antenna.

Keywords Fractal array antennas ⋅ Array factor ⋅ Thinned arrays
GAT ⋅ PSOT

1 Introduction

Optimization algorithms are one of the powerful techniques for the synthesis of
array antennas. This research contribution introduces thinning of rhombic fractal
array antenna for four different iterations with genetic algorithm technique (GAT),
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and particle swarm optimization technique (PSOT). Thinning of an antenna array is
nothing but the switching off some of the antenna elements without corrupting the
performance of the fully populated antenna array [1, 2]. This type of thinned array
antennas has applications, where narrow beams with less side lobe levels (SLL) and
larger side lobe level angles (SA) are required with simple antenna array structures,
such as satellite receiving antennas, multi-input, and multi-output radars, and other
advanced wireless communication systems. Basically, fractal arrays are thinned
arrays, due to their interleaving property [3–5]. To enhance the performance of
these arrays further, optimization algorithms are needed. The GAT and PSOT
methods are used in the thinning process. The GAT and PSOT is used to establish
the finest set of “ON and OFF” antenna elements that offers a radiation pattern with
excellent array factor properties [6, 7]. This type of optimization techniques and
application of this type of techniques to the array antennas have become more and
more accepted in this area as they are applicable to both deterministic and random
array antennas [8–10].

Application of optimization techniques for the thinning of fractal arrays is
prominently less in the literature. Nature-based linear array antennas of aperiodic
nature have proposed and these array antennas are synthesized for thinning, lesser
side lobe ration and mutual coupling losses using a hybrid model of neural networks
and genetic algorithm approach [11] and other evolutionary computing techniques
[12–14]. An iterative Fourier method has presented and implemented in [15], to
develop the fractal array element response from the prescribed fractal array factor
and to remove some of the antenna elements based on this peculiar property.
Thinned Sierpinski and Haferman carpet array antennas have designed using evo-
lutionary optimization techniques in [16]. Owing to this application of optimization
techniques a better amount of side lobes reduced with nearly 50% of thinning.

This research article organized as follows. Section 2 introduces the optimization
techniques for the thinning of fractal array antennas and thinning procedure. Sec-
tion 3 explains the geometrical construction, array factor behavior, and analytical
equation of rhombic fractal array antenna for four different iterations. This section
also deals with the application procedure of optimization techniques to the rhombic
fractal array. Section 4 exemplifies the results of the proposed thinned array. Lastly,
conclusion draws in Sect. 5 of this research article.

2 Optimization Techniques for the Thinning of Proposed
Fractal Arrays

Optimization techniques are useful in finding the optimum solution for a particular
system or method. Actually, these optimization techniques are the powerful tools to
synthesize the size and input variables of antennas and antenna arrays. The input
variables may be current excitation, phase, and spacing between the elements.
Length and width of patch antennas, input current and phase excitations of antenna
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arrays, the position of the antenna elements in an array, and some more antenna
parameters can be optimized using these optimization techniques. Depending on the
behavior and the inspiration of algorithm, optimization algorithms can be classified
into different ways. This research work considered genetic algorithm technique
(GAT) [2], and particle swarm optimization technique (PSOT) [8] optimization
techniques for the thinning of proposed fractal array antennas and these algorithms
comes under evolutionary optimization techniques. An evolutionary algorithm
optimization technique is a subset of evolutionary computation method. An evo-
lutionary algorithm uses methods motivated by biological evolutional nature, such
as mutation, choice, recombination, reproduction.

2.1 GA Technique

GAT optimization technique is used to locate a group of parameters that reduces the
output of a considered function. The following steps are shown in Fig. 1, depict the
details of each step in the optimization technique. A thinned fractal array has
discrete parameters. One bit represents the antenna element position as “ON” or
“OFF”. The fitness function related to this gene is the maximum SLL of its related
far field pattern. By thinning of fractal array antennas, a lesser number of antenna
elements contributes to the configuration of the radiating beam in comparison to
fully populated fractal array antenna. Thinning factor is defined as

Thinning factor = N−NAð Þ ̸N ð1Þ

NIN =N−NA ð2Þ

Create the initial population
for the fractal array

Calculate SLR of each individual  

Reach the terminated time

Select 

Crossover computation

Mutation

Export the optimum 
individual

End

Fig. 1 Flow chart of GAOT for proposed fractal array
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Here N, NA, and NIN are a total number of elements in the array and a total
number of active and inactive elements in the thinned array.

2.2 PSO Technique

Particle swarm optimization technique (PSOT) algorithm is a population-based
random optimization method which relies on the social presentation of the birds.
PSOT has been flourishingly applied in various research works of Science and
Technology. It is exhibited that PSOT obtains superior results in a quicker,
despicable way compared with other optimization techniques and methodologies.
Another cause that PSOT is attractive because of its little factors to regulate. PSOT
has been used for approaches that will be used across a broad range of applications,
as well as for explicit applications focused on an exact form. Each particular
solution is a bird in the investigative space and it is known as “particle”. Particles of
this algorithm have fitness, estimated from the fitness function to be optimized, and
particles have velocities which express the flying of the particles. PSOT does not
utilize genetic algorithm operation functions like, mutation and crossover functions,
but update themselves with the inner velocities. First, originate each particle with
random velocity, and position. Compute the cost of each particle. If the current cost
is less than the finest value so far, consider this position. Select the particle with the
less cost function of all particles. The position of this particle is g-Best. Evaluate,
for each particle, the novel velocity and position. Repeat steps 2–4 until maximum
iteration or least error criteria is not reached.

3 Array Factor Equations of Rhombic Fractal Array
Antenna

Rhombic fractal array antennas generated by concentric elliptical ring sub-array
geometric design for an expansion level of one has considered for the application of
optimization techniques. The generalized design equation of rhombic fractal array
antenna for an expansion level of one is represented in Eq. (3) and pictorial rep-
resentation of rhombic fractal array antenna of an expansion level one for four
successive iterations is shown in Fig. 2 [5].

A ⋅FPðθ,φÞ= ∏
P

P=1
½ ∑

M

m=1
∑
N

n=1
Imne jkð1Þ

P− 1Ψmn �, ð3Þ
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First Iteration (P=1)

Second Iteration (P=2)

Third Iteration (P=3)

Third Iteration (P=4) 

Fig. 2 Rhombic fractal array antenna for an expansion factor of one for different iterations
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where Imn is the current amplitudes, k is the wave number, S is the expansion level,
here S = 1, P is the iteration number and here four successive iterations have
considered, m is the number of concentric rings, and n is the number of elements
presented at each iteration level.

4 Results and Discussion

Application of GAT and PSOT optimization techniques to the rhombic fractal array
antenna of expansion factor one is discussed in this research contribution. The array
factor behavior of the thinned rhombic array antenna is compared with its fully
populated counterparts, and all these results are consolidated in Table 1. Owing to
these optimization techniques nearly 25–50% of thinning achieved in each suc-
cessive iteration. Figure 3 depicts array factor behavior of a rhombic fractal array of
the first iteration. In this case, two and no antenna elements thinned in GAT and

Table 1 Array factor properties of thinned rhombus fractal array generated with GA, PSO
techniques up to four successive iterations (S = 1)

Total no. of
elements

Thinned rhombic fractal array
generated with GA

Thinned rhombic fractal array
generated with PSO

HPBW
(Deg.)

SLL
(dB)

Thinned
elements

HPBW
(Deg.)

SLL
(dB)

Thinned
elements

4 20.6 −1.3 02 36 −15.5 −
9 34 −6 05 34 −20.5 05
16 33 −16.8 08 33 −19.3 08
25 40 −11 13 41 −12 10

Fig. 3 Array factor of GA
and PSO optimized thinned
rhombic fractal array antenna
of first iteration with S = 1
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PSOT, respectively. Figure 4 exemplifies thinned array factor behavior of rhombus
fractal array of the third iteration. Five antenna elements switched off in both cases
of this array. Figure 5 shows array factor behavior for third iteration and eight
elements are thinned in both cases. Figure 6 shows last iteration and 13 and 10
antenna elements are thinned in GAT and PSOT cases, respectively.

Fig. 4 Array factor of GA
and PSO optimized thinned
rhombic fractal array antenna
of second iteration with S = 1

Fig. 5 Array factor of GA
and PSO optimized thinned
rhombic fractal array antenna
of third iteration with S = 1
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5 Conclusions

GAT and PSOT optimization techniques for the thinning of the antenna elements in
rhombic fractal array antenna have been introduced and analyzed. In both cases,
nearly 25–50% of antenna elements thinned with nominal array factor behavior.
Both optimized arrays performed well in all array factor properties except in the
case of beam width. The beam widths obtained in these cases are a little bit wider
than the fully populated rhombic array antenna. Among the two optimization
techniques, GAT has achieved nearly 50% of thinning rate in all iterations with fine
array factor behavior. In PSOT case, a fine amount of side lobe levels achieved and
these value are highest among the all other side lobe levels in this research work.
Proposed arrays are suitable for space and other advanced communication systems
owing to the better percentage of thinning at higher expansion levels.
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Design and Analysis of Single Precision
Floating Point Multiplication with Vedic
Mathematics Using Different Techniques

K. V. Gowreesrinivas and P. Samundiswary

Abstract In this paper, multiplication for single precision floating point numbers is
analyzed using Vedic multiplier with different techniques. In Vedic multiplier, the
full adder is designed using modified 2 × 1 and 4 × 1 multiplexers, 3:2 and 4:2
compressors, and various prefix adders, such as Brent-Kung, Sklansky and Knoules
adders for partial products addition. Furthermore, the performance metrics in terms
of area and delay comparison is done. From the results, it is concluded that
compressor-based Vedic multiplier requires less hardware and prefix adder-based
Vedic multiplier is better in terms of delay. The newly introduced changes in Vedic
multiplier makes the Vedic multiplier better in performance for the floating point
multiplication for single precision numbers using different methods. All modules
are coded with Verilog Hardware Description Language and simulated with Xil-
inx ISE tool.

Keywords Single precision ⋅ Double precision ⋅ Vedic multiplier
Multiplexer ⋅ Compressor ⋅ Verilog

1 Introduction

The advancement in present technology requires high-performance floating point
units (FPUs) with greater throughput. In this regard, many high-speed FPUs are
developed to improve the speed. Floating point operations are mainly influenced by
multiplication and addition operations, Generally, in floating point multiplication,
first comparison of the two exponents of given numbers is done, after that swapping
and shifting operations are performed if necessary [1]. If any one of the numbers is
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signed number then adjusting the sign is compulsory, then mantissas of given
numbers are added and that result needs another sign adjustment if it is a negative
result. Finally, the adder renormalizes the summation result and adjusts the expo-
nent accordingly, and truncates the resulting mantissa using an appropriate
rounding scheme [2].

The floating point number representation is given by [3]:
Z = (−1)S * 2(E − bias) * (1.M)

Here, S = Sign value; E = exponents sum, i.e., e1 + e2; M = mantissa multipli-
cation product, i.e., M1*M2

The generalized steps involved in multiplication for two floating point numbers are
explained below:

i. Multiplication of Significands, i.e., [1.M1 * 1.M2]

ii. Decimal point Placement in multiplication result

iii. Addition of exponents, i.e., [E1 + E2 − Bias]

iv. Sign calculation using XOR operation of MSB bits

v. Normalizing the result and rounding the implementation

vi. Verification of Underflow and Overflow.

2 Different Floating Point Multipliers

Multiplication is an important fundamental function in arithmetic operations.
Multiplication-based operations, such as multiply and accumulate (MAC) and inner
product are among some of the frequently used computation intensive arithmetic
functions (CIAF) currently implemented in many digital signal processing
(DSP) applications, such as convolution, fast Fourier transform (FFT), filtering, and
in microprocessors m its arithmetic and logic unit. Since multiplication dominates
the execution tune of most DSP algorithms, so there is a need for high-speed
multiplier.

2.1 FP Multiplication Using Existing Multipliers

In this section, different existing multipliers used for multiplication are discussed:

• Array multiplier needs N−1 stages to complete the process, where N indicates
the number of bits in the multiplier. It needs lesser area occupancy and less
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speed. In this, speed is depended on the previous stage carry. To eliminate the
dependency of the current stage on the previous stage, a Wallace Tree multiplier
is introduced [4].

• Wallace tree multiplier needs M + 1 stages to complete the M-bit multiplication
process and it uses carry-save technique for better improve in speed with
compromising the area [4].

• Dadda multipliers are slightly faster than the corresponding Wallace tree mul-
tipliers for each size considered despite the requirement of large no. of carry
lookahead adders. For the smallest pair of multipliers, the dadda multiplier
requires two levels of carry look ahead logic, while the Wallace multiplier
requires only one [5, 2]. Booth multiplication follows 2’s compliment method to
multiply two signed binary numbers.

• In Vedic, mantissa bits of the two numbers is done using Urdhava Triyakb-
hayam sutras [3, 4, 6–9]. In this, the generation of partial products is done using
AND logic and their addition is done in vertical and crosswise manner. It
requires single stage to perform both so which decreases the carry propagation
from LSB to MSB [10, 11].

2.2 Summarized Existing Work

In this section, existing multiplication techniques for floating numbers are sum-
marized briefly:

a. First, floating point multiplication for single precision numbers is done with a
regular full adder and further, the performance metrics are summarized.

b. Next, floating point multiplication single precision are done with different
existing 3:2 and 4:2 compressor techniques and further the performance metrics
are summarized.

c. Furthermore, single precision floating point multiplication is done with different
existing parallel prefix adder techniques, such as sklansky, brent-kung, knoules
adders which are used in multiplication to add partial products and further the
performance metrics are summarized.

d. Finally, performance metrics are tabulated for single precision floating point
multiplication with different existing methods.

3 Proposed Work

In this paper, floating point multiplication for both single precision and double
precision is analyzed using Vedic multiplier with different modified techniques like
4 × 1 and 2 × 1 multiplexers, 3:2 and 4:2 compressors. Generally, floating point
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multiplication requires mantissa multiplication and exponent addition to get the
final result. In this, mantissa multiplication part is analyzed with existing and
modified multiplier techniques. The modified techniques are as follows:

1. First, full adder is replaced with 4 × 1 multiplexer and 2 × 1 multiplexer to
improve the area and speed

2. Next, 3:2 and 4:2 compressors are replaced with XOR-XNOR logic and 2 × 1
multiplexer to improve the area and speed

3. Finally, performance metrics are summarized with respect to delay and area.

Block diagrams of single precision floating point multiplication is illustrated in
Fig. 1.

3.1 Floating Multiplication Using Proposed Techniques

In this section, multiplication using different techniques such as modified 4 × 1
and 2 × 1 multiplexer, using modified 3:2 compressor and 4:2 compressor, prefix
adder-based multiplication is explained.

a. Multiplexer-based Multiplication

In this method, how full adder is designed using two multiplexers such as 4 × 1
and 2 × 1 to perform addition operation to generate sum and carry signals.

Fig. 1 24 × 24 bit Vedic multiplier for SPFPM using a multiplexer
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• In this, full adder using 2 × 1 multiplexer is illustrated in Fig. 3. For the first
multiplexer, XOR and XNOR of A, B are the inputs to the multiplexer and it
gives sum output. Second, multiplexer having AND and OR of A, B are the
inputs to the multiplexer and it gives carry output. Here, Cin acts as a select line
for both multiplexers.

• In this full adder using 4 × 1 multiplexer is illustrated in Fig. 2. In 4 × 1
multiplexer, i0, i3 are connected to input A and i1, i2 are tied together and
connected to the inverted output of A input in the first multiplexer. Whereas in
the second multiplexer, i0 tied to logic ‘0’ and i3 tied to logic ‘1’, i1, i2 are tied
together and connected to input A. In this, input B and C are acted as select lines
for both multiplexers.

Finally, comparison analysis is done with respect to area and delay for
multiplexer-based single precision multipliers and normal full adder-based single
precision floating point multipliers.

Fig. 2 Full adder using
4 × 1 MUX

Design and Analysis of Single Precision … 733



b. Compressor-based Multiplication

The design of full adder using 3:2 and 4:2 compressor is illustrated in Figs. 4 and 5.
In DSP applications, compressor circuit plays a major role to improve the perfor-
mance [12]. In general, multiplication is done in three stages: with logical AND
gates partial products generation, accumulation of generated partial products, and
finally, the summation of partial products by using various adders. Among these
three stages, partial product accumulation stage has a major contribution with
respect to, delay and area. In this paper, regular compressor circuit is designed with
Logical XOR and XNOR with a multiplexer to improve the performance.

Fig. 3 Full adder using
2 × 1 MUX

Fig. 4 FA using modified
3:2 compressor
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4 Simulation Results

The simulation and synthesis of the single precision floating point multiplication are
designed using Xilinx ISE and performance parameters are summarized in terms of
delay and complexity. In this, array, Wallace, and Vedic multipliers are considered
for functional verification and results are tabulated. The comparison analysis of
various multiplier techniques are done in terms of area and delay and listed in the
below table.

4.1 Multiplexer-Based Floating Point Multiplication Using
Vedic Multiplier

From the Tables 1 and 2, it is inferred that Vedic multiplier using 2 × 1 multi-
plexer needs 550 slices and 960 lookup tables and Vedic multiplier using 4:2
compressor with XNOR requires 274 slices and 532 lookup tables. In case of
Propagation delay, Vedic multiplier using 4:2 compressor using XNOR-Mux logic
requires 14.29 ns and whereas Vedic multiplier using 4:2 compressor using
XOR-Mux needs 17.42 ns

From the Table 3, it is inferred that floating point multiplication using Vedic
multiplier with 4:2 compressors with XNOR-Mux is better in terms of both area and
delay whereas floating point multiplication using Vedic multiplier with 4:2 com-
pressors with XOR-Mux is better in terms of area.

Fig. 5 FA using modified
4:2 compressor
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5 Conclusion

The single precision floating point multipliers are generally used in digital signal
processing applications. However, the performance of floating point multipliers in
terms of complexity and propagation delay is the main problem. Hence, the whole
system performance can be enhanced by minimizing occupied area. In this paper, a
single precision floating point multipliers are developed with Vedic multiplier by
using different techniques for the multiplication of two mantissa numbers. Further,
the performance analysis of floating point multiplication for single precision
numbers with existing techniques and proposed techniques are done. From the
result, it is observed that Vedic multiplier using 4:2 compressor using
XOR-XNOR-Mux logic is better in terms of delay and Vedic multiplier with 4:2
compressors with XOR-Mux is better in terms of area.

Acknowledgements Authors are very grateful to DEITY Scheme, New Delhi (Visveswaraya Ph.
D. Fellowship) for assisting financial support to do the Research work.

Table 1 Area and delay of SPFPM using Vedic multiplier with 4 × 1 Mux and 2 × 1 Mux

Using multiplexers Device utilization summary and delay
No. of slices No. of 4-i/p LUTs Delay (ns)

4 × 1 Mux 538 937 36.59
2 × 1 Mux 550 960 36.61
Full adder 546 952 36.83

Table 2 Area and delay of SPFPM using Vedic multiplier with 4:2 compressor

Using 4:2 compressor Device utilization summary and delay
No. of slices No. of 4-i/p LUTs Delay (ns)

Vedic multiplier (4:2 compressor) 307 537 16.33
Vedic multiplier (using XOR-Mux) 250 438 17.42
Vedic multiplier (using XNOR-Mux) 274 532 14.29

Table 3 Performance comparison of SPFPMs with different techniques

Floating point
multiplication

Area (No. of slices/4-i/p LUTS) Delay (ns)

2 × 1
Mux

4:2 compressor
(XNOR-Mux)

Knoules
PPA

2 × 1
Mux

4:2 compressor
(XNOR-Mux)

Knoules
PPA

SPFPM 550/
960

274/532 529/936 36.61 14.29 58.09
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Weighted Averaging SWT Technique
for Enhanced Image Fusion in X-ray
Mammography

M. Prema Kumar, N. Sowjanya and P. Rajesh Kumar

Abstract X-ray Mammography has been a common technique of breast cancer
identification. A single X-ray mammogram will not be able to convey full infor-
mation about cancer to the radiologist. In this, an image fusion using Weighted
Average SWT is proposed and histogram equalization is performed to enhance the
quality of the fused X-ray mammogram. The resultant X-ray mammogram is same
as conventional X-ray mammogram but with appreciably superior detail and is then
reconstructed by using its inverse transform. This fused X-ray mammogram is
well-suited for clinical settings and equips the radiologist to use lifetime diagnosis
experience in X-ray mammography.

Keywords X-ray mammography ⋅ SWT ⋅ Image fusion

1 Introduction

Image fusion integrates information from numerous image sensor data and these
fused images are apt for the intention of human visual awareness and further
computer vision. The successful image fusion acquired from different modalities is
of enormous significance in many applications like medical, remote sensing com-
puter vision, and robotics. The use of various medical imaging systems is rapidly
increasing so multi-modality image fusion plays a vital role in the medical field.
The blend of the medical images can often lead to added clinical information not
noticeable in the detach images [1].

The functional and the anatomical information are combined into a single image.
Most of the equipment is not providing such data. The process of image fusion
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allows the incorporation of various image sources. The fused image be capable of
containing balancing spatial and spectral resolution characteristics [2].

Image fusion in mammography has been rarely used. Generally, one X-ray
mammogram has some information embedded for the radiologist to diagnose the
problem. If more than one X-ray mammogram taken and fused using the image
fusion techniques, it would further enhance the data embedded in the fused image.
This will make the radiologist convenient and provide with an enhanced image for
painless diagnosis of breast cancer.

In this paper, a new image fusion technique based on the weighted average SWT
with intensity enhancement is proposed. This technique shows better experimental
results in identifying breast cancer when compared to regular weighted average
DWT technique of image fusion [3].

This paper is organized as follows: Sect. 2 presents image fusion using SWT,
Sect. 3 presents Implementation, Sect. 4 presents image quality parameters, Sect. 5
presents experimental results, and finally, Sect. 6 reports conclusion.

2 Image Fusion Using Stationary Wavelet
Transform (SWT)

The discrete wavelet transform is to renovate the transformation invariance to
slightly special DWT, named undecimated DWT, to identify the stationary wavelet
transform (SWT) which is shift invariant, It holds back the down-sampling process
of the decimated algorithm and instead of up-sampling the filters coefficients by
padding zeros. In this, the filter is up-sampled, i.e., “Stationary Wavelet Transform
(SWT) is same as DWT but the only practice of down-sampling process is con-
cealed [4, 5]”.

2.1 Stationary Wavelet Transforms

In 1-D SWT the approximation and detail coefficients at the first level are both of
size N, which is the signal length. In SWT first level, all the decimated DWT for a

Rows Columns
cAj+1

cDh
j-1

cAi

cDv
j-1

cDd
j-1

Fj

Fj

FjGj

Gj

Gj

Fig. 1 2-D SWT
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given signal can be found by doing the convolution operation between the signal
and the appropriate filters coefficients as in the DWT but without including
down-sampling (Figs. 1 and 2).

3 Implementation

In the proposed method of fusion two X-ray mammograms from one subject are
taken and fused as per the following flowchart:

The fusion of images is performed using simple and weighted averaging method
as per the following equations:

Simple Average SWT-based image fusion.

Iða, bÞ= SWTfI1ða, bÞg+ SWTfI2ða, bÞg
2

ð1Þ

Weighted Average SWT-based image fusion.

Iða, bÞ= w1*SWTfI1ða, bÞg+w2*SWTfI2ða, bÞg
w1 +w2

, ð2Þ

where

Iða, bÞ→ Fused image I1ða, bÞ→ Input image 1

I2ða, bÞ→ Input image 2 w1, w2 →Weights added.

The end fused image is measured for quality with the Image quality measuring
parameters (Fig. 3).

Histogram 
Equalization

Read X-ray 
Mammogram

Image Fusion using SWT

Fused Image

Fig. 2 Flowchart
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4 Image Quality Parameters

The fused image is assessed using image quality parameters like peak
signal-to-noise ratio (PSNR), root mean square error (RMSE), normalized
cross-correlation (NCC), image quality index (IQI), fusion factor (FF), fusion
symmetry (FS), and Mutual Information (MI) [6–8]. Equations are given below and
these parameters are tabulated in Table 1.

PSNR =10 * log10(2552 ̸MSE) ð3Þ

(a) Normal X-ray
Mammogram

(d) Histogram equalized 
X-ray Mammogram

(e) Fused image of 
normal and histogram  

equalized X -ray 

(b) Histogram of Normal 
X-ray Mammogram

(c)Histogram equalization of 
(b)

mammogram

Fig. 3 Image fusion using simple average SWT method for normal X-ray mammogram

Table 1 Image fusion using simple average SWT method parameter analysis

S. no. Parameter Normal X-ray
mammogram

Benign X-ray
mammogram

X-ray mammogram with
microcalcification

1 RMSE 22.305 17.643 13.867
2 PSNR 21.162 23.195 25.290
3 NCC 0.873 0.823 0.917
4 MI 1.642 1.985 1.583
5 IQI 0.818 0.884 0.843

6 FS 0.031 0.085 0.0321
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MSE=
1

MN
∑
M

i=1
∑
N

j=1
ðIij − I1ijÞ2 ð4Þ

RMSE =
ffiffiffiffiffiffiffiffiffiffi

MSE
p

ð5Þ

NCC= ∑
M

i=1
∑
N

j=1

Iij*I1ij
I2ij

ð6Þ

IQI =
σxy
σxσy

2x ̄y⇀

x2̄ + y2̄
2σxσy
σ2x + σ2y

ð7Þ

MI = ∑
ðf , aÞ

PFAðf , aÞ log2
PFAðf , aÞ

PFðf ÞPAðaÞ + ∑
ðf , bÞ

PFBðf , bÞ log2
PFAðf , bÞ
PFðf ÞPbðbÞ ð8Þ

FS= abs
MIFAðf , aÞ

MIFAðf , aÞ+MIFAðf , bÞ − 0.5
� �

ð9Þ

5 Results

The method is tested for three different types of X-ray mammograms namely,
Normal, Benign and Microcalcification X-ray mammograms. The fused images for
different inputs using the simple average method and weighted average SWT
method are shown in Figs. 4, 5, 6, 7, 8, 9 (Fig. 10).

It has been observed that for weighted average SWT method gives better results
when compared with simple average SWT method for Normal, Benign, and
Microcalcification Breast X-ray mammogram.

The same was also assessed using the image quality parameters and tabulated as
in Tables 1 and 2.

6 Conclusion

It can be concluded that from the Tables 1 and 2 the weighted average SWT
method of image fusion is giving better results when compared to Simple average
SWT method of image fusion. This can be prominently observed from the PSNR
and RMSE values.

It can be seen that the PSNR value is consistently increasing for Benign and
Microcalcification X-ray mammograms. The parameter comparison can also be
seen from Figs. 8 and 9.
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Fig. 4 Image fusion using simple average SWT method for Benign X-ray mammogram

(a) Microcalcification  
X-ray Mammogram

(d) Histogram equalized 
X-ray Mammogram

(e) Fused image of 
Microcalcification 
and histogram 
equalized image

(b) Histogram of (a) (c) Histogram equalization of 
(b)

Fig. 5 Image fusion using simple average SWT method for microcalcification X-ray
mammogram
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(a) Normal X-ray 
Mammogram

(d) Histogram equalized image 

(e) Fused image of 
normal and histogram 

equalized image

(b) Histogram of (a) (c) Histogram equalization of 
(b)

Fig. 6 Image fusion using weighted average SWT method for normal X-ray mammogram

(a) Benign X-ray 
Mammogram

(d) Histogram equalized X-ray 
mammogram

(e) Fused image of 
Benign and histogram
equalized X-ray 
 mammogram

(b) Histogram of (a) (c) Histogram equalization of 
(b)

Fig. 7 Image fusion using weighted average SWT method for Benign X-ray mammogram
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(a) Microcalcification 
X-ray mammogram

(d) Histogram equalized X-ray 
mammogram

(e) Fused image of 
Microcalcification
and histogram equalized 
X-ray mammogram

(b) Histogram of (a) (c) Histogram equalization of 
(b)

Fig. 8 Image fusion using weighted average SWT method for microcalcification X-ray
mammogram
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Fig. 9 Parameter analysis of simple average SWT method
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Table 2 Image fusion using weighted average SWT method parameter analysis

S. no. Parameter Normal X-ray
mammogram

Benign X-ray
mammogram

X-ray mammogram with
microcalcification

1 RMSE 21.984 16.367 13.532
2 PSNR 21.288 23.850 25.503
3 NCC 0.894 0.831 0.919
4 MI 1.649 1.989 1.593
5 IQI 0.836 0.892 0.924
6 FS 0.001 0.082 0.030
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The Reconfigurable Multi-ASIP
Architecture for Turbo Decoding

A. L. Sruthi and P. Ravi Kumar

Abstract The past few years had seen a big evolution in the wireless standards.
This evolution aims to improve the parameters, such as flexibility and time delay,
which make it reusable for different modes and standards. In order to reach these
requirements the multiprocessor architecture ASIP (Application-specific instruction
set processor) has been developed in the decoding process. This reconfigurable
ASIP was implemented with less power consumption by using Xilinx design suite
in 12.2 version.

Keywords ASIP ⋅ Wireless communication ⋅ Turbo decoding
Multiprocessor

1 Introduction

In wireless communication systems, the channel coding block is an essential part to
improve the channel quality. Over the past few years, wireless communication
systems had used turbo codes to improve the performance [1–8]. Generally, it uses
dual encoders at the primary session named as encoder1 and encoder2, and uses
dual decoders at the ending session. By using divide and conquer rule the output
performs the previous error correction codes. The message bits enter the transmitter
and send to encoder1 and encoder2. Before entering encoder2 the message bits are
scrambled by an interleaver which reorders the data to be transmitted and to reduce
the burst errors. Every encoder produces some calculations and sends the data to the
receiver. The original message bits and the two strings of parity bits are gathered to
a single block and then send to media, where noise can cause some errors in the
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transmitted data. The decoders at the receiver side exchange this data continuously.
So that, after decoding the data with some iteration the final output gets back to
binary bits.

Later, a single configurable engine (reconfigurable turbo decoder) is used for
multiple standards [6–10]. The turbo decoder is the most difficult blocks in any
communication chain which requires a large area and low power. The use of an
ASIP processor is to reduce the time when the information is changing from one
application to the other. In order to reach the targeted applications, the suitable
ASIP architecture emerges for multiple turbo decoders. The main architectures had
able to be dynamically adapted to face emerging things. Starting from this session,
it aims to propose novel contributions to maintain very fast reconfiguration of
flexible decoder architecture. This ASIP is named as Decoder ASIP (DecASIP),
which supports many standards and it is integrated to a flexibility multiprocessor
platform named as Universal channel Decoder (UDec).

2 Reconfigurable UDec Architecture

The considered multiprocessor is shown in Fig. 1, where it contains four Recon-
figurable Decoder ASIPs in which two ASIPs are connected in one column and the
other two ASIPs are connected in another column. These are interconnected
through the network on chip interface. Each RDecASIP is affiliated with input
memory, program memory, configuration memory, extrinsic memory, and
cross-metric memory. Initially, the input memory stores the Log Likelihood Ratio
(LLR) values. Program memory contains the commands which are used for the task
decoding and instructions to initiate the ASIP will be stored in the configuration
memory. Finally, the outcome data will be sent to extrinsic memory.

The entire structure is connected to configuration architecture. It mainly consists
of four blocks, i.e., master, slave, interconnect, and selector. The configuration
manager works depending on the internal and external instructions. The master
interface works when it receives the destination address and base address from
configuration memory. The control signal is to send the data to slave interface so
the transfer is on state, then slave interface checks whether the received destination
address is related to its own address or not. The selector block is used to send the
information from slave interface to configuration memories which are connected to
RDecASIPs.

3 Flexible UDec Platform

In this section, several methods are used to improve the flexibility features of UDec
architecture. The techniques which concern different communication networks
connecting the ASIP blocks at the upper session. In this considered section, the
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possibility to adapt at the instant of time the location and number of the enabled
RDecASIPs are specified.

3.1 Ring Buses Dynamic Adaptation Examples

Figure 2 shows the examples of ring buses. In order to exchange the data and to
know the numbers of active RDecASIPs, these ring buses are used. Here, four
RDecASIPs are considered in each ring bus. In Fig. 2a the data is exchanged from
RDecASIP1 to RDecASIP2 and vice versa. So, in this case, we can say the no of
activated RDecASIPs are 2 and the ASIP shift value will be 1. Similarly, in Fig. 2b
the data is exchanged from three ASIPs, so the no of activated ASIPs are 3 and the
ASIP shift value is 3. In Fig. 2c the selection vector drives multiplexers to find out
the ring bus adaptation.

Fig. 1 Reconfigurable UDec architecture
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3.2 Butterfly NoCs Adaptation

Figure 3 shows the principle of routing to the butterfly topology network on chip
interface. Here, 8 ASIPs are considered where 4 ASIPs are placed at transmitter
section other four ASIPs at receiver section. The butterfly network on chip is a
multistage network of an indirect topology: nodes at the last session and routers are
in the center. Each RDecASIP is connected to transmission network interface which
is a complete routing information generator, from this interface the data will be sent

Fig. 2 Adaptation of ring buses a Two ASIPs are selected. b Three ASIPs are selected. c Flexible
architecture is used for one ring bus

Fig. 3 Butterfly topology routing principle

752 A. L. Sruthi and P. Ravi Kumar



to routers and it consists of two inputs and two outputs. The first output bit will be
selected when it is ‘0’ and the second output bit will be selected when it is ‘1’.

The data which is to be routed is composed of 3 bits data. Every bit indicates the
output of the router at multiple stages during transmission. In the example of Fig. 3,
number 4 is targeted at the output. So the routing information for the first router is
1, for the second one is 0 and for the last one is also 0 corresponding to the binary
value of 4. The routing data is passed to receiver network interface. Finally, the
information will be sent to the receiver through extrinsic memory. Moreover, the
ASIP shift value shows the position of the selected ASIPs, and consequently, it also
shows the position of the destination ASIPs.

This topology allows every turbo decoder to connect to different registers so that
only all turbo decoders are enabled without any disruptions. This butterfly topology
can handle multiple turbo decoders, so it has good performance. The butterfly
network structure has the advantage of reducing network latency. This topology is
commonly preferred due to asynchronous loads. If heavy loads are given as input
then this type of topology is used. The advantages of using this network are it has
high no of routes, reduces the network latency and no path diversity.

4 Experimental Results

Turbo decoders are implemented using butterfly topology in XILINX design suite
which is used for simulating the model in this by using VERILOG HDL code.
A reset signal is given first to clear the register and output will be zero for the reset
operation. The decoder output will be produced for a subsequent clock cycle.

Fig. 4 Simulation results for butterfly topology at transmitter
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Figures 4 and 5 show the simulation results for butterfly topology at transmitter
and receiver sections of butterfly topology. Four turbo decoders are interconnected
through the butterfly topology.

The input data bit is represented by tx_data [7:0]. Then, the data bits are gen-
erated for four processors, then during transmission over the channel, the data bits
get corrupted and finally, after the decoding process the final output is recovered
and it is represented by rx_data [7:0]. Figure 6 shows the power report (0.139 W)
of this method. The RTL schematic of using four turbo decoder is shown in Fig. 7.
The input signal is represented by tx_data, clk, reset. The output signal of turbo
decoder is represented by rx_data1, rx_data2, rx_data3, rx_data4.

Table 1 shows the power results comparison between the existing and proposed
methods. An efficient processor is proposed to implement a scalable low-power
processor capable of supporting a multi-standard turbo decoder. The proposed
method consumes less power compared with existing decoders. It presents a
low-power delay architecture which adopts several techniques to reduce power
consumption.

5 Conclusion

The turbo decoder is implemented for parallel processing to increase the speed of
the system. Butterfly topology is developed for asynchronous loads and to reduce
the network latency. The existing techniques had developed the flexible parameters
to decrease the power, area, and time delay. In this method, the architecture
implementing the 128 RDecASIPs can be executed in 10.5 ns by using XILINX
design suite. This architecture improves the time delay, power, and overall per-
formance of the processor when compared with previous techniques.

Fig. 5 Simulation results for butterfly topology at receiver
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Fig. 6 RTL schematic of
turbo decoder
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Adaptive Beam Steering of Smart Linear
Array Using LMS and RLS Algorithms

Bammidi Deepa and B. Roopa

Abstract Smart antenna improves the gain of the main lobe in a direction of arrival
and null generation toward the interference. Using this technique, the direction of
arrival (DOA) of the antenna array can be improved and array factor can be derived
in the desired direction of Angle of arrival. A report on performance evaluation of
adaptive beam steering generation using Least Mean Square (LMS) and Recursive
Least Mean Square (RLS) algorithms is presented. LMS algorithm is simple in the
computation of Beam Forming. By repeated corrections of the weights, in an
iterative procedure, the LMS algorithm finds the best weights. RLS algorithm
exhibits very fast conjunction though at the cost of high complexity of computation.
The effectiveness of these optimization algorithms would be compared with respect
to run time. The two algorithms are compared with respect to less run time while
maintaining the required specifications of the antenna is discussed. The simulation
of all the results would be carried using MATLAB.

Keywords LMS ⋅ RLS ⋅ Direction of arrival (DOA) ⋅ Beam forming

1 Introduction

A smart antenna is defined as an antenna array, with a signal processor that can
adjust its beam pattern for the optimized gain and directivity while reducing the
interference [1].

Two basic types of smart antennas are well known. They are switched beam
system and beam-formed adaptive systems. Different beam patterns are obtained
from switched beam systems and based on the need, one of the beams are accessed
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at a point of time. Whereas, the beam forming type systems enhance the beam to
required direction of application and reduces the back lobes and side lobes [2]. In
this paper, the beam steering characteristics of the smart antenna array are discussed
with two adaptive algorithm techniques like LMS and RLS algorithms. Further, the
algorithms are compared in terms of Angle of Arrival (AOA), run time, and beam
steering [3].

2 LMS and RLS Algorithms

2.1 Least Mean Square (LMS) Algorithm

The LMS algorithm assumes small weights and, at every iteration, the mean square
error gradient is calculated and the weight vectors are revised. If the gradient of
mean square error (MSE) is positive, it is needed to reduce the weights otherwise,
the error would keep on rising positively if the same weight is used for next
computations. If the gradient is negative, it is not required to increase the weights.
The weight revision equation is Wn+1 =Wn − με n½ �, in which ε shows the mean
square error and µ represents the coefficient of convergence [1]. The minus symbol
shows a change in weights in opposite direction to the slope of the gradient. With
the optimal weight vectors, the mean square error is minimized as it is a quadratic
function of weights of the filter and has only one extreme. By increasing or
decreasing the mean square error for corresponding filter weight curve, the LMS
approaches toward the optimal weights [4] (Figs. 1 and 2).

LMS algorithm reduces the value of e(n) by an iterative process.

The output y nð Þ=WHx nð Þ;w= w1,w2, . . . ,wN½ �H ð1Þ

x(n) input

 + +

Adaptive filter

e(n) output(error)
e(n)=d(n)-y(n) d(n) v (n)

Interference

Unknown 
System

y (n)ŷ (n)

Fig. 1 Block diagram of LMS algorithm
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H represents the Hermitian transpose (complex conjugate) and ‘w’ shows a com-
plex weight vector, for N number of elements. Received signal of antenna array is

X nð Þ= x1 nð Þ, x1 nð Þ, . . . , xN nð Þ½ �, ð2Þ

Weight vectors are revised according to the equation of LMS algorithm

n+1ð Þ=wðnÞ+ μx nð Þe* nð Þ, ð3Þ

where µ is the step size. If µ is chosen to be large, the gradient estimate determines
the change of the weights, and these weights may undergo large value change and
thus the negative gradient may become positive [5–8]. If µ is selected to be very
small, then the time to conclude the optimal values of weights will be too longer.
Therefore, µ requires an upper boundary and is equal to 0 < µ < 2

λmax
[5].

2.2 Recursive Least Mean Square (RLS) Algorithm

In RLS, the cost function can be reduced by selecting the filter coefficients
appropriately, and then updating the filter matrix. The error depends on the filter
coefficients d(̂n). Error coefficients [2]

e nð Þ= d nð Þ− d ̂ nð Þ ð4Þ

A gain matrix dR− 1(n) replaces the gradient step size µ in RLS algorithm, at the
nth iteration with the weight vector update equation is

w nð Þ=w n− 1ð Þ− R̂
− 1

nð Þx nð Þ∈ * w n− 1ð Þð Þ ð5Þ

δoR ̂
− 1

n− 1ð Þ+ x nð Þ*xH nð Þ ð6Þ

and δo representing a real scalar less than but near to 1 [4]. δo, the forgetting factor
is used for exponential weight vector of past data and the revised equation tends to
de-emphasize the old samples. Algorithm memory is given by 1

1− δo
. For example,

       -  +

Δwn 

Variable filter w

Update algorithm

d(n) d(n)

e(n)

n 

Fig. 2 Block diagram of RLS algorithm
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for δo =0.99 the algorithm memory last to 100 samples. The initialization of the
matrix is

R d− 1 0ð Þ= 1
εo

ð7Þ

3 Results and Discussions

3.1 Results Obtained Using LMS Algorithm

Figure 3 shows the AOA versus Array Factor plot if the desired signal Angle of
arrival = 30°, interfering signals are at 0° and 90° number of elements = 8, spacing
between the elements = 0.5λ, step size = 0.001, elapsed time = 2.664 s.

Figure 4 shows the AOA versus Array Factor plot if the desired signal Angle of
arrival = 45°, interfering signals are assumed at 22.5° and 0° number of ele-
ments = 16, spacing between the elements = 0.25λ, step size = 0.01, elapsed
size = 1.958 s.

Figure 5 shows the AOA versus AF plot when desired signal Angle of
arrival = 22.5°, interfering signals are assumed at 7° and 60° number of elements = 16,
spacing between the elements = 0.125λ, Step size = 0.1, elapsed time = 1.750238 s.

Fig. 3 AOA versus array
factor plot-case 1

762 B. Deepa and B. Roopa



3.2 Results Obtained Using RLS Algorithm

Figure 6 shows the AOA versus AF plot when the desired signal Angle of
arrival = 45°, interfering signals are assumed at 0°, and 22.5° number of ele-
ments = 12, spacing between the elements = 0.5λ, forgetting factor = 0.95,
elapsed time = 0.130281 s.

Fig. 4 AOA versus array
factor plot-case 2

Fig. 5 AOA versus array
factor plot-case 3
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Figure 7 shows the AOA versus AF plot when the desired signal Angle of
arrival = 0°, Interfering signals are assumed at 30° and 45° number of ele-
ments = 8, spacing between the elements = 0.5λ, Forgetting factor = 0.95,
Elapsed time = 0.132754 s.

Figure 8 shows the AOA versus AF plot if the desired signal Angle of arri-
val = 0°, interfering signals are assumed at 30° and 60° number of elements = 10,

Fig. 6 AOA versus array
factor plot-case 4

Fig. 7 AOA versus array
factor plot-case 5
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spacing between the elements = 0.6λ, Forgetting factor = 0.95, Elapsed
time = 0.126440 s.

Figure 9 shows the Comparison of LMS and RLS algorithms plot if the desired
signal AOA = 0°, interfering signals are assumed at 30° and 60° number of ele-
ments = 36, spacing between the elements = 0.5λ, step size = 0.01, forgetting
factor = 0.95. By using RLS algorithm, the above radiation pattern is achieved in
132 ms and for the same radiation pattern, the run time for LMS algorithm is
1.95 s. Also, it is observed from the results that beam steering and directivity are
optimized for some values of AOA.

Fig. 8 AOA versus array
factor plot-case 6

Fig. 9 Comparison of LMS and RLS algorithm performance
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4 Conclusion

The array factor is derived in the desired direction of AOA and it is analyzed by
using LMS and RLS algorithms, by generating the adaptive beam steering. The
performance of these optimization algorithms is compared and analyzed with
respect to run time and beam steering. The Simulation results are carried using
MATLAB by changing a number of elements and spacing between elements. If the
spacing between the elements is less than 0.5, then phase deviation in null for-
mation is observed. For the same specifications of the antenna, the time complexity
in case of LMS is observed to be 1–2 s and for RLS it is about less than 200 ms.
The behavior of the smart antenna in adaptive beam forming for various AOA is
studied, observed, and the plots are generated using MATLAB.
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A Level Cross-Based Nonuniform
Sampling for Mobile Applications

R. Viswanadham, T. Sudheer Kumar and M. Venkata Subbarao

Abstract The main objective of this chapter is to implement a level cross-based
nonuniform sampling for cellular mobile systems to reduce computational com-
plexity and bandwidth. All classical mobile systems sample and process the signals
based on the Nyquist signal processing architectures. These systems do not con-
sider the speech signal variations and they sample the signal at a fixed rate. It causes
to process more number of samples without any significant information. As a result,
they need more transmission bandwidth to transfer the signal and they take more
number of computations to process. As the number of computations increases, the
system complexity and power consumption will increase. In this chapter, we
consider several realistic signals like speech signals to verify the performance of
proposed sampling technique.

Keywords Cellular ⋅ Uniform sampling ⋅ Adaptive filtering
Activity

1 Introduction

In the past decade, cellular mobile communication is one of the most active areas of
technology development. This development brings services, such as the sharing of
videos, images, and data along with basic voice telephony. Transmitter power and
channel bandwidth are the basic resources to add capacity to wireless. But these
resources are not rising at rates that can bear estimated demands for capacity. The
transmission bandwidth of a signal depends on the sampling rate. The power
requirement depends on the number of computations. Uniform sampling is suitable
for stationary signals. But for time-varying signals like speech, audio, etc., uniform
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sampling is not suitable because there may be a lot of signal absences in time. So if
uniform sampling is considered for voice signals, it leads to larger bandwidth
requirement and high power consumption. All classical mobile systems sample and
process the signals based on the Nyquist signal processing architectures. These
systems do not consider the speech signal variations and they sampled the signal at
a fixed rate. It causes to process more number of samples without any significant
information. As a result, they need more transmission bandwidth to transfer the
signal and they take more number of computations to process. As the number of
computations increases, the system complexity and power consumption will
increase.

The main motive of this chapter is to reduce the transmission bandwidth of the
voice signal and number of computations. As the number of samples decreased the
number of computations gets condensed results a great reduction in power con-
sumption. To reduce the system complexity and energy cost, in this chapter, we
consider level cross-based nonuniform sampling along with signal processing
techniques including filter designs.

This chapter is organized as follows. Section 2 describes the brief summary of
existing methods for nonuniform sampling along with literature survey. Section 3
describes the proposed method along with the graphical explanation. Simulation
results and computational complexity of nonuniform sampling are presented in
Sect. 4. Conclusion and remarks are presented in Sect. 5.

2 Literature Survey

Almost all natural signals like speech, seismic, and biomedical are time varying in
nature. K.M. Guan proposed adaptive reference levels in a level-crossing
analog-to-digital converter [1]. In the nonlinear quantization functions, the num-
ber of quantization levels is dynamically assigned depending on the importance of
the given amplitude range [2, 3]. A. C. Singer proposed a stable algorithm to
perfectly reconstruct signals of finite rate of innovation using level-crossing samples
[4]. M. Malmir Chegini suggested level cross ADC is a substitute for traditional
schemes. They also suggested an alternative and multi-level adaptive level cross
schemes to improve the performance of converters [5]. David G. Nairn provided the
current research trends of time-interleaved A/D converters [6].

T. Wang et al. [7] described the conversion of audio signals with good resolution
using small number of threshold levels and interpolation. Here to produce uniform
samples, the samples are taken at nonuniform in time and then interpolated. Mariya
Kurchuk [8] presented a new variable-resolution quantizer and also advantages of
variable-resolution ADC were discussed. M. Sun S. Senay et al. [9] proposed a
variable LC scheme for the sampling and reconstruction. This process is particu-
larly matched for applications where the signal occurs in bursts [10]. Modris
Gretitans et al. [11] proposed the modification of the traditional level-crossing
sampling technique, which allows reducing the number of obtained samples, if the
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levels are placed too densely within the dynamic range of the input signal. The
reduction is based on finding and keeping only those level-crossing samples, which
are most closely located to signal peaks. All the other samples are discarded. In
such a way, the obtained result is similar to peak sampling with samples being taken
only at peak points (local extreme) of the signal. The recovery of the continuous
signal can be based on piecewise linear interpolation, which provides good results
for the speech signal [12]. The proposed sampling technique can be used in data
acquisition systems to reduce the amount of data being transferred at peak points
(local extreme) of the signal [13].

S. M. Quisar et al. [14] proposed multirate filtering approach based on adaptive
rate filtering techniques. In level cross sampling scheme, based on local variations
of the time-varying signal sampling rate will be decided. Due to great reduction in
unwanted samples, the computational complexity will be greatly reduced in
post-signal processing sections. S. Patil and Y. Tsividis et al. [15] proposed a new
sampling technique, called Derivative LCS. Instead of direct level-crossing of
input, here they consider the derivative of the input, and then result is transmitted.

3 Nonuniform Sampling-Level Cross Sampling

The LCSS is one of the techniques for sampling the time-varying signal. In LCSS
technique, the samples are considered only when the speech or time-varying signal
x(t) crosses the fixed threshold level. In uniform sampling, all the samples are
equally spaced but here samples are nonuniformly spaced along the time axis. The
samples are considered depend on signal variations. When the slope of the signal is
high then samples are very close to one another whereas if the slope of the signal is
very low then samples are largely spaced. The functional representation of LCSS is
shown in Fig. 1.

3.1 LCSS-Based ADC

In LCSS-based ADC process, for reconstruction of the original signal we must
know the sampling time periods, whereas the sample magnitudes are quantized
based on the number of bits M. The value of M decides the number of quantization
levels and it is considered with a large value so that the quantization error should be
minimum and to ideal reconstruction of original signal. The detailed reconstruction
block diagram is shown in Fig. 2.
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In this method sampling frequency (fs) is depends on ‘M’ and signal variations.
Due to the reduction of number samples using LCSS, the energy will save because
of less number of computations. The threshold levels differ as

q=ΔV ̸ 2M − 1
� � ð1Þ

where M is a number of bits of ADC, ΔV is a dynamic range of the input signal
x(t). The maximum sampling frequency (Fsmax) and minimum sampling frequency
(Fsmin) are given as

Fig. 1 Graphical representation of LCSS

Fig. 2 Reconstruction of signal from LCS signal
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Fsmax =2fmax 2M − 1
� � ð2Þ

Fsmin =2fmin 2M − 1
� � ð3Þ

3.2 Activity Selection Method

The main drawback of LCADCs is based on signal characteristics and some parts of
the signal are sampled at higher rates than existing methods. By considering LCS
nonuniformly, this limitation is reduced up to some extent. Based on local features
of the signal, it selects only appropriate signal parts. Further, each selected portion
characteristics are analyzed independently and then they used these characteristics
to adapt parameters of the system and this procedure is called Activity Selection
Algorithm [16].

4 Simulation Results and Discussions

In this chapter, we consider several realistic signals like speech signals to verify the
performance of proposed sampling technique. To illustrate the performance pro-
posed method, we consider a nonstationary signal with three active parts. The
parameters of the time-varying signal are shown in Table 1. Every active part has
different low and high frequencies.

Here, the signals have minimum frequency component fmin is 5 Hz and maxi-
mum frequency component fmax is 1 kHz. Here, we consider numbers of quanti-
zation levels are 8. For 3-bit resolution, Fsmin and Fsmax are 70 Hz and 14 kHz
respectively. Here, the dynamic range of the signal ΔV is 1.8 V and step size is
0.2571 (Fig. 3).

The uniform-sampled signal and the LCADC output is shown on the Figs. 4 and 5.
From Fig. 5, it can be observed that the number of samples obtained from uniform
sampling is more than the Level-Crossing-Sampled signal.

Table 1 Active parts
information of the signal

Active part Components Duration
(s)

I (1/2)sin(2π20t) + (2/5)sin(2π1000t) 1
II (2/5)sin(2π10t) + (2/5)sin(2π150t) 1
III (3/5)sin(2π5t) + (3/10)sin(2π100t) 1
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The ASA output is as shown in Fig. 6. Here, only active parts of the signal are
extracted. To get high-frequency components in each active part, a bank of 11
LPF FIR filter is developed. The parameters considerations are shown in Table 2.

The ASA delivers three selected windows for the whole x(t) span of 20 s. The
windows specifications are displayed in Table 3.

After performing the filtering operation, by considering the filter coefficients
obtained by Activity Reduction by Filter Decimation/Interpolation technique, the
reconstructed signal is as shown in below Fig. 7.

To prove the superiority of the proposed LCS with ASA, here we consider a
speech signal for 2 s duration as shown in Fig. 8. In this case, the signal is given as

Fig. 3 The input simulated
signal with three active parts

Fig. 4 Uniformly sampled
signal
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input to LCADC of resolution 5 bits. Thus, the Fsmin and Fsmax are 3100 Hz and
248 kHz respectively. The signal is sampled at the ADC resolution of 5-bits. The
uniform sampled speech signal is as shown in Fig. 9.

Fig. 5 Level cross sampled
signal

Fig. 6 Active parts selection
with ASA

Table 2 Filter parameters Parameter Transmission
B.W.

Fc Rp
(dB)

Rs
(dB)

Fref P

Value 30:80 25 −80 −25 2500 127
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The level cross sampled signal and ASA outputs are shown in Figs. 10 and 11.
By observing Figs. 9, 10 and 11 the number samples in LCS-based ASA output is
greatly reduced.

Table 3 After ASA number
of samples in active parts

Wi Ti

(s)
Ni (Samples) Fsi (Hz)

I 0.9968 1080 1083
II 0.9992 800 801
III 0.9988 470 471

Fig. 7 Reconstructed signal

Fig. 8 Speech signal
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Due to this activity-based signal processing, the signal information is not dis-
turbed but numbers of samples will be greatly reduced results saving bandwidth and
reduction in power consumption.

After performing the filtering operation, by considering the filter coefficients
obtained by ARDI technique, the reconstructed signal is as shown in Fig. 12. From
the above two cases of signals, it is clear that LCS-based activity selection algo-
rithm produces very less number of samples after sampling results saving band-
width and reduction in power consumption.

Fig. 9 Uniformly sampled speech signal

Fig. 10 Level-crossing-sampled speech signal
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5 Conclusion

A new nonuniform sampling technique called level cross-based activity selection
algorithm for cellular mobile systems is presented in this chapter. Due to this
nonuniform sampling, there is a great reduction in computational complexity and
bandwidth. All classical mobile systems do not consider the speech signal varia-
tions and they sampled the signal at a fixed rate. It causes to process more number
of samples without any significant information. As a result, they need more
transmission bandwidth to transfer the signal and they take more number of

Fig. 11 LCS-ASA speech
signal

Fig. 12 Reconstructed signal
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computations to process. To verify the performance of proposed sampling tech-
nique, speech signals are sampled nonuniformly then processed and finally
reconstructed with filter banks.
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SIW-Based Different Anchor-Shaped Slot
Antennas for 60 GHz Applications

M. Nanda Kumar and T. Shanmuganantham

Abstract Substrate-integrated waveguide is a good candidate for millimeter
communication. In this chapter, SIW-based two different anchor-shaped slot
antennas for 60 GHz applications is proposed, and designed by using Rogers
dielectric material with a dielectric constant of 2.2 and height of substrate is
0.381 mm. One of the structures will provide 5 GHz impedance bandwidth with
respect to −10 dB reference line (range is 59.831–64 GHz), resonant frequency is
approximately 60 GHz and their results like reflection coefficient, gain, VSWR,
radiation efficiency, transmission efficiencies are −23.5 dB, 5.5 dBi, 1.165, 91%,
and 81%.

Keywords Substrate-integrated waveguide (SIW) ⋅ Microstip
GIFI ⋅ Wireless LAN (WLAN)

1 Introduction

Millimeter wave frequency, i.e., 30–300 GHz plays an important role in commu-
nications due to increasing improvements in academia and industry applications.
The fixed unlicensed frequencies of millimeter wave technologies are 60 GHz
(wireless communication networks) [1], 79 GHz (Automotive radar systems) [2],
and 94 GHz (millimeter wave imaging). To develop this, an antenna requires
broadband and high gain.

57–64 GHz band (7 GHz) is an unlicensed band which is assigned by federal
communication commission (FCC) to access unlicensed devices and the resonant
frequency is 60 GHz. this frequency band is used for high data rates [3], short-range

M. Nanda Kumar (✉) ⋅ T. Shanmuganantham
Department of Electronics Engineering, Pondicherry University, Pondicherry, India
e-mail: nanda.mkumar12@gmail.com

T. Shanmuganantham
e-mail: shanmugananthamster@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
J. Anguera et al. (eds.), Microelectronics, Electromagnetics
and Telecommunications, Lecture Notes in Electrical Engineering 471,
https://doi.org/10.1007/978-981-10-7329-8_80

779



applications such as wireless local area network (WLAN), automotive applications,
and GIFI.

SIW is mainly invented to implement for high-frequency applications like
millimeter and centimeter applications and one type of substrate-integrated circuits
(SICs) [4–10]. The shape of SIW is a waveguide, integrated with help of two rows
(periodic) of holes or vias interlinked with the bottom and top ground planes of a
substrate. Figure 1 describes the simple structure of an SIW. Compared to micro-
strip lines, the fabrication process of SIW is very simple, low weight, moderate size,
and cost effective and compare to a rectangular waveguide, it has high quality
factor, more power handling, low interference. The main advantage of SIW is
integrated into planar forms, includes passive components, active components, and
antennas.

In this chapter, different anchor-based SIW slot antenna combined with a
microstrip line feed with the input impedance of 50 Ω for 60 GHz frequency
applications is proposed. The structure of chapter is as follows. Section 2 describes
about a design of SIW; Sect. 3 describes about the Antenna structure. Finally,
Sect. 5 describes about the conclusion.

2 SIW Design

SIW is type of transmission line. It is derived form rectangular waveguide and
sandwiched between dielectric-filled waveguide (DFW) and waveguide. The
standard width of SIW is measured with help of Eq. 1 and mentioned below
[11–14].

Fig. 1 Substrate integrated waveguide
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aR = aS −
d2

0.95s
ð1Þ

Radiation loss plays a very important role in SIW. The standard equations used
to minimize the radiation loss is mentioned in Eqs. 2 and 3 [12–14].

d≤
λg
5

ð2Þ

and

s≤ 2d ð3Þ

3 Proposed Antenna Structure

The representation of the proposed structure is shown in Fig. 2. Figure 2a
represents the top view of two different anchor-shaped slot antennas and Fig. 2b
represents the bottom view proposed antennas but bottom views of the two
antennas are same. In that sky blue color represents the substrate, i.e., Rogers RT/
Duriod 5880 with a dielectric constant of 2.2 and chooses the thickness (height) is
0.381 mm, yellow color represents the copper and thickness is 35 µm. The D, S are
the diameter of hole and spacing between two holes, their values are 0.1, 0.2 mm.

(a) Top view (b) Bottomview

Fig. 2 Proposed structure
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The w1, w2 are the width of microstrip, tapering width of microstrip, which can be
derived by basic equations of microstrip. In Table 1 the parameters are used to
design the two different anchor-shaped slot antennas. The parameter representation
of the proposed antenna is represented in Fig. 2 (Fig. 3).

4 Results and Analysis

The reflection coefficient of proposed antennas is mentioned in Fig. 4. The first
antenna ($1) will give the bandwidth of 4.12 GHz (in between 59–63.12 GHz) with
respect to −10 dB reference line, the resonant frequency is approximately 60 GHz,
represented in green color. Next, antenna ($2) will give bandwidth of 5 GHz, i.e.,
59–64 GHz, the resonant frequency is approximately 60 GHz and their reflection
coefficient value is −23.5 dB. Figure 5 represents VSWR for the proposed struc-
tures ($1, $2). All two structures bandwidths are match with impedance bandwidth
with respect to VSWR (2:1). Compared to two structures, the second antenna has
more bandwidth, i.e., more than 800 GHz. Bandwidth improvement is a major

Table 1 Antenna parameters Parameter Value (mm) Parameter Value (mm)

W1 0.83 L1 = L2 0.842
W2 2.5 L3 5.7
W3 0.25 L5 4.2
Ws 2.8 L4 0.67
R1 0.5 R3 0.25
R2 0.1

Fig. 3 Parameter description
of the slot
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parameter in 60 GHz band. So, all parameters like surface current, efficiencies,
gain, and radiation patterns are represented for antenna2 ($2) why because it as
more bandwidth compare to antenna1 ($1).

The two-dimensional radiation patterns of 60 GHz are represented in Fig. 6.
Figure 6a represents E-field, radiates in bidirectional and Fig. 6b represents the
H-field, radiates in all direction. The efficiencies of the proposed antenna in between

Fig. 4 Frequency versus reflection coefficient (S11)

Fig. 5 Voltage standing wave ratio
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57 and 64 GHz was represented in Fig. 7. In that red color indicates radiation
efficiency and green color indicates for transmission efficiency. This antenna has
good radiation as well as transmission efficiency and their values are 91, 81% at
60 GHz.

Fig. 6 2D radiation patterns for all resonant frequencies a E-field, b H-field

Fig. 7 Efficiencies in between 57–64 GHz
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Figure 8 represents the maximum gain over frequency in between 57 and
63 GHz. The maximum gain is 7.5 dBi at 62 GHz but a little bit less at 60 GHz,
i.e., 5.45 dBi that is shown in Fig. 9 in that direction of propagation is in the
direction of Z (slot is etched in the direction of z).

5 Conclusion

In this chapter, two different anchor-shaped SIW slot antennas for millimeter
wireless communication (60 GHz application) fed by microstrip was introduced.
One of antenna structure produces 5 GHz bandwidth in between 59 and 64 GHz
with a resonant frequency of 60 GHz with respect to −10 dB reference line and

Fig. 8 Maximum gain over
frequency in between 57 and
64 GHz

Fig. 9 Three-dimensional
gain pattern at 60 GHz
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also match with the VSWR (2:1) and also observes computer simulation results like
VSWR, reflection coefficient, gain, efficiencies, and radiation. Due to high band-
width this can be implemented for WLAN, GIFI, and automotive applications.
Furthermore, SIW slot antenna is also used for another two unlicensed bands in
millimeter wave frequencies like automotive radar and millimeter wave imaging.
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Microstrip Feed Dumbbell-Shaped Patch
Antenna for Multiband Applications

K. Yogaprasad and R. Anitha

Abstract The patch antenna designs have a good resolution for microwave
applications. In this chapter, we introduce a dumbbell-shaped patch ring slot with a
triangular patch antenna for multiband applications and the coplanar waveguide is
used as a feed. The size of the proposed structure is 14 mm × 14 mm × 1.6
mm3, which is intended by using a FR-4 substrate (dielectric constant is 4.4) with
the height of 1.6 mm. This antenna produces four resonant frequencies 1.4745,
8.714, 13.726, 15.796 GHz and their reflection coefficient values are −14.799,
−26.583, −24.597, and −17.255 dB. The simulation results like return loss,
VSWR, gain, radiation patterns, efficiencies, and surface current are observed.

Keywords CPW ⋅ Multiband ⋅ Circular patch antenna ⋅ Microstrip

1 Introduction

In wireless communication, antennas play a very important role, it is stand-in as a
transducer among transmitter and free space. They are well-organized radiators of
electromagnetic energy into free space.

Recent wireless communication systems require small profile, low weight, more
gain, and simple structure antennas to assure reliability, mobility, and more effi-
ciency [1–3]. A microstrip patch antenna is very simple to construct. Microstrip
antennas consist of a patch of metallization on a grounded dielectric substrate. They
are low profile, lightweight antennas, most suitable for aerospace and mobile
applications [4, 5].
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In the available literature, some researchers have used FR-4 epoxy as the antenna
substrate to reduce the antenna cost [6–14] and some have used different substrates
due to lossy characteristics of FR-4 at millimeter frequencies.

This chapter is structured as follows. First, the design of antenna is described in
Sect. 2 which is followed by results and discussion in Sect. 3 and finally, conclusion
can be described in Sect. 4.

2 Proposed Antenna Structure

The antenna designs of the proposed structure are shown in Fig. 1. First
dumbbell-shaped patch antenna fed by microstrip line [Ant $1] is introduced, which
will give three resonant frequencies (1.6373, 9.113, and 13.912 GHz). Next section,
introduces ring-shaped patch instead of circular-shapeddumbbell with a width of
0.3[Ant $2], again produces three resonant frequencies (7.9724, 13.662, and
15.675 GHz). Finally, we introduce triangular patch in between ring patch [Ant $3]
with a width of 4.6 and produces four resonant frequencies (1.475, 8.714, 13.726,
and 15.796 GHz). The proposed structures are intended by using flame retardant
(FR) 4 substrate with dielectric constant of 4.4 and dimensions of proposed
structures are 19 × 12 × 1.6 mm3. In Fig. 2, yellow represents the substrate and
red represents the copper with a thickness of 0.1. The parameters used to design
proposed antenna is described in Table 1.

3 Results and Analysis

Figure 3 shows the frequency (GHz) versus reflection coefficient (dB) of the pro-
posed antenna, which is observed between 1–18 GHz frequency range, achieves
four resonant frequencies 1.4745, 8.714, 13.726, 15.796 GHz, and their reflection

Fig. 1 Circular patch
antenna
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coefficient values are −14.799, −26.583, −24.597, −17.255 dB. This antenna is
useful for L-band (1.4745 GHz), X-band (8.714), and Ku-band (13.726 and
15.796 GHz) Applications.

The reflection coefficient values of the three antennas are demonstrated in Fig. 4.
Green indicates the first antenna that is microstrip feed dumbbell-shaped patch
antenna ($1), blue indicates the second antenna that is after introducing ring shape
patch instead of circular shapes in dumbbell ($2) and third one is the proposed

Table 1 Antenna parameters Parameter Value (mm) Parameter Value (mm)

W 19 Lf1 5
L 12 R 3.1
F_L 5 h 1.6
F_L1 6.8 t 0.1
F_W 1.8

Fig. 2 Different antenna structures
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antenna that is after introducing triangular patch in circular rings of dumbbell,
which is indicated by red color ($3).

The dumbbell-shaped patch antenna (Ant $1) will provide three resonant fre-
quencies are 1.6373, 9.113, 13.912 GHz and their reflection coefficient values are
−17.316, −42.217, −16.414 dB next introducing ring patch instead of circular
shape in dumbbell (Ant $2), this antenna also provides three resonant frequencies
that are 7.9724, 13.662, 15.675 GHz and their reflection coefficient values are
−33.5, −19.621, 15.675 dB after introducing triangular patch in ring shape (Ant
$3), finally got four resonant frequencies that are 1.475, 8.714, 13.726, and
15.796 GHz and their reflection coefficient values are −14.799, −26.583, −24.597,
and −17.255 dB. The proposed antenna is useful for L-band, X-band, and Ku-band
applications.

Fig. 3 Frequency versus reflection coefficient (S11) of a proposed antenna

Fig. 4 Frequency versus reflection coefficient (S11) for three antenna structures
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Voltage standing wave ratio versus frequency has been presented in Fig. 5. The
obtained four resonant frequencies 1.4745 GHz (covers a band of 1.363–
1.5944 GHz, bandwidth is 0.2315 GHz (VSWR2:1)), 8.714 GHz (covers a band of
8.6074–8.8363 GHz, bandwidth is 0.2289 GHz (VSWR(2:1)), 13.726 GHz (covers
a band of 13.389–14.069 GHz, bandwidth is 0.68 GHz (VSWR(2:1)), and
15.796 GHz (covers a band of 15.608–16.056 GHz, bandwidth of 0.448 GHz
(VSWR(2:1)), their VSWR values are 1.4422, 1.1131, 1.1517, and 1.3303.

Figure 6 describes the two-dimensional radiation pattern in that Fig. 6a repre-
sents E-field and Fig. 6b represents the h-field for all resonant frequencies and also
observed bidirectional propagation in e-field and all direction propagation in h-field.

Fig. 5 Voltage standing wave ratio

Fig. 6 2D radiation patterns for all resonant frequencies a E-field, b H-field
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(a) 1.8 GHz (b) 8.714 GHz

(c) 13.726 GHz (d) 15.796 GHz

Fig. 7 The surface current of the proposed antenna

Fig. 8 Efficiencies of the proposed antenna
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The surface currents of the proposed structure with different resonant frequencies
are described in Fig. 7. In Fig. 7a, the current flow is very high at a feed and all
other figures current flow is high at entire patch and feed and we also observe that
current flow is gradually decreasing while increasing frequencies. The efficiencies
of the proposed structure were presented in Fig. 8. Radiation and total efficiencies
are 40, 70, 50% and 30, 52, 40% at 8.714, 13.726, 15.796 GHz.

Figure 9 describes the three-dimensional gain pattern at 13.726 GHz and gain
value is 5.36 dB and also observed for another three resonant frequencies gain
values are 1 dB at 1.4 GHz, 3 dB at 8.714 GHz, and 2.5 dB at 15.976 dB.

4 Conclusion

In this chapter, microstrip feed dumbbell-shaped patch antenna is introduced. This
antenna will provide four resonant frequencies that are 1.475, 8.714, 13.726, and
15.796 GHz and their reflection coefficient and VSWR values are −14.799,
−26.583, −24.597, −17.255 dB, and 1.4422, 1.1131, 1.1517, 1.3303 and will also
observes the other parameters like the surface current, radiation patterns, and effi-
ciencies. This antenna is useful for L-band, X-band and Ku-band applications.

Fig. 9 3D gain pattern at
13.726 GHz
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Arc-Shaped Monopole Liquid-Crystal
Polymer Antenna for Triple-Band
Applications

S. S. Mohan Reddy, B. T. P. Madhav, B. Prudhvi nadh,
K. Aruna Kumari, M. V. S. Praveen, M. Hemachand
and E. Mounika

Abstract An arc-shaped compact monopole antenna with defected ground struc-
ture is designed for triple-band applications with gain enhancement are observed in
this chapter. The antenna structures are implemented to achieve triple-band prop-
erties. By using linear array technique, characteristics like operating bandwidth,
antenna gain, and efficiency were analyzed and improved for the designed antennas.
The designed antenna has better radiation characteristics with a peak gain of
8.49 dB, efficiency toward radiation is 97%, return loss bandwidth is 2.3, 3.4, 5.2
GHz and it also offers front-to-back ratio of 4.1257. The average gain and radiation
efficiency is improved by applying linear array to the proposed antenna. The
detailed design of the proposed antenna is simulated using ANSYS HFSS 17.

Keywords Linear array ⋅ Triple band ⋅ Monopole ⋅ Gain

1 Introduction

The Microstrip Patch Antenna (MSA) comprises of a radiating patch on the head
side of a dielectric substrate which has a ground plane on the tile side. For improved
analysis, the patch has been taken in shapes like square, rectangular, round, tri-
angular, curved, or some other normal shape. For better antenna performance, the
antenna must contain a thick dielectric substrate with a low dielectric constant is
needed for data transmission and better radiation [1]. In order to design a compact
MSA, higher dielectric constants we must use materials having less efficient and
result in a narrower bandwidth. The patch antennas are widely used in wireless
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applications due to their low-profile structure for that they are extremely compatible
with compact antennas in handheld wireless devices such as cellular phones,
pagers, etc. The MSAs has the advantages such as lightweight and low volume, low
fabrication cost, and feasibility to integrate into Microwave-Integrated Circuits
(MICs) and shows of dual and triple-frequency characteristics. With all these
advantages, of microstrip patch antenna there are also disadvantages such as narrow
bandwidth, low efficiency, low gain, low power handling capacity, and surface
wave excitation [1, 2]. The designed antenna has arc-shaped monopole antenna
with defected ground structure has triple-band characteristics. The triple-band
antenna which is operated at WLAN (5.15–5.35 GHz) and WiMAX (3.4–3.6 GHz)
band frequencies is designed to improve the narrow band characteristics of the
circular patch antenna to multiband frequency.

Triple band characteristics of the antenna are achieved by arc-shaped circular
ring and one rectangular patch inside the circular ring [3]. The radiation perfor-
mance and gain analysis is observed by experimental data obtained by the simu-
lation of antenna design. The results and design parameters of the proposed antenna
are discussed in the following sections along with dimensions. Finally, to improve
the gain and radiation characteristics of the antenna, linear array antenna setup is
included in the design of the proposed antenna.

2 Development of the Proposed Antenna

The below figure states the return loss characteristics of the designed antenna. The
frequency band obtained is a triple band. The return loss versus frequency plot is
taken in the range of 1–7 GHz. Between that range, three frequency bands are
obtained the band-1 is ranging from frequency 2.3 to 2.5 GHz with the bandwidth
of 0. 2 GHz. The second band is ranging from frequency 3.4 to 4 GHz with the
bandwidth of 0.6 GHz. And the third band is ranging from frequency 5.2 to
5.9 GHz with the bandwidth of 0.7 GHz. The resonant frequencies obtained at the
three frequency bands are 2.4 GHz, 3.6 GHz, and 5.5 GHz, respectively, with a
notch frequency of 4.6 GHz between 3.6 and 5.5 GHz (Figs. 1, 2, 3, and 4;
Table 1).

The VSWR characteristic of the proposed antenna is observed below 2 GHz.
The VSWR versus frequency plot is taken in the range of 1–7 GHz. Between that
range, three frequency bands are obtained in which the band-1 is ranging from
frequency 2.3 to 2.5 GHz with the bandwidth of 0.2 GHz. The second band is
ranging from frequency 3.5 to 3.8 GHz with the bandwidth of 0.3 GHz. And the
third band is ranging from frequency 5.3 to 5.7 GHz with the bandwidth of
0.4 GHz.

The input impedance given of the designed antenna is 50 ohms. The impedance
characteristics of the proposed antenna shown in the Fig. 5 gives the magnitude,
real and imaginary impedance.
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Gain characteristics of the antenna before applying four element arrays are
presented in Fig. 6.

Fig. 2 Layout of the designed antenna

Fig. 1 Antenna iterations

Fig. 3 S11 characteristics of the designed antenna
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Linear Array Antenna Arrangement is in Fig. 7.
The below figure shows the linear array arrangement of the designed antenna.

Before applying the linear array technique [4], the gain of the antenna is less as
shown in Fig. 6 at three frequencies when applying the linear array technique, the
gain is enhanced as Fig. 7. The gain has increased in three bands [5–8] gradually,
i.e., at 2.4 GHz the gain is 5 dB and at 3.6 GHz gain is 7 db and at 5.5 the gain is

Fig. 4 VSWR characteristics of designed antenna

Table 1 Antenna parameters

Variable Dimensions (mm) Variable Dimensions (mm)

Ws 16 Hb 6.5
Wa 8 Ls 38.5
Wb 4.5 La 15
Ra 8 W1 1.9
Ha 2.5 Xa 3.55

Fig. 5 Impedance characteristics of designed antenna
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8.4 db. The increase of gain establishes a good communication link between the
transmitter and receiver antenna.

Figure 8 shows that the antenna at 2.4 GHz frequency radiated in the bidirec-
tional pattern (Fig. 7a) and at 3.6 GHz frequency antenna radiated at omnidirec-
tional pattern in phi = 0° plane (Fig. 6b). At 5.5 GHz frequency antenna we can
see the directional patterns (Fig. 7c). Radiation patterns of the antenna before
applying linear array are presented in Fig. 9.

Radiation patterns at three resonant frequencies after using 4 linear array ele-
ments direction is presented in Fig. 10.

The parametric analysis-1 and 2 of the designed antenna is observed in Figs. 11
and 12 by varying the width and height of the L-shaped stub. By changing the

Fig. 6 a 2.4 GHz, b 3.6 GHz, and c 5.5 GHz

Fig. 7 Linear array arrangement of antenna

Fig. 8 3D pattern a 2.4 GHz, b 3.6 GHz, and c 5.5 GHz
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width of the feed to 1.5, 2, and 2.5 mm the resonant frequency values obtained at
1.5 mm is 2.4, 3.4, and 5.5 GHz, and on increasing the width to 2 and 2.5 mm the
resonant frequency values obtained are 2.4, 3.6, 5.5 and 2.4, 3.7,5.5 GHz,
respectively, and the maximum return loss obtained is around −19 db at 2.5 mm.
By varying the height of the L-stub to 4.5, 5.5, and 6.5 mm the resonant frequency
values obtained at 4.5 mm is 2.5 and 5.2 GHz and the maximum return loss
obtained is −32 db at 4.5 mm, and on increasing the height to 5.5 and 6.5 mm the
resonant frequency values obtained are 2.5, 4.9 and 2.4, 3.6, and 5.5 GHz
respectively. It was observed that for 4.5 and 5.5 mm values only dual-band fre-
quency spectrum is obtained of the arc. By changing the width of the L-shaped stub
to 6, 7, and 8 mm the resonant frequency values obtained at 6 mm is around 2.4,
4.2 and 5.6 GHz, and on increasing the width to 7 and 8 mm the resonant fre-
quency values obtained are 2.4, 3.9, 5.6, and 2.4, 3.6, 5.5 GHz, respectively, and
the maximum return loss obtained is around −23 db at 6 mm. By varying the radius

Fig. 9 Polar plots a 2.4 GHz, b 4.6 GHz, c 3.6 GHz, and d 5.5 GHz
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Fig. 10 E-plane and H-plane radiation patterns at resonating frequencies

Fig. 11 Analysis by varying height of the L-shaped stub

Fig. 12 Analysis by varying width of the L-shaped stub
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of the arc to 6, 7 and 8 mm the resonant frequency value obtained at 6 mm is 3.2,
5.8 GHz, and on increasing the radius to 7 and 8 mm the resonant frequency values
obtained are 2.8, 5.3, and 2.4, 3.6, and 5.5 GHz respectively. It was observed that
for 6 and 7 mm values only dual-band frequency spectrum is obtained [9, 10]
(Figs. 13, 14, 15 and 16).

Fig. 13 Analysis by varying radius of the arc

Fig. 14 Radiation efficiency of the designed antenna

Fig. 15 E-field and current distribution of the proposed antenna at different frequencies
a 2.4 GHz, b 3.6 GHz
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3 Conclusion

This antenna is designed to work at three different bands which cover the WLAN
and LTE, WiMAX and WLAN applications A combination of arc-shaped patch and
DGS ground makes the antenna to work efficiently. A unique application by adding
a linear array technique structure is adjoined for which antenna gain is improved to
8 dB, The proposed antenna shows a variation in gain from −2 to 8 dB with
omnidirectional radiation pattern in the operating band with the linear array tech-
nique. The antenna is small in size and fabricated on the FR4 dielectric substrate.
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Design and Characterization of an ASIC
Standard Cell Library Industry–Academia
Chip Collaborative Project

M. Naga Lavanya and M. Pradeep

Abstract Standard cell design approach was important for allowing designers to
scale ASICs correspondingly simple single-function ICs (of several thousand gates)
to complex multi-million gate devices (SoC). Standard cell libraries are required for
any IC design or chip fabrication process. The proposed work involves the design
and development of an ASIC standard cell library for the 90 nm technology node
using Cadence tool. The work involves identifying the optimal circuit topology for
the defined logic functions, Circuit design for the functional, performance, and
power dissipation specifications, Formulation of circuit simulation index for circuit
characterization, design of a standard cell layout template, Layout Engineering for
all the sets (DRC, LVS compliant), Parasitic Extraction and back annotation, Post
layout characterization for DC, transient and power dissipation performance, and
Scripting for Liberty format (Tool views). Similarly, according to our chip speci-
fications the objective is to design optimal circuit topology like area, timing, and
power.

Keywords ASIC design standard cell library schematic design
Characterization and layout (DRC, LVS)

1 Introduction

Integrated circuit devices play an essential role in today’s industry. Integrated
circuit technology has passed through a spectacular revolution within the past 20
years. Using Moore’s law, the quantity of transistors which will be integrated
on one die has been exponentially increasing with time [1]. Integrated circuits have
many applications from automotive controls, televisions, computers, microwaves,
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and televisions, play stations, cameras, mobile phones, and aeroplanes. Different
integrated circuit implementation approaches are adopted ranging from custom
design approach used for microprocessors and memories to the absolutely pro-
grammable designs for medium to low-performance applications to meet all the
design specifications [2]. A number of different approaches are used to a digital
integrated circuit that can be manufactured, but they all are some basic steps to be
followed. The steps starts with sizing all the transistors in the schematic design,
connecting wires, and all the input and output pins are arranged then the schematic
being put down in a layout. First design schematic and layout were designed and
finally that layout was fabricated on chip.

Full Custom Design: Full custom means that you are donning the work started
from zero that is everything doing in the schematic and layout is created manually.
Each transistor used in the schematic can be arranged as some desired specifica-
tions, decreased area, speed, load capacitor, etc. The designer has total control on
layout; each and every wire connection in the layout is placed our own way. The
advantage of full custom design layout can be designed manually and carefully to
meet our design specifications and fit into the cell. The disadvantage of full custom
design is it takes a lot of work and time to design [3].

Standard Cell Library: “Standard cell library have a group of logic or gate
level components, functional level components that are systemized and consists of
cells based on the individual layout.” Standard cell libraries are basic building
blocks of ASIC design flow because of its basic interface execution and consistent
structure [3].

In this chapter, standard cell library development was done by using full custom
design approach. Because everything is done manually (schematic and layout
design). This chapter’s main aim is to design and implement high-speed standard
cell library corresponding to the design specifications and to characterize the
transient analysis and DC analysis on the executed schematics. Transistors sizing
are very small compared to other standard cell libraries. Area of the standard cell
template is also minimum.

2 Standard Cell Library Design Flow

Standard cell library design flow is shown in Fig. 1. This design flow represents
total standard cell library design in a number of steps. Each and every step in the
design flow is very important. These design flow steps are followed to design any
standard cell library. But in this design, extra design steps are added, according to
my library development. Those are liberty generation and Verilog and VHDL
Simulation models.
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3 Specifications of Standard Cell Library

3.1 Design Characteristics of Standard Cell

According to our technology node, the amounts of routing layers are chosen for the
design of cells in the library. In few cases, the design of the cells will rely on the
functions of the obtainable metal layers with design rules. The following charac-
teristics are standard to all cell libraries. Standard cell library specifications are
observed in Table 1.

Design Characteristics of Circuit: First, each cell in this library is tested and
the functional specifications and the electrical characteristics are described. By

Fig. 1 Standard cell design
flow

Table 1 Standard cell library
specifications

Parameter Description

Technology node 90 nm
Supply voltage 1 V
Rise and fall times 137.6 ps
output frequency 100 MHz
Number of tracks 15
Cell height 7.04 μm
Temperature range −40 to 125 °C
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using Drive strength concept sizing all the transistors in schematic. “Drive strength
means it is the capacity of a cell to drive a value to the cell connected to its
output.” Each cell is designed with multiple drive strengths using different drive
strengths sizies of the transistors easily and layout is designed easily with minimum
area.

Cell Shape Characteristics: Standard cell layout design is constructing by using
a predefined design. It will make sure that all the design requirements are met. The
layout design consists of the cell height, the placing of the N-wells/P-wells, N,
P-type transistors widths, by using layout guidelines to flip the cell vertically or
horizontally without generating any errors. The shape of the cells is in rectangular.
Cells for particular columns or chip regions are all at a similar height a library may
contain various arrangements of cells. A particular design rule is the width of cell is
minimum because placement may be easier and faster [4]. The power supply lines
VDD and GND have the same width for the whole standard cell; the width of the
supply over the cell length is constantly steady.

Interface of the Cell Characteristics: All IN and OUT ports have a predefined
sort, layer, position, size, and interface focuses. These attributes are resolved in
view of the placer and additionally switch to be utilized to execute the plan. Router
always think about how to simplify the design and gives best outcomes. By uti-
lizing layer spacing design rule to outline, all non-shared polygons must be dis-
persed from the limit of the cell. According to this design rule, abutting cells will be
correct by construction.

3.2 Standard Cell Layout Guide Lines

How to Consider Wire Track Spacing: The format of standard cell layout starts
with measuring horizontal and vertical wire tracks. Wire tracks are utilized to
control, and place routing devices to perform interconnection between cells. Fol-
lowing all the design rules, for example, width and separating of the initial two
leading layers (e.g., metal one and metal two) are utilized to set appropriate wire
track dispersing [5]. There are three ways to discover wire track spacings, i.e.,
Line-to-Line (d1), Line-to-Via (d2), Via-to-Via (d3) as shown in Fig. 2.

Procedure for Standard Cell height Measurement: The height and width of a
standard cell is determined by multiple of the vertical wire tracks and horizontal
wire tracks. The standard cell height is fixed in the entire library, but the standard
cell width will change according to the width of transistors [5]. The height of the
standard cell consider all the parameters are like diffusion spacing between P- and
N-type transistors, width of P-Type, N-Type transistors and the Power(VDD) and
Ground (VSS) buses Width (Fig. 3).
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4 Standard Cell Characterization

Both combinational and sequential circuits are implemented in this standard cell
library design. Combinational circuits are INV, BUFFER, NAND, NOR, AND,
OR, MUX, XOR, etc., circuits are designed with maximum Drive strength
(1X-200X). Sequential circuits are D Latch, D Flip flop, etc. Here, only one basic
CMOS INVERTER with Drivestrength1X is explained using logical effort concept
sizing all the transistors in this library.

4.1 CMOS Inverter

The CMOS inverter cell gives the inverse of input (IN). The output (out) is men-
tioned by the functional equation given below. Y = Ᾱ. The schematic diagram of
INV1X with width of PMOS (Wp) and NMOS (Wn) as Wp/Wn = 1.25 are shown in
Fig. 4. Symbol generation, transient analysis of INV1X are shown in Figs. 5 and 6.

Fig. 2 Wire track spacing

Fig. 3 Generalized height of
standard cell
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Schematic Diagram of CMOS Inverter (INV 1X)
See Fig. 4.
Symbol Generation:
See Fig. 5.
Simulation Results for INV1X:
See Fig. 6.

4.2 Layout Representation

Before going to the Inverter (INV1X) Standard Cell Layout, first we consider the
Horizontal tracks, Vertical tracks, and fix the Height of the Standard Cell Layout.

Cell height is chosen as the most complex cell in this library such as MUX4X1.
In this standard cell library, number of horizontal tracks are 15 and vertical tracks
depend on width of the transistor as shown in Fig. 7. For measuring purpose, the set

Fig. 4 Fastest CMOS
INV1X schematic

Fig. 5 INV1X symbol
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of design rules are required. Here, GPDK 90 nm DRC manual is used for the
reference [7]. Physical specifications of this template are shown in Table 2. After
generating INV1X Standard Cell Layout measure area also. INV1X standard cell
characteristics are shown in Table 3. Once DRC and LVS checks are finished for
INV1X, next we are doing RC Extraction (QRC). Once QRC was done particular
cell av-extracted layout will be generated (Fig. 8).

Fig. 6 Transient analyses of INV1X

Fig. 7 Representation of horizontal and vertical tacks

Table 2 Physical
specifications of standard cell
template

Physical attribution Characteristics

Number of tracks 15
Cell height 7.04 μm
Horizontal grid spacing 0.4 μm
Vertical grid spacing 0.42 μm
Power/ground rail width 0.84 μm
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5 Conclusion

The main objective of this chapter is to design high-speed standard cell library and
it is accomplished by meeting the given design specifications. According to that
sizing, the transistors are also very small. The specifications are like Height of the
standard cell template, rise time and fall time values, and propagation delay for
INV1X. For any chip fabrications process, a standard cell library is required. This
project represents standard cell template design, by using this template less number
of transistors and has more possibilities for superposition of logic. Here, standard
cell template height is measured and is fixed by using a number of tracks and area
of the cell also minimum. This venture meets pre-format and post-design comes
about according to the design specifications. The standard cell design is done
implementation by using Cadence software. In the later work liberty file for all the
cells in our library will be generated.

Table 3 INV1X standard
cell characteristics

INV1X cell characteristics

Sizes of the PMOS and NMOS—Wp—300 nm, Wn—240 nm
Shape ratio (γ)—1.25
Rise time—137.6 pF and fall time—137.6 pF
Propagation delay—78.435 ps
Cell height—7.04 μm, cell width—1.72 μm
Area of the cell—12.07 μm2

Fig. 8 INV1X standard cell
layouts
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Design and Characterization of 6T SRAM
Cell Industry-Academia Collaborative
Chip Design Project

Hema Thota and G. R. L. V. N. Srinivasa Raju

Abstract Static Random Access Memory (SRAM) being a volatile semiconductor
memory, it is used only when power is supplied, to store a bit of binary logic ‘0’
and ‘1’. Asia Pacific is the largest and fastest growing region in SRAM market. The
present key challenges faced by this market are, large cell sizes, the high cost of
designing and lower cell stability. This paper focuses on the motive to meet such
key challenges of SRAM design. So, it discusses about 6T SRAM design, stability
analysis and cell characterization of SRAM cell. Stability analysis signifies the
Static Noise Margin (SNM) of the memory cell. SNM, when both write as well as
read operations are done in different ways describing the necessity of each method
as a model for stability analysis, is discussed in this paper. The simulations are
carried out on Cadence—virtuoso, using GPDK (Generic Process Design Kit)
180 nm CMOS technology.

Keywords GPDK 180 nm CMOS technology ⋅ SRAM ⋅ Bitcell
Wordline ⋅ Bitline ⋅ Marginality analysis ⋅ Stability ⋅ SNM

1 Introduction

As the demand for portable device size and battery operated system are increasing
with greater scale, the demand for on-chip memory also increases. According to the
research analysis studies on the Static Random Access Memory (SRAM) Market,
Industry ARC (Analytics, Research and Consulting) reported that the largest and
fastest growing region during the period 2014–2021 in this market will be Asia
Pacific. There is high scope for the SRAM Market in various regions across the
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globe during 2014–2021 as shown in Fig. 1 (from the report given by Industry
ARC). The basic idea of choosing memory design as an academic project is, to
bring out a complete Memory IP for Indian academic research usage as a part of the
industry-academia partnership-based collaborative chip or IP design projects. Fig-
ure 2 shows the conventional 6T-SRAM cell [1]. It uses six transistors, out of
which four transistors (M3–M6) are used for storing a bit and two other transistors
(M1 and M2) are used to access the bit stored in the cell. The four transistors used
for storing the data are arranged in the form of two inverters connected back to back
(cross-coupled) forming a bi-stable latching circuitry. The read and write operations
are explained [2]. The stability [3–9] of the cell is also an important key factor that
affects the data stored in the memory. The stability of the cell is determined by the
parameter variations in the memory to process variations, namely, sensitivity and
the conditions at which the circuit is operated. Both the cell area and stability are
interdependent perspectives for a cell design, because improved stability requires a
larger area of the cell (larger sized transistors). Over past several years, there has
been considerable effort to get through and then create the models for the stability
of memory cells. Though, the inverters connected back to back seems to be simplest
in appearance, it can be attempted to create the model for the stability of the cell
analytically, that has been gone to some limits of success [5].

This paper organization has been carried out in five sections. The 6T SRAM cell
is introduced in Sect. 1. Section 2 describes the operation of the cell—read and
write, both the bits from and to the cell, respectively. Cell characterization and

Fig. 1 SRAM market value,
reported by industry ARC

Fig. 2 Six-transistor SRAM
cell
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design are discussed in Sect. 3. Section 4 is followed by simulation test setup and
results. The paper discussion is then, finally concluded in Sect. 5.

2 Operation of 6T SRAM Memory Cell

2.1 Read Operation

To read a bitcell, both the bitlines are first precharged to the supply voltage (VDD).
Then WL is made high and logic ‘0’ is stored at node Q; the bitline at this node is
discharged from access and pulldown transistors. In 6T SRAM, shown in Fig. 2,
the transistors M1 and M4 are used for discharging the bitline which is precharged.
If BLB is at low voltage (or discharged), then logic ‘1’ is held at node Q. To be
clear on the states which the cell stores, it depends on the discharge of bitlines. The
differentiated signals stay on bitlines to be converted to a single logic output by the
sense amplifier. Finally, the wordline is de-asserted back to ‘0’. Figure 3 shows the
read operation of bit ‘0’. For good read stability,

β=
W
L

� �
Pull down Transistor

W
L

� �
Access Transistor

>1 ð1Þ

2.2 Write Operation

The write operation can be clearly understood by assuming the initial voltages at
nodes Q and QB as at, logic ‘0’ and logic ‘1’ voltages, respectively. The wordline
(WL) is initially set to ‘0’ and BL, BLB are precharged to supply potential. After
precharged, the two bitlines are removed fromVDD. Then,WL is given a high voltage

Fig. 3 Read ‘0’ operation of a 6T SRAM cell
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(content is stored in the cell in this process). Now the actual data value is placed on BL
which can be done by pulling down the Voltage at that node using the write driver
circuitry. BLB which is in connection with node QB through M2 is driven to the very
low voltage using awrite driver circuit byM2 access transistor, then the bitline at node
Q is held high to pull it down throughM1 access transistor. As soon as nodesQ andQB
invert their states, WL is brought back to logic ‘0’. For writability (Fig. 4),

P =
W
L

� �
Pull up Transistor

W
L

� �
Access Transistor

<1 ð2Þ

3 Characterization of SRAM Cell

The SRAM cell can be characterized by its stability analysis. The marginality of
cell signifies the stability, which is determined by Static Noise Margin (SNM). It
can be termed as the amount of DC noise (VN) in maximum that can be tolerated by
the inverters connected back to back so that, the cell is retained with its data. All the
respective methods mentioned below are done for the design and achieved far better
results from the optimized design.

3.1 Analytical-Based Approach to Determine SNM of a 6T
SRAM Cell

SNM can be found out analytically by using KCL and KVL equations and applying
one of the mathematically equivalent of the noise margin criteria [6]. The SNM for

Fig. 4 Write ‘0’ operation of a 6T SRAM cell
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an SRAM cell can be determined analytically and is given by Evert Seevinck, the
equation given below:

SNM6T =VT −
1

K +1

� � VDD − 2β+1
β+1 VT

1+ r
k β+1ð Þ

−
VDD − 2VT

1+ k β
P +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
β
P 1+ 2k+ β

P k
2

� �q
8><
>:

9>=
>;, ð3Þ

where, β and P are the bitcell and pullup ratio, respectively, VT is the threshold
voltage.

Vs =VDD −VT , .Vr =Vs −
β
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VT , ..k=

β
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With the analytical approach, it becomes difficult to find the expression for
writability with appropriate assumptions and approximations, because of the
complex equations are involved. The following simulation-based approaches are
more efficient; as spice MOS models include second-order effects. The analytical
and simulated values are tabulated in Table 2 (Fig. 5).

3.2 Simulation-Based Approach to Determine SNM
of an SRAM Cell

SNM for an SRAM cell can be determined in many ways. Some of the
simulation-based approaches to find SNM are given below. Each of the approaches
is followed by its details to determine SNM value and some limitations of that
particular approach.

Fig. 5 Standard 6T SRAM
for modelling the SNM
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Approach-I; Butterfly Curves: SNM, in the conventional SRAM is determined
by butterfly curves. The maximum side of the square fitted in the lobes of VTC,
determines the SNM as shown in Fig. 7. But, there are certain limitations for
determining the SNM using the butterfly curves. The SNM is delimited to a
maximum of 0.5 VDD, when the Voltage transfer characteristic (VTC) has been
obtained from the butterfly curves, There is no ability to measure SNM with an
automatic inline tester, Not able to provide the information statistically about the
rate of failure in SRAM cells, lack of direct SNM availability, For reading stability
and writability measure, separate analyses are required, stability analysis also
requires the information regarding the current flow, which is not provided (Fig. 6).

Approach-II; N-curve Stability Metrics: The alternative approach to deter-
mine the stability margin is to implement N-curve for the Memory cell. N-curve not
only gives the information of the current in the circuit besides, the RSNM, WSNM
can also be determined from the same curve. The N-curve that is extracted, had
three points of intersection named A, B and C. While, the points A and C lie at
stable states, B is at meta-stable state. These correspond to the butterfly curves
plotted above the N-curve, given by Fig. 7. The difference potential between points
A and B represents the Read SNM and that between B and C gives Write SNM.
The above curve also determines Static Power Noise Margin (SPNM) which is
termed as the maximum allowable DC noise power at internal nodes of the cell
before the content gets changed. Writability of a cell can be characterized by the
parameter Write Trip Power (WTP), which can be actually achieved by calculating
the area above the curve, between points B and C. The amount of power required in
minimum to invert the data at storage nodes is termed as WTP. However, a major
limitation of the N-curve stability metric is, it gets access with the nodes Q and QB
as done to obtain butterfly curves.

Approach-IV; Bitline measurement stability metrics: In this way to obtain
read stability and writability for a memory cell is characterized by accessing only to
supply voltage (VCELL), Wordline (VWL) and bitlines (VBL and VBLB).

Supply Read Retention Voltage (SRRV): In this approach, the stability under read
operation is achieved by supply power needed in minimum for data retention and it

Fig. 6 Test bench-1 to
determine SNM for
Simulation-based approaches
I, III and IV

822 H. Thota and G. R. L. V. N. Srinivasa Raju



is termed as SRRV. When both bitlines are left floating floating around supply
voltage, WL is brought high and VCELL is brought down to a sufficiently lower
potential. Then, the bitcell loses the stable state and makes nodes Q and QB to
remain in the same state. At this point, M1 overcomes M4 (refer Fig. 2) so that node
Q, actually storing ‘0’ increases above the threshold of INV-2 and inverts the state
of bitcell. It can also be depicted by the sudden fall in the current flowing through
the bitline, IBL, as given in Fig. 8. This all of a swift in current is mainly because of
increase in the voltage at node Q holding ‘0’, the time when potential reaches to
meta-stable state or that the bitcell state gets inverted due to the drop in VCELL.

Wordline Write Trip Voltage (WWTV): It is termed as the minimum word
potential needed to invert the cell content during a write cycle and it can be used to
find the writability of the cell. In other terms, it represents the maximum allowable
DC slack on WL to write to the cell. As WL potential is increasing towards a high
potential, initially, the current monitored resembles the ID–VG characteristics of the
access transistor M1 (refer Fig. 2). When WL is sufficiently increased to the highest
potential, it causes the cell content to invert. It is represented by the sudden fall in
the magnitude of IBL, as shown in IBL versus the VWL of Fig. 9. WWTV is termed
as the difference in the voltage of VDD and that of VWL, which results in the swift in
the current, IBL.

Fig. 7 N-curve with
corresponding particular
butterfly curves of the 6T
SRAM cell

Fig. 8 SRRV representing
the read stability of the cell
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4 Simulation Plan and Analysis

All the above simulations are performed with bitcell ratio as 5 and pull-up ratio as
1.25. PVT and Monte Carlo analysis are performed with sizes of transistors being
parametrized by varying the bitcell and pullup ratios at NN, SS, SF, FS and FF
corners at −40, 27 and 125 °C with Voltage of 1.62, 1.8 and 1.98 V (45 Corners).

Fig. 9 WWTV representing
the writability of the cell

Table 1 Voltage conditions for stability models

Method Butterfly curves N-curve Bitline measurement
Parameter RSNM WSNM RSNM and

WSNM
RSNM WSNM
SRRV WRRV WWTV BWTV

VCELL VDD VDD VDD Swept
from 0
to VDD

VDD VDD VDD

VWL VDD VDD VDD VDD Swept
from VDD

and above

Swept
from 0
to VDD

VDD

VBL VDD VDD VDD VDD VDD VDD VDD

VBLB VDD VSS VDD VDD VDD VSS Swept
from
VDD to
0

VQ Swept
from 0 to
VDD

Swept
from 0 to
VDD

Swept from
0 to VDD

a a a a

Measured
parameter

Q &
QB-Max
Square

Q &
QB-Min
Square

IBL and
points of
zero
crossing

Q, QB
and IBL

Q, QB and
IBL

Q, QB
and IBL

Q, QB
and IBL

Test
bench

6 6 6 6a 6a 6a 6a

aVQ can be removed from the test bench
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4.1 Technology Parameters and CAD Tools

Technology Parameters: Technology Specification: GPDK (Generic Process
Design Kit) 0.18 µm CMOS Technology, Supply Voltage range: 0–1.8 V, SPICE
MOS Model: BSIM (Berkeley Short Channel IGFET Model), Version: 3v3.

CAD Tools: Schematic Entry: Cadence Schematic Entry ADE (Analogue Design
Environment), Simulator: Cadence Spectre.

All the Simulations performed are shown in the above descriptions as Fig. 3 through
Fig. 9. The voltage conditions for the Stability models to all the above-mentioned
approaches are tabulated in Table 1. For all the approaches dealt above, the simulated
results are listed in Table 2. Approach III, (N-Curve) is also capable of measuring Static
power under both write and read. SPNM is measured to be 61.79 μW and WTP is
25.67 μW.

5 Conclusion

The cell is characterized by varying the various voltages of the cell. The current IBL
is observed by varying all the parameter voltages mentioned above. It signifies the
characterization of the cell to determine the read stability and writability. Stability
models are presented by listing down all the advantages and disadvantages of
different approaches. Stability of the cell is increased for larger sized transistors.
The static powers of the cell for both read and write operations are also observed.
PVT and Monte Carlo are also performed using N-curve to obtain the simulated
results with bitcell ratio as 5 and pullup ratio as 1.25. The minimum RSNM is 0.550
at FS corner, 1.62 V, 125 °C and WSNM is 0.834 at SF corner, 1.62 V, −40 °C.
The maximum RSNM is 0.7606 at SF corner, 1.98 V, −40 °C and WSNM is 1.313
at FS corner, 1.98 V, 125 °C. Thus, stability is improved as compared to that
presented [3, 4].

Table 2 Simulated results
for SNM from all the methods

Approach RSNM WSNM

Butterfly curves 0.5800 0.870
N-curve 0.5602 1.071
Bitline measurement SRRV 0.5760 a

WWTV a 0.898
Analytical 0.4902 a

aThe parameter cannot be measured by that approach
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Spectrum Sensing in Cognitive Radio
Networks Using Time–Frequency Analysis
and Modulation Recognition

M. Venkata Subbarao and P. Samundiswary

Abstract Spectrum sensing is the most important step in the cognitive radio. It
involves spectral detection, channel estimation, and channel state prediction. Most
of the traditional spectrum sensing techniques are used for narrowband sensing. At
the same time, these techniques cannot distinguish the available user either as
primary or secondary. Under the fading conditions, these conventional methods
give a false alarm. This chapter presents a new wideband sensing algorithm using
Time–Frequency Analysis. Using this method, it is possible to visualize entire
spectrum scenario at any instant of time. Further, the primary user and secondary
user are distinguished by using Modulation Recognition-based Spectrum sensing
which is also presented in this chapter. Several realistic cases are also considered to
verify the superiority of the above mentioned proposed methods of spectrum
sensing.

Keywords Modulation recognition ⋅ Time–frequency transforms
Spectrum sensing ⋅ Cognitive radio ⋅ Energy detection

1 Introduction

Wireless communication is one of the fastest growing areas of communication in
the past decade. In recent years, there is a drastic increase in a number of users,
which results in increased demand for radio spectrum increase proportionally. Static
spectrum allotment is the major hurdle in the existing spectrum scarcity. Due to
fixed allocation, it is very hard to drive new users; this shortage of spectrum creates
various research challenges to researchers. Cognitive Radio (CR) is one of the
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emerging technologies, which gives superior solution for the existing underuti-
lization of spectrum. The centralized cooperative CR network allows Secondary
Users (SUs) to access unused spectrum by primary users (PUs) [1–3].

For the implementation of CR network, the foremost step is spectrum sensing.
Most spectrum sensing techniques follow different methodologies like channel state
prediction and spectral detection [4]. The block diagram representation of a cog-
nitive radio system is shown in Fig. 1. Here fixed carriers/channels are allotted to
PUs. Using these fixed carriers, PUs send their information through the common
communication channel. In a cooperative network, a centralized spectrum sensing
unit scans the entire channel and identifies the spectrum holes. Based on spectrum
sensing result, the centralized unit takes care the allocation of available frequencies
to SUs.

Cooperative-sensing techniques like matched filter detection, energy detection,
and cyclostationary detection schemes are narrowband spectrum sensing tech-
niques. These narrowband sensing algorithms find the availability of a single
channel with the prior information of PU [5–8]. For wideband sensing, these
techniques are not suitable. Under non-cooperative conditions these techniques
more false alarm. If SU is present in a channel then all the existing techniques give
more false alarms, because they consider PU data as a reference to take a decision
about the channel. The wavelet transform based spectrum analysis techniques are
used for wideband spectrum sensing and to reduce complexity in computations [9,
10]. These techniques give poor performance in noisy conditions and also the
mother wavelet function significantly affects the performance of sensing.

Based on motivations, a novel narrowband and wideband spectrum sensing
methods using Time–Frequency Analysis (TFA) are presented in this chapter. TFA
deals with all realistic signals like power, seismic, biomedical and communication
signals [11–13]. This chapter also introduces a new approach for narrowband
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sensing with modulation detection. For wideband sensing, the sensed composite
signal is applied to Modified S-Transform (MST).

The rest of the chapter is organized as follows: Wideband signal analysis using
Modified S-Transform is described in Sect. 2. Section 3 describes narrowband
sensing using modulation detection. Simulation results of narrowband and wide-
band spectrum sensing in fading environment with MST is discussed in Sect. 4.
Conclusion and remarks are presented in Sect. 5.

2 Signal Analysis with Modified S-Transform (MST)

Modified S-Transform is a time–frequency transform which analyzes the signal in
time and frequency domain simultaneously. MST converts time domain sequence
into time–frequency domain.

For a signal z tð Þ the S-transform output s t, fð Þ is given by

s t, fð Þ=
Z∞

−∞

z τð Þp t− τ, fð Þe− 2iπf τdτ

=
Z∞

−∞

z τð Þ 1

σðf Þ ffiffiffiffiffi
2π

p e
− ðt− τÞ2
2σðf Þ2 e− 2iπf τdτ

ð1Þ

where z tð Þ is the sensed signal from the channel, and σ fð Þ is standard deviation of
the Gaussian window p tð Þ and it is given by

σ fð Þ=1 ̸ fj j ð2Þ

For wideband spectrum sensing, we have consider the standard deviation of the
window is

σ fð Þ= k ̸ðl+m ̸
ffiffiffiffi
f Þ

p
ð3Þ

where l and m are any positive constants, f is fundamental frequency of the signal
z tð Þ, and k≤

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l2 +m2

p
.

With new standard deviation, the modified Gaussian window can be expressed
as

p t, fð Þ= l+m
ffiffiffiffiffiffi
fj jp

k
ffiffiffiffiffi
2π

p e−
ðl+m

ffiffi
f

p
Þ2 t2

2k2 , k>0 ð4Þ

Here t, τ are time variables l is a constant and k, m are scaling factors that control
the number of oscillations in the window.
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Short Time Fourier Transform (STFT) can be obtained with MST by setting m =
0 and k = 1. When k is increased, the window broadens in time domain which
results in great improvement of frequency resolution in the frequency domain.

S-Transform with modified Gaussian window is given as

S τ, fð Þ=
Z∞

−∞

Z α+ fð Þe − 2π2α2K2ð Þ ̸ðl+m
ffiffiffiffi
fj j

p
Þ2e2iπατdα ð5Þ

The discrete version of the MST of a signal is given as

S j, n½ �= ∑
N − 1

a=0
Z a+ b½ �eð− 2π2a2K2 ̸ðl+m

ffiffiffiffi
fj j

p 2Þei
2πaj
N ð6Þ

where Z[a + b] can be obtained by shifting the Discrete Fourier Transform (DFT) of
z kð Þ by b.

3 Spectrum Sensing Using Modulation Detection

Existing spectrum sensing techniques fails to identify a secondary user when SU
occupied any vacant channel. All cooperative-sensing techniques fail to distinguish
between PU and SU after they occupied a channel.

To overcome this limitation, here a new approach called spectrum sensing using
modulation detection is introduced in this chapter. To distinguish PU with SU,
different sets of modulation techniques are allotted to primary users and secondary
users. All PUs use a fixed set of modulation schemes and these are not allowed to

Fig. 2 Narrowband sensing with modulation detection
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use by SUs. With modulation detection scheme, the identified modulation type of
channel data is compared with fixed sets of modulation types. Through this, the
decision-making device gives three different cases about the spectrum. If modula-
tion type is not matched with any of the set, then it shows that spectrum is vacant. If
it matches with PUs set, then it understood that PU is present else it is noted that SU
is present. The block diagram representation of narrowband sensing with modu-
lation detection is shown in Fig. 2.

Modulation recognition of unknown signal using TFA is presented in simulation
results. Using TFA, it is possible to trace the variations of signal characteristics like
amplitude, frequency, and phase. These variations are traced with respect to time
and these plots are called time–frequency contours. With these contours, it is
possible to identify the modulation type of the signal.

Fig. 3 Modulation detection using variations in time–frequency contour
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The detailed flow chart of modulation detection using MST is shown in Fig. 3. If
the signal has only frequency variations in the contour it is treated as m-ary FSK.
The value of m is identified based on no of frequency variations preset in the signal.
Similarly, if the signal has amplitude variations then it is treated as m-ary ASK. If
the signal has only phase variations it is treated as m-ary PSK modulation.

4 Simulation Results and Discussions

To illustrate the performance narrowband and wideband spectrum sensing with
proposed methods, we consider a wideband signal with four frequencies and five
active parts. The parameters of the wideband signal are shown in Tables 1 and 2.
Here we consider TV broadcasting frequencies for the formation of wideband
signal.

In each active part different set of users are present and some users are absent.
The time–frequency contour of wideband signal is shown in Fig. 4.

From the Fig. 4 it is clearly shown that where the users are present where the
users are absent. In the first active part, all PUs are present so there is no free
channel for SUs. Similarly, in each active part, the vacant channels are represented
by black dots. Figures 5 and 6 show performance of sensing in AWGN channel at
different SNR conditions.

From Figs. 5 and 6 it clearly shows that even at very high noise conditions MST
based wideband sensing gives a better result than existing methods. The perfor-
mances of all existing methods are very poor under low SNR cases and different
fading conditions.

Figure 7 shows the wideband sensing under fading conditions without any
doppler frequency and phase shifts. Here we consider 4 paths and the path gains are
selected randomly. The path gains are 1.0, 0.6663, 0.8661 and 0.7618 respectively.

Table 1 Frequency
information of users

S. no. User (U) Carrier frequency
(MHz)

1 U1 150
2 U2 250
3 U3 350

4 U4 450

Table 2 Active parts
information

S. no. Active part User information (U)

1 A1 U1, U2, U3, and U4

2 A2 U2, U4

3 A3 U1, U3

4 A4 U2, U3, and U4

5 A5 U1, U2, and U4
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Fig. 4 Time–frequency contour of wideband signal using MST
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Fig. 5 Sensing at SNR = 10 dB
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Fig. 7 Wideband sensing with MST under fading conditions
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Figure 8 shows sensing under fading conditions with multipath gains and
Doppler phase shifts. The path gains are 1.0, 0.0690, 0.5519, and 0.4038, the phase
shifts of the 4 paths are 0, 6π/100, 21π/100, and 54π/100 respectively.

Spectrum sensing under the doppler frequency and phase shift conditions is
shown in Fig. 9. The path gains and Doppler shifts are Path Gains: [1.0000 0.6104
0.2480 0.5180]; Phase shifts: [0 54π/50 21π/50 31π/50]; Frequency shifts:
[0 242.5662 151.9738 220.9372].
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Fig. 8 Sensing under fading conditions having Doppler phase shifts
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From these simulation results, it can be proved that the proposed wideband
sensing algorithm is superior to the existing methods under noisy and noiseless
conditions.

5 Conclusion

A new wideband sensing approach is presented in this chapter. A new narrowband
sensing approach is introduced in this chapter and it also distinguishes the primary
user from the secondary user. Most of the cooperative-sensing techniques are
narrowband sensing techniques. These techniques consider only one channel
information at a time and search whether the channel is vacant or not. For wideband
sensing, these techniques need parallel filter banks and that leads to increase in
system complexity. With TFA proposed method gives the best solution for wide-
band spectrum sensing even under fading channel conditions.
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Synthesis of Linear Antenna Array Using
Cuckoo Search and Accelerated Particle
Swarm Algorithms

M. Vamshi Krishna, G. S. N. Raju and S. Mishra

Abstract Array pattern synthesis has a lot of importance in most of the commu-
nication and radar systems. It increases in defining the appropriate configuration of
the array, which produces desired radiation pattern. Low sidelobe narrow beams are
very useful for point-to-point communication and high-resolution radars. In this
chapter, two evolutionary computing techniques like cuckoo search algorithm and
accelerated particle swarm optimization are used. The desired amplitude levels are
achieved by the algorithm with element spacing d = 0.40 and 0.45. The main
objective is to generate patterns with fixed beam width with acceptable sidelobe
level. The results are compared with conventional Taylor method. The array pat-
terns are numerically computed for 100 number of elements.

Keywords Sum pattern ⋅ Sidelobe ⋅ Antenna array ⋅ Taylor
Cuckoo search algorithm (CSA) ⋅ Accelerated particle swarm optimization
(APSO)

1 Introduction

Array antennas have a great importance because its radiators have the ability to
exhibit beam scanning with enhanced gain and directivity [1]. For a desired pattern,
appropriate weighting vector is used. The major advantages of the use of array are
that the mainlobe direction and sidelobe level of radiation pattern are controllable
and function of the magnitude and the phase of the excitation current and the
position of each array element [2].

Various analytical and numerical techniques have been developed to meet this
challenge [3]. Analytical techniques converge to local values rather than global
optimum values, which optimize further when compared to mathematical tech-
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niques [4]. Hence, there is need of evolutionary techniques so we can achieve the
desired patterns with minimum sidelobe level [5].

The most used optimization techniques in array pattern synthesis are steepest
descent algorithms. In this chapter, an effective method based on Cuckoo Search
Optimization [6] (CSA) and Accelerated Particle Swarm Optimization [7] (APSO)
is proposed for synthesizing of linear antenna array. As an excellent search and
optimization algorithm, CSA has gained more and more attention and has very wide
applications.

In this chapter, a CSA and APSO are applied for array synthesis, to control the
desired pattern, for linear geometrical configuration with various spacing ranging
between 0.40 λ and 0.45 λ relative displacement between the elements, the exci-
tation amplitudes of individual elements and with no additional phase are
computed.

2 Array Formulation and Fitness Calculation

2.1 Linear Array

Because of its simple design, most commonly a linear array is synthesized for many
communication problems [8]. The representation of such geometry is as shown in
Fig. 1. Considering a linear array of N isotropic antennas, where all the antenna
elements are identically spaced at a distance d from one another along the x-axis
[9].

The free space far-field pattern E (u) is given by

E Uð Þ=2 ∑
N

n=0
Ancos k n− 0.5Þdðu− uoð Þ½ � ð1Þ

where

An excitation of the nth element on either side of the array

N-11 2 N

x

Broadside

Observer

x x

Fig. 1 Linear array antenna
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K wave number = 2π/λ
λ wavelength
θ angle between the line of observer and broadside
θ0 Scan angle
d spacing between the radiating elements
u sin θ
u0 sin θ0

Normalized far field in dB is given as

E Uð Þ=20log10
E Uð Þj j

E Uð Þmax

�
�

�
�

ð2Þ

The excitation amplitudes are taken as parameters to be optimized with the
objective of achieving reduced sidelobe level. Equation (1) is used to find the
far-field pattern information of current amplitude excitation An for all the elements,
with element spacing as d = (0.40 and 0.45) with zero additional phase.

In this optimization process, a design is made to minimize the sidelobe level of
the radiation pattern without disturbing the gain of the main beam. The problem of
minimizing the maximum SLL in the pattern with prescribed beamwidth by varying
wavelength spaced array is solved using the fitness function. An appropriate set of
element amplitudes are achieved by reduced sidelobe levels.

Thus, the fitness function is formulated as

Fitness =Obtained Peak SLL − Desired Peak Side SLL

− 1≤ u≤ 1 u≠ u0

HereObtained Peak SLL=max½20 log10
E Uð Þj j
E u0ð Þmaxj j�

Desired Peak SLL= − 35 dB

3 Optimization Techniques

3.1 Cuckoo Search Algorithm (CSA)

The CSA mimics the natural behavior of cuckoo birds [10]. The principle depends
on reproduction strategy of cuckoos. The algorithm has 3 idealized assumptions:

1. Egg laid by a cuckoo in a specific time is reserved for hatching.
2. Depending on the nest, the quality of the egg is defined.
3. Host nests are finite and the probability of identifying eggs lies between (0 and 1).

Random-walk style search is implemented by by Lévy flights [11]. Single
parameter in Cuckoo Search Algorithm makes it simpler when comparing the other
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agent-based metaheuristic algorithms. The new generation of excitation current
amplitude are determined by the best nest. The updating procedure is mentioned in
the following Eq. (3)

X t+ 1ð Þ
i =X tð Þ

i + α⊕Lev́yðλÞ, ð3Þ

The Levi flight equation represents the stochastic equation for random-walk as it
depends on the current position and the transition probability (second term in the
equation). Where α is the step size, generally α = 1. Element wise multiplications is
given as:

Lev́y∼ u= t− λ, 1 < λ≤ 3ð Þ. ð4Þ

Here, the term t−λ refers to the fractal dimension of the step size and the
probability Pa in this paper is taken as 0.25 [12].

3.2 Accelerated Particle Swarm Optimization

The standard PSO uses both the individual personal best and the current global best
but APSO uses global best only [13]. This technique interestingly accelerates the
search efficiency and iteration time.

It decreases the randomness as the iterations proceed. The APSO starts by
initializing a swarm of particles with random positions and velocities. The fitness
function of each particle is evaluated and the best g value is calculated [14].

Later, actual position is updated for each and every particle. This process is
repeated until the optimum best g value is obtained. Some of the advantages of
APSO over other traditional optimization techniques, it has the reliability to modify
and find a balance between the global and local exploration of the search space, and
it has implicit parallelism.

Veln t+1ð Þ=w ⋅Veln tð Þ+ c1 ⋅ r1 pbestn −Xn tð Þð Þ+ c2 ⋅ r2 gbest−Xn tð Þð Þ ð5Þ

Xn t+1ð Þ=Xn tð Þ+Veln t+1ð Þ ð6Þ

Here, w is the inertia coefficient of the particle which play a vital role in PSO.
Veln t+1ð Þ is present particle’s velocity, Veln tð Þ is the earlier particle’s velocity,
Xn tð Þ is the present particle’s position, Xn tð Þ is the earlier particle’s position. r1 and
r2 are random in nature and lies in the range [0 and 1] and uniformly distributed
[15].

c1 and c2 are the acceleration constants which manage the relative effect of the
pbest and gbest particles. pbestn is the present pbest value, gbest is the present gbest
value.
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The PSO algorithm is defined in 4 steps which will terminate when the exit
criteria are met. The velocity vector is produced by using the below expression.

Veln t+1ð Þ=w ⋅ Veln tð Þ+ α ⋅ cn + β gbest−Xn tð Þð Þ ð7Þ

Here cn value lies in between (0, 1) and in random nature.
The position vector is modified using the following expression

Xn t+1ð Þ=Xn tð Þ+Veln t+1ð Þ ð8Þ

Combining the above two equations yield the following expressions.

Xn t+1ð Þ= 1− βð ÞXn tð Þ+ α ⋅ cn + β gbestð Þ ð9Þ

The distinctive values of APSO are α = 0.1–0.4 and = β 0.1–0.7. Here α is 0.2
and β is 0.5.

while α= γt ð0< γ <1Þ ð10Þ

γ is referred to a control parameter with magnitude 0.9 coherent in the iteration
number.

4 Results

Cuckoo search algorithm and Accelerated Particle Swarm Optimization are applied
to evaluate amplitude distribution required to maintain sum patterns with Sidelobe
level at –35 dB. The patterns are numerically computed for N = 100 arrays of
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elements by varying the spacing between elements as d = 0.40 and 0.45. As the
number of elements are increased in the array, the Null to Null beamwidth is found
to decrease (Figs. 2, 3, 4 and 5).

5 Conclusion

The synthesis of uniform linear arrays for sidelobe level reduction is considered in
the present work. The Algorithms is found to be useful to generate desired radiation
pattern. The method is useful to solve multi-objective array problems involving
with specified number of constraints. The sidelobe level is decreased to –35 dB.
The results are extremely useful in communication and radar systems where the
mitigation of EMI is a major concern. The beamwidth remains unaltered even after
reducing the sidelobe level. The rise of far away sidelobes is not a problem in the
system of present interest.
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A New VLSI Architecture for Skin Tone
Detection in an Uncontrolled Background

M. V. Ganeswara Rao, Rajesh K. Panakala
and A. Mallikarjuna Prasad

Abstract Human face detection in image sequence plays a crucial role in the
applications such as video surveillance, security monitoring, human computer
communication, smart homes, autonomous robots, and medical image analysis.
Human recognition is based on identification and locating a human face in images
or image sequence in spite of background, size, position, and lighting stipulation.
The state-of-the-art face detection algorithms make use of skin tone filter to enhance
the performance of human face detection and recognition algorithms. In this paper,
a new parallel hardware architecture for skin tone detection has been proposed,
where meanCr, meanCb, etc. are computed concurrently. Hence, the proposed
architecture achieves high throughput compared to the DSP implementation of the
same. The proposed architecture has been implemented and validated using Xilinx
Spartan 3E XC3S500E FPGA chip. The implementation also occupies only 40.19%
device area. The critical path delay in FPGA implementation is only 11.5 ms.

Keywords Face detection ⋅ Skin tone ⋅ Field-programmable gate array (FPGA)
VHDL
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1 Introduction

Human interface is an important factor in extensive collection of applications such
as face recognition, video surveillance, and face database management systems.
Detections of faces in images play a very vital role. Face detection can be viewed as
a binary classification problem (face and non-face). However, some techniques are
developed for face detection and face reorganization, for example, template
approaches, featured based approaches, and their combination. But these techniques
are not satisfactory and usually contain false alarms. Later, Kanade and
Schneiderman proposed neural network based approach [1]. However, face
detection speed is not good enough to use in real-time applications. In the year
2000, a real-time face detection algorithm is introduced by Viola and Jones [2] and
it offers satisfactory results in terms of performance and accuracy for small and
mid-size images. However, in the state-of-the-art applications such as video
surveillance, the image data to process for face detection becomes huge. In their
approach, it is required to inspect entire image in various window sizes, and to
examine them these areas could be passed through cascaded classifiers constructed
during the training stage. But the speed of response does not satisfy the real-time
applications [3, 4]. This problem is more serious when it is implemented using
embedded platforms, where resources are limited.

A skin tone filter is proposed to attack speed problem in the above scenario. This
filter identifies the skin regions, which is small portion of the whole image. If skin
regions are filtered before being applied to Viola and Jones algorithm, the signif-
icant amount of computational complexity is reduced and obviously face detection
achieves the real-time performance [5–7].

This paper presents a new approach to implement skin tone detection which is
used to accelerate the face detection systems. Normally, in order to identify a face
(s), it is essential to check each and every pixel in an image. Instead, prior to face
detection, we can use skin tone detector to identify skin patches and non-skin
patches in the image (see Fig. 1). This approach simplifies face detection systems
by reducing computations at detection stage. This skin tone detection module was
implemented on Xilinx Spartan 3E board.

Yes Yes
Skin tone 

percentage 
index

Harr 
Feature

No No

Non face Non Face

Face

Fig. 1 Skin detector integrated into face detection
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2 Theory and Algorithm

2.1 Color Space for Face Detection

Most of the images are in RGB color space; based on the application this, color
space is converted into other space in order to build the efficient application. In the
analysis of face detection, RGB color space is not effective because R, B, and G
components are highly correlated with each other. The inefficiency of the RGB
color model for face detection is shown by the literatures. Here, we used YCrCb
color space to filter skin regions in image. The color space color components are
correlated to achieve very effective face detection within a short period of time.

2.2 YCrCb Color Model

In this color model, Y represents luminance and Cr and Cb represent chrominance
values. The advantage of YCrCb color space over RGB and HSV is luminance and
Chroma spaces are separated in YCrCb space. In real time, images are in RGB color
space, and these RGB color models are converted into YCrCb color model using
the following relation:

Y= 0.257R+0.504G+0.098B+ 16 ð1Þ

Cb= − 0.148R− 0.291G+0.439 B+ 128 ð2Þ

Cr = 0.439 R− 0.368G− 0.071B+128 ð3Þ

140 < = Cr < = 165 ð4Þ

140 < = Cb < = 195 ð5Þ

Cr, Cb½ �= skintonepixel if Cr1≤Cr≤Cr2
and

Cb1≤Cb≤Cb2
=nonskintonepixel Otherwise

ð6Þ

2.3 Nonlinear Transformation and Skin Model

In YCrCb color space, Chroma components Cb and Cr are function of luma
component Y; let the transformed Chroma be TransCr and TransCb and spread of
the cluster widthCr and widthCb, the skin color model specified by the centers
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meanCr and meanCb. Below equations are used to compute transformed Chroma
values TransCr and TransCb (see Fig. 2)

TransCr =Cr if 125< =Y< =188

= Cr−meanCr½ �* 38.76
width Cb

� �
+meanCrð188Þ ð7Þ

TransCb=Cb if 125< =Y< =188

= Cb−meanCb½ �* 46.97
widthCb

� �
+meanCbð188Þ ð8Þ

The elliptical model for skin tone in transformed Chroma components [TransCr,
TransCb] space is described by the following equations:

K
L

� �
=

cos θ sin θ
− sin θ cos θ

� �
transCb− cx
transCr−Cy

� �

K − ecxð Þ
a2

2
+

L− ecyð Þ
b2

2

= 1

3 Implementation

The skin tone detection algorithm presented in the previous section is captured
using VHDL, simulated using MULTI SIM simulator, and implemented on Xilinx
Spartan 3E FPGA [8]. The RGB input image is loaded into BRAM of FPGA and a
block RAM controller is implemented to read the BRAM by subsequent modules.
This process is shown in Fig. 3.

Fig. 2 a YCb subspace, b Cr subspace, c transformed YCrCb color space, d a 2D projection of
(c) in the transformed subspace red dots skin cluster and blue dots are non-skin pixels
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3.1 Hardware Architecture of Skin Tone Detector

The RGB image stored in BRAM is read by the RGB to YCrCb converter and luma
component Y is fed to meanCr, meanCb, widthCb, and widthCr modules concurrently.
The output of these modules is connected to next subsequent modules to produce
TransCr and TransCb. These transformed Chroma values are used to find out skin
score of each pixel. Figure 4 shows the pipelined architecture of skin tone detector.

4 Experimental Results

We have implemented the proposed architecture on Xilinx Spartan 3E FPGA (see
Fig. 4 and experimental setup is shown in Fig. 5); chip and evaluated system uses
50 image databases, including family and single face image databases. The face

Xilinx Core Generator

BRAM Generation

MATLAB
Environment

Jpeg image 

coe file 

BRAM
Specifications 

Fig. 3 BRAM loading
process

RGB
To

YCrCb

MeanCr

WidthCr

WidthCb

MeanCb

TransCr

TransCb

K

L

Sk
in

 sc
or

e

Cr

Cb

Fig. 4 Block diagram of skin tone detector
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Fig. 5 Experimental setup

Fig. 6 Skin detection examples
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databases created for face detection include only grayscale images, which are not
suitable for this algorithm. Therefore, we have collected our database for skin tone
detection from the world wide web and personal photo collections. These color
images are taken under varying illumination conditions and with complex back-
ground. Some of the results obtained by the proposed architecture are shown in
Fig. 6.

The outputs of the design are compared with DSP implementation to ensure the
effectiveness of the proposed architecture. The synthesis report of proposed
architecture is shown in Table 1 and results are obtained from the TI DSP pro-
cessor. The results are given in Table 2.

5 Conclusion

In this paper, a novel VLSI architecture for skin tone detection is proposed, which is
based on nonlinear transformation and pipeline approach. The proposed architec-
ture first converts the RGB color images into YCrCb images for further processing,
and later these pixels data are transformed to elliptical space to detect skin patches
in the image. The proposed design is evaluated by applying a large range of image
databases, and results show that the FPGA-based implementation of the design is
superior in terms of execution time compared to that of the DSP-based
implementation.

Declaration I declare that the images included for simulation and presented in this paper are mine
and have no conflicts of interest with any others. Hence, I have the consent and transfer the same to
the publisher.

Table 1 FPGA design
results

Parameter Value

Execution time at 600 MHz clock 1.4 ms
Slices 984/2,448 (available)
CLBs 246/612 (available)
Core power dissipation 90.2 mW

Table 2 TI DSP 6416DSK
design results

Parameter Value

Execution time at 600 MHz clock 12.9 ms
Hardware utilization 90 KB

Core power dissipation 255 mW
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Efficiently Secure Data Privacy on Hybrid
Cloud Using Novel Image Scrambling
and Modified SPIHT

T. M. Praneeth Naidu and G. Spandana

Abstract Technology has grown to such an extent that anything can be stored in
cloud. But the extension of the adoption of the cloud is hindered as there are some
major concerns regarding the privacy of data stored and data size in the public
cloud. In hybrid cloud computing (HCC), the images are preserved in dedicated
cloud. However, this technique avoids the basic feature of the cloud computing as it
increases the computation and storage overhead on the cloud. A novel algorithm
approach is used to compute the private image data, where 0.001 time of AES
algorithm is used and the delay is 3–5% when compared to other traditional public
cloud approaches. The data compression algorithm used reduces the data size by
87%, thus reducing the time of uploading by 70%.

Keywords HCC ⋅ SPIHT ⋅ Data privacy

1 Introduction

The advent of technology in information and communication has grown to such an
extent that a massive amount of data has been produced by the organizations and
has become difficult to store and manage this data in a cost-effective way. Cloud
computing is one of the cost-effective solutions to store the data in an effective way.
Cloud computing is one of the recent trends which has gained a lot of attention in
the recent years [1–5]. It uses a provisioning mechanism when on demand and
usage-based payment. Security and privacy are major concerns in this model
because most of the individuals and organizations use the third party to store their
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data such as cloud service provider (CSP), who has the total control over the data,
where there is a scope for attacks which may possibly lead to data insecurity [6–10].

To protect the data, the existing solutions are to encrypt/decrypt the data which
coordinates the access control in order to establish privacy for the data preserved on
the cloud. But this introduces a heavy computation through processes like key
distribution, data query, data management, etc.

In this work, a different method is suggested of obtaining typical data privacy by
using the hybrid cloud. The HCC comprises both public and private clouds which is
generally owned and controlled by its owner. The user data is spread into
non-sensitive data and sensitive data which are preserved in private and public
clouds, respectively. Data such as medical image can be stored in private cloud, but
this might require a lot of storage space on the private cloud, but a user would like
to minimize the storage space. The above challenge is addressed and made sure that
hybrid cloud is effectively used to store the data in private and public clouds
without creating any communication overhead between them. The main intension is
to achieve privacy and to reduce the storage and computation in privacy cloud and
to reduce communication overhead between private and public clouds. The algo-
rithm used in this work divides the image into blocks, and noise is added. Con-
sidering the balance between the complexity of recovering the image and
communication overhead, the size of the block is determined. Now, a random
shuffle operation is performed on the blocks, making the image hard to recognize.
The relationship among tables stored in public cloud is removed using hash
functions with different keys; this makes the analysis of the stored data difficult.

2 Proposed Technique

In the proposed technique, a novel algorithm for image scrambling is proposed for
enhancing the security of the input image. The encrypted data is then compressed
via lossless compression technique called set partitioning in hierarchical trees which
reduces the size of the data considerably. The proposed technique can be explained
in four steps such as reading the input image, later scrambling it in order to secure it
which is followed by compressing and then at last uploading it to the cloud.

There are several ways to secure the image data. Some of the incorporated
techniques are mentioned here as follows.

2.1 Modifying Image

Typically, the image data occupies more volume than simple text data. It is difficult
to perform operations based on pixels with any kind of encryption used. In order to
overcome this problem, the image is divided into large number of blocks having a
size of N × N.

856 T. M. Praneeth Naidu and G. Spandana



2.2 Random Shuffling of the Blocks

In an attempt to make the image secured by making it unrecognizable, all the blocks
are shuffled and manipulated. The n-blocks are clustered and are added into the
group with randomly chosen strides, where each cluster has the same size m. The
steps are given in detail below.

2.3 Recovering Images

During the image query, a request is processed through both private and public
clouds simultaneously. To recover the image, the information is taken from the
private cloud. The shuffle order is obtained from the permit using the algorithm 1
and the blocks are reordered using the shuffled blocks from the public cloud, which
gets the modified image. The original image is obtained from the modified image
using the random values from the private cloud.

3 SPIHT Algorithm

Set Partitioning in Hierarchical Trees (SPIHT) is one of the powerful wavelet-based
image compression methods. It has gained a lot of attention worldwide, and many
consumers and researchers have tested and used SPIHT. It is considered as one of the
best advancements in the field and therefore requires special attention as it provides
the several characteristics like efficient image quality and high PSNR, completely
embedded coded file, simple and fast quantization algorithm, coding and decoding is
very fast, compression without loss, exact bit rate coding, protection from errors,
progressive image transmission, and completely adaptive (Fig. 1).

Fig. 1 SPIHT image compression
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At least one of these objectives was tried to be developed by using other
compression methods; now, this makes SPHIT as an outstanding technique as it
obtains all the above qualities simultaneously. The algorithm flow is demonstrated
as follows (Fig. 2).

4 Experimental Analysis

The user selects an image from the computer. The algorithm then reads the image
and starts the processing. The input image is shown in Fig. 3, while the input key
pop-up is shown in Fig. 4. The subtracted image is shown in Fig. 5. The shuffled
image is shown in Fig. 6.

At the beginning of the random number generators for noise addition, the user is
asked a key between 1000 and 2000. Then, the random number generator creates a
map with random values from 0 to 255. These values are then subtracted from the
image. Then, the blocks are divided and shuffled.

Fig. 2 Algorithm description
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As discussed in algorithm, the second stage is to compress the image data.
A variety of algorithms have been tested for this purpose. The results are tabulated
in Tables 1 and 2.

Fig. 3 Input image

Fig. 4 Enter the random
input key for shuffling
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Fig. 5 Subtracted image

Fig. 6 Block shuffled image
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Table 1 Input images, shuffled images, image dimensions, and image size

Input image Shuffled image Image
dimensions

Image size
(Kb)

256 × 256 194

256 × 256 194

256 × 256 194
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5 Conclusion

The proposed method uses a hybrid method combining the image security by using
encryption and then uploads the data to the cloud after compression. The proposed
SPIHT-based technique effectively compresses the data, thus reducing the data
storage in the cloud.

References

1. Huang, X., & Du, X. (2013b). Efficiently secure data privacy on hybrid cloud. In IEEE
International Conference on Communications (pp. 1936–1940).

2. P. Mell and T. Grance, “Draft nist working definition of cloud computing,” Referenced on
June. 3rd, 2009.

3. M. D. Ryan, “Cloud computing privacy concerns on our doorstep,” Communications of the
ACM, 2011.

4. A. Feldman, W. Zeller, M. Freedman, and E. Felten, “Sporc: Group collaboration using
untrusted cloud resources,” OSDI, Oct, 2010.

5. C. Wang, Q. Wang, K. Ren, and W. Lou, “Privacy-preserving public auditing for data storage
security in cloud computing,” in INFOCOM, 2010 Proceedings IEEE, 2010.

6. S. Yu, C. Wang, K. Ren, and W. Lou, “Achieving secure, scalable, and fine-grained data
access control in cloud computing,” in INFOCOM, 2010 Proceedings IEEE, 2010.

Table 2 Performance of various techniques

Compression
type

Image
ID

Original
Size
(Kb)

Compressed
size

PSNR MSE Time of
execution

Time
to
upload

Block
truncation
coding

1 194 193 44.399 767.03 1.2307 5.494
2 194 193 45.0556 718.35 0.696 5.494
3 194 193 45.5055 686.75 0.6518 5.494

Discrete
cosine
transform

1 194 192 40.829 1096.1 0.3176 5.49
2 194 192 45.608 679.54 0.2984 5.494
3 194 192 43.107 872.86 0.2874 5.493

Singular value
decomposition

1 194 190 40.5005 1132.8 0.4909 5.487
2 194 189 45.8945 660.54 0.4339 5.486
3 194 189 42.7461 904.98 0.4782 5.486

Pyramid 1 194 184 29.2315 3496.0 3.3096 5.48
2 194 184 30.2226 3166.1 3.2769 5.48
3 194 184 29.6109 3365.8 3.2972 5.48

Proposed
algorithm with
SPIHT

1 194 24 52.4359 617.93 9.7531 1.21
2 194 24 51.9515 514.43 9.4271 1.21
3 194 24 51.8418 448.59 9.0184 1.21

862 T. M. Praneeth Naidu and G. Spandana



7. V. Goyal, O. Pandey, A. Sahai, and B. Waters, “Attribute-based encryption for fine-grained
access control of encrypted data,” in Proceedings of the 13th ACM conference on CCS, 2006.

8. E. Demaine and M. Demaine, “Jigsaw puzzles, edge matching, and polyomino packing:
Connections and complexity,” Graphs and Combinatorics, vol. 23, 2007.

9. T. Cho, S. Avidan, and W. Freeman, “A probabilistic image jigsaw puzzle solver,” in
Computer Vision and Pattern Recognition (CVPR), 2010 IEEE Conference on, 2010.

10. Kefei Zhang, Fang Yuan, Jiang Guo: A Novel Neural Network Approach to Transformer
Fault Diagnosis Based on Momentum-Embedded BP Neural Network Optimized by Genetic
Algorithm and Fuzzy c-Means, Arabian Journal for Science and Engineering, 41(9)
3451–3461 (2016).

Efficiently Secure Data Privacy on Hybrid Cloud Using Novel … 863



Performance Analysis of Reconfigurable
Antenna with Notch Band Characteristics

Pavani Kollamudi

Abstract Reconfigurable antennas can combine wideband and narrowband char-
acteristics in a single antenna. In this paper, a configurable antenna with six possible
configurations is presented with the base structure as a hexagonal patch antenna.
The antenna is simulated and analyzed in computer simulation tool (CST). The
analysis is based on return loss reports for each configuration. The antenna is
designed on a low-cost FR4 substrate with dielectric constant 4.4 with a thickness
of 1.6 mm.

Keywords Reconfigurable antenna ⋅ Wideband ⋅ Narroband
Hexagonal patch antenna

1 Introduction

Advanced communication systems demand for antennas with multi-functionality
that refers to serving for different applications on a single terminal. Antennas for
general personal communication are the best example of such applications
involving in operating frequency covering WLAN, Wi-Fi, Bluetooth, GSM, GPS,
etc. In order to facilitate for such applications, we need to possess certain specific
radiation characteristics like wideband and multiband. Reconfigurable antennas
have been developed to suit for such applications. These reconfigurable antennas
can be designed to comply with many advanced communication system require-
ments like compactness and conformness. In the recent literature openly available,
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several reconfigurable antennas are designed to switch between multiple similar
bands [1–4]. Similarly, these antennas are even capable of switching from wide-
band to narrowband and vice versa through multiband characteristics [5–11].

In this paper, such reconfigurable antennas which sweep both wide and narrow
and multiple bands are presented. The simulation of the antenna is carried out in
CST. Further, the paper is organized into four sections. Brief description of the
proposed antenna geometry is given in Sect. 2 and the simulation details are
mentioned in Sect. 3. Discussions on the simulated results are given in Sect. 4.
Overall conclusions are mentioned in Sect. 5.

2 Geometry of Proposed Antenna

The typical geometry of the proposed reconfigurable is shown in Fig. 1. The
geometry consists of a hexagonal patch to the end of the substrate. Along the feed
line strip on either sides, three horizontal strips are arranged out of which the strip
close to the ring is loaded with hexagonal patch. All these six steps are not in
physical contact with the feed line strip but connected through a PIN diode which
can be switched. The ground plane is shown in Fig. 1b with a defective ground
structure including a small slit.

The typical dimensions of the proposed geometry are empirically determined
using the tuning module in the EM tool. These dimensions are shown in Table 1.

L

W

L1 L4

L3
W3

W2

W1

W4

W5

D1

R2
R1

L2

SW1 SW2

SW3 SW4

SW5 SW6

Fig. 1 Geometry of the proposed reconfigurable antenna
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3 Simulation and Operation

The proposed geometry of the antenna is simulated in CST which is a method of
moment-based tool. During the analysis of the simulated antenna, the mesh size is
dynamically chosen and taken to be at least 10 cells per wavelength. The antenna
operates with different functionalities in six configurations. Each configuration is
determined by the associated switch. The typical switching process and concerned
configuration are listed in Table 2.

The simulated geometries starting from configuration I to configuration VI are
presented in Fig. 2a through Fig. 2f.

Table 1 Dimensions of the antenna

S. no. Parameter Optimized values in mm

1 W 40
2 W1 10
3 W2 15
4 W3 11.25
5 W4 2.25
6 W5 20
7 L 40
8 L1 20
9 L2 2

10 L3 3
11 L4 20
12 R1 10
13 R2 5
14 D1 4

Table 2 Six configurations Configuration Switches (SW1/SW2/SW3/SW4/SW5/SW6)

I All OFF
II All ON
III SW1 and SW2 ON and all others OFF
IV SW3 and SW4 ON and all others OFF
V SW5 and SW6 ON and all others OFF
VI SW2, SW4, and SW6 ON and all others

OFF
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4 Results and Discussion

Simulation results pertaining to the proposed reconfigurable antenna are presented
in this section. The analysis of the antenna is carried out using the simulated reports
known as return loss (S11) for each configuration. In its basic form, the antenna
operates as a wideband antenna with all the horizontal strips disconnected as in
configuration I. It is possible to conclude the UWB characteristics with wideband
covering the entire UWB region which is evident from the S11 plot in Fig. 3a.

Similarly, in configuration II, the antenna exhibited two bands of operation as
dual band. This is evident from the S11 plot for configuration II in Fig. 3b. All the
six branches on either side of the feed line act as stubs in this configuration. In the
configuration III, only the stub immediate to the ring only is connected to the feed
line, while all the remaining is disconnected. Under this configuration, the antenna
exhibits triple-band characteristics as shown in Fig. 3c.

Similarly, in configuration IV, the center horizontal stub is only connected to
feed line and the resultant geometry exhibits dual band with one wideband around
the second resonant frequency 11.5 GHz and the same is evident from Fig. 3d. In
configuration V, the last stub is active. The radiation characteristics exhibit one

Fig. 2 Simulated geometries in six configurations
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Fig. 3 a S11 of configuration I b S11 of configuration II c S11 of configuration III d S11 of
configuration IV e S11 of configuration V f S11 of configuration VI

Performance Analysis of Reconfigurable Antenna … 869



narrow and one wideband around 2 GHz and 9 GHz, respectively. The third band
with poor gain is also visible in the S11 plot as shown in Fig. 3e. In configuration
VI, only the stubs located on the right-hand side of the feed line are active resulting
in one narrow and two widebands as shown in Fig. 3e at 6.5 GHz, 10.5 GHz, and
13 GHz, respectively.

5 Conclusion

The proposed reconfigurable antenna with different switching mechanisms exhibits
wideband and narrowband features. Multiple bands with different combinations of
wideband and narrowbands continuously shift their location in the frequency
response from configuration to configuration. This is due to the switching between
the stubs which are actively connected to feed line. Future scope of this project
would be proper validation using the fabricated prototypes.

Fig. 3 (continued)
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Circular Array Synthesis Using Cuckoo
Search Algorithm

Suraya Mubeen

Abstract Circular arrays are very much preferred due to their obvious reasons and
capability to control the main beam position inherently. In this paper, synthesis of
circular array using amplitude spacing technique is demonstrated. The analysis is
carried out using the simulated radiation patterns with sidelobe level suppression.
The simulation is carried out in MATLAB.

Keywords CSA ⋅ Circular array ⋅ Array factor

1 Introduction

Array antennas are capable of several features like beam scanning, beam shaping,
beam steering, sidelobe level control, and null control which are not possible with
any single-element antenna because of its obvious reasons. An array antenna is
preferred to single antenna. Moreover, complex mechanical activity based system is
not required in array to accomplish the above-listed tasks. Typically, there are three
types of array geometries like 1D, 2D, and 3D [1, 2]. Linear array belongs to the
class of 1D, while planar arrays like circular, square, and rectangular array
geometries come under 2D. Similarly cylindrical and cubic geometries belong to
3D.

Synthesis of array involves in determining the steering parameters like current
and phase excitation of each element as well as inter-element spacing of the ele-
ments in the array. Several numerical techniques like Taylors, Chebyshev, and
Schelkunoff are proposed in the synthesis of this array [3]. However, they are
computationally complex and often fail to overcome the local minima. Considering
these, several evolutionary computing techniques are proposed. Genetic algorithm

S. Mubeen (✉)
CMRTC, Medchal, Secunderabad, Telangana, India
e-mail: suraya418@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
J. Anguera et al. (eds.), Microelectronics, Electromagnetics
and Telecommunications, Lecture Notes in Electrical Engineering 471,
https://doi.org/10.1007/978-981-10-7329-8_90

873



[4], particle swarm optimization [5], flower pollination algorithm [6–8], firefly
algorithm [9], teaching learning-based optimization [10], and several other
nature-improved techniques are applied for array synthesis with different objectives.
In this paper, circular array synthesis is performed using cuckoo search algorithm.
The circular array is considered over linear array because of its inherent beam
steering characteristics.

Further, the paper is organized as follows. Circular array geometry and the array
formulation are given in Sect. 2. Description of the algorithm is mentioned in
Sect. 3. Simulated results are discussed in Sect. 4. Overall conclusion is given in
Sect. 5.

2 Formulation of the Design Problem

2.1 Array Factor Formulation

The geometry of the circular array considered in this work is shown in Fig. 1. The
corresponding problem statement can be defined as to find appropriate set of
excitation amplitudes for the elements in the array which can produce desired
radiation pattern with suppressed sidelobe levels without any beamwidth constraint.
Hence, the design of the array can be considered as a nonuniform circular array.

The corresponding array factor of this geometry is given as

AFðϕÞ= ∑
N

n=1
In ⋅ expðj ⋅ ðkr ⋅ cosðϕ−ϕnÞ+ βnÞÞ, ð1Þ

Fig. 1 Geometry of the
circular array
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where n refers to the element number, while N is the total number elements in the
array. Similarly, In is the nth element current excitation and βn is the corresponding
phase excitation, whereas dn refers to the inter-element spacing function. Similarly,
“kr” and ∅n are given as

kr=
2πr
λ

= ∑
N

i=1
di ð2Þ

ϕn =
2π
kr

∑
n

i=1
di ð3Þ

2.2 Fitness Formulation

The formulation of the fitness function corresponding to the objective of the work is
presented in this section. Magnitude of the SLL is obtained from the radiation
pattern plot used in the objective function.

The fitness function is given as

f = SLLdesired +maxðSLLθ= − π ̸2 to π ̸2Þ, ð4Þ

where
SLLdesired is the positive value of the desired SLL. For example, in this paper, the

desired SLL is −25 dB, and hence SLLdesired = 25.
SLLθ=−Π/2 to Π/2 is the observed SLL between the range of −90° and 90°

excluding the region covered by the principal beam.
The expression results in a single positive error value. Convergence is said to be

achieved if this value minimizes to 0.

3 Cuckoo Search Algorithm (CSA)

The CSA is yet another nature-inspired technique which mimics the behavior of
cuckoo birds [11]. The structure follows the reproduction mechanism of cuckoo
birds. The algorithm typically follows three rules. Accordingly, the eggs laid by the
cuckoo birds are safely stored in nests which are randomly chosen. The quality of
the nest defines the quality of the egg and the probability of identity of the egg, and
the probability to identify the nationality of the eggs is within the range (0, 1).

Over every iteration, every individual is updated with a step size. The updating
procedure is explained as follows [11]:
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Iðt+1Þ
i = IðtÞi + α⊕LðλÞ

LðλÞ refers to Levy flight, I is an individual, and t is the iteration number. Step
size is given by “α” and the value of λ lies within (1, 3).

The implementation of the algorithm involves in population initialization, where
each individual is considered as a vector of current excitation coefficients. Over the
iterations, these coefficients are modified till the termination criterion is achieved. In
this work, the termination criterion is the desired convergence or the computation
time.

4 Results and Discussions

Results pertaining to the above discussion and objectives of the proposed work are
presented in this section. Results are in terms of the obtained radiation plots using
the current excitation vector given by the algorithm corresponding to the fitness
function. In addition for the sake of analysis, the respective convergence plots along
with amplitude distribution plots are also given. Two different cases are considered
for simulation-based experimentation. In the first case, the main beam is positioned
at 0°, while in the second case the beam is steered to 15°.

4.1 Unscanned Patterns

In this case, the objective is to suppress the sidelobe level with the main beam
positioned at 0°. The corresponding radiation pattern for a 50 element array is as
shown in Fig. 2. A very low sidelobe level of −25 dB is reported in the plot. The
convergence characteristics can be studied from the convergence plot shown in
Fig. 3. It can be inferred that it took more than 7000 generations to reach the
convergence low value. The amplitude distribution responsible for the radiation
pattern with suppressed sidelobe levels is given as distribution plot shown in Fig. 4.

4.2 15° Scanned Patterns

Similar to the previous case, the objective is to suppress the sidelobe level. How-
ever, the main beam is positioned in this case at 15° in order to represent the case of
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scanned beams. The corresponding radiation pattern for a 50 element array is
shown in Fig. 5. A very low sidelobe level of −25 dB is evident from the plot. The
corresponding convergence characteristics plot is shown in Fig. 6. It can be inferred
that it took more than 9000 generations to reach the convergence low value. This
appears to be more time consuming than the earlier case of unscanned beams. The
amplitude distribution responsible for the radiation pattern with suppressed sidelobe
levels is given as distribution plot shown in Fig. 7.
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5 Conclusion

Performance of the cuckoo search algorithm in circular array synthesis is evaluated
in terms of convergence plots and suppressed sidelobe level objectives using
amplitude-only technique. Implementation of CSA is evaluated and validated for
circular arrays. A very low sidelobe level of −25 dB under both scanned and
unscanned cases is reported in this work with no constraint imposed on it. Imposing
beamwidth constraint and synthesizing circular arrays with lowest sidelobe levels
would be a good scope of future work.
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Conformal Antennas—A Short Survey

N. V. K. Maha Lakshmi, P. V. Subbaiah and A. M. Prasad

Abstract Conformal antennas (CA) have wide applications in several civil,
commercial, and defence systems. They are the need hour and most essential in
aircrafts and ships. Patch antennas are often considered as the better candidate for
such CA. In this paper, a consolidated report on several conformal antenna types is
presented. General study on the CA with mircrostrips is presented. The singly
curved and doubly curved surfaces are considered for discussion.

Keywords Conformal antenna ⋅ Singly curved ⋅ Doubly curved
Microstrip patch antenna

1 Introduction

As per the International Electrotechnical Commission (IEC), CA are a radiating
system, whose shape is not determined by its electromagnetic features but by the
surface of the system where it has to be intake with the advancement in technology;
novel techniques and approaches to the system design are must. A typical radiating
system refers to a system which acts as interface between the transmitter and receiver
in free space. It is possible to modify the characteristics in order to improve the
overall system performance. This technique is often responsible for reducing several
aspects that affect the image metrics severely and give a better accuracy along with
excellent aerodynamics as well as less in volume. This leads to a challenging task for
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the antenna engineers to designing the worthiness of utilizes conformal structures
instead of their planar. This antenna can be installed on several aerodynamic sys-
tems. They have to posses multiband, broadband, and miniaturization characteristics
along with conformal nature.

CA belongs to the class of phased array antenna. They constitute an array of
several similar but small flat antennas like dipoles and patches covering the surface.
Every antenna equipped with phase shifter device. Which are controlled by a
microprocessor, by simply manipulating the current excitation phase of every
element. It is possible to sum up all the radiation using the process of interference,
forming a strong beam directed in a particular direction. However, in the receiving
case, every element combines all these waves in phase independence signals in that
direction. This way, the antenna can be made responsive to the signal from one
transmitter and at the same time reflecting the interfering signals from other
directions.

In the case of conventional phased array, the elements are distributed on flat
surface, whereas in the case of conformal antenna, they are distributed on a curved
surface. The corresponding phase shifters are used to compensate the phase dif-
ference emerging due to difference in path lengths. As the corresponding elements
in the CA are very small, these applications are limited to high frequencies and
microwave range. However, they readily express miniaturization.

In the present discussion, the deliberations are limited to conformal antenna
study and comparison. These CA are featured with less visibility due to inherent
miniaturization and can be integrated on the structure. This feature is essential in
military environments. The CA can take with any geometry. However, so far
investigated geometries are cylindrical, spherical, and conical. Several examples of
the CA are shown in Fig. 1.

2 Conformal Antenna Arrays

Considering the recent advancements in the wireless technology, the planar
microstrip antenna could no more requirements systems. As a result, several CA
structures are studied [1–3]. However, the CA can be termed as a planar antenna
array on a curved surface. This makes the interconnection in antenna arrays more
complex. However, as a result, the performance is affected by its salient features; it
has become the topic of the current research to choose the feeding system structure.
This makes the design of CA simpler whose performance is superior. Generally,
several techniques are used to reduce the antenna size and subsequently enhance its
bandwidth, using the Chebyshev polynomial method [4]. Another method is to
introduce a large rectangular slot and modify the ground plane [5]. Cylindrical
structures have inherently possessed the conformal characteristics [6–10]. Following
the above, another studied structure is the sphere [11–13]. Similarly, the other CA
which are available in literature are conical, elliptical, or other geometries. The main
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disadvantage of planar array is that they do not have the desired aerodynamic shape.
Also, in addition, it needs aerodynamic radome. Inter-element spacing has degrading
effect on the performance closer; they are greater. The mutual coupling degrades the
performance. Similarly, they lead to grating lobes. However, in CA, some section is
brought over the surface, thereby increasing the scan angle, which reduces the
grating lobes. Furthermore, unlike planar array, the corresponding radar cross sec-
tion appears to be diminished. This is due to the diffraction of the plane when it is
incident on a curved surface. Moreover, the reflected energy will be defocused and
have lower intensity compared with the reflection from a planar surface. In this basic
form, the CA are classified into two categories. They are singly and doubly curved.
In this section, these two types are discussed.

2.1 Conformal Antennas on Singly Curved Surfaces (SCS)

Antennas on SCS are considered as a basic form of CA, mainly contributing to the
improvement in the azimuth coverage (wide coverage). However, it is possible in
some cases with omnidirectional also. The circular cylindrical structure is a

(a) Cylindrical microstrip antenna (b) Elliptical microstrip array

(c) Aperture array on paraboloid

Fig. 1 Examples of conformal antennas from Ball Aerospace and EWCA
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common conformal antenna application. It is considered as one of the 3D
geometries. This SCS is also referred to as developable surfaces as they can be
straightened and further analyzed as a flat surface. As a result, several parameters
are computed using this planar analysis. With this technique, it is possible to
compute. Hence, it can be concluded that the SCS can be studied without involving
geodesic differential equation [14]. The cylindrical patch antenna is shown in Fig. 2
for reference. A thorough parametric analysis is possible by manipulating different
techniques for analyzing conformal physical parameters like radius, permittivity,
and substrate height.

2.2 Conformal Antennas on Doubly Curved Surfaces

The complicated CA array is a “smart skin” installed on the surface of the aircraft
body. However, relative to the surface curvature, if small, then the design follows
that of planar with some phase corrections. The radiating elements need to be
highly directional and always projected with the outward from the surface.
Increasing the curvature, the respective elements may not radiate in all directions.
An active section has to be manipulated for scanning the DCS antennas that provide
additional degrees of freedom in their structure. They follow the surface variation in
other directions unlike a cylinder and often produce more elaborate solutions. With
high-degree complexity, CA on DCS is difficult to analyze. As a result, a few
literature is available [1, 9, 10]. The radiation characteristics of CA on DCS cover

Fig. 2 Structure of the
reference cylindrical
microstrip antenna
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nearly full hemisphere and also responsible for aerodynamic structures. The
spherical DCS-based CA is shown in Fig. 3.

The planar counterpart realization of CA is of high importance in the analysis of
CA. Some designs corresponding to this strategy are shown in Fig. 4.

3 Advantages and Disadvantages

There are several advantages as well as disadvantages of CA when compared with
planar antennas. When compared with planar 2D antennas, the bandwidth as well as
the beamwidth of the CA is very high. Similarly, a single-element antenna is
capable of constituting the omnidirectional pattern without any parasitic elements.
Moreover, it is also possible to manipulate the gain by controlling the phase errors
and the angle of inclination in the CA being conformal; these CA are capable of

Fig. 3 Geometry of the quasi-square spherical microstrip antenna

Fig. 4 Conformal antennas and their planar counterpart designed using HFSS [23]
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exhibiting aerodynamic structural features. As a result, such CA does not require
additional radome structures to protect the antenna system. This feature typically
reduces the radar cross section.

In spite of several advantages, these CA often pulled out due to several draw-
backs. One of the prime disadvantages is that no specific dedicated tool is yet
bought for design and analysis of simulated CA. As a result, the computation
involves in several complex calculations. Moreover, due to its conformal nature, it
is not an easy task to derive circular polarization features from CA.

4 Conformal Microstrip Antenna Array

The CA generally use the slotted patch antenna for their low-profile structure. They
are meant for their features like lightweight, low cost, and their efficiency. They
have specific applications in flying high-speed aircrafts with their aerodynamic
structure. In missile applications, these microstrip CA are coated with two DCS like
cylinder and cone that are used to enhance directivity and SNR. High-degree
performance is possible using arrays. The corresponding radiation pattern is
manipulated accordingly due to the placement of affected arrays on a conformal
surface. This produces omnidirectional patterns which are very much needed in the
aerospace systems. The mathematical analysis of CMA on a cylinder is presented
by Knghou and Menglin [15] in which 8 × 8 array is considered. With the change
in curvature Ka >> 1, results less effect to pattern at plane of θ = 90°. However,
they have more effect at plane θ = 90°. Discarding coupling between elements, the
corresponding total electric field strength for an array of N elements is given as

E= ∑
N

i=1
Eie− jφi

Here, Ei refers to field strength of ith element and φi refers to the phase N
radiators.

The radiation characteristics and the parametric analysis of CA on cylindrical
structures are discussed in [16]. It is observed that the radiation features are strongly
dependent on the cylindrical curvature. Moreover, it is concluded that the array
exhibits high sidelobes and wider beamwidth. It is also suggested that the radius of
curvature has the capability to define the parameter that must be considered while
mechanical and electrical characteristics of CA. A CA array is discussed in [17]
where different parameters are of concern during the UWB phased array antenna
design. Some of them are physical size of the antenna, increment spacing, and
mutual coupling. For conformal placement of an antenna either as an individual
antenna or as in an array configuration on any arbitrary surface, it may require very
thin antenna. They should be processed preferably on flexible substrates so that they
will conform to the surfaces without changing the surface geometry. Conformal
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microstrip antenna on a conical surface is given in [18]. In this analysis, a thin
substrate thickness is considered. Also, the distance of the patch to the cone apex
and the curvature radius of the cone surface are large when compared the corre-
sponding wavelength. This analysis is applicable to any arbitrary conical surface
that degenerates into a plane surface. Moreover, the analysis is also applicable to
any higher order resonant mode. The simulation of 36 GHz conformal rectangular
patch antenna on a cone is designed in [19]. In this work, CMA is non-resonant side
feeding. This causes high cross polarization. High cross polarization can be
restrained by choosing proper ratio of width and length (W/L).

5 Conclusion

A short note on the analysis of CA, the operation of CA and comparison between
planar and CA enlisting both advantages and disadvantages have been studied. It is
observed that the CA is suggested only for applications, where broad beam radi-
ation patterns are desired. Similarly, main drawback of CA is the complexity in
analysis, and costs in fabrication are discussed in both SCS and DCS designs of
microstrip that are discussed. Further, the design analyzing the conformal antennas
using any 3D EM simulator can be considered as a good scope of future work.

Fundamentally, the use of conformal antennas is suggested in case very broad
beam radiation patterns are desired. The main drawback of conformal antennas is
the increased complexity and cost in manufacturing. There are mainly two types of
conformal antennas that are discussed in this work. They are singly curved and
doubly curved. The design of the microstrip-based singly curved surfaces and
doubly curved surface analysis is also discussed. Designing and analyzing the
conformal antennas using any 3D EM simulator are carried out further.
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Internet Security—A Brief Review

Subha Sree Mallela and Sravan Kumar Jonnalagadda

Abstract There is a huge increase in the online users and so as the problems faced
by them; a typical online user is exposed to virus, worms, bugs, Trojan horses, etc.;
in addition, the user is also exposed to sniffers, spooling, and phishing. As a result,
the users are constantly prone to cons of privacy due to spyware which monitors the
online users. There is even a possible destruction of the personal machine that dies
due to malware. Due to these issues, there is an indication that the Internet is not a
safe place for online activities. This problem is not only limited to personal suffers
but also extended to several corporations and government sector organizations.
Several times the confidential and government information are prone to security
risks. These attacks may be due to inherent weakness in the networks. Similarly, the
carelessness of users also termed reason. Whatever be the reason, the Internet
security study has become the demand of the hour. In this paper, a short study on
such Internet security issue is considered.

Keywords Security ⋅ Protocols ⋅ Online activities

1 Introduction

In one way or the other, Internet usage has become a part of daily life. The usage
may be in the form of information to entertainment, financial services, product
purchase, and even socializing. As a result, there is a possibility of information
collection [1–6]. Internet usage from all kind of activities. The Internet is emerged
as a gateway for personal, home, and office convenience.
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Generally, the Internet facilitates the data exchange through hosts and servers.
There are a wide variety of hosts. Some of them are personal computers and the
other can be a supercomputer. These hosts typically have several combinations of
hardware and software. However, the protocol governing the exchange of com-
mands, requests, and data like transport control protocol/Internet protocol (TCP/IP).
This is the underlying technique in every Internet activity which is often termed as
an open technology [7, 8]. As a result, there is always a possibility to express. The
user is into quite insecure and risky environment. In many cases, the attachments
are through this channel of activity only. The process of authentication can be
claimed by a packet of data regarding its origination. This is basically due to the
fact that the dominant layers do not perform any authentication procedure.

There is a huge scope of proposing technique to ensure the security of the data
through proper authentication. This attracted the interest of several computer
engineers with the scope of research.

2 Internet Security

Every Internet user is subject to several types of risks associated with the Internet
usage. These attacks have become a more common element and most significantly
damaging issue in corporate offices, where there is a wide usage of computers.
When it comes to the public agencies, any small issue arises as a major panic as the
destruction is widely propagating. Most importantly, in most of the cases, the
corresponding traces of attacks and their sources are not known until the damage is
actually assumed. It is also estimated that the basic data steering and business
attacks are through Internet usage only. Seminal of service attacks and unauthorized
access attacks have become quite prominent in such cases. All the above issues are
responsible for the need for Internet security.

The threats to safe browsing can be of different forms like IP spooling browser
session hijacking, denial of services, data stealing, spyware, malware, virus, and
sniffing.

Denial of service is often considered as a security breach due to software failure.
The random cause can be firewall failure security software. This cannot contribute
to complete network security. This becomes a clear weak point for the network
hackness. Through the weak point, the threat can be in the form of a small bug,
viruses, or a spyware where there is a possibility of address spoofing. The process is
often considered as a chain mechanism in which the victims’ address book is
accessed and the information is sent. Further, the same process of hacking the
address of the other and distributing the message is a continuous chain process.
Once if the victim opens, the information is recieved which is actually a worm. The
spreading of the worms weird behavior starts and destruction of confidential
information arouses. Some of such worms which are recently identified are Blaster
and Welchia worms.
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Encryption and data encoding are techniques to scramble the confidential data
and make it understandable. By this way, even when the data is stolen or subjected
to any of the abovedescribed issues of Internet security, the confidential data
remains safe and undisclosed. Later, the encrypted data is decrypted by the owner to
owner and used. During the process of encryption and decryption, a private key is
used as an algorithm to make the data unreadable to readable during decryption as
well as readable to unreadable in encryption. Several third-party firms have
emerged for accomplishing the task and provide high-security keys. However,
several Internet security threats had computed intelligence which is sufficient for
decoding the keys. This makes the system vulnerable.

3 Issues and Solutions

A gathering of intellectuals considers that the nuclear power plants have a ton of
basic information to be sent to the administrator workstations. A plant-wide
incorporated correspondence organizes, with high throughput, determinism and
repetition, which is required between the workstations and the field. Exchanged
ethernet setup is a promising prospect for such a coordinated communication. In
atomic power plants, the plant information is essential and information misfortune
cannot be ignored without serious consequences. Switched ethernet might be a
prominent innovation.

System assaults have been found to be as shifted as the framework that they
endeavor to enter. Assaults are known to be either deliberate or unexpected and
actually capable of gatecrashers which have occupied with focus on the conventions
utilized for secure correspondence between organizing gadgets. This audit tends to
how exceptionally modern interlopers are infiltrating web systems in spite of large
amounts of security. Be that as it may, as the gatecrashers increase, the organized
specialists are inferring numerous strategies in keeping assailants from getting to
organization systems.

According to the investigation on Internet of Things, which made wake up calls
to the enterprises which are organizations, it is required to get ready for the new era
of Internet-empowered gadgets that might be found in any place in the world [2].
Agreeing Jericho Forum board part, Andrew Yeomans, the Directive, serves to
center security experts on information security over frameworks. “From a Jericho
Forum perspective”, any fortifying of directions is an impetus to execute
unavoidable information-driven security, so the information is ensured wherever it
is. The Jericho Forum has featured that the “perimeterized” [that is, traditional]
show misses numerous conceivable breaks, particularly information that has been
deliberately passed to different associations, which in this manner endure a break.

When the web servers fail, the respective websites also fail to operative.
Assailants are abusing any weakness they can to trade-off sites and secure their host
servers. The convenience and wide accessibility of web assault toolbox are bol-
stering the quantity of web assaults, which multiplied in 2015. Site proprietors still
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are not fixing and refreshing their sites furthermore, servers as regularly as maybe
they should. This resembles taking off a window open through which cybercrim-
inals can move through furthermore, exploit whatever they find. In the course of
recent years, more than 75% of sites filtered contained unpatched vulnerabilities,
one out of seven (15%) of which were regarded basic in 2015.

It is not just modules for web programs that are powerless and misused. Take
Word Press, which now controls the fourth of world’s sites, for instance. Anybody
can compose a Word Press plugin—and they frequently do. Modules go from the
helpful to the totally crazy, for example, Logout Roulette: “on each administrator
page stack, there’s a 1 of every 10 chance you’ll be logged out.” The issue is that
some modules are shockingly unreliable. Windows pulls in many adventures as a
result of its huge client base, and the same applies to Word Press modules.
Defenseless modules found on Word Press locales can and will be misused.
Modules, regardless of whether for programs or servers, should be refreshed fre-
quently as they are defenseless against security blemishes, and out-of date rendi-
tions ought to be maintained a strategic distance from where conceivable.

4 Integrated Solution

Security arrangements ought to be completely incorporated with rights and the
open. Internet security arrangements ought to be completely coordinated with the
imperative goals of protecting the central properties of the Internet (open norms,
willful cooperation, reusable building squares, respectability, consent-free devel-
opment and worldwide reach (otherwise called the Internet Invariants [4]) and
principal human rights, and qualities and desires (e.g., protection and opportunity of
articulation)). Any security arrangement is probably going to affect the Internet’s
operation and improvement, and also client’s rights and desires. Such impacts
might be sure or negative. From our viewpoint, it is critical to discover arrange-
ments that help the Internet invariants and key rights and qualities. Security
arrangements should be grounded in understanding, created by accord and devel-
opmental in viewpoint. Security arrangements should be sufficiently adaptable to
develop after some time. We realize that innovation will change and dangers will
adjust to exploit new stages and conventions. Accordingly, arrangements should be
receptive to new difficulties. Like a human body that may experience the ill effects
of infections, yet gets more grounded and stronger subsequently, new advance-
ments, arrangements, and helpful endeavors that expand on “lessons-learned” make
the Internet stronger to dangers. Experience demonstrates to us that, in a rapidly
developing framework, for example, the Internet, an open agreement-based par-
ticipatory approach, is the most hearty, adaptable, and lithe. Fractional
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arrangements and organized sending are vital and ought to be considered important.
An accumulation of incremental arrangements might be more successful practically
speaking than a fabulous plan.

Regardless of the possibility that an approach does not take care of the issue
totally, it may contain it, or to change the monetary condition altogether enough, in
order to make the helplessness significantly less alluring to malignant performing
artists. The concentrate should be put on characterizing the concurred issue and
finding the arrangement. We additionally need to make space for the new, the
creative, and the odd. We should be set up to test problematic or non-customary
thoughts. At last a procedure, which draws upon the interests and ability of a wide
arrangement of partners, is probably going to be the surest way to progress.
Focusing on the purpose of greatest effect corresponds to think all inclusive
demonstration locally. Security is not accomplished by a solitary arrangement or bit
of enactment; it is not unraveled by a solitary specialized fix or would it be able to
come to fruition since one organization, government, or on-screen character
chooses the security to be vital. Making security and trust in the Internet requires
distinctive players (inside their diverse duties and parts) to make a move, nearest to
where the issues are happening.

Ordinarily, for more noteworthy viability and proficiency, arrangements ought to
be characterized and executed by the littlest, least, or slightest incorporated skilled
group [5] at the point in the framework where they can have the most effect. Such
people group is much of the time suddenly framed in a base up, self-sorting out a
form around particular issues (e.g., spam or directing security), or a territory (e.g.,
insurance of basic national foundation or security of an Internet trade). However,
much as could reasonably be expected, arrangements ought to be founded on
interoperable building pieces—e.g., industry-acknowledged benchmarks, best
practices, and methodologies.

5 Conclusion

Internet security, its issues, and the breaches responsible for theft of valuable
personal and confidential information is a sever alarming issue for the Internet
users. This is more than a simple insecurity in the case of corporate and company
Internet setup. Any confidential information disclosed leads to very serious
downfall of the corporate. A short survey on the issues, its face and possible simple
solutions is discussed here. Statistical and thorough prediction model of the
behavior of the threats and security issues are a better solution to the assumed
Internet security problems in future.

Internet Security—A Brief Review 893



References

1. “Internet Invariants: What Really Matters”, http://www.internetsociety.org/internet-invariants-
what-really-matters.

2. http://news.cnet.com/8301-1023_3-57525797-93/facebook-hits-1-billion-active-user-
milestone/.

3. Ushahidi is an open source project which allows users to crowdsource crisis information to be
sent via mobile, http://www.ushahidi.com/.

4. For example, a technique used in the attack against http://www.spamhaus.org in March 2013.
5. For example, a compromise of a Dutch Certificate Authority Diginotar, full report http://www.

rijksoverheid.nl/bestanden/documenten-en-publicaties/rapporten/2012/08/13/black-tulip-
update/black-tulipupdate.pdf.

6. For more information see RFC 2827 Network Ingress Filtering: Defeating Denial of Service
Attacks which employ IP Source Address Spoofing (http://tools.ietf.org/html/rfc2827).

7. Hardin, G. “The Tragedy of the Commons”. Science 162 (3859): 1243–1248, 1968.
8. Conficker Working group, http://www.confickerworkinggroup.org/wiki/.

894 S. S. Mallela and S. K. Jonnalagadda

http://www.internetsociety.org/internet-invariants-what-really-matters
http://www.internetsociety.org/internet-invariants-what-really-matters
http://news.cnet.com/8301-1023_3-57525797-93/facebook-hits-1-billion-active-user-milestone/
http://news.cnet.com/8301-1023_3-57525797-93/facebook-hits-1-billion-active-user-milestone/
http://www.ushahidi.com/
http://www.spamhaus.org
http://www.rijksoverheid.nl/bestanden/documenten-en-publicaties/rapporten/2012/08/13/black-tulip-update/black-tulipupdate.pdf
http://www.rijksoverheid.nl/bestanden/documenten-en-publicaties/rapporten/2012/08/13/black-tulip-update/black-tulipupdate.pdf
http://www.rijksoverheid.nl/bestanden/documenten-en-publicaties/rapporten/2012/08/13/black-tulip-update/black-tulipupdate.pdf
http://tools.ietf.org/html/rfc2827
http://www.confickerworkinggroup.org/wiki/


Antenna Array Synthesis Using Social
Group Optimization

V. V. S. S. Sameer Chakravarthy, P. S. R. Chowdary,
Suresh Chandra Satpathy, Sudheer Kumar Terlapu
and Jaume Anguera

Abstract Circular array antenna (CAA) design has become a complex and most
explored research problem with the advancement in the wireless personal and
commercial communication systems. In this paper, the circular array synthesis is
performed using novel social group optimization algorithm (SGOA). The synthesis
technique employs both nonuniform amplitudes and nonuniform spacing between
the elements. The array synthesis problem is translated as an optimization problem
with amplitudes and inter-element spacing as two different design variable sets with
suppressed sidelobe level (SLL) along with beamwidth constraint as objectives.
The SGOA synthesized 30 and 60 element CAA, produced a very low SLL when
compared with uniform CAA maintaining the same BW.
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1 Introduction

An array antenna is a collection of multiple stationary and similar radiating ele-
ments. These arrays play a significant role in point-to-point communications like
wireless, mobile, and radar applications. All the elements in the array collectively
operate as a single-element antenna [1, 2], thereby concentrating the radiation to
one direction, which is desirable by the abovementioned applications. Generally,
communication system performance can be enhanced by employing high directive
radiation elements. Earlier, single-element antennas with directivity much less than
the required level are used for these applications. Later, antenna arrays with
excellent directivity characteristics have replaced these single-element antennas.
Radiating elements for modern wireless communications need to posses certain
features like enhanced directivity and capability of controlling the SLL and BW [3–
5]. Also, in some cases, it is required to steer the main beam in the certain direction.
These features are a hard task to achieve in the case of single-element antennas.
Hence, the most possible solution is the design of antenna arrays for such appli-
cations as they inherently posses the abovementioned characteristics.

The inter-element spacing (d), amplitudes of current excitation (I), and phase
excitation (α) are often considered as the key parameters of array design. Deter-
mining these parameters which produce the desired radiation pattern is known as
array synthesis problem. The choice of considering number of properties for syn-
thesis depends on the type of synthesis problem. However, in this paper, both the
amplitude and spacing between the elements are considered for the synthesis of
circular array. Many conventional numerical techniques which are derivative-based
are proposed for such array synthesis. These conventional techniques have a ten-
dency to stuck in the local minima as most of them are local search methods.
Moreover, the final solution is dependent on the initial solution. If the initial value is
chosen such that its solution lies in the region of solution space that is close to local
minima, then the local search gives the best of poor local solution that is available.
These conventional techniques have the drawback of long computational time and
complex mathematical steps.

For an efficient array design, several evolutionary computing tools are proposed.
Certain algorithms like genetic algorithm [6], particle swarm optimization [7],
teaching learning-based optimization [8], firefly [9], and flower pollination algo-
rithm [10, 11] have produced excellent results in solving array synthesis problems.
In this work, another novel algorithm known as social group optimization algorithm
(SGOA) proposed by Satapathy et al. [12] is used for the synthesis of circular array
using nonuniform amplitude and nonuniform spacing technique with beamwidth
constraint. Further, the paper is organized into five sections. Array optimization
problem is discussed in Sect. 2 and formulation of the design problem is given in
Sect. 3. Brief discussion on the SGOA and its implementation to the design
problem is explained in Sect. 4. Overall conclusions are given in Sect. 5.
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2 Array Optimization Problem

Array synthesis generally involves in determining appropriate values of I and d
which produce desired radiation pattern with desired SLL and BW. Both SLL and
BW are two conflicting parameters. Suppressing one of this leads to enhancement
of the other. Obtaining lowest SLL with constrained or fixed BW can be considered

Start
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Calculate objective 
and other values
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Optimization method

Check for
Convergence 

Stop

Update 
design 

variables

N

Y

Fig. 1 Flowchart of antenna
optimization
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as optimizing the array parameters. Uniform CAA is the simplest form of array in
which all the elements are uniformly excited in terms of amplitude, phase, and
spacing. However, the resultant SLL is around −7 dB which is very high according
to the modern wireless systems. In amplitude only technique where only the
amplitudes of excitation current are determined for designing CAA, the corre-
sponding BW gets enhanced severely. In order to control the BW while sup-
pressing, the corresponding inter-element spacing also needs to be controlled. This
is possible with inclusion of additional degree of freedom in the design parameter
set. A brief description of the antenna array optimization is given in the flowchart in
Fig. 1. According to the flowchart, the design variables are modified until the
desired pattern is achieved which is also known as convergence.

3 Formulation

3.1 Array Factor Formulation

The geometry of the circular array is shown in Fig. 2 in which all the elements are
arranged on the circumference of the circle whose radius is r.

The circular array is confined to the x-y plane. Also, in the array, all the elements
are considered as isotropic elements. The corresponding array factor is given as
[1–3]

Fig. 2 Circular array
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AFðϕÞ= ∑
N

n=1
In. expðj.ðkr.cosðϕ−ϕnÞ+ βnÞÞ, ð1Þ

where the element index is referred as and N refers to total number of elements
distributed in the array. The element excitation phase is given as ‘βn’. Similarly, ‘kr’
and ∅n are given as

kr=
2πr
λ

= ∑
N

i=1
di

ϕn =
2π
kr

∑
n

i=1
di ð2Þ

The example of uniform circular array antenna (UCAA) is considered to inter-
pret its radiation characteristics like SLL and BW. In UCAA, the element excitation
is uniform and equals to unity with uniform spacing and no phase difference.

In amplitude–space synthesis, technique has amplitude and space, nonuniformly
distributed with phase maintained at constant value. The corresponding amplitude
and spacing in the antenna array are represented as a vector given as

I = I1, I2, I3, . . . IN, d1, d2, d3, . . . dN½ �
and phase = 0

ð3Þ

3.2 Fitness Function Formulation

The formulation of fitness function considers both the SLL reduction along with
BW constraint. The radiation pattern is the distribution of the computed AF values
for all the azimuthal angle (θ) in the range (−90°, 90°). The corresponding fitness
evaluation expression is given as follows:

SLLdiff = SLLdes −max½jAFðθÞjθ0 −
BWobt

2
− 90 � ð4Þ

BWdiff = jBWuni−BWobtj ð5Þ

f1 = SLLdiff if SLLdiff >0

=0 otherwise
ð6Þ

f2 =BWdiff if BWdiff >0

=0 otherwise
ð7Þ
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f = c1f1 + c2f2 ð8Þ

Here, SLLdiff is the difference between the desired SLL (SLLdes) and the
obtained SLL (SLLobt) BWdiff is the difference between the desired uniform
CAA BW (BWuni) and the obtained beamwidth (BWobt).

In this case, f1 is responsible for SLL reduction and f2 controls the BW of the
array.

The final fitness f value is calculated as summation of f1 and f2, where c1 and c2
are the two constant biasing weighting factors.

4 Sociall Group Optimization

4.1 Brief Introduction

A brief introduction to SGOA is given in this section. The SGOA typically mimics
the social behavior of the human beings. A human being inherently possesses
several characteristics which are mutually conflicting in oneself. These character-
istics are expressed according to the situation prevailing around him. The situation
can be a complex problem or a moment of joy. These behavioral traits are some-
times not only useful in handling one’s own problem but also can be extended to
influence other individual or as a group. Group solving capability can be termed as
a more effective means of solving the problem as it sums up every individuals
capability in the group. Similarly, the influence can be inherited by an individual
from individual or a group and vice versa. Every individual in the society in other
words has the capability to solve the problem and hence treated as a possible
solution.

The algorithm typically has to phases, namely, improving phase and acquiring
phase. During the improving phase, the highly knowledgeable person in the group
propagates the knowledge to all the other individuals in the group. Hence, every
individual solution is updated using the following expression:

Inewij = c * Ioldij + r * (gbest( j ) − Ioldi, jÞ ð9Þ

Similarly, during the acquiring stage, the knowledge update or the solution
updating procedure takes a decision-based step. Every individual interacts with
randomly selected individuals in the social group. This way, knowledge exchange
with the randomly selected candidate takes place if it assumes more knowledge than
this individual. However, the highly knowledgeable person in the group will have
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more impact and influence in this strategy. This is explained in the following two
equations.

If the individual is less knowledgeable than the randomly selected one,

Inewi, j = Ioldi, j + r1 * ðIi, j − Ir, jÞ + r2 * ðgbestj − Ii, jÞ ð10Þ

otherwise

Inewi, j = Ioldi, j + r1 * ðIr, j − Ii, jÞ + r2 * ðgbestj − Ii, jÞ ð11Þ

4.2 Implementation of the SGOA for CAA Synthesis

Like every population-based optimization algorithm, our SGOA also starts with
population initialization. In the array synthesis problem, every individual is an
randomly generated array of elements with excitation currents and inter-element
spacing as given below:

Initial population: pop= x1 kð Þ, x2 kð Þ . . . xM kð Þ½ � ð12Þ

Each individual is characterized as a vector and the whole population in the
society is a matrix of these vectors as below:

x1
x2
.
.
xM

2
66664

3
77775
=

I11 , I
2
1 , . . . , IN1 , d

1
1, d

2
1, . . . dN1

I12 , I
2
2 , . . . , IN2 , d

1
2, d

2
2, . . . dN2

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
I1M , I

2
M , . . . , INM , d

1
M , d

2
M , . . . dNM

2
66664

3
77775

ð13Þ

In this paper, the CAA synthesis is transformed into a minimization problem and
hence can be formulated as

x*ðkÞ= arg
min

m=1, . . .M
f ðxmðkÞÞ ð14Þ

5 Results

Results pertaining synthesis of CAA using SGOA with amplitude–spacing tech-
nique is presented in this section. Two circular arrays with different sizes, each
consisting of 30 elements and 60 elements, are considered. Array design using
SGOA is performed with the objective of suppressing the SLL to as low as possible
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while keeping the BW not more than that of the uniform CAA. Simple uniform
CAA produces an SLL of −7 dB with a BW dynamically changing with the
number of elements in the array. It is obvious that the more the number of elements,
the lesser the BW.

In the first example, the CAA with N = 30 is considered. The corresponding
amplitudes of current excitation along with inter-elements spacing are determined
using SGOA to produce a radiation pattern with a low SLL of −15.83 dB keeping
the uniform BW of 18.2°. The obtained nonuniform distribution of amplitudes and
spacing are given in Table 1. The corresponding radiation pattern plot of CAA for
N = 30 is shown in Fig. 3. Similarly, in the next example, the number of elements
in the CAA is increased to N = 60. For uniform CAA of 60 elements, the corre-
sponding BW is 9.1° with an SLL of −7 dB. Using SGOA, the SLL is suppressed
to −18.87 dB keeping the BW as minimum as that of uniform CAA as shown in
Fig. 4. The corresponding nonuniform amplitude and spacing obtained using
SGOA are given in Table 1.

When N = 30, there is an improvement in the SLL suppression to −15.83 which
is quite less than the uniform distribution by 8.83 dB. This is significantly a great
improvement. The corresponding BW is 10.10 which is much smaller than the
uniform distribution CAA BW of 18.20. This certainly refers to the efficiency of the

Table 1 Nonuniform amplitude and inter-element spacing obtained using SGOA

Number of
elements

Parameter Distribution

30 Amps
(normalized)

0.746, 0.886, 0.37, 0.913, 0.83, 0.753, 0.868, 0.293, 0.439,
0.482, 0.376, 0.619, 0.69, 0.829, 0.999, 0.586, 0.529, 0.878,
0.51, 0.058, 0.897, 0.379, 0.406, 0.01, 0.526, 0.653, 0.95,
0.718, 0.834, 0.736

Spacing
(in λ)

0.72, 0.52, 0.356, 1.257, 1.181, 1.961, 0.999, 1.98, 1.396,
0.299, 1.418, 1.704, 1.174, 0.761, 1.4, 0.437, 1.712, 0.679,
0.991, 1.99, 1.998, 1.622, 1.535, 1.24, 0.609, 0.54, 1.121,
0.882, 0.937, 0.988

60 Amps
(normalized)

0.786, 0.806, 0.967, 0.996, 0.658, 0.473, 0.9, 0.313, 0.661,
0.408, 0.537, 0.95, 0.222, 0.302, 0.151, 0.659, 0.026, 0.433,
0.148, 0.049, 0.338, 0.227, 0.179, 0.503, 0.486, 0.344, 0.603,
0.295, 0.473, 0.859, 0.806, 0.703, 0.794, 0.402, 0.831, 0.734,
0.579, 0.849, 0.449, 0.059, 0.017, 0.057, 0.012, 0.354, 0.237,
0.193, 0.152, 0.302, 0.086, 0.377, 0.201, 0.869, 0.533, 0.501,
0.564, 0.645, 0.863, 0.582, 0.489, 0.574

Spacing
(in λ)

0.5, 0.495, 0.599, 0.73, 0.803, 0.777, 0.613, 0.608, 0.387,
0.527, 0.669, 0.503, 1.959, 1.091, 1.49, 1.758, 0.595, 1.398,
0.594, 0.44, 1.728, 0.518, 1.956, 0.987, 1.399, 1.154, 1.093,
0.846, 0.355, 1.2, 0.496, 0.487, 0.561, 0.587, 1.63, 0.817,
1.063, 0.618, 1.154, 1.997, 1.236, 1.571, 0.939, 0.937, 1.192,
1.092, 0.835, 1.134, 1.329, 1.128, 1.867, 0.637, 1.523, 1.776,
0.367, 1.565, 0.624, 0.46, 0.632, 0.522
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Fig. 3 Comparison of radiation pattern plots for N = 30 using nonuniform amplitude and spacing
obtained by SGOA and uniform distribution
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Fig. 4 Comparison of radiation pattern plots for N = 60 using nonuniform amplitude and spacing
obtained by SGOA and uniform distribution
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SGOA and its impact in controlling the constrained parameters in array design.
Similarly, in the second example where the number of elements is increased to 60,
the corresponding SLL is reduced to −15.87 dB almost maintaining the same as
that of the previous example. Also, the corresponding BW is less than that of the
uniform BW.

6 Conclusion

The social group optimization algorithm is effectively implemented for the complex
problem of synthesis of circular antenna array. Two examples are demonstrated in
which the number of elements is varied from 30 and 60 with the objective of
suppressing SLL with the constraint of uniform CAA BW efficiently achieved.
There is an improvement in the SLL suppression by more than 100% in both the
cases. Also, the corresponding BW in both the examples is much lesser than that of
uniform distribution. Further, extending the simulation-based experiment on iso-
tropic elements considered in this work to practical antennas would be a very good
scope for this work.
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On the Design of Fractal UWB Wide-Slot
Antenna with Notch Band Characteristics
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V. V. S. S. Sameer Chakravarthy and Suresh Chandra Satpathy

Abstract A coplanar waveguide-fed ultra-wideband (UWB) fractal wide-slot
antenna with notch band characteristics is proposed. The radiation patch of pro-
posed UWB antenna is designed using cantor set fractals by introducing triangular
fractals. The bandwidth is enhanced by introducing symmetrical triangular-tapered
corners at the bottom of wide slot. The proposed antenna has a size of 26 × 21
mm2 and has operating frequency over the UWB range (2.8–10.3 GHz) except at
the notch band frequency 5–6.3 GHz. The proposed cantor set of fractal wide-slot
UWB antenna is designed and the performance of the antenna is verified by
observing the antenna parameters such as return loss, gain, VSWR, and radiation
characteristics. The results show that the designed antenna with compact size has
good impedance bandwidth over the UWB range (2.8–10.3 GHz) and improved
radiation characteristics with required notch band.
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1 Introduction

A simple and compact UWB-printed monopole antenna with filtering characteristic
is presented by A. Nouri and G. R. Dadashzadeh [1]. It consists of a radiating patch
with defected ground structure (DGS). A modified shovel-shaped DGS is proposed
so as to operate the antenna not only for DSRC systems but also for wireless LAN
systems. Hamid Moghadas and AhadTavakoli [2] proposed a dumb-bell DGS cell
that is sandwiched between two microstrip patch antennas fed by coaxial probe.
DGS dimensions are determined by semi-numerical methods. It also reduces the
mutual coupling so that scan blindness can be eliminated.

A novel multi-frequency printed monopole antenna for Wimax and Wire-
less LAN applications is proposed by Xiaoliang Zhang et al. [3]. It mainly consists
of a fork-shaped strip, etched on a modified rectangular ring defected ground plane.
By etching a rectangular slot, the proposed antenna can produce three resonant
modes. The fabricated antenna parameters are experimentally analyzed which has
good antenna performances. A dual-band antenna with a circular patch is designed
at 2.5 GHz frequency [4] with a fractional bandwidth of 4.5%. By introducing a
circular slot into the ground plane, it radiates by capacitive coupling between the
patch and the ground plane. The slot radiates with a fractional bandwidth of 5% at a
frequency of 1.95 GHz.

Anil Kumar Gautam et al. [5] presented small, low-profile planar triple-band
microstrip antenna for WLAN/WiMAX applications. The designed antenna has a
compact size and consists of F-shaped slot radiators with defected ground plane. It
exhibits three distinct frequency bands, i.e., 2.0–2.76, 3.04–4.0, and 5.2–6.0 GHz,
which covers the complete wireless LAN and WiMAX bands. In order to overcome
the radio frequency interference (RFI) that occurs in digital circuits coupled to
differentially fed antennas, a wideband balanced filter is proposed by [6]. The
notched band characteristics are attained by introducing a T-shaped tuning stub at
top of the wide slot [7]. The length and width of T-shaped tuning stub decide the
notch band characteristics. Further, these fractals have inherent characteristics like
miniaturization and multi-resonance [8, 9]. Therefore, in the present work, an
attempt is made to design a UWB antenna using fractals with better notch band
characteristics by introducing triangular slot radiating patch.

2 Antenna Geometry and Design

A CPW-fed cantor set fractal wide-slot antenna with a band notch characteristic is
designed for UWB applications. The antenna is designed using cantor set fractals
by introducing triangular fractal slots. Ultra-wideband is attained by implementing
the cantor set fractals in three iterations. In the first two iterations, fractal slots are
introduced in the radiation patch. The third iteration includes implementing of
fractals along with placing of a T-shaped tuning stub in the radiation patch [7]. The
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dimensions of the designed antenna are summarized in Table 1. Figures 1 and 2
depict the step-by-step design of the proposed antenna with triangular fractal with
first cantor set triangular fractal radiation patch and second cantor set triangular
fractal radiation patch.

Table 1 Dimensions of triangular fractal antenna

Description Dimensions

Substrate length L 26 mm
Substrate width W 21 mm
Substrate height H 1.6 mm
Relative permittivity ϵr 2.55
Length of the slot etched from the ground L1 12.5 mm
Width of the slot etched from the ground W1 19 mm
Length of the radiation patch x 12 mm
Width of the radiation patch y 8.4 mm
Length of the stub L2 15.4 mm
Width of the stub W2 0.25 mm
Gap between the ground and the stub A 0.4 mm
Gap between ground and the radiation patch g 0.6 mm
Length of the feedline L3 6.15 mm
Width of the feedline W3 3.6 mm
Width of slot etched from ground after introducing tapered corners W4 16.4 mm

W1

L3 

              W3
W4

L

L1

x
L2 W2

Y

Fig. 1 The proposed antenna
with triangular fractal first
cantor set triangular fractal
radiation patch and second
cantor set triangular fractal
radiation patch
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3 Simulation Results and Discussions

The proposed antenna with triangular fractals is designed. The UWB is attained by
implementing the cantor set fractals in three iterations. In the first two iterations,
fractals are introduced in the radiation patch. The third iteration includes imple-
menting of fractals along with placing of a T-shaped tuning stub in the radiation
patch. The simulation results for return loss, gain, VSWR, and radiation patterns are
presented in Figs. 3, 4, 5, and 6 which depicts the attainment of ultra-wideband and
notch band characteristics in the consecutive iterations.

Fig. 2 a Design of first-order cantor set fractal antenna, b Design of second-order cantor set
fractal antenna, c Design of second-order cantor set fractal antenna with T-shaped tuning stub

Fig. 3 Return loss for order triangular cantor set triangular fractal radiation patch in all iterations

Fig. 4 Gain plots for triangular cantor set fractal radiation patch for all iterations
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4 Conclusion

The proposed antenna is designed by introducing triangular fractal slots. The zeroth
iteration has an impedance bandwidth of 5.7 GHz with VSWR approximately
equals to 1.2 over this range. The antenna has resonated only at 3.1, 7.9, and
10.5 GHz, in first iteration with VSWR above two. The second iteration has an
impedance bandwidth over 8.3 GHz (2.7–11 GHz) with VSWR approximately
1.21 over this range. The notch band is obtained from 3.4 to 6.3 GHz.
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