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Use of Bayesian Networks for System
Reliability Assessment

Vipul Garg, M. Hari Prasad, Gopika Vinod and A. RamaRao

Abstract Probabilistic Safety Assessment (PSA) is a technique to quantify the risk
associated with complex systems like Nuclear Power Plants (NPPs), chemical
industries, aerospace industry, etc. PSA aims at identifying the possible undesirable
scenarios that could occur in a plant, along with the likelihood of their occurrence
and the consequences associated with them. PSA of NPPs is generally performed
through Fault Tree (FT) and Event Tree (ET) approach. FTs are used to evaluate the
unavailability or frequency of failure of various systems in the plant, especially
those that are safety critical. Some of the limitations of FTs and ETs are consid-
eration of constant failure/repair data for components. Also, the dependency
between the component failures is handled in a very conservative manner using beta
factor, alpha factors, etc. Recently, the trend is shifting toward the development of
Bayesian Network (BN) model of FTs. BNs are directed acyclic graphs and work
on the principles of probability theory. The paper highlights how to develop BN
from FT and how it can be used to develop a BN model of the FT of Isolation
Condenser (IC) of the advanced reactor and incorporate the system component
indicator status into the BN. The indicator status would act like evidence to the
basic events, thus updating their probabilities.

Keywords Fault tree � Bayesian networks � Fault detection

1 Introduction

PSA is a technique to quantify the risks associated with complex systems like
NPPs, taking their design and operation aspects into account [1, 2]. PSA starts with
the identification of the applicable Initiating Events (IEs). ETs are then developed
that analyze the sequence of events from the IE to its final state. The purpose of
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constructing ETs is that in the absence of safety systems how likely the IE will lead
to an accident kind of situation [1]. In Level-1 PSA, the objective is to calculate the
Core Damage Frequency (CDF). In calculating CDF, one needs information
regarding IE frequency and unavailability of the different safety systems. The IE
frequency in general can be obtained from operating experience, fault tree
approach, and expert judgement. Similarly, safety systems unavailabilities can be
obtained by performing system reliability analysis (e.g., Fault tree approach). PSA
provides information about how safe the plant/system is, e.g., in Level-1 PSA, the
lower the value of CDF, the better it is [1].

From the above discussion, it is clear that in PSA, system reliability analysis
plays a major role. In general, FT approach is used in system reliability analysis.
However, there are certain limitations in FTs such as taking a constant failure/repair
data and consideration of independence among the basic events of the FT.

However, trend is now shifting toward the development of BN model of FTs.
BNs apart from performing the FT analysis also offer certain other advantages. An
inherent feature of a BN is diagnosis. This inherent feature of diagnosis can be
utilized for fault diagnosis in a system, in which FTs are not equipped for. In a
complex and critical system like an NPP, diagnosis of a faulty component or
subsystem can assist the operator to take the necessary actions within the
limited time.

2 System Reliability Analysis

System reliability analysis is performed to find the unavailability of different safety
systems in a plant. There are different methods to perform the system reliability
analysis. Two of those methods FT and BN techniques have been mentioned in the
subsequent sections.

2.1 Fault Tree Analysis

FT is basically a top-to-bottom approach in which the top event represents the
effect, e.g., failure of a system or subsystem. Below the top event are connected
gates and events which specify the possible causes that could invoke the top event
[3, 4]. These gates can be further expanded with the causes that could make the gate
conditions as true and could thus lead to the top event. This expansion process
continues till the bottom-most layer can no longer be expanded and only consists of
the basic events. Events in an FT are assumed to be binary, i.e., a component can
only have two states “working” and “not working” [3, 4]. FTs generally use AND/
OR logic gates to represent the cause–effect relationships. An OR gate invokes the
top event if at least one of the causes connected to it is true. An AND gate invokes
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the top event only if all the causes connected to it are true [3, 4]. Once the failure
data is assigned to the basic components, the failure probability/failure frequency of
the top event can be found.

Based on the information provided in the basic events, the FT provides the
unavailability or the failure frequency of the top event. The information fed to the
basic events is usually the constant failure rates, repair rates, etc. As a result, the
output of the top event is also a constant value. Recently, the trend is shifting
toward the development of BN model of FTs.

2.2 Bayesian Networks

BNs are directed acyclic graphs. Nodes in a BN represent the random variables.
Arcs or links provide the cause and effect relationship between the nodes. Node
with an incoming arc is called as the child node, and the node with the outgoing arc
is called as the parent node [6]. A node that does not have any input arc is called as
the root node. All the root nodes are provided with a prior probability data.
A simple BN is shown in Fig. 1. Here, A and B are parent nodes while C is a child
node.

All the child nodes have a Conditional Probability Table (CPT) associated with
them. The CPT is indicative of the extent to which the linked nodes influence each
other. According to the probability theory, the joint probability distribution of “M”
nodes is given by the chain rule of probability as

P N1;N2;N3; . . .;NMð Þ ¼ P N1ð Þ � P N2=N1ð Þ � � � � � PðNM=N1;N2;N3; . . .;NM�1Þ ð1Þ

In BN, each node is conditionally independent of its non-descendants, given its
parents, which transforms Eq. (1) as shown below [6]:

P N1;N2;N3; . . .;NMð Þ ¼ P N1=pa N1ð Þð Þ � P N2=pa N2ð Þð Þ � � � � � P NM=pa NMð Þð Þ ð2Þ

Fig. 1 A simple three-node
BN

Use of Bayesian Networks for System Reliability Assessment 3



The joint probability distribution for Fig. 3 will be

P A;B;Cð Þ ¼ P Að Þ � P Bð Þ � P C=A;Bð Þ ð3Þ

where pa (N) represents parent of node “N”.
The core of the BN lies in the Bayes theorem. It states that

P A=Bð Þ ¼ P B=Að Þ � P Að Þ
P Bð Þ ð4Þ

where

P(A) Prior probability of node “A”,
P(B) Evidence,
P(B/A) Conditional probability of B given “A”, and
P(A/B) Posterior probability/updated probability of “A”.

BNs also have the ability to reason backward, i.e., given the top event failure,
which are the predominant nodes contributing to it.

2.3 Conversion of FT to BN

Seeing the strength of Bayesian network, various methods are investigated for
assessing system reliability using Bayesian network. One of the popular methods is
focussed on converting traditional FT to BN [5–7], using the steps given below:

1. All the basic events in the FT are drawn as root nodes in the BN.
2. The top event of the FT is drawn as the top node in the BN.
3. Every node in the BN has two states: True, i.e., failure state and False, i.e.,

working state.
4. All the root nodes, which are also the parent nodes, are fed with prior data which

is same as that of the basic events in the FT.
5. All the remaining events in the FT are represented by the corresponding nodes

in the BN, connected between the top node and the root nodes.
6. Links between the nodes are drawn in the same manner as represented by the

FT. The direction of the links in the BN is from the cause toward the effect.
7. Top node which is a child node and has a CPT associated with itself.

A typical case study is selected to demonstrate the approach for conversion of
fault tree to Bayesian network, which is discussed in subsequent section.

4 V. Garg et al.



3 Case Study

3.1 Isolation Condenser of Advanced Reactor

Advanced reactor employs Isolation Condensers (IC) for decay heat removal during
plant shutdown. The schematic diagram of IC is given (Fig. 2).

ICs are submerged in a pool of water. The flow is established from the steam
drum to IC and then back to steam drum through the natural circulation. The decay
heat in the form of steam enters from the steam drum into the ICs from the top,
condenses in the tubes of the ICs, and the condensate returns by gravity to the steam
drum. For this flow to establish under the cold shutdown conditions, the two Motor
Operated Valves (MOVs) and the pneumatic/air-operated valve should be available,
i.e., should remain in open state. Also, operator action is required to turn on the
pneumatic/Air-Operated Valve (AOV). The details of these components are given
in Table 1. The corresponding FT for an IC is as shown in Fig. 3.

The unavailability for the top event, i.e., IC comes out to be 4.118E−4 using the
FT analysis.

Fig. 2 Schematic diagram of IC

Use of Bayesian Networks for System Reliability Assessment 5



3.2 BN Model of the FT of IC

The BN developed is as shown in Fig. 4. All the root nodes have been assigned the
prior probabilities given in Table 2.

Similarly, a CPT has been assigned in the BN for the top event node, i.e., failure
of isolation condenser. Since it is a series system, failure of any single component
will lead to the IC failure. This has been implemented using the OR gate through
the CPT.

Table 1 Components/factors that influence the establishment of flow through IC

S. No. Factor/component FT denotation Unavailability

1 MOV 1 fails to remain open IC-MOV212D 3.1E−6

2 MOV 2 fails to remain open IC-MOV211D 3.1E−6

3 Pneumatic valve/AOV IC1-AOV1O 2.7E−4

4 Tube leakages in IC IC1-TUBELEAK 5.63E−6

5 Human error in opening AOV HE-IC-AOV 1E−4

Fig. 3 Fault tree for an isolation condenser

Fig. 4 Top event unavailability of the IC from the BN (0.041% = 4.1E−4)

6 V. Garg et al.



3.3 Similarities Between the FT and BN

FT calculates the unavailability or the frequency of occurrence of the top event.
A BN developed from an FT can also find the unavailability or the frequency of
occurrence as given in Figs. 4 and 5.

FT calculates the Minimal Cut Sets (MCS) which indicates the vulnerability of
the system, i.e., the minimum number of the system components that could fail the
system [3, 4], as shown in Fig. 5. BN, on the other hand, does backward reasoning
to identify the predominant nodes contributing to the system failure, given system
failure, as shown in Fig. 6.

The predominant MCS found from FT as shown in Fig. 5 is “ICI-AOV1O”, i.e.,
pneumatic valve fails to open contributing 65.57% to the total unavailability.

Table 2 Prior probabilities of the root nodes in the BN of IC

S. No. BN Node State 1: true (%) State 2: false (%)

1 MOV1 fails to remain open 0.00031 99.99969

2 MOV1 fails to remain open 0.00031 99.99969

3 Pneumatic valve fails to open 0.027 99.973

4 Tube leakages in IC 0.000563 99.999437

5 Human error in opening AOV 0.01 99.99

Fig. 5 Top event unavailability of the IC from the FT (4.118E−4)

Fig. 6 Predominant nodes given system failure

Use of Bayesian Networks for System Reliability Assessment 7



• The predominant node found from the BN through backward reasoning is
“Pneumatic_Valve_Fails_to_Open” having a contribution of 65.6% in the
unavailability of the child node “Failure_of_Isolation_Condenser”, as shown in
Fig. 6.

• The remaining MCS and predominant nodes too reflect the same contribution to
the unavailability of the top event in the FT and BN, respectively.

4 Advantage of BN Over FTA

BNs work on the principle of Bayes Theorem. The root nodes of the BN are the
basic events of the FT. These root nodes are assigned some prior probability. Based
on this prior data, the top node would provide the failure probability/frequency of
the system, as in an FT. This top node/event value could be considered as the
reference or base value. If these root nodes are fed with the observations made
through some instrumentation, it would update their prior probability. This will in
turn update the result of the top node/event. Any departure of the top node/event
probability from its reference value is indicative of the change in the state of the
system. This property could then be used for fault detection and diagnosis [8–10].

5 Fault Diagnosis Using Bayesian Networks

In advanced reactor, the working status of MOV 1, MOV 2, and pneumatic valve
(AOV) can be found by examining the corresponding status from the Work Station
(WS) and Main Control Room Hard Wired Panel (MCR-HWP). Thus, WS and
MCR-HWP let the operator make certain observations. These observations can then
be incorporated in the BN for fault detection and diagnosis as shown in Fig. 7.

Equipment status indicators get the requisite information regarding the equip-
ment through some sensors. In case the sensor itself malfunctions or fails, it would
have a direct impact on the status of the equipment as indicated by the indicators.

Fig. 7 BN of the IC with incorporation of the equipment status indicators observations
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In order to take the effect of sensors into account, corresponding sensor nodes have
been introduced in the BN as parents to the indicator nodes as shown in Fig. 8.

The position of the valves, i.e., open or close, is provided by the limit switches.
These limit switch nodes have been provided with prior failure probability data [11].

The CPTs of the equipment status indicators will get modified due to the addition
of sensor nodes [10]. Table 3 shows the CPT for the “Status_observed_in_WS”
node.

The CPT value of 1.54E−4 has been taken from IAEA-TECDOC-478 [11].
However, when the limit switch is unavailable/non-functional, a probability of 0.5
or 50% has been assumed for the indicator to be indicating open or close state of the
valve.

Under normal operating conditions, with all the equipment status indicators
exhibiting the valve open state, the failure probability of the IC is 0.00014 or
0.014%, as shown in Fig. 8. This is an ideal case and therefore, 0.014% has been
taken as the reference or base value. Fault detection tells whether the system is
normal or not, and fault diagnosis identifies the root cause of the fault after it is
detected [12]. If the failure probability of the top event, i.e., IC failure, exceeds its
reference value of 0.014% by the virtue of some new observations, it would indicate
some fault in the system. The new observations would act like new evidences, thus
updating the posterior probabilities of their parent nodes or root nodes of the
system.

Fig. 8 BN of the IC along with the sensors or limit switch information

Table 3 CPT for the “Status_observed_in_WS” node

MOV1_Fails_to_remain_open Limit_Switch Status_observed_in_WS

Open (%) Close (%)

True Working 1.54E−4 99.999846

True Failed 50 50

False Working 99.999846 1.54E−4

False Failed 50 50

Use of Bayesian Networks for System Reliability Assessment 9



Also, from the principle of d-separation, the child nodes of the diverging parent
node are dependent on each other, if the status of the parent node is not known [13].
It may so happen that on the basis of the equipment status indicators, fault may be
detected. However, there may not be enough rise in the posterior probability of any
root node to diagnose the fault. If the system is still healthy and performing its task,
which could be found using other parameters, e.g., temperature sensors installed at
the inlet and outlet of the IC indicating requisite steam flow through IC—steam
drum loop, then the incorrect fault detection may be due to a faulty indicator or
sensor.

Generally, the higher the difference between the prior and posterior probabilities
of the faulty states of the root nodes, the higher the chances of the corresponding
fault occurrence [9]. Incorporation of the status indicators can only update the prior
probabilities of the root nodes. The BN cannot perform fault diagnosis on its own.
Some rules should be defined such that the faulty state of the indicator root node
beyond a certain threshold value would be considered as successful diagnosis [8, 9]
or if the difference between the prior and posterior probability is greater than a
certain threshold value, then it would be considered as successful diagnosis [8].
This paper follows the first approach stated above [8].

Three typical cases have been given below.

5.1 Case 1

This case shows that failure or malfunctioning of an indicator due to some reason
will not lead to spurious detection. Figures 9 and 10 show that despite one of the
equipment indicators indicating a faulty status, no fault has been detected. This is
because of the coupling present between the variables in the CPTs.

Fig. 9 IC BN with “IC_Hooked_In_on_Demand” indicator in faulty state
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5.2 Case 2

This case considers a typical case that if a component of a system fails, it would be
indicated by its respective indicators, thus leading to the fault detection and diag-
nosis as shown in Fig. 11.

The fault has been detected as the failure probability of the top node has
increased from its normal conditions value of 0.014. Fault has been diagnosed as
“MOV1_fails_to _remain_open”.

5.3 Case 3

This case shows a situation where an indicator may have gone out of service due to
some reason such that its output is not available. In Fig. 12, there is no status from

Fig. 10 IC BN with “Status_observed_in_MCR” indicator in faulty state

Fig. 11 IC BN with fault detection and fault diagnosis
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“Status_observed_in_WS” indicator. However, the corresponding indicator node in
the BN has the prior information and it is also dependent on
“Status_observed_in_MCR_HWP” node, as the state of diverging parent node is
not known. The fault has been diagnosed as “MOV1_fails_to _remain_open”.

All the BNs have been developed in Netica tool [14].

6 Conclusion

This paper briefly tells about the importance of the FTs in the system reliability
analysis. However, the capability of FTs is limited to finding the unavailability or
failure frequency of the top event, which is a constant value. However, the same FT
can be converted into a corresponding BN. BN, apart from calculating the top event
unavailability, failure frequency, and predominant components that could cause the
system to fail, can also facilitate fault detection and diagnosis. Incorporation of the
status of the system components updates the prior probabilities of the root nodes of
the BN, which are also the basic events of the FT. The updated root node proba-
bility further updates the failure probability of the top event node. This paper
presents an application of fault detection and diagnosis using BN through the IC of
the advanced reactor.

Fig. 12 IC BN considering unobserved state of indicator “Status_observed_in_WS”
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Predicting Code Merge Conflicts
and Selecting Optimal Code Branching
Strategy for Quality Improvement
in Banking Sector

Viral Gupta, P. K. Kapur, Deepak Kumar and S. P. Singh

Abstract Code branching and merging plays a very critical role in the software
development in an enterprise. Branching provides parallel development by enabling
several development teams to work in isolation on multiple piece of code in parallel
without impacting each other. Merging is a process to integrate the code of different
teams together, which is achieved by moving the code around the branches. The
process of merging can be very troublesome as it may contribute to enormous code
merge or integration defects also known as code merge conflicts. One of the major
problems faced by the practitioners is to predict the number of code merge conflicts
and plan for the resolution of these conflicts. Another problem that is faced in an
enterprise is to select an appropriate code branching strategy. Selection of a suitable
code branching strategy is a multi-criteria decision making problem which involves
multiple criteria and alternatives. This paper proposes a hybrid approach for pre-
dicting code merge conflicts and selecting the most suitable code branching strat-
egy. Artificial neural network (ANN) is applied in a large enterprise to predict the
code merge conflicts; thereafter analytic hierarchy process (AHP) is applied to
select the most suitable code branching strategy. Total four code branching
strategies have been considered in this paper. The outcome from the proposed
approach successfully predicts the number of code conflicts and selects Branching
Set-A as the most suitable code branching strategy with the highest priority weight
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of 0.287. The proposed methodology proved out to be very useful instrument for
enterprises to quantitatively predict code merge conflicts and select the most suit-
able code branching strategy.

Keywords Code branching � Merging � Artificial neural network
Artificial hierarchy process � Quality � Enterprise applications

1 Introduction

One of the most prominent requirements of software industry is the capability of
developing software by multiple teams simultaneously. The version control system
[1] provides multiple code lines on which multiple teams can work in parallel [2, 3].
These code lines are known as branches. Branching provides ability to development
teams to work on multiple pieces of code simultaneously without affecting each
other [4]. Merging is conducted to integrate multiple code pieces, when they
become ready for integration [5]. Code branching and merging process facilitates
parallel development and is a critical component in the software development.
There are complex problems associated with the code branching and merging
process. One problem is that the merging process results into numerous code merge
conflicts, software development teams are required to predict these code merge
conflicts and plan the resources, efforts and cost to resolve these conflicts. Another
problem that is faced by the practitioners is the selection of the most suitable code
branching strategy. The major challenge that is faced by software development
teams, after the application of merging process is the resolution of the code merge
conflicts [3]. There can be numerous code merge conflicts and huge amount of
efforts and cost is required to resolve these code merge conflicts. It becomes very
critical for practitioners to predict these merge conflicts and plan for their resolu-
tion. Therefore, there is a requirement of a tool that can precisely predict the number
of merge conflicts. Another prominent problem faced by large enterprise is to select
the most suitable code branching strategy. Branching strategy governs the way in
which the branches are created in the version control system and developers will
use these branches in order to make their changes and track the code [6]. There are
multiple branching strategies available like Mainline/Trunk based, Release based,
Feature based, team based, task based, component based, technology based,
platform-based etc. [6, 7]. The selection of the most suitable branching strategy is a
multi-criteria decision problem, which involves multiple criteria and alternatives.

This paper addresses the problem of predicting the code merge conflicts and
selecting the most suitable code branching strategy. In this paper a hybrid approach
is adopted, code branching and merging processes are analysed for a large enter-
prise and ANN is applied for predicting the code merge conflicts, thereafter AHP is
applied to select the most suitable code branching strategy. ANN is a family of
model in the machine learning which is inspired by the biological neurons and are
used to estimate functions that depends on large numbers of inputs [8]. In this
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paper, the input layer of ANN consists of seven inputs namely Branch Pattern [9],
Branch Topology [9], Branch Depth Level [9], Number of Components, Code Size,
Release Efforts, Code Complexity. These seven inputs collectively are used to
predict the number of code merge conflicts. AHP is used to select the most suitable
code branching strategy. AHP is a tool that enables decision makers to make
decisions for complex, multi-criteria problems [10]. The framework enables the
decision maker to gather the information regarding the problem, organize the
information and analyze the gathered information by segregating it into hierarchy of
criteria and alternatives. The five criteria considered in the decision making for this
paper are Ease of parallel development (EPD), Merging cost (MC), Propagation of
features (POF), development efforts (DE) and Integration efforts (IE) [11]. The four
alternatives that are considered in this paper are Branching Set-A, Branching Set-B,
Branching Set-C and Branching Set-D. The code branching and merging process
along with the proposed model is applied in an enterprise application referred as
Retail Banking Transaction System (RBTS) in remainder of the paper.

There has been very small amount of work done in the field of branching and
merging in research community. The motivation behind this research work is the
lack of a hybrid model in the literature and need of such model, which can predict
the code merge conflicts and select the most suitable code branching strategy in an
enterprise. As far as authors are concerned, they are not aware of any similar work
done before. This paper contributes considerably to the field of code merging and
branching in following three ways:

(1) The paper provides integrated approach comprising of ANN and AHP to
predict the number of code merge conflicts and select the most suitable code
branching strategy.

(2) The prediction of the code merge conflicts is performed using ANN considering
seven input variables namely Branch Pattern, Branch Topology, Branch Depth
Level, Number of Components, Code Size, Release Efforts and Code
Complexity.

(3) The selection of most suitable code branching strategy is performed by utilizing
the outcome from ANN and AHP.

The remainder of this paper is structured in the following way. Section 2 describes
the review of literature conducted during this paper, Sect. 3 presents the proposed
methodology in detail, and Sect. 4 illustrates the outcomes derived from the appli-
cation of proposed methodology followed by the discussions and conclusion.

2 Literature Review

The concepts of code branching and merging have been established and discussed
in the past. Many authors [9, 12, 13] have explicitly mentioned the importance of
code branching and merging strategies and their impact on software quality,
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reliability [14, 15] and parallel development. Some authors [16] have examined the
relationship between the goals of branching strategies and goals of software
development teams. Few authors [17] have conducted the study to determine the
code conflicts early so that these types of conflicts can be resolved earlier rather
than delaying it towards the end of the project. Some authors [18] have investigated
the impact of code branching and merging strategies along with the distributed
versioning control system in an agile environment. In the past, various concepts of
code branching and merging have been presented [12, 13, 16]. However, the field of
prediction of code merge and selection of most suitable code branching strategy is
under-represented in the literature. Arve [18] studied the impact of various code
branching strategies with distributed version control system in agile projects. The
paper describes various kinds of branching strategies those should be used in an
agile workflow. Shihab et al. [9] in their paper investigated the empirical rela-
tionship between the code branching strategy and the software quality. The authors
examined windows7 and windows vista and compared components that have dif-
ferent branch characteristics to quantify the impact of the code branching strategy
on the software quality. Phillips et al. [3] in their study conducted the survey and
examined the factors that define a successful branching and merging strategies. The
survey was conducted on a diverse sample of 140 version control users. The key
observation indicated that the continuous integration was typically not followed in
practice. Data from most of the respondents demonstrated that the branches were
long lived and 35–50% branches were staged rather than flat. Most of the
respondents mentioned that code merge conflicts that generates from the code
merging process was the biggest problem that was faced by the practitioners and the
successful branching strategies were focused on reducing the frequency and com-
plexity of code merge conflicts. Brun et al. [17] presented an approach that can help
developers to identify the code merge conflicts early so that these can be resolved
earlier before they turn into severe problem. The results of the study illustrated that
16% of the merge conflicts requires human efforts to resolve textual conflicts, 33%
of the conflicts does not contain textual conflicts but higher order conflicts and
finally conflict persists for at least average of 10 days. Bird et al. [16] developed a
theory of relationship between goals and virtual teams on different branches. The
study was conducted using the historical information from two releases of windows
namely windows vista and windows7. The authors empirically investigated the
relationship between the branches and the teams that were working on these
branches. The results demonstrated the value of “p” to be less than 0.001, which
signifies that the hypothesis was accepted. The empirical evidence indicated that the
theory of branch similarity in terms of goals and teams were supported by devel-
opment activity examined for the two releases of windows.

ANN is a model inspired by biological neural network. McCulloch and Pitts [19]
in their study developed the first ANN that is based on the human neural network.
The authors described the concept of neuron, which exists in a network of
numerous neurons. This biological neuron receives input, performs some compu-
tation and produces the output. Post that many scientists and researchers have
utilized the model of ANN in the field of pattern recognition, forecasting etc. Singh
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et al. [20] in their study utilized ANN to predict the testing efforts using object
oriented metrics. The results demonstrated the ability of estimation of 35% of actual
efforts in more than 72% of classes. Kaushik et al. [8] used ANN to estimate the
software cost. The authors used back propagation learning algorithm and compared
the results with the COCOMO model. The results demonstrated that the ANN
model provided more accurate results compared with the COCOMO model. Many
authors [8, 21–25] have predicted software development efforts, software-testing
efforts, software lines of code, stock market rates, student’s performance, fires,
foreign exchange rates, election results etc. AHP is an analytic tool used to address
complex decision-making problems by converting the qualitative values into
quantitative values. Triantaphyllou and Mann [26] utilized AHP in addressing the
decision problems in engineering applications. Kapur et al. [27] presented a
methodology that was based on AHP to assess the health of ERP systems at various
stages of implementation. The authors identified ten critical success factors of ERP
implementation. Utility measures for these critical success factors were evaluated
for all the five phases and the results were shared with the management team.
Cheong et al. [28] developed an AHP tool that performs based on the fuzzy logic.
The tool supported practitioners to take intricate decisions in the multi-criteria
problem. The decisions can be taken in diverse kind of problem domains. Authors
found that, there is a little amount of work done in research community on concepts
of code branching and merging field in software development. However, there is
lack of work that can predict code merge conflicts and select the most suitable code
branching strategy in an enterprise.

3 Proposed Methodology and Experimental Set up

This paper proposes a hybrid model to predict the number of code merge conflicts
using ANN and select the most suitable code branching strategy using AHP. ANN
is capable of modeling complex nonlinear relationship between variables. The
model can use to approximate any measurable function. The basic computational
unit of ANN is neuron [29]. These neurons are present in three layers known as
input, hidden and output layers. The neurons are connected with each other to form
a network structure. Each connecting line has a weight associated with it. Each
neuron has the net input function also known as activation function and output
function. Based on the activation and output function, each neuron produces an
output, which is sent as input to other neurons. The total output for the network
structure is derived from the outputs of all the neurons present in the output layer
and is compared against the target value. The differential of the output value and the
target value is known as error. The objective of ANN is to adjust the weights of the
network such that the total error is minimized. The process of adjusting weights and
minimizing the error is known as training. The ANN is tested using the input data
and the output value is predicted. The problem of selection of the most suitable
code branching strategy is a complex multi-criteria decision problem, which is
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addressed using combined results from AHP and ANN. AHP is an analytic tool
used to solve complex decision-making problems by allowing the conversion of the
qualitative values into quantitative values [30]. In AHP, the decision problem is
broken down into smaller components and is represented in a hierarchy or the top
down flow of influence. “Criteria” form an important component of AHP structure.
Various criteria and alternatives influencing the decision problem were identified.
The experts conducted pairwise comparison and provided qualitative judgement
data, which was converted into quantitative data. The proposed methodology was
applied in a large enterprise application [31], which integrates disparate information
technology systems in order to perform end-to-end business processes in an
organization [4]. RBTS is a large enterprise application, which is a payments
solution for a bank based out in United Kingdom. The proposed model was applied
to predict the code merge conflicts and select the most suitable code branching
strategy for the upcoming release of RBTS. RBTS is a set of applications, which
process various payments flowing in and flowing out of the bank. These payments
are also known as inbound and outbound payments. Our objective was to predict
the code merge conflicts and select the most suitable code branching strategy.

3.1 Prediction of Code Merge Conflicts

This section explains the problem of prediction of code merge conflicts, various
independent and dependent variables involved in the prediction of code merge
conflicts, the setting up of ANN, the training and testing of the network and finally
the prediction of code merge conflicts.

3.1.1 Define the Problem of Prediction of Code Merge Conflicts

The software development teams are required to predict the code merge conflicts
and plan the resources, efforts and cost to resolve these conflicts. Code merge
conflict is different from standard functional testing or unit testing defect, as it
requires very careful inspection and detailed efforts from developers. If not planned
carefully, these types of code conflicts can jeopardize the entire software devel-
opment plan. It becomes critically important for the practitioners to understand the
code branching strategy and predict the number of code merge conflicts in order to
plan for resources required to address these conflicts. The dependent variable also
known as output variable refers to the number of code merge conflicts. The inde-
pendent and dependent variables are illustrated in Fig. 1.

The independent variables were extracted from the literature, and were validated
by industry experts. These experts had more than fifteen years of experience in
software development field and they have been working on code branching and
merging strategies for the large enterprises. Branching Pattern [32] is a model that
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represents the ways in which branching can be created in the versioning software.
The most common types of branching patterns are mainline/trunk based, release
based, feature based, team based, platform based etc. Mainline/trunk based
branching pattern refers to a model having only one branch. Release based model
refers to the creation of branches based on the number of releases. Feature based
model refers to the creation of branches based on the features. Team based model
refers to the creation of branches based on teams and platform based model refers to
the creation of branches based on various platform. In this paper we have con-
sidered four types of branching patterns namely mainline/trunk based, release
based, feature based and team based. Branching topology refers to the basic theme
of branches that has been created in the versioning tool. There can be two types of
branching topology. These are flat topology and stages topology, flat topology
means only one or two layers of branches while staged topology refers to the
multiple layers of branching. Branching depth level refers to the depth of the level
of branches. Depth signifies to which level the child branches are created. Number
of components refers to the total number of components that comes under the scope
of the upcoming release. Code Size, release efforts and code complexity were also
considered as input independent variables.

3.1.2 Empirical Data Collection

The data was collected from the RBTS enterprise application. The software
development team was working on release number 47 and the problem was to
determine the code merge conflicts for the upcoming releases. The data for the
seven independent variables and one dependent variable was collected from all the
previous releases. The data was collected from the version control system, which

Fig. 1 Architecture of proposed ANN
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was Microsoft Team Foundation Server. The entire application was developed
using 4600 components and the estimated code size was 1 million line of code
(LOC). The values for independent and dependent variables were normalized using
min-max normalization, which performed the linear transformation of the initial
data.

In ¼ Io �MinI
MaxI �MinI

ð1Þ

Out of the seven independent and one dependent variable, there were few
variables which could not be measured quantitatively. These variables were
branching pattern, branching topology and code complexity. The values for these
variables were transformed into quantitative values as per the input data transfor-
mation table given in Table 1. The transformed values of Table 1 were normalized
based on Eq. (1). Io represents Original value of independent variable. In represents
Normalized value of independent variable. MinI represents Minimum value of
independent variable and MaxI represents Maximum value of independent variable.
There are two types of learning or training that can be employed in ANNs. These
leanings are supervised learning and unsupervised learning. In supervised learning,
the output set of data is provided in the training set of data. In unsupervised learning
no output data is provided in the training set of data. In supervised learning, the data
can be classified into three categories commonly known as training, verification and
testing set. The training set of data is used to observe the relationship between the
input and output data sets. After the execution of training set of data, relationship
between the input and output data set is established. Verification set of data is used
to check whether the training of the network is being done as per expectations and
the network is converging towards the target output values. The test set is used to
evaluate the performance of the neural network. As per the literature, 60% of the
data is considered as the training set, 10% of data is considered as the verification
set and 30% of the data is considered as test set.

Table 1 Input data transformation

S. No. Variables Type Domain Final val.

1 Branch pattern Input Mainline/trunk 1

Branch by release 0.75

Branch by feature 0.5

Branch by team 0.25

2 Branch topology Input Flat topology 1

Staged topology 0

3 Code complexity Input Simple 1

Medium 2

Complex 3

Very complex 4
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3.1.3 Develop ANN Model

In this step, we configured various parameters of the network structure and
developed the ANN. The values for various parameters of the ANN are specified in
Table 2. The first parameter is the Network architecture. There are two types of
architecture namely feed forward and recurrent/feedback networks [33]. In the
Feed-forward network the signal travels in only one way while in the recurrent/
feedback network the signal travels in both directions by inducting loops in the
network structure. In this paper, feed-forward network structure was chosen.
Multi-Layer Perceptron is a kind of feed forward network structure which has
multiple layers namely input, hidden and output layers. Each layer can have mul-
tiple neurons. We considered there layers. Input layer had seven neurons, hidden
layer has ten neurons and output layer had one neuron. The next parameter is the
activation function, which is also known as transfer function. Activation function
determines the relationship between the input and output node of a network. The
activation function controls whether the neuron is active or inactive and it brings a
level of non-linearity between the input and output. Various types of activation
functions are threshold, logistic sigmoid, hyperbolic etc. In this paper, we used
logistic sigmoid. There can be several learning algorithms like gradient descent
[33], resilient back propagation, Bayesian regularization etc. In this paper, we used
Levenberg-Marquardt algorithm as the training algorithm. The
Levenberg-Marquardt algorithm updates the network weights and bias using
Levenberg-Marquardt optimization. Levenberg-Marquardt is the fastest back
propagation algorithm used in supervised learning. The last two attributes are
performance and epochs. MSE measures the performance of the network using the
mean of the squared errors. Epochs defines the number of times all the training set
of data is used at least once to update the weights of the neural network. In this
paper we considered 1000 epochs.

Table 2 ANN configuration

S. No. Parameter Value

1 Network architecture Feed forward—multi layer Perceptron

2 Network layers 3

3 Input units 7

4 Hidden units 10

5 Output units 1

6 Activation function Logistic sigmoid

7 Learning algorithm Levenberg-Marquardt

8 Training function Trainlm

9 Performance Mean square error

10 Epochs 1000
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3.1.4 Train Network

In this step, we trained the network using the configuration parameters that were set
up in the previous step and the training set of data. The network model was
executed iteratively based on the training set data. In each iteration, the weights of
the network were updated and the error was minimized. Equation (2) illustrates the
net input value for a particular neuron, Eq. (3) refers to the activation function used
for the neurons in the neural network. Equation (4) signifies the total error of the
network. Net input at jth Neuron is given below, where xi is the input for ith input
element and wji is the weight from ith input element to the jth neuron.

netj x;wð Þ ¼
Xn
i¼0

xiwji ð2Þ

outj ¼ 1
1þ enetj x;wð Þ� � ð3Þ

Etotal ¼
Xn
i¼0

1
2

targetj � outputj
� �2 ð4Þ

3.1.5 Test Network

The network was tested using the test data set. The training performance was
evaluated using the measure mean squared error. The input data was provided for
all the seven independent variables and the output value was determined. The
results obtained from ANN were used as inputs in the determination of final pre-
diction of the code merge conflicts in an enterprise application.

3.2 Selection of Most Suitable Code Branching Strategy

In this section, selection of most suitable code branching strategy is performed
using AHP. AHP technique supports in prioritizing the alternatives by assigning the
local priority vector to various elements of decision-making.

3.2.1 Formulate Decision Problem

The first step in AHP was to determine various elements of the decision problem.
The decision problem attributes (also known as criteria) and alternatives for a
decision problem were identified. The available code branching strategies were
Branching Set A, Branching Set B, Branching Set C and Branching Set D.
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Branching set A is a code branching strategy that is based on mainline or trunk
based development with flat branch topology and only 1 level of branches.
Branching set B is a code branching strategy that is based on release-based
development with staged branch topology and two levels of branches. Branching
set C is a code branching strategy that is based on feature-based development with
staged branch topology and three levels of branches. Branching set D is a code
branching strategy that is based on team-based development with staged branch
topology and 4 levels of branches These four code branching strategies acts as four
alternatives in AHP structure. Total five attributes were used to evaluate these four
alternatives. These five attributes are Ease of parallel development (EPD), merging
cost (MC), propagation of features (POF), development (DE) and integration
efforts (IE). The selection of the five attributes was based on the literature review
and the expert opinion. EPD is the ability of large teams to work in parallel. MC is
associated with the cost required to merge the code across various branches during
the project execution phase. POF is a mechanism used to propagate the changes to
all the software development teams. DI and EI refer to the efforts required to
develop and integrate the software during a release.

3.2.2 Conduct Pairwise Comparison

Pairwise comparison is a mechanism using which all the elements of one level are
compared among each other, two at a time, keeping one element as a control
element. The control element is always from the higher level. There are two sub
steps in this area. Firstly, all the attributes are compared among themselves keeping
the decision problem as a control element. Secondly, all the alternatives are com-
pared among themselves keeping one attribute as a control element. This is repeated
by considering all the attributes as control element one at a time. During the
pairwise comparison, experts compare two elements at a time and their qualitative
judgement is converted into quantitative measure using Saaty’s 1–9 Scale. Multiple
judgement matrices are derived based on the selection of set of elements from the
AHP hierarchy. Once the numerical values are assigned in the judgement matrix,
the initial matrix was normalized and the row sums were calculated. Thereafter
Eigen vector (kmax) was calculated by raising the matrix to the large power by
successively squaring the matrix and calculating the row sums and normalizing
them. The process was repeated until the Eigen values for the current matrix came
closer to the values of previous matrix. For every judgement matrix (A) comprising
of pairwise comparison scores, local priority vector (w) was calculated. The score of
aij in the pairwise judgement matrix represents the relative importance of the ele-
ment in the (i) row over the element in the (j) column. The local priority vector
(w) for the matrix A can be calculated using the following equation, where kmax

is the largest Eigen value of matrix A. Multiple algorithms are available to calculate
the local priority vector (w). Following algorithm was used in this paper to calculate
the local priority vector (w). In this algorithm, “J” is the column number while “I”
is the row number.
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The following equations calculate the Consistency Index (CI) and Consistency
Ratio (CR). RCI represents the random consistency index; the value of RCI was
extracted from the literature. The consistency of the judgement data provided by the
experts is validated for consistency by ensuring the value of Consistency Index to
be less than 0.1 [34]. “n” in the below equations represent the number of elements
in the pairwise matrix.

3.2.3 Determine AHP Global Priority Weights for Code Branching
Strategy

After applying the AHP on the set of alternatives that constructs the problem
domain, priority weights were calculated for each alternative. The association of
these priority weights with the alternative was then used to solve the problems
related to selection, prioritization, categorization etc.

3.2.4 Combine ANN and AHP Priority Weights and Determine
the Final Weights

The weights received from ANN and AHP were combined together to determine
the overall priority weights for these code branching strategies. This overall priority
weight assigned to code branching strategies helped in determining the prioritiza-
tion of the available code branching strategies using which the most suitable code
branching strategy was selected.

4 Measures and Outcomes

This section explains the results obtained after applying all the steps of the proposed
methodology to predict the number of code merge conflicts and select the most
suitable code branching strategy. The first part of this section presents the results of
ANN and presents the predicted number of code merge conflicts and the second
part of this section presents the results from AHP.
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4.1 Prediction of Code Merge Conflicts

This section presents the results obtained from the ANN and the predicted number of
code merge conflicts and the code merge conflict score. MATLAB was used to
develop model, train and test the ANN network structure. Total seven independent
variables were considered and the best performance was achieved at the epoch 8 with
the performance score of 0.0001812. The performance score signifies the MSE
(mean squared error). The value of MSE close to 0 is considered to be very good and
reflects that the error is very minimum. The performance score for Training, Testing
and Validation is depicted in Fig. 2 that confirms the best score of 0.0001812
obtained during Validation. The value of “r” which is a coefficient of correlation is
the most important metric in neural network. This coefficient of correlation signifies
the relationship between the action and predicted value of number of code merge
conflicts. The value of “r” greater than “0.95” and close to “1” considered very well,
which reflects the high degree of convergence between predicted and actual values.
The value of “r” for the training set was “0.99967”; the value of “r” for the validation
set was “0.9957”. The value of “r” for the testing set was 0.98548 and the final value
of “r”was 0.99705. The predicted output value for the branching set A was 0.10136,
which signifies the predicted number of code merge conflicts as 506. Based on the
predicted output values for four branching sets, the final code conflict weights were
derived. These results are illustrated in Table 3.

The results obtained from ANN will be combined with the results from AHP in
the next section to get the final weights for the various branching strategies.

Fig. 2 Performance from
ANN
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4.2 Selection of Most Suitable Code Branching Strategy

In this step, experts conducted pairwise comparison of various elements of
AHP. Six individual judgement matrices were generated based on the selection of
set of elements from the AHP network. One individual matrix was obtained, when
all the attributes were compared among themselves keeping goal as a control ele-
ment. The result from this comparison is illustrated in Tables 4 and 5. Table 4
represents the pairwise comparison, while Table 5 represents the derived data with
the calculation of local priority vector. In Table 5, PEV represents local priority
vector, PE represents principal or the largest Eigen value, CI represents Consistency
Index CR represents Consistency Ratio. The value of P.E, CI and CR are 5.367,
0.0877 and 0.08 respectively.

Table 3 Outcome from ANN

Input/output variables Branching
Set A

Branching
Set B

Branching
Set C

Branching
Set D

Branch pattern 1 0.75 0.5 0.25

Branch topology 1 0 0 0

Branch depth level 1 2 4 5

Number of components 0.252 0.252 0.252 0.252

Code size 0.006 0.006 0.006 0.006

Release efforts 0.205 0.205 0.205 0.205

Code complexity 1 1 1 1

Predicted output values 0.101 0.171 0.376 0.380

Predicted code merge
conflicts

506.8 859.55 1882.4 1901.6

Local code conflict weight 0.098 0.166 0.365 0.369

Final code conflict weight 0.901 0.833 0.634 0.630

Table 4 Pairwise comparison—goal

Goal EPD MC POF DE IE

EPD 1 2 3 3 1/3

MC 1/2 1 2 2 1/3

POF 1/3 1/2 1 1/2 1/3

DE 1/3 1/2 2 1 1/2

IE 3 3 3 2 1

Total 5.167 7.00 11.00 8.50 2.50
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Five individual judgement matrices were obtained, when all the alternatives were
compared among themselves keeping one of the attribute as a control element. The
result from the pairwise comparison of all alternatives, keeping EPD as a control
element is illustrated in Tables 6 and 7. Table 6 represents the pairwise comparison,
while Table 7 represents the derived data with the calculation of local priority
vector. In Table 7, PEV represents local priority vector, PE represents principal or
the largest Eigen value, CI represents Consistency Index CR represents Consistency
Ratio. The value of P.E, CI and CR are 4.242, 0.078 and 0.09 respectively.

Similarly, the result from the pairwise comparison of all alternatives, keeping
MC, POF, DE and IE as a control element were determined. In Table 8, global
priority weights were derived for various code branching strategies. The last col-
umn of this table represents the final global priority weight assigned to various code
branching strategies using AHP. The priority weight derived from AHP was
combined with the priority weight derived from ANN to determine the final con-
solidated priority weight for various code branching strategies. The consolidated

Table 6 Pairwise comparison—EPD

Control element—EPD BS-A BS-B BS-C BS-D

Branching Set A (BS-A) 1 1/3 1/2 1/3

Branching Set B (BS-B) 3 1 1/2 1/2

Branching Set C (BS-C) 2 2 1 1/3

Branching Set D (BS-D) 3 2 3 1

Total 9.000 5.333 5.000 2.167

Table 7 Pairwise comparison—EPD—priority vector

Control element—EPD BS-A BS-B BS-C BS-D PEV

Branching Set A (BS-A) 0.111 0.063 0.100 0.154 0.118

Branching Set B (BS-B) 0.333 0.188 0.100 0.231 0.206

Branching Set C (BS-C) 0.222 0.375 0.200 0.154 0.217

Branching Set D (BS-D) 0.333 0.375 0.600 0.462 0.459

Total 1.000 1.000 1.000 1.000 1.000

Table 5 Pairwise comparison—goal—priority vector

Goal EPD MC POF DE IE PEV

EPD 0.194 0.286 0.273 0.353 0.133 0.212

MC 0.097 0.143 0.182 0.235 0.133 0.146

POF 0.065 0.071 0.091 0.059 0.133 0.095

DE 0.065 0.071 0.182 0.118 0.200 0.139

IE 0.581 0.429 0.273 0.235 0.400 0.407

Total 1.000 1.000 1.000 1.000 1.000 1.000
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priority weights for various code branching strategies are illustrated in Table 9. The
results clearly indicate that the most suitable code branching strategy was
Branching Set A with the highest priority weight of 0.287. The second most suitable
branching strategy was Branching Set B with the priority weight of 0.219, which
was followed by Branching Set D having priority weight of 0.1456 and Branching
Set C with the priority weight of 0.1188. The AHP model has also provided the
priority weight for the attributes. The top most attribute was Integration Efforts
having priority weight of 0.4074, the second attribute was EPD with the priority
weight of 0.212. The value of P.E, CI and CR are 4.269, 0.084 and 0.09
respectively.

The integrated model of ANN and AHP has proved to be very beneficial for the
practitioners of code branching and merging as prediction of code merge conflicts is
a very complicated task and selection of the most suitable code branching strategy
is a very complex multi criteria decision-making problem. The result of ANN
determined Branching Set-A as the best code merge option with code merge conflict
weight of 0.901 which signifies lowest number of predicted code merge conflicts.
The combined outcome from AHP and ANN demonstrated that the most suitable
code branching strategy was Branching Set-A which received the highest priority
weight of 0.287. The leadership team of the RBTS enterprise application was highly
impressed by the results of the applied model. Using the model’s results, the
leadership team of the RBTS enterprise application selected Code Branching Set A
as the most suitable code branching strategy for the upcoming release.

Table 9 Final priority weight of code branching strategies

Alternatives Priority weight Code conflict weight Final weight

AHP ANP

Branching Set A 0.3183 0.9016 0.2870

Branching Set B 0.2636 0.8331 0.2196

Branching Set C 0.1873 0.6345 0.1188

Branching Set D 0.2308 0.6308 0.1456

Table 8 AHP—global priorities

Attributes EPD MC POF DE IE Weight

Priority weights 0.212 0.145 0.095 0.139 0.407

Branching Set A 0.118 0.405 0.462 0.102 0.431 0.318

Branching Set B 0.205 0.288 0.287 0.221 0.293 0.263

Branching Set C 0.217 0.167 0.138 0.232 0.174 0.187

Branching Set D 0.458 0.137 0.111 0.443 0.100 0.230
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5 Conclusion

Code branching and merging are very crucial components of software industry, and
these components influences the quality, schedule and cost parameters of any
software development project. There are numerous code branching strategies
available in the industry and careful selection of the code branching strategy
becomes a very complex multi-criteria decision-making problem. The process of
code merging may result into numerous code merge conflicts, which affects the
quality, schedule and cost of an enterprise application. It becomes very important
for an enterprise to predict the code merge conflicts and select the most suitable
code branching strategy. This paper has proposed a hybrid model comprising of
ANN and AHP to predict the code merge conflicts and select the most suitable
branching strategy. The four available code branching strategies considered in this
paper are Branching Set A, Branching Set B, Branching Set C and Branching Set D.
To predict the merge conflict weight using ANN, the independent variables con-
sidered are Branching Pattern, Branching Topology, and Branch Depth Level,
number of components, code size, release efforts and code complexity. To select the
most suitable code branching strategy using AHP, various criteria considered are
ease of parallel development, merging cost, propagation of features, development
and integration efforts. The result of ANN allocated Branching Set-A the best code
merge conflict weight of 0.901 which signifies lowest number of predicted code
merge conflicts. The combined outcome from AHP and ANN demonstrated that the
most suitable code branching strategy was Branching Set-A which received the
highest priority weight of 0.287. The outcome of the methodology proved out to be
very useful for the business organizations in decision making and deriving strategic
objectives for code branching and merging. This paper has made significant con-
tributions to the research community by proposing a hybrid model comprising of
ANN and AHP in a large enterprise for predicting the code merge conflicts and
selecting most suitable code branching strategy.
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Testing the Effects of Agile and Flexible
Supply Chain on the Firm Performance
Through SEM

Mohammad Hossein Zavvar Sabegh, Aylin Caliskan,
Yucel Ozturkoglu and Burak Cetiner

Abstract High competition, continuous, and rapid changing in consumer demands
push companies finding differentiation ways to gain competitive advantage. Supply
chain and logistics practices have been seen as the core strategic tools to survive for
companies. In this research, the impacts of agile and flexible supply chain practices
on the customer satisfaction, service quality, sales performance, and profitability are
examined. As a research area, fast fashion industry was chosen. To the aim, a
theoretical model was developed and tested through structural equation modeling
(SEM). The results reveal that companies performing agile and flexible supply
chains can reap the benefits in terms of service quality and customer satisfaction,
and at the end can reap the resulting financial benefits in terms of increased sales
and profits.
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1 Introduction

It is a well-known fact that supply chain management affects a firm’s performance
positively. In their research, Bayraktar et al. [1] indicated a positive correlation
between a firm’s performance and supply chain practices. Lenny Koh et al. [2]
researched the effects of SCM practices on firm performance and indicated a
meaningful and positive effect of SCM practices on firm performance. An effective
and productive supply chain management includes many factors such as agility,
simplicity, flexibility, proper use of information technologies, reliability, and
information sharing. Fast fashion industry aims to offer more diversity to customers
with the addition of interim seasons in between the existing seasons. To realize this
aim, the concept of agility in supply chain management is inevitable in order to
increase the frequency of new product entries, enhance customer service levels, and
reduce the response time to changing market requirements. Also, the importance of
a flexible supply chain management cannot be ignored due to its capability of
adjusting to un-anticipated, long-term customer demands in fast fashion industry
caused by high seasonality and changing order amounts, delivery times, delivery
schedules, and production capacities based on market conditions. Consequently, in
this study, flexibility factors, as the means to respond to the issues that can be
encountered during agility and speed phases of the supply chain, are measured with
their effects on firm performances in fast fashion industry.

1.1 Agile Supply Chain Management

For the firms that compete in an ever changing, dynamic supply chains, the motto
has changed as “It’s not the big that eats the small… it’s the fast that eat the slow”
[3]. Agility in a supply chain includes elements such as firm’s new product fre-
quency, the ability to reduce product development cycle time, production time
reduction, customer service enhancement, and response time to changing market
requirements [4]. We can consider agility in a supply chain as rearranging with
haste. In literature, it is emphasized that the main element of agility is the ability to
respond to changing market conditions and customer demands [5–8].

In previous researches, positive effects of agility on firms’ performance were
shown [9]. Chan et al. [48] empirically investigated the impact of supply chain
agility on firm performance and found a positive and direct relationship. Yusuf et al.
[10] indicated that an agile supply chain performance increases a firm’s competitive
advantage performance. Swafford et al. [4] in their experimental studies had found a
positive correlation between compatibilities of information technologies, supply
chain flexibility, supply chain agility, and competitive work performance. Gligor
and Holcomb [11], as a result of their literature research, had found that the most
important outcome of agility is the increasing sales in accordance with increasing
customer ratio. In addition, several other authors had highlighted the close
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relationships between agility and fulfillment and satisfaction of customer demands
[12–14]. Swafford et al. [4] only used financial performance elements while he was
researching the effects of agile supply chain on a firm’s performance and found a
positive and direct correlation between them. On the other hand, Gligor et al. [12]
emphasized the correlation but it is not direct.

1.2 Flexible Supply Chain Management

Flexibility in supply chain gives firms the ability to respond meaningfully to
environmental changes, uncertainties, and contributes to its development of
high-quality products and services [15, 16, 49]. Uncertainties may occur in many
elements such as demand, supply, and cost, and flexibility in supply chain is must to
respond to these uncertainties and changes effectively [17]. Flexibility in supply
chain includes elements such as order amounts, delivery times, and ability to
change production schedules [18]. Sanchez and Perez [18] had found a positive
correlation between firm performance and flexible supply chain. Swafford et al. [4]
in their experimental studies had found a positive correlation between compati-
bilities of information technologies, supply chain flexibility, supply chain agility,
and competitive work performance. Supply chain flexibility concept has derived
from flexible production literature; therefore, its dimension is usually related to
production [19]. In this study, “ability to change production amount” is discussed as
a dimension of flexibility. In addition, supply chain flexibility has a process-based
perspective and consequently, it includes main processes such as purchasing/order
placement and distribution/logistics [20, 21]. In accordance with the said processes,
in this study, “the ability to change delivery schedule” and “the ability to change
order amount” were discussed as two other dimensions.

1.3 Firm Performance Measures

As there is no agreement on specific firm performance measurement metrics in
literature [22], it would cause no harm if the researchers were to use their own free
will to determine performance measures. For example, Tan et al. [23] used market
share, investment return, sales, active profitability, cost of production, customer
service, product quality, and competitive advantage elements to measure the cor-
relation between supplier and firm performances. Operation strategy and firm
performance, gathered their performance elements into four groups: market, pro-
duct, financial, and employee performance [24]. Some researchers [25–27] used
service quality, customer satisfaction, productive internal processes, effective
resource usage, fast service, growth rate, profitability, and productivity as their
performance measures. Walker et al. [28] used profitability, productivity, growth,
competitive advantage, customer satisfaction, job quit rates, investor relations, and
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environmental impact measures to measure firm performance. In order to measure a
firm’s performance, customer satisfaction focus is essential; otherwise, all supply
chain efforts will be in vain and costly [29, 30]. Consequently, in this study, fast
fashion supply chain’s end customers’ satisfaction is used for measurement. In
addition, utilizing the researches mentioned above, profitability and sales numbers
are used as financial performance indicators while service quality is used as a
quality performance indicator.

2 Conceptual Development

The first two relationships we offer in this study are about the relationship between
agile and flexible supply chain issues and customer satisfaction. As Gunasekaran
et al. [30] indicated, flexibility and delivery performance to meet customer needs
increase customer satisfaction. Inspired by Gunasekaran et al [30], we postulate that
the speed of new product offering, the speed of customer services, and the speed of
response to the changes and dynamics, also the abilities to change production
amount, delivery schedule, and order amount effect satisfaction. Accordingly, we
hypothesize:

Hypothesis 1: Agile supply chains have a positive effect on customer satisfaction.
Hypothesis 2: Flexible supply chains have a positive effect on customer satisfaction.

Service quality refers to ability of satisfying customer needs and wants. In highly
competitive, turbulent, and volatile markets, the needs of customers have been
changed so quickly and suddenly, so the agility and flexibility have become a must
to meet the service quality requirements [17, 31]. Thus, we formulate the following
hypotheses:

Hypothesis 3: Agile supply chains have a positive effect on service quality.
Hypothesis 4: Flexible supply chains have a positive effect on service quality.

In line with several authors and academic [32–35], we postulate the following
hypothesis:

Hypothesis 5: Service quality has a positive effect on customer satisfaction.

Another relationship between constructs we offered exists between the customer
satisfaction and sales performance and profitability. To support this idea, there have
been several studies in the literature [36, 37]. How customer satisfactions increase
company sales and profitability? it can be achieved through the reduced price elas-
ticity of satisfied customers. Also, Reichheld and Sasser [38] indicated the tendency of
satisfied customers to pay more for the products or services. Sales of the company
increase in parallel with satisfied customers because satisfaction leads to loyalty and
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for a firm, loyal customers mean more customers will purchase in the future [38]. The
sixth and seventh hypotheses of the model can be stated as follows (Fig. 1):

Hypothesis 6: Customer satisfaction has a positive effect on sales.
Hypothesis 7: Customer satisfaction has a positive effect on profitability.

3 Methodology

Fast fashion also challenges existing traditional supply chain management tech-
niques with its solutions for rapid changes in demand and high product diversity.
This industry is well known with its characteristics of uncertainties and unstable
environment [47]. In this study, instead of the traditional elements, the relationships
between more flexible and agiler supply chain elements and firm performances of
the brands operating in the textile industry are analyzed. There are 894 firms from
17th Occupation Group (Apparel Retail Commerce Group) registered to Izmir
Chamber of Commerce to be included in the research. These firms include bou-
tiques with one branch, private fashion houses, baby and kids clothing retailers,
sports shops, readymade underwear, wedding dress shops, etc. Out of all officially
registered 894 firms, firms that are eligible, operating in the fast fashion industry,
have many branches, and thought be practicing supply chain management are
selected. A total of 46 fast fashion brand brands are selected and due to the eli-
gibility of access to the population, a sample is not created and the whole popu-
lation is included in the research. Some of the firms that participate in this study,
due to their firm policies, do not want their names to be revealed. Some of the firms
included in our sample are Zara, Bershka, Mango, Pull and Bear, Loft, Mavi,
Koton, Benetton, Stradivarius, and LC Waikiki. In this research, survey method is
used for data collection. For hypothesis testing, five-point Likert scale is used. Due
to the firms having difficulties with providing numeric values, subjective measures
are utilized for performance questions. For the performance questions, “1 = too
low” and “5 = too high” statements are used for the firms to compare themselves
with their competitors. The answers for supply chain flexibility- and agility-related

Agile 
Supply Chain

Flexible 
Supply Chain

Customer 
Satisfaction

Service 
Quality

Sales 
Performance

Profitabi
lity

Fig. 1 Theoretical model of the research
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questions include consist of “1 = I absolutely agree” and “5 = I absolutely dis-
agree” statements. As this survey was going to be conducted with the mid- and
top-level managers of fast fashion brands located in Izmir, Istanbul, and Ankara, the
possible difficulties that they would have in answering the questions regarding
internal processes, cost of production, supplier performance, investment return, and
active profitability were taken into consideration and instead the performance
measures were handled as sales numbers, customer satisfaction, service quality, and
profitability with the utilization of literature. The surveys were conducted in July
2015–November 2016 period with all chosen firms’ mid- and top-level managers in
Izmir, Istanbul, and Ankara. 35% of the surveys were conducted face to face, while
62% of them were conducted via e-mail.

4 Analysis and Results

The LISREL 8.51 package was used to test the proposed research model. The
two-stage testing process suggested by Anderson and Gerbing [39] was performed
to apply structural equation modeling (SEM). In the first stage, the measurement
model’s reliability and validity were tested. In the second stage, structural model
was tested in terms of examining the hypothesized paths among the constructs.

4.1 Measurement Model

Calculating standardized loadings in CFA, average variance extracted
(AVE) values and composite reliabilities (CR) are the common measurement ways
of validity [40, 41]. For CFA, LISREL 8.51 package was used. Both the CR and
AVE cannot be computed by LISREL, and therefore CR and AVE are computed
manually in spreadsheet software Microsoft.

Hair et al. [41] suggest that all standardized loadings which are above the cut-off
point of 0.70 are adequate for validity. Bagozzi and Yi [42] state that standardized
loadings greater than 0.60 are adequate. For the measurement model, the stan-
dardized loadings are between 0.77 and 0.88, providing adequate evidence of
validity (Table 1). Table shows that all latent variables show high composite reli-
abilities (CR) (between 0.71 and 0.88), well above the accepted 0.60 value [40].
Also as can be seen that all the latent variables’ AVE scores are well above 0.50
(between 0.55 and 0.69). So, according to the scores of CFA, CR, and AVE, it can
be said that the measurement model validity is achieved. Finally, the overall fitness
between the collected data and the measurement model was examined.

Table 2 lists the main fit indices outputted from LISREL and their acceptance
thresholds. As the fit indices, normalized v2 = 1.870, RMSEA = 0.054,
GFI = 0.952, AGFI = 0.890, CFI = 0.960, and NFI = 0.980, all meet suggested
acceptable range. So, we can conclude that the fit of measurement model is
acceptable [43–46].
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4.2 Structural Model

First, the overall fitness between the sample data and the structural model was tested
using the six goodness-of-fit indices as the same used in the measurement model.
As can be seen from Table 3, a sound fit of the data to the structural model was
obtained. All six GOF indices achieve their acceptance thresholds (v2 = 1.894,
RMSEA = 0.048, GFI = 0.939, AGFI = 0.910, CFI = 0.961, and NFI = 0.978).

Table 4 contains the detailed results related to the structural model. All the
hypotheses are accepted with positive directions. The expected relationships from
agile and flexible supply chains to customer satisfaction and service quality were
supported. We found strong relationship from service quality to customer satis-
faction and from customer satisfaction to sales performance and profitability.
Although agile and flexible supply chain plus service quality totally explain cus-
tomer satisfaction 53%, the highest contribution is made by service quality. This
result proves the mediator role of service quality. Also, agile supply chain affects
customer satisfaction substantially more than flexible supply chain. The results

Table 1 CFA factor loadings, composite reliability, and AVE

Measures CFA, standardized loadings
(T-values)

Composite reliability AVE

Agile supply chain 0.80 0.59

ASC 1 0.67 (6.88)

ASC 2 0.75 (9.73)

ASC 3 0.94 (13.26)

Flexible supply chain 0.86 0.67

FSC 1 0.79 (10.67)

FSC 2 0.88 (12.64)

FSC 3 0.79 (10.65)

Customer satisfaction 0.75 0.60

CS 1 0.73 (9.32)

CS 2 0.82 (10.81)

Product/service quality 0.71 0.55

SQ 1 0.81 (10.21)

SQ 2 0.68 (8.38)

Sales performance 0.82 0.69

SP 1 0.79 (10.39)

SP 2 0.88 (12.00)

Profitability performance 0.88 0.57

PP 1 0.84 (11.65)

PP 2 0.80 (10.83)
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Table 2 Goodness-of-fit measures of the measurement model

Goodness-of-fit measure Recommended value Value of this
study

v2/df � 2.00 (good fit)
� 3.00 (acceptable fit)

1.870

Root means square error of approximation
(RMSEA)

� 0.05 (good fit)
0.05–0.08
(acceptable fit)
0.08–0.10
(mediocre fit)

0.054

Goodness-of-fit index (GFI) >0.95 (good fit)
>0.90 (acceptable fit)

0.952

Adjusted goodness-of-fit index (AGFI) >0.90 (good fit)
>0.85 (acceptable fit)

0.890

Comparative fit index (CFI) >0.97 (good fit)
0.95–0.97
(acceptable fit)

0.960

Normed fit index (NFI) >0.95 (good fit)
0.90–0.95
(acceptable fit)

0.980

Table 3 Goodness-of-fit measures of the structural model

Goodness-of-fit measure Recommended value Value of this
study

v2/df � 2.00 (good fit)
� 3.00 (acceptable fit)

1.894

Root means square error of approximation
(RMSEA)

� 0.05 (good fit)
0.05–0.08
(acceptable fit)
0.08–0.10
(mediocre fit)

0.048

Goodness-of-fit index (GFI) >0.95 (Good fit)
>0.90 (Acceptable fit)

0.939

Adjusted goodness-of-fit index (AGFI) >0.90 (good fit)
>0.85 (acceptable fit)

0.910

Comparative fit index (CFI) >0.97 (good fit)
0.95–0.97
(acceptable fit)

0.961

Normed fit index (NFI) >0.95 (good fit)
0.90–0.95
(acceptable fit)

0.978
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convincingly supported that satisfied customers with agile and flexible supply chain
operations so, with service quality, effects positively the sales and profitability
performance of the company.

5 Conclusion

The agile and flexible supply chain operations that stem from the rapidly changing
needs of customers center on the supply chain management of companies especially in
business-to-customer (B2C) markets. The main idea of this research is to reveal if agile
and flexible supply chain operations do really pay off in terms of company financial
performance. The main conceptual model comprising six constructs was proposed to
examine the relations among agile, flexible supply chain, service quality, customer
satisfaction, sales performance, and profitability. With the typical techniques and
procedures of SEM, all proposed hypotheses were validated. Our study suggests that
companies performing agile and flexible supply chains can reap the benefits in terms of
service quality and customer satisfaction, and at the end can reap the resulting financial
benefits in terms of increased sales and profits. In this study, it is demonstrated that both
the agile and flexible supply chain benefits have a differential impact on the service
quality and customer satisfaction. Even though the roles of the agile supply chain on
customer satisfaction and service quality almost equally, flexible supply chain affects
customer satisfaction statistically significant but much lower than it affects service
quality. Also, according to the result of path analysis, the impact of service quality as a
mediator has more effect on customer satisfaction than the direct effects of agile and
flexible supply chain operations. Finally, the results convincingly supported that sat-
isfied customers with agile and flexible supply chain operations so with service quality,
impact positively the sales and profitability performance of the company.
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Analysis and Countermeasures
for Security and Privacy Issues
in Cloud Computing

Abdul Raoof Wani, Q. P. Rana and Nitin Pandey

Abstract Cloud computing is having the capacity to dispose off the prerequisites
for setting up high-cost computing framework and promises to provide the flexible
architecture which is accessible from anywhere. The data in the cloud computing
resides over an arrangement of network resources which enables position of the
requirements for setting up costly data centers framework and information to be
acquired to via virtual machines, and these serves might be arranged in any piece of
the world. The cloud computing environment is adopted by a large number of
organizations so the rapid transition toward the clouds has fueled concerns about
security perspective. There are numbers of risks and challenges that have emerged
due to use of cloud computing. The aim of this paper is to identify security issues in
cloud computing which will be helpful to both cloud service providers and users to
resolve those issues. As a result, this paper will access cloud security by recog-
nizing security requirements and attempt to present the feasible solution that can
reduce these potential threats.
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1 Introduction

Internet is the driving force behind various technologies but one of the discussed
among all of them is cloud computing. It is still an advancing innovation tech-
nology that exchanges current innovating technology and figuring thoughts into
utility like arrangements. The relocation diminishes time and cost of creation and
offers better execution and unwavering quality [1]. Cloud computing is well defined
as the convenient, on demand, and network access to the pool of resources like
network servers, storage devices, and services that can quickly provisioned and
released with nominal management effort [2]. The advantages of distributed com-
puting incorporate diminishing the equipment and support cost, accessibility around
globe, adaptability, and to a great degree mechanized process. It conveys unfath-
omable advantages to both individuals and ventures by decreasing the requirement
for client association by concealing specialized points of interest, for example,
updates, licenses, and support from its clients. Cloud can like wises provide
improved safety over single-server arrangements and subsequently cloud totals
resources and permits licensed security individual while as the typical organizations
are restricted with system and network admin who will not be well learned about
cybersecurity issues. Cloud computing can be stronger in distributive denial of
service attacks in view of the availability of assets and flexibility of design.

2 Related Work

Analysts research on perceiving cloud issues, shortcomings, threats, and other
security and protection matters to give countermeasures as plans, approaches, and
architectures [3–5]. Various case studies [6–9] have led research on security in
cloud computing and matters concerning single property, for example, information
reconciliation, confirmation, shortcomings, and reviewing. Different scientists offer
reviews [10–12] that cover the different zones and different security issues and
resolutions. The joining of mobiles with cloud computing because of the utilization
of cell phones has another security challenge identified with those that are related to
ad hoc and sensor networks [13, 14]. The authors presented reviews on cloud
security necessities like privacy, integrity, transparency, accessibility, and
accountability.

3 Issues and Categories

This paper classifies the issues in the following categories (Tables 1 and 2).
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Table 1 Cloud computing security categories

Category Description

Standards Criteria required to take safety efforts in cloud computing with a specific end
goal to maintain safety and avoid attacks

Network issues Incorporates issues in network, for example, connection accessibility, Denial
of Service (DoS), flooding issues, web convention susceptibilities, and so on

Access control Incorporates check and get to control and catches matters that influence
confidentiality of client data and information storage

Data Incorporates information linked to security matters including information
development, quality, security, and warehousing

Cloud
infrastructure

Incorporates issues that are precise to the cloud framework

Table 2 Cloud computing security issues and classifications

Category Issues

Security standards ✓ Deficiency of security measures
✓ Compliance dangers
✓ Deficiency of looking into
✓ Lack of lawful components (service-level understanding)
✓ Trust

Network ✓ Appropriate establishment of system firewalls
✓ Security setups
✓ Internet protocol shortcomings
✓ Internet Requirements

Access control ✓ Accounts
✓ Malicious insiders
✓ Validation
✓ Private client access
✓ Browser Safety

Data ✓ Redundancy of information and data
✓ loss and data and information
✓ location of data and information
✓ Privacy of data and information
✓ Protection of information
✓ Data Availability

Cloud infrastructure ✓ Uncertain interface of API
✓ Quality of administration
✓ Allocation of technical defects
✓ Dependability of Suppliers
✓ Security misconfiguration
✓ Multi-occupancy
✓ Server Site and Backup

Analysis and Countermeasures for Security and Privacy Issues … 49



4 Attacks and Countermeasures

We have evaluated some of the known attacks in cloud computing and tried to find
possible countermeasures to these known attacks.

4.1 Theft of Service

The theft of service attack [15] exploits the weaknesses in the scheduler of some
hypervisor. This attack is recognized when scheduling mechanism is invoked by the
hypervisor that fails to identify the account. The hacker guarantees that the process
is certainly not scheduled. The common events of this attack are by means of cloud
computing sources like human resources for a lengthy time and keeping it secreted
from a dealer and using cloud computing means like storage or operating system
platform for extended time without repeating it in billing cycle.

The countermeasures to this issue are given by Zhou et al. in [16] by altering the
scheduling and changing the scheduling processes as well as checking policies and
time intervals by means of exact scheduling, uniform scheduling, passion
scheduling, and Bernoulli scheduling.

4.2 Denial of Service Attack

Out of the grave issues in the cloud security, denial of service attack is the most
serious one. The attacks are at ease to perform and problematic for security pro-
fessionals to deal with DDoS attacks that are more damaging than DoS attacks
because there is no deterrence mechanism to avoid them.

Karnwal et al. [17] give a plan called cloud defender which deals with sensor
filtering, hop count filtering, ip divergence filtering, puzzle resolving, and double
signature filtering, yet the issue is that it needs an evidence and particle proof and is
built on supposition.

4.3 Malware Injection

The malware injection issue accounts to a deployed replica of victims service
instance uploaded by hacker; thus, the service requirements are processed within
malicious instance. The hacker exports its private access to attack service security
domain and acquires access to the customer data. The challenge is not only to
identify malware injection but also ability to define the specific node on which
hacker has loaded for malicious purpose [18].
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The countermeasure is given by Oberheide et al. in [19] called Cloud Av which
provides two features antivirus as a service and N-version defense. The authors
prove the efficiency of Cloud Av by validating in cloud environment which pro-
vides improved detection of malicious software, improved forensic capabilities, and
novel threat discovery approach.

4.4 Phishing Attacks

It is a type of social engineering attack often used to steal user data, including login
credentials and credit card numbers. It occurs when an attacker, masquerading as a
trusted entity, dupes a victim into opening an email, instant message, or text
message. The recipient is then tricked into clicking a malicious link, which can lead
to the installation of malware, the freezing of the system as part of a ransomware
attack, or the revealing of sensitive information.

Cloud service alliance stated that CSP does not maintain adequate control over
system in order to escape such attacks but CSA offers some precautionary measures
such as registration procedure, security identity check technique, and improved
monitoring skills [20].

4.5 Botnet Attacks

In this type of attack, the attackers do not reveal their identities to decrease the
chance of discovery and traceback. This is accomplished by targeting victim by
sequence of other hosts named stepping stone which is recruited through illegal
botnets.

The countermeasures of stepping stone and botnet are by recognizing a specific
host which is a stepping stone. The finding work is built on the hypothesis of
relationship between licensing and outbound traffic of likely stepping stone host.

4.6 Audio Steganography Attacks

Audio steganography attacks are one of the grave attacks to cloud storage system.
Audio steganography benefits customers to hide their top-secret information with
normal audio records. The user communicates secret info via transferring media
files which seem to be regular media records. Attackers are able to trick the present
security mechanism by hiding their malicious cipher in sound records and direct it
to target’s server [21].
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Liu et al. in [22] performed an investigation of audio steganography attacks on
cloud storage system. The key is to investigate the hiding place of audio records
beneath storage system by grayscale steganalysis technique.

4.7 VM Rollback Attacks

The VM part in cloud computing is most susceptible to issues. In VM rollback
attack, an attacker takes benefit of prior snaps and run it without taking client into
account and then erases history and again runs the similar or changed snap. The
hacker launches brute force attack to give login and password for virtual machine
and even if the guest operating system has restrictions on the amount of efforts such
as blockade as user [22].

Szefer et al. [23] provided a design named hyperwall to cope with the hyper-
vision susceptibilities. The hyperwall disables the suspended rescue functions of the
hypervision.

5 Discussion

Out of the lots of challenges faced by cloud computing, security is still one of the
biggest challenges introducing security resolutions like IDs, firewalls, contract out
the personality supervision framework, and introducing antivirus, and so forth are
costly and influence execution. The significant security research work lies in giving
good security techniques in doing as such with minimal resources and without
decline performance [23, 24].

This helps in providing the complete study of attacks in cloud, forming
dependencies, and co-relating vulnerabilities across various cloud companies. It
helps us to deliver protective measures as well as protection tools. This paper
identifies few parts that are still not given attention in cloud computing such as
checking and relocation of data from cloud to other. Security procedures must be
dynamic and autonomous and should be implanted in cloud architecture for better
results.

6 Conclusion

The adaption of clouds is rising day by day. With the gigantic evolution of cloud
computing, the security of cloud remains still a big challenge and has not been
addressed completely. In this work, we identified the security issues and tried to provide
countermeasures and comparative analysis of effectiveness of the prepared solutions.
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We identified the areas that are still unattended such as auditing and migration. We
identified that emphasis should not only be given only on fast performance but
quality of service should be considered seriously.
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An Efficient Approach for Web Usage
Mining Using ANN Technique

Ruchi Agarwal and Supriya Saxena

Abstract Web mining involves a huge variety of applications whose objective is to
find and extract concealed information in web user data. It has provided an efficient
and prompt mechanism for data access. Web mining enables us to extract out
beneficial information from user’s web access. Earlier studies on the subject are
based on a concurrent clustering approach. In this approach, the clustering of the
requests affected the performance results. In this paper, we have introduced the
Enhanced Multilayer Perceptron (MLP) algorithm, a special technique of ANN
(Artificial Neural Network) to detect patterns of use. The enhanced MLP technique
is better than K-mean algorithm for web log data in terms of time efficiency. The
aim of understanding the enhanced MLP technique is to improve the quality of
e-commerce platforms, to customize the websites and improve the web structure.

Keywords Enhanced MLP � FCM � K-mean � Neural network
Web usage mining

1 Introduction

In today’s world, the biggest influence on an individual’s life is the Internet,
because of its communication (audio and video), instant messaging, ordering food,
purchasing clothes, reading the news, etc. All facilities and information are avail-
able to us at the click of a button on our mobile phones. E-commerce today has
become a major distribution channel for goods and services. Access to product
comparisons and rankings, user reviews and comments, and recommendations from
bloggers with large followings have shaped a new scenario for consumer behavior,
retail trade, and the economy in general [1]. Therefore, all major retail giants are
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moving toward E-commerce and trying hard to provide customer delight by
offering them easy access through relevant recommendations during their browsing
sessions. Many websites utilize web usage mining for identification of user’s habits.
The web usage mining applies algorithms to identify patterns of web page usage.
The web usage mining uses the log file data of web server for primary source. With
its help, we can obtain four things namely, the user’s habits, site customization data,
make a tune-up server, and create business rules. Using it can lead a website/
company to explore new clients and better marketing campaigns. The user’s web
usage style detection has three steps: (i) Preprocessing, (ii) pattern discovery, and
(iii) pattern analysis. It has become trivial for the webmaster to evaluate whether the
products and services provided are catering to the need of the customers [2]. One
effective solution to handle this issue is to provide personalized recommendation to
individual user where he or she is interested in a product. A promising solution to
overcome this issue is recommendation system. Recommendation system can be
broadly classified into two: Content-based and collaborative filtering system [3, 4].

2 Web Usage Mining

Web usage mining aims at discovering a pattern of user’s activity, so that it can
provide user information in a better way. The ultimate objective of website is to
provide the customer with more relevant information. Today’s E-Commerce
industry faces a cut-throat competition for enhancing user experience by providing
them with better features and relevant results. Moreover, something extra must be
available like dynamic content, links, etc. for suggesting the user to intrigue him/
her. Clustering of the user’s log data is one of the main areas of concern for the web
community. Log data is stored at three locations, namely, the server, the user end,
and the proxy servers. As there are three places for data storage, analysis of
browsing patterns of users for mining process has become tougher. Results are
reliable only if data is available from the entire above said log file. Also, log data on
the proxy servers provide other useful information. However, it is very difficult to
collect information from the client side, e.g., Page requests, etc. Thus, many of the
algorithm works depend on server data. Web mining is made up of three major
steps [5, 6] as shown in Fig. 1:

(i) Preprocessing [7],
(ii) Pattern discovery, and
(iii) Pattern analysis.

During preprocessing, data is collected from the three stored locations: (i) client
side, (ii) server side, and (iii) proxy servers. After user identification, user sessions
are segregated using click streams, assuming the session to be 30 min each (ap-
prox.). The pattern discovery is also done by either of the three, clustering, asso-
ciation rule mining, or frequent pattern mining. Here, we are only clustering the
web access log. Generally, in web usage mining, usage clusters and page clusters
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are used. Users having similar browsing patterns are grouped together into clusters.
The users can be clustered on basis of number of parameters. On the one hand, we
can request the user to fill a form stating their preferences such as registration on a
portal. The user clustering can be obtained on the basis of the forms filled by them.
On the other hand, during the customer’s navigation, his log data can be collected
to create the cluster. Various user information such as user’s behavior pattern, his
likes/dislikes, and his characteristics of the user, i.e., their personal information, are
collected using these methods. Clustering web pages help in creating groups with
content similar to each other. The last step is the analysis of the pattern found [8].

3 Related Work on Web Usage Mining

In data mining, huge data is analyzed to obtain hidden and unknown outcomes
which are then used for better and more accurate decisions [9]. Real-time recom-
mendation is provided to online users on the website irrespective of been registered
or not. Rational recommendation technique is proposed that makes use of lexical
patterns to generate item recommendation [10].

In a novel recommendation system for consumer products, here the system
returns a ranked list of suitable brands, models available for a particular item as an
output, and it performs rank aggregation to obtain a consensus ranking of products.
The products are then returned in the order of the aggregated ranking. In this paper,
it also presents a novel rank aggregation method for aggregation of partial lists [11].

The users are recommended a list of pages on the basis of their web history
pattern and a list of unvisited pages [12].

Fig. 1 Data processing in web usage mining
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A novel unified framework for data mining conceptualized through the composite
functions. Real-life data is used in datamining algorithms [13] by increasing volume of
data, and the variety of their formats have led to advance application for data analysis in
order to transform it into relevant information. They study the perception of the spe-
cialists who experts that normally work in companies with these applications [14].

Current user behavior through his/her clickstream data is converted to a recom-
mended system which is used to provide relevant information to the individual without
explicitly asking for it [15]. Customer’s behavior using the Web mining techniques
and its application in e-commerce to explore customer behavior. The concept of Web
mining describing the process of Web data mining in detail: source data collection,
data preprocessing, pattern discovery, pattern analysis and cluster analysis [16].

4 Introduction to ANN

Artificial neural network (ANN) is a network which is adapted by the activity of
nervous system, quite similar to the brain information processing function. The main
characteristic of it is its architecture of the data processing system which is made up of
many neurons working for solving the particular problem. However, the artificial neural
network is also used in pattern recognition or data classification domain by means of
learning process. Neural network has a capability of extracting meaning full informa-
tion from the imprecise or complicated data which were further used in extracting the
pattern and detecting the trends which were too complex and difficult for the computer
or human to detect. The other advantages of neural network are as follows:

1. A neural network has a capability of adaptive learning which means the ability
of the network to perform task on the basis of data giving for the training
purpose.

2. An artificial neural network from the information it receives during learning
process helps in creating its own organization and representation known as
self-organizing map.

3. A neural network performs real-time operation which was carried out in parallel
and also using this capability some special hardware devices can be designed
and manufactured.

4. Fault tolerance via redundant information coding.

5 Web Usage Mining: Problem Faced

A. Logs processing—It is the process of cleaning server log files and user’s ses-
sion data [6].

B. Log files cleaning—Unnecessary files such as images and error logs need to be
cleaned before processing data.

58 R. Agarwal and S. Saxena



C. Users identifications—The data is then sorted user-wise, i.e., on the basis of
cookies, user’s IP address, and various other forms.

D. User session’s identification—Once the user identification is done, the data is
further divided into sessions, generally it is done by checking the time frame
gap between two requests (clicks).

E. User’s habit identification—It is a dynamic database which keeps updating as
per the changing habit/behavior of the user.

F. Pattern discovery—All users having similar browsing patterns are grouped
together.

G. Knowledge post-processing—The end result of the output can then be used by
human/AI interface to create personalized suggestion/response database.

6 Neural Network Approach for Web Usage Mining

Here, we shall discuss a feedforward neural network. MLP is an extensively used
supervised learning algorithm in ANN. It uses error-correction learning rule.
A forward pass and a backward pass are used to calculate the error propagation.
(i) Forward pass uses the input vector applied to the nodes of the network and it
affects the network layer by layer. In the end, the output is determined by the
response. When applying the forward pass, the synaptic weight of the networks is
all fixed. When applying the back pass, the synaptic weights are all adjusted as per
the error-correction rule. The error response is formed by subtracting the actual
response from the desired response. This error response is then sent backward, i.e.,
in the opposite direction of synaptic conditions. Recalibration of the synaptic
weights is done to make the actual output of the network similar to the desired
output. The feedforward neural network architecture is able to approximate most
problems with good accuracy and generalization ability.

As shown in Fig. 2, the input signal is fed to the first layer, the input layer. The
output layer provides the output after the signal is processed via the hidden layer.
The actual output is then compared with the expected output, and error value is

Fig. 2 Multilayer-perceptron
architecture
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calculated which in turn is used to adjust the weights. Then, from the output layer
again, signals are transmitted backward to each unit in the intermediate layer which
is connected directly from the output layer, and now every unit in the intermediate
layer receives only error signal. Based roughly on the relative contribution, the unit
made to the original output. This process repeats layer by layer, until each unit in
the network has received an error signal that describes its relative contribution to the
total error.

6.1 Multilayer Perceptron Algorithm

The multilayer perceptron algorithm can be used to create code for various lan-
guages. Here, we are assuming the use of the sigmoid function F(net).
Algorithm: [17, 18]

1. Wt. value initiation
All wt. shall be set to random.

2. Input feeding & Outputs
Present input Ap = a0, a1, a2,…,ax-1 and target output Bp = b0, b1,…,by-1 where
x and y are the input/output nodes. Now we shall assume w0 to be �h, and
a0 = 1. The associated pattern is represented by Ap and Bp. We shall set Tp = 0,
the only exception being Ap which is set to 1.

3. Output Calculations
The following calculations are done for each layer:

Tpj ¼ f w0a0 þw1a1 þ . . .. . .þwxax½ �

The output Tpj is then transferred to the next layer for input. The final output is
denoted by opj.

4. Adjusting the wt.
Once the output is achieved, we work back on the wt.

wij(b+1) = wij(b) + ñþpjopj ,

here, ñ = gain term, þpj = error term p represents the pattern and j = nodes.
Output

þpj = kopj(1 - opj)(b - opj)

Hidden units are calculated as below:
þpj = kopj(1 - opj)[(þp0wj0 + þp1wj1 + ....+ þpkwjk)] 
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6.2 Enhanced MLP Algorithm

In this section, the enhanced MLP shall be discussed which shall enhance the
overall performance. Error adjustment shall lead to better learning. This shall be
achieved due to the back transmission of the output signal to the intermediate
signal. In other words, output error can be written as below:

d0pk ¼ ðYpk�OpkÞ:

Here, “p” is the pth training vector, “k” is the kth output unit, Ypk is the output
(ideal), and Opk is the output (actual) at the k unit. Feedback dpk shall update the
output signal wt. and the hidden signal weights.

Enhanced MLP Algorithm

1. Input the values.
2. Add the input values to the hidden layer.
3. Evaluate the output data from the hidden layer.
4. Find the errors from the output and replace updated d˚pk with old d˚pk
5. Again calculate the output and the related error values.
6. In parallel, the wt. of the hidden and output layers need to be updated for

convergence.
7. Repeat Steps 1-9 till error achieves an acceptable value.

7 Architecture of Proposed Recommender System

As shown in Fig. 3, we can see the split of architecture in two phases: (a) Back end
phase and (b) front end phase. In the back end phase, the recommender system
identifies the users browsing pattern using the five steps of data preprocessing, i.e.,
Data cleaning, user identification, session identification, and path completion
identification. Using EMLP, the useful data is converted into user browsing pattern.
This pattern is then added to the knowledge base. This knowledge base is then used
to provide useful recommendations to the user during his browsing sessions. The
front end can be briefly described as following. The user’s active session is captured
and compared with the already existing aggregate user profile from the knowledge
base. The recommender system then searches for unvisited pages by comparing
with other user’s pattern and search algorithms. The best possible profile/results are
achieved considering maximum similarity. Recommendation list as compared to
other user’s patterns is captured and added to original recommendation list.

Step 1: Collection of the data

• we will gather the data not from the Internet but from the live user’s
desktop. We will also gather data from the Internet from various sites which
provide data.
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Step 2: Data analysis, i.e., Data preprocessing and pattern recognition

• In this phase, we clean the data cluster of the user session files having similar
navigation patterns.

8 Conclusion

We have studied the possible use of ANN in web traffic data mining classification.
The discovery of data patterns allows organizations to create customer-customized
advertizing for a better outcome. To enhance user’s web experience, the mining
results must have these characteristics: the user’s behavior model must accurately
represent the user, the mining result must be quick, and recommendation should not
include pages already visited. ANN is one of the most efficient soft computing
approaches to making probabilistic models. Therefore, we have proposed an
algorithm using ANN for web usage mining to overcome shortcoming in the tra-
ditional methods. The backpropagation method will readjust the weights and
therefore reduce the error. After sufficient reiteration (till desired error threshold is
achieved), the model can be accepted. Furthermore, a knowledge bank is proposed
for better recommendation on the basis of behavior models of other users having
similar habit patterns. The same can be validated by coding the abovementioned
algorithm in any advanced programming language, e.g., Matlab, Java, .Net, etc.

Fig. 3 Architecture of the proposed recommender systems
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Natural Language Processing Approach
to Identify Analogous Data in Offline
Data Repository

Nidhi Chandra, Sunil Kumar Khatri and Subhranil Som

Abstract There have been huge contributions to online communities and social
media websites through posts, comments and blogs day in and day out. Some of
this contribution is unstructured and unclassified. It is difficult to find similarities in
terms of textual data in the posts as it comprises of mix of structured and
unstructured data. The overall objective of this paper is to help identify similar text
through natural language processing techniques. The approach has been demon-
strated through linguistic features that points to similarity and use those features for
the automatic identification of analogous data in offline data repository. To
demonstrate the approach, we have used a collection of documents as an offline
repository having similar text and a text corpus as a resource to identify analogous
data. The proposed methodology processes a document against repository based on
document preprocessing through lexical analysis, stop word elimination and syn-
onym substitution check. Java data structure is used to hold and process data parsed
from the file syntactic analysis is carried out with the help of WordNet™ database
configured within the process. Part of speech (POS) and synonym check capabil-
ities of WordNet API are being used in the process.
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1 Introduction

In the previous few decades, there has been huge demand from various businesses
and organizations to make them access important relevant information more flex-
ibly as mining such information from multiple disported sources has been a major
area of exploration and concern. Once the solution approach to this problem has
been text extraction, wherein data can be categorized based on similarity properties.

Natural language processing is an area that studies the interaction between
human language and computer. This field unlocks the key to understand how
human brain works. This field belongs to category that is intersection of computer
science, artificial intelligence and computational linguistics. Natural language
processing is a research domain that focuses on the machine level interpretation and
translation of human understandable language. Natural language processing is a
computational technique for computers to analyse, understand and derive meaning
from human language in a meaningful way. By incorporating natural language
processing techniques, programmers and domain expert can derive large number of
application organizing and structuring knowledge to perform tasks such as free text
classification by summarization, spam detection, Part of speech tagging,
co-reference resolution, machine translation, information retrieval, text to speech
translation, relationship extraction, sentiment analysis and topic segmentation.
Major research area in natural language processing is paraphrasing detection and
evaluations of subjective questions. By applying text mining techniques, text blocks
can be summarized to extract the domain of the document by discarding or ignoring
irrelevant information. Using natural language processing techniques, intelligent
chatbot can be created using deep learning techniques.

Analogous text identification has many applications, for example, in content
management system and the need is to categorize and put the proper documents in
the proper categories in a proper and correct manner. It is widely used in many
contexts, ranging from document categorization, web filtering, spam filtering, spam
detection, fraud detection, and in any application that requires document organi-
zation and management.

Cavnar and Trenkle [1] stated text categorization and classification is also known
as supervised text categorization as the datasets for classification and categorization
used are predefined based on the domain-specific keywords. The automated pro-
gramme then processes and compares the documents and accordingly assigns the
documents into the predefined set of categories.

2 Related Work

‘Automated building of domain ontologies from lecture notes in courseware’ [2]
highlights the automated domain-based ontology is being worked from course
address notes. The solution developed in this paper helps provide pre-requisite and
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post-requisite terminology for specific term from specific area-based ontology when
the user enters the term from courseware into the application. One of the limitations
that have been identified in this approach is that it does not give dependency graph
for pre-requisite and post-requisite of the submitted terms which could have helped
imagine the aggregate intra-space relationship among the terms. One could have
gained domain-based knowledge just by visualizing the ontology in terms of the
dependency graph.

In this paper, [3] Naïve Bayes classifier, support vector machine, neural network,
and KNN classifier are used for content portrayal and characteristic selection. These
methods regard content order as a standard arrangement issue and along these lines
that ease the learning procedure to two basic strides: (i) Feature engineering and
(ii) classification learning over the component space, n-gram modelling is done in
light of Markov’s Model.

‘R-tfidf, a Variety of tf-idf TermWeighting Strategy in Document Categorization’
[4] lemmas define the basis of text representation method. Lemma demonstrates all
word frames that lie under a similar gathering (networking, networks, network). In the
Naïve Bayes technique, two speculations are chosen and the chosen classification
corresponds to the maximum one. At that point, we calculate the likeliness. The
features derived from the vector space model are used by the support vector machine
(SVM) strategy. Thereafter, TF-IDF formula is used to find the weight of each term.
Positive Z score which is above the threshold limit gives a result that the term has high
density in the text, whereas negative Z score shows that the term has rarely been used.

The primary downside of this paper is that all the archives utilized were on two
classifications divided by year. So, the proposed strategy was not randomly tried on
any theme and the time period was also a helping factor.

3 Problem Analysis

Analogous data extraction is a difficult and time-consuming task as similarity of text
needs to be accessed. Identifying relevant terms and comparing terms to access the
similar behaviour can lead to large response time. Individual human has their own
writing styles and speech can be active or passive add complexity to the process.
Approach in this paper to identify analogous data is being derived by using
WordNet database to identify permissible synonyms and their root words. We will
be using domain-based ontology to provide the domain-specific keywords so that
similar property data can be accessed. This paper is an approach toward the
meaning of the text that needs to be classified as analogous data.

Domain-based ontology plays an important role in analogous data extraction
here [5]. Ontology is a semantic structured approach that can convert unstructured
data into a structured and meaningful format. Ontology helps in text classification in
various domains such as textile, medical, agriculture, bioinformatics, and various
other areas. Building ontology is the most difficult area as it requires in-depth
knowledge of the respective domain. Ontology creation is also another area of
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research to automate respective domains documents. Ontology represents rela-
tionship among the domain-specific terms and their hierarchy.

To validate the approach, we are using an offline repository of text documents.
The text can be stored in various forms, such as TXT, DOC, DOCX, XML, HTML,
etc., before applying the text mining, and preprocessing steps need to be applied in
the form of lexical text analysis, stop word removal, identify term frequency, and
weighted term analysis. Synonym substitution check and ontology-based compar-
ison lead this mechanism toward a text meaning-based approach and reduce the
time of processing to identify analogous text.

4 Methodology

This research paper presents an improved methodology over term frequency as it is
taking advantage of the semantic space and meaning of the term space against the
WordNet API. Methodology is being proposed such that analogous data can be
identified from the documents as well as those terms which has got the similar
meaning can also be identified. By comparing it against the ontology, it can identify
the relation among the named entity and provides the categorization (Fig. 1).

The steps to achieve the proposed methodology are shown in the figure below.

Build Predefined Corpus

Iden fy analogous data from document

Preprocess the document remove Stop 
Words

Perform Word Stemming on the document

Iden fy the Term Frequency and Match 
the Word with pre-defined data set

Iden fy Synonyms of the Weighted Terms

Compare and classify the weighted terms 
and synonyms with the ontology

Fig. 1 Proposed
methodology
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Document preprocessing can be categorized as four text operations (or trans-
formations): lexical analysis, stop word removal, stemming of word, and selection
of index term. Document preprocessing starts with the lexical analysis. Lexical
analysis: Lexions extraction is where each and every word is being separated from
the text document by Java String Tokenizer. Stop word elimination: Extracted
tokens have been compared against the stop word database. Stop words are the
words which have very less meaning in information retrieval, for example, con-
junctions, prepositions and common words. Stop words have a large frequency of
occurrence but very less significance and removal of those words from the docu-
ment does not affect the information retrieval process. During search, string
matching process discards these stop words only relevant keywords contribute in
the process. In English Language, more than 400 stop words exist and if they are
not being removed in the document preprocessing step, large amount of time spent
on their comparison. Word stemming: It is the process where each word will be
folded back to the root word by comparing it against the WordNet database.
Weighted term left after the stop word removal process. Stemming process roots
these weighted terms to their root keyword. For example, in fishing, fisher will root
back to the word fish. Stemming of the words reduces the compilation and com-
parison time. Selection of index term is based on the term frequency calculation
within the document and among the document space to find the highly occurred
keywords. The term frequency (tf) is evaluated as inverse of document frequency
(tf-idf).

Term frequency is defined as the frequency or the count of a word in a text or a
corpus. This is the major step in the preprocessing of a natural language text.
Inverse document frequency is a numerical value that determines the significance of
a word in a text or a corpus. This is many of times used as weighting factor in text
mining.

The tf-idf value grows relative to the quantity of times a word shows up in the
archive and, however, is regularly balanced by the recurrence of the word in the
corpus [6].

Term frequency was invented as a heuristic technique. In simpler word, various
frequencies can be depicted as

Term Frequency = Bag of words,
Inverse Document Frequency = Weighing by how often word occurs in corpus,
Term Frequency absolute = Number of occurrence of terms,
Term Frequency Relative = Number of occurrence of term/Number of terms, and
Inverse Document Frequency = Log(1 + Number of Docs/Number of docs with
term [6].

Weighted term frequency is to obtain an accurate output, and the next step is to
determine the final score using a scoring mechanism. Weighted term frequency is
evaluated as a count of the terms that appeared in a corpus.

Natural Language Processing Approach to Identify Analogous Data … 69



A score is number of query terms over the matches of scores on each inquiry
term. Based on the weight of query term ‘t’ in a document ‘d’, the score can be
calculated. The most common approach, which is also known as term frequency, is
to assign the weight of ‘t’ as that of the number of appearances in the document. It
is denoted by ‘tft, d’ [6].

Term frequency–inverse document frequency is derived from the basics of
language modelling. Language modelling theory states that number of terms in a
document gets split into property of eliteness, referring to term on topic in a
document.

Term frequency–inverse document frequency has many disadvantages as it is on
certain occasions considered as an ad hoc approach, because of issues related to
derivation of mathematical model to perform relevance analysis and term distri-
bution in context of dimensionality of input text data and vocabulary size across
total text dataset [6].

Gather domain-based knowledge: Domain-based knowledge or knowledge base
setup requires construction of ontology using domain-specific keywords. To con-
struct ontology, one needs to have a domain expertise to help identify specific terms
and their dependencies along with constraints. This is one of the important steps in
the approach [7, 8].

Ontology is a semantic aspect of term space and is very difficult task to achieve.
To build ontology of a term space, detailed knowledge and domain-specific term
space with relations are required to formulate. Ontology requires classification and
association details of the term space, how terms are derived and are related to each
other. Dependency of one term on another term as well as the constraints need to be
highlighted while drafting the ontology.

Creating domain-based ontology: Once the domain information is gathered, the
ontology is constructed in a way so that each term will belong to a superclass,
subclass and relationship among the terms. Once any term is being compared, it
returns the complete classification of the term space.

Synonym substitution check: Synonym substitution and paraphrasing is the
biggest problem in natural text processing. Synonyms are the similar words.
Identification of synonyms in this approach is the strongest point to extract anal-
ogous data as data which can be substituted in a similar way will be identified from
this approach. WordNet database is being used to identify the synonyms and their
possible substitution.

5 Result Discussion

Lexical analysis involves the identification of Lexions from the input text docu-
ment. Lexions will be extracted by identifying the space as the word separator,
digits, hyphens, punctuation marks in case of letters (Fig. 2).
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Synonym Substitution Check
The synonyms substitution could be prevented by WordNet API through replacing
dictionary synonyms in suspected text. This method could be leveraged for
advanced plagiarism detection.

WordNet
Thesauri are a very important in information extraction and WordNet is the biggest
online thesauri. WordNet is a lexical knowledge based on conceptual lookup. This
lexical knowledge base is widely used in identifying word sense ambiguities. It is a
knowledge base where word is stored as a concept. The fundamental unit of word
which is searched is concept not word and concept is meaning of the word. Lexical
database structure is based on the psycholinguistic theory. In this information, base
word is stored with the facts and arranged as a network of words linked by lexical
and semantic relations. Words have been classified as content word and function
word. Content word has been further divided into verb, noun, adjective and adverb

Fig. 2 Lexical analysis result
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and arranged as a hierarchy. Function word is divided into preposition, conjunction,
pronoun and interjection hierarchy.

Words in natural language are polysemous. The lexical database for English
language helps group words in collection of synonyms referred to as synsets. It
helps provide semantic relationships between these words or synonym sets through
short and general definitions [9, 10].

WordNet follows multiple different grammatical rules to help differentiate
between nouns, verbs, adjectives and adverbs. All synset comprises collection of
synonymous words or collocations where collocation refers to set of words going
together to create some meaning like ‘auto pool’; each synset comprises of words
with different meanings (Fig. 3).

The synsets are classified through short glosses (definitions or examples). For
example—good, right, and ripe—(most suitable or right for a particular purpose; ‘a
good time to plant tomatoes’; ‘the right time to act’; and ‘the time is ripe for great
sociological changes’) [change example].

To form ontology, in-depth knowledge is required. Domain-based ontology
could be constructed through knowledge acquired through domain expertise where
ontology represents term dependencies, terms subclass, superclass, restrictions and
constraints. It also represents domain and ranges of each class. The below figure
depicts the term classification their associations and relationship among each other
(Figs. 4, 5, 6, and 7).

Fig. 3 Synonym substitution check
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6 Comparison Results and Future Work

The efficiency of proposed method could be evaluated through processing of
multiple text documents referenced from certain source repository. The conclusions
of the matching process and synonyms identified in the process are being projected
in the previous figures. Comparison results show the total time spent in processing
the document and providing the analogous synonym substitution check is being
implemented by WordNet API and using the WordNet lexical database and the
result is being provided that identifies the part of speech and the corresponding
synonym for the word.

The future work will include weighed term evaluation and text classification and
categorisation to preprocess the text. Similarity identification algorithm will be
based on approximation similarity detection that will evaluate the approximate
similarity in the repository documents with respect to the submitted document.

Fig. 4 Synonym check comparison with WordNet
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Fig. 5 Class hierarchy

Fig. 6 Ontology showing class dependency [11]
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7 941 4.00

8 1028 5.74

9 1151 5.85
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Multi Release Reliability Growth
Modeling for Open Source Software
Under Imperfect Debugging

Diwakar and Anu G. Aggarwal

Abstract In recent years, Open Source Software have gain popularity in the field
of the Information technology. Some of its key features like source code avail-
ability, cost benefits, external support, more reliability and maturity have increased
its use in all the areas. It has been observed that that people interests are shifting
from closed source software to open source software due to size and complexity of
real life application. It has become impractical to develop a reliable and completely
satisfied Open source software product in a single development life cycle, therefore,
the successive improved version or releases are developed. These successive ver-
sions are designed to meet technological arrangements, dynamic customer needs
and to penetrate further in the market. But it also give rise to new challenges in the
terms if deterioration in the code quality due to modification/addition in the source
code. Sometimes new faults generated due to add-ons and also the undetected faults
from the previous release become the cause of difficulty in updating the software. In
this paper, an NHPP based software reliability growth model is proposed for
multi-release open source software under the effect of imperfect debugging. In the
model, it has been assumed that the total number of faults depends on the number of
faults generated due to add-ons in the existing release and due to the number of
faults left undetected during the testing of the previous release. Data of the three
releases of Apache, an OSS system have been taken for the estimation of the
parameters of the proposed model. The estimation result for proposed model has
been compared with the recently reported multi release software reliability model
and the goodness of fit results shows that the proposed model fits the data more
accurately and hence proposed model is more suitable reliability model for OSS
reliability growth modeling.

Keywords NHPP � Multi-release � Open source software � Imperfect debugging
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Notations

m tð Þ Expected number of faults removed in the time interval (0, t]
ai Fault content at starting of ith release
ai Constant rate at which new faults are introduced in ith release
bi A constant in the fault detection rate for ith release
Fi tð Þ Cumulative distribution function for testing phase of ith release
ki Shape parameter for Weibull cdf for ith release
si Time for the ith release

1 Introduction

Open source software (OSS) have become very popular nowadays. OSS are the
software whose source code is freely available to user for use, distribution,
reproduction and modification as per the user needs under the licensing policies of
OSS [1]. Open source software are developed by a single developer or a group of
software developers initially but as the attractiveness of the software increases its
users and volunteers also increases throughout the whole world. In recent years,
people have become more reliant on OSS for their need. The reliability of the
software is defined as the probability of the failure free software for a given interval
of time in a specific environment [2, 3]. Software reliability is a very important
attribute of the software quality, together with functionality, usability, performance,
maintainability, capability, installation and documentation [4]. The proponent of the
closed source software believe that hackers can easily incorporate the malicious
files in the OSS as the source code is freely and easily available [5] but it is for the
same fact that the OSS are more reliable than closed source software as thousands
of volunteer are involved in the testing process of the OSS.

In software development process, due to availability of limited time and
resources, it is not possible to detect all the faults of the software or to develop
complete and reliable software in single development cycle [6]. Then, there is a
need of up-gradation of the software and develop successive release by adding new
functionalities which also helps in competing with other projects and capturing
market. But up-gradation of the software is a very difficult task because
up-gradation leads to additional faults in the software therefore there is an increase
in failure rate after the up-gradation which then decreases gradually due to fault
debugging process [6]. To estimate the mean number of faults detected for closed
source software, multi up-gradation SRGM was proposed earlier by Kapur et al.
[7, 8]. Recently, a number of multi release SRGM’s have been proposed in the
litrature for OSS. In 2011, Li et al. [9] proposed a multi attribute utility theory based
optimization problem to determine optimal time for releasing next version of OSS.
Yang et al. [10] discussed a multi release SRGM for OSS by incorporating fault
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detection process and fault correction process. Aggarwal et al. [11] proposed a
discrete model for OSS which has been released into the market a number of times.

In this paper, we proposed an imperfect debugging based SRGM for OSS model
with multiple releases. In the proposed model, bugs introduced during the addition
of new add-ons to the current release and some undetected bugs of previous release
are considered. This paper is divided into four sections. In Sect. 2, we discuss a
multi release SRGM for OSS under the effect of imperfect debugging. In Sect. 3,
we present parameter estimation results corresponding to three release fault data
sets of Apache project. Finally the conclusions have been drawn in Sect. 4.

2 Modeling Software Reliability

For last few decades, several mathematical models have been proposed that
describe the reliability growth of the software during testing process such as Goel
and Okumoto [12], Yamada et al. [13]. In most of the models the software failure
occurrence has been represented by Non-Homogenous Poisson Process (NHPP).
The main focus of NHPP models is to determine the mean value function or the
expected number of failure occurrences during a time interval.

Most of the NHPP models are based on the following assumption

• Failure occurs independently and randomly over time.
• Initially fault content in the software is finite.
• The efforts to remove underlying faults once a failure has occurred starts

immediately.
• During testing and debugging process no new faults are introduced (i.e. perfect

debugging).

But in case of imperfect debugging, the last assumption does not hold good.
There is a possibility that some new faults may be added when detected faults are
removed\corrected.

2.1 Model Development

In this section, an NHPP based SRGM is proposed to model reliability growth
phenomena for an OSS incorporating imperfect debugging.

a. A general NHPP model

Letus assume that the counting process {N(t), t � 0} is a Non-Homogenous
Poisson Process, under, these assumption, m(t), the mean value function for the
fault removal process may be represented by the following differential equation.
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k tð Þ ¼ dm tð Þ
dt

¼ b tð Þ a tð Þ � m tð Þ½ � ð1Þ

The mean value function for cumulative number of failure, m(t) can be repre-
sented as

m tð Þ ¼ e�B tð Þ
Z t

0
a xð Þb xð ÞeB xð Þdx

� �
ð2Þ

where B tð Þ ¼ R t
0 b xð Þdx.

b. Weibull model

In the case of open source software, when new software is released over the market,
the fault removal rate of the OSS is quite distinct from that of the closed source
software. In contrast to the closed source software system, OSS are released over
the internet with little testing. Once it is released large number of volunteers and
enthusiastic testers report bugs through bug tracking system which affect the reli-
ability and attraction of the OSS [14]. Therefore, the fault removal rate (FRR) for
OSS initially increases due to growth in the users population but later on decreases
as newer versions come into the market and the attractiveness of the present release
decreases. Its users shift their loyalty to the other versions/OSS. In order to
incorporate such type of increasing and decreasing FRR in the model building [15],
we use Weibull distribution function to describe fault removal process (FRP).
Weibull distrubution is flexible distribution which may change its shape depending
upon different values of its shape parameter (here k) see in Fig. 1. For example,

• When k > 0, the rate corresponding to weibull distribution is increasing. In the
context of OSS it may represent the phenomenon when more and more users are
getting attached to OSS system and as result increasing numbers of faults are
being reported through its bug tracking system.

Fig. 1 CDF for weibull
distribution
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• When k = 1, this indicates constant rate of failure and it represent the case when
an OSS has reached it maturity level with respect to its number of users.

• When k < 1, here failure rate is decreasing, this may occur when users are
shifting due the availability of newer version on the internet.

The following differential equation using Weibull model may be formulated to
measure the expected number of faults removed,

dm tð Þ
dt

¼ btk a� m tð Þð Þ ð3Þ

Under the initial condition that, m tð Þ ¼ 0 at t ¼ 0, the above differential equation
gives the following result

m tð Þ ¼ a 1� e�bt
kþ 1
kþ 1

h i
¼ aF tð Þ ð4Þ

where m tð Þ represents expected mean number of faults removed and F tð Þ ¼
1� e�bt

kþ 1
kþ 1

h i
is CDF of weibull distribution with shape parameter kð[ 0Þ, also

known as weibull slope. Let us assume that the debugging process is not perfect
over t, some new faults are introduced in the code during correction efforts [5].
Therefore the fault content of the software at time t is given as…

a tð Þ ¼ aþ am tð Þ ð5Þ

Here a is the constant rate at which new faults are introduced. Then, the Weibull
model for open source software under the effect of imperfect debugging will be

m tð Þ ¼ a
1� a

1� e�b 1�að Þtkþ 1
kþ 1

h i
: ð6Þ

2.2 Multi Release Model with Imperfect Debugging

Let us assume a�i ¼
ai

1� ai
and Fi tð Þ ¼ 1� e�bi 1�aið Þ t�si�1ð Þki þ 1

ki þ 1 ð7Þ

where Fi tð Þ is the CDF of weibul model for ith release. The mathematical
expression for fault removal under imperfect debugging for the ith release can be
shown as.

mi tð Þ ¼ a�i þ a�i�1 � mi�1 si�1ð Þ� �� �
Fi tð Þ for si�1 � t\si ð8Þ

The mathematical expressions for the number of faults removed during different
releases are given as follows:
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For release 1
When first release of the software comes in the market at time s1, it is tested before
being introduced into the market. In the testing process, testing team tries to detect
and correct maximum number of the bugs of the software. But practically it is not
possible to detect all the faults of software, so testing team can detect only a finite
number of bugs in the software which are less than the total fault content of the
software [7]. The following equation represents the number of faults removed
during testing of release 1.

m1 tð Þ ¼ a�1F1 tð Þs0 � t\s1

For release 2
Improved technology, rising competition and dynamic nature of market makes rise
to the need of software up-gradation. Addition of new features and functions to the
existing version of software can increase the probability of survival and adoption in
the market. When new code is added some new faults are introduced into the code.
These additional faults along with the fault content of previous release are corrected
during the testing of second release with a new FDR [7]. Considering s1; s2½ Þ is the
time interval for testing and at time s2 testing of release 2 is stopped and launched
into the market. Then, the number of faults removed can be represent as

m2 tð Þ ¼ a�2 þ a�1 � m1 s1ð Þ� �� �
F2 tð Þs1 � t\s2

For release 3
In this release, the faults due to add-ons and left over fault content of release 2 are
considered for removal process. Here we assume that during the testing of release 3
the faults of current version and just previous version are removed, do not take into
consideration the undetected faults of version 1, which may be present in the code
of version 3. It help us to keep the model simple and easy for parameter estimation.
Let s3 be launched time for release 3. Then FRP for release 3 is given by

m3 tð Þ ¼ a�3 þ a�2 � m2 s2ð Þ� �� �
F3 tð Þs2 � t\s3

In the same manner, we can model FRP for the subsequent releases of the OSS.
In the next section we discuss how to validate model to the real life application.

3 Data Set and Analysis

Data sets for three versions of Apache are considered for the validation of the
proposed model. The data sets of Apache 2.0.35 (first release), Apache 2.0.36
(second release) and Apache 2.0.39 (third release) are used for the estimation of
model parameters [9]. During 43 days of testing for first release (Apache 2.0.35) 74
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faults were detected. For the second releases (Apache 2.0.36) testing was carried
out for 103 days and 50 faults were detected. For release third (Apache 2.0.39)
during 164 days 58 faults were detected.

For estimation of the parameters of the proposed model, the Least Square
Estimation Method is used. In the field of Software Reliability Least Square
Estimation Method is one of the commonly used methods [3]. SPSS, ‘The
Statistical Package for Social Sciences’ software is applied for estimation of
parameters ai; bi; ai and ki of ith release from the data sets. The estimated param-
eters of each release are demonstrated in Table 1. The proposed model is then
compared with the Amir Garmabaki et al. reliability model [6]. For comparison
purpose we have selected Amir et al. reliability model [6] because it proposes a
multi release open source software reliability model under perfect debugging
conditions. In our model we have incorporated error generation in the modeling
framework. By comparing these two models, we can analyze the benefit of
imperfect debugging based models. For comparison we have used important criteria
(Coefficient of Multiple Determination R2ð Þ and Mean Square Error (MSE)), the
goodness of fit analysis results are given in Table 2. From the result it may be
observed that the proposed model provides better fit to the data in comparison to
Amir et al. reliability model. The values of MSE and Ad-R2 corresponding to the
proposed models are better than Amir et al. reliability model [6]. The goodness of fit
of our model may be further judge by looking Figs. 2, 3 and 4. It may be observed
that estimated value is quite near to actual value for all the three releases. From the
Table 1 we may observed the value of parameter a is highest for release 1 of
Apache software as compared to other two versions. It indicates higher rate of error
generation for the initial release as compared to subsequent releases. It may occur
due to the fact that when the project is new then chances of introducing additional
faults during debugging efforts are higher.

Table 1 Parameter estimation results

Parameters Releases

Apache 2.0.35 Apache 2.0.36 Apache 2.0.39

a 73.995 49.991 58.134

b 0.050 0.033 0.027

a 0.082 0.038 0.065

k 0.162 0.046 0.137

Table 2 Comparison criteria results

Releases Models MSE Ad-R2

Apache 2.0.35 Proposed model 3.62 0.993

Amir et al. [6] 3.68 0.992

Apache 2.0.36 Proposed model 5.28 0.989

Amir et al. [6] 5.45 0.986

Apache 2.0.39 Proposed model 0.84 0.995

Amir et al. [6] 0.70 0.995
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• Coefficient of Multiple Determination R2ð Þ
It shows how much proportion of the variation of the data get explained by the

regression model and it measure of the goodness of fit of the model, higher the
value of R-squared, More the model fits to data.

R2 ¼ 1� residual SS
corrected SS

Fig. 2 Goodness of fit for first release

Fig. 3 Goodness of fit for release 2
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• Mean Square Error

It is the mean of the square of the difference between the expected values and the
observed value,

MSE ¼
Xk
i¼1

m0 tið Þ � yið Þ
k

Here, k represents the number of observation. Better the goodness of fit to data if
the MSE is lower. Figures 2, 3 and 4 shows the Goodness of fit for the three release
of Apache respectively.

4 Conclusion

In this era of Information technology OSS represents a paradigm shift in the
software development life cycle. Unlike in closed source software where testing is
performed by a group of testers, OSS is tested by millions of spontaneous volun-
teers during its operational phase. In this paper, we use Weibull probability dis-
tribution function to model FRP of OSS so as to represents the initial increase and
finally decrease in the bug reporting of OSS. As the entire bug reporting are not
valid. Therefore the concept of imperfect debugging has been incorporated in model
building. Proposed model has been validated on a 3 releases fault data sets of
well-known OSS namely, Apache. The results on compared with other well-known
model [6] to illustrate the accuracy of model and goodness of fit. In future we may
extend the model to relate growth in the user population to the faults removed
during debugging process.

Fig. 4 Goodness of fit for release 3
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Barriers to Agile Adoption:
A Developer Perspective

Noshiba Nazir, Nitasha Hasteer and Rana Majumdar

Abstract Agile methods are one of the most widely adopted methodologies for
developing software. Agile methods refer to a family of lightweight methods that
tend to favor working code over documentation, individuals over tools, and col-
laboration over negotiation. Agile methodology proves beneficial over conventional
software engineering methods in terms of time and cost. However, apprehensions of
developer community toward adopting agile are an area of concern that results in
barriers toward complete agile adoption. In this work, we report the barriers
identified through literature survey and results of investigating the relationship that
exists between observed barriers. This paper focuses on structural equation mod-
eling that utilizes different classes of modular approaches and establishes connec-
tions among identified variables, having the fundamental objective of providing a
confirmatory test of a hypothetical model. Our work demonstrates a path model
through the analysis of the identified barriers faced by developers during agile
adoption.

Keywords Agile � Challenges � SEM methodology � Path analysis

1 Introduction

Various organizations use agile methodologies for software development. The main
reason for the deployment of this method is assumed to be the effectiveness to
create powerful applications. Agile consists of process models that have smaller
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phases, where the end product is delivered in “sprints”. Organizations have been
using agile since a very long time, but there are still some issues especially the
challenges that the development team faces that we need to address. The increase in
the use of agile methodologies, leading to reduction in the usage of traditional
methods, develops an extra pressure to take up agile. As we realize that agile has
been very famous, there are numerous reasons why we ought to look at the different
issues faced by the developers for its adoption. One of the issues being that the limit
line of agile approach is currently changing and is no more restricted to little groups
situated in the same spot. Some other issues being the quick pace of adoption,
introducing new staff challenges, and to deal with the human assets [1].

Considering the present popularity of agile practices, it is critical to analyze the
past work in this space and to portray out the different challenges faced by the group
in an agile development environment. We in our previous work examined ten
challenges through a literature review and discovered inter-relationship among them.

The 10 challenges identified were Re-organization of teams (ROT), distributed
work being a continuous negative influence on performance of team (DWCNIPT),
lack of business knowledge among developers (LBKD), requirement to be aware
and learn beliefs and standards of Agile (RABSA), requirement for developers to be
trained for all trades (RDTT), problem faced during individual performance eval-
uation (PIPE), absence of developer motivation to apply agile methods
(ADMAAM), increased dependence on social skills (IDSS), developer panic cre-
ated by translucence of weakness in skill (DPCTWS), and passing on the respon-
sibility of decision-making (PRDM). A questionnaire-based survey was then
conducted and the data collected was used to develop relationship matrix which is
considered to be the first step toward the application of the interpretive structural
modeling (ISM) methodology. The survey was structured on a 5-point Likert scale
and among the ten identified challenges the respondents had to rate them according
to their importance on the scale. In the 5-point scale, 1 correlates to “very low” and
5 to “very high”. The next step was to administer the questionnaire. It was
administered to a total of 50 software companies in India. Fifteen completely filled
questionnaires were received. This gave us the response rate of 30%. ISM proce-
dure has been given the name interpretive structural modeling as it depends on a
gathering or individual understanding whether and how the variables might be
identified with each other. ISM strategy is a procedure which includes illustrating
the connections built up by gathering or individual translation and the general
structure is set up into a digraph and lastly into a model [2].

In this work, we present a structured equation model of the challenges mentioned
above. While ISM is more of a theoretical concept whose end product is a model,
structured equation model (SEM) is a confirmatory concept. SEM utilizes the
different sorts of modular approach to show connections among watched variables,
having the fundamental objective of providing a confirmatory test of a hypothetical
model guessed by the researcher. Particularly, different hypothetical models may be
utilized in SEM giving a confirmation of the inter-relationship among the variables.
The motivation behind the model is to provide representation of covariance matrix
among the variables that are measured. It also helps in providing path analysis
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(e.g., regression) tests models and connections between the variables that are
measured. One another very important parameter of SEM is confirmatory factor
analysis that tests the interrelationships among variables that are measured and the
ones that are latent. SEM also helps in finding latent growth curve models (LGM).
Exceptional instances of structural equation modeling are path analysis, analysis of
factors, and confirmatory factor analysis. In our work, we will be focusing on one
significant model of SEM which is path analysis. To meet the objective of our
study, we use Lisrel 8.80 (Student) software because it gives us statistical analysis
of crude information (e.g., means, correlations, and missing information traditions),
give schedule to take care of missing information and distinguishing exceptions,
create the system’s linguistic structure, graph the model, and accommodate import
and fare of information and figures of a hypothetical model. The rest of the paper is
organized as below. Section 2 is the literature review, and Sect. 3 outlines the
methodology followed. In Sect. 4, we throw some light on the implementation of
the methodology and in Sect. 5, we discuss the results and conclude the work.

2 Literature Review

The limits of agile are now transforming. There is no limitation restricted to
small-scale assembled teams and is widely being used by companies coming out of
their console [3], thus leading to latest issues faced in management of the human
resource of the respective organizations. Now the big decision is finally on the
shoulders of the team depending upon their requirements whether they want to
adopt agile method of development or stick to the existing one. Progressively, more
and more organizations and other stakeholders are pressurizing for the use of agile
[4]. The need to use agile development has forced people from the industry to take
up this task of identifying the challenges the people face for adoption. An analysis
of the literature, allows us to see that agile environments are notably distinct in
context to environments that use more traditional approaches although very often
the distinction between the two is not so black and white [5]. The previous work
focuses on the challenges that the developers face during Agile Software devel-
opment, but they do not use the means to categorize these challenges [1], hence
giving an incomplete idea of these challenges and their effects on development.
From the overall literature review, it was found that although literature has the proof
of mentioning various instances, wherein the Agi1e developers have faced chal-
lenges. But there is still the need of addressing these challenges by categorizing
these challenges based on surveys conducted. We need to understand the rela-
tionship among these challenges, as to how one challenge affects other. This
requires utilization of a proper methodology in establishing the relationship and
developing a final model. We also require a confirmatory model that uses various
types of models to depict relationships among observed challenges, with the goal of
providing a quantitative test of a theoretical model. We in our work have attempted
to establish a path model for analyzing the challenges in depth.

Barriers to Agile Adoption: A Developer Perspective 89



3 Methodology

Structural equation modeling (SEM) uses various types of models to depict rela-
tionships among observed variables, with the goal of providing a quantitative test of
a theoretical model hypothesized by the researcher. More specifically, various
theoretical models can be tested in SEM that hypothesize how sets of variables
define constructs and how these constructs are related to each other [6]. For
example, an educational researcher might hypothesize that a student’s home
environment influences her later achievements in school. A marketing researcher
may hypothesize that consumer trust in a corporation leads to increased product
sales for that corporation. A healthcare professional might believe that a good diet
and regular exercise reduce the risk of a heart attack. In each example, the
researcher believes, based on theory and empirical research, sets of variables define
the constructs that are hypothesized to be related in a certain way.

The goal of SEM analysis [7] is to determine the extent to which the theoretical
model is supported by sample data. If the sample data support the theoretical model,
then more complex theoretical models can be hypothesized. If the sample data do
not support the theoretical model, then either the original model can be modified
and tested or other theoretical mode is needed to be developed and tested.
Consequently, SEM tests theoretical models using the scientific method of
hypothesis testing to advance our understanding of the complex relationships
among constructs. SEM analysis consists of the following steps: Model selection,
model recognition, model assessment, model examination, and model alteration.

3.1 Model Selection

In this step, we make use of the existing work, literature survey, research, and data
to build up a hypothetical model. In this manner, before any information accu-
mulation alternately examination, we indicate a specific model that is ought to be
affirmed utilizing variance–covariance information. At the end, accessible data is
utilized to choose which variables to incorporate into the hypothetical model.
Model detail includes deciding the interrelationships and specifications within the
model that is our priority. A hypothetical model is effectively resolved if the
populace model is relatable with model that is hypothetical—which also means that
the illustrated covariance matrix S is adequately replicated by the model that is
hypothetical. Our objective was subsequently to find out the decision of model that
is most appropriate and create an example covariance matrix. To illustrate the
model selection, we took two-variable circumstance including watched variables
P and Q. Knowing from earlier research that P and Q are exceedingly corresponded,
the question that arises is why. Which hypothetical association is in charge of this
connection? Does P impact Q, does Q impact P, or is there any other third variable
R that impacts both P and Q? There can be numerous conceivable reasons why
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P and Q are connected in a specific manner. We need literature review and spec-
ulations to pick among conceivable clarifications and in this way give the basis for
determining a model—that is, trying an inferred hypothetical model [8].

3.2 Model Recognition

It is difficult that we solve the problem of recognition before identification of
variables. But as soon as the model is selected and the variables are identified, the
variables are connected to create a variance–covariance matrix. The three levels of
model recognition are stated as below:

1. Under-recognized model: this happens if more than one variable is not indi-
vidually recognized and the reason for this being that we are not having suffi-
cient information inside matrix S.

2. Just recognized model: this happens when every variable is individually rec-
ognized and the reason for this being that we are having sufficient information in
the matrix S.

3. Over recognized model: this happens when we have several different ways of
recognizing each variable as we have more than sufficient information in
S matrix [8].

3.3 Model Assessment

This particular step is to assess the variables of the populace in a basic structural
equation model. There is a requirement for us to get estimations for the variables
identified in the model which builds the advised matrix Ó, such that the values of
the variables result in a matrix that is closely related to matrix S. The mechanism of
assessment uses a definite quantity of fitting in order to reduce the difference
between Ó and S. There are certain quantities of fitting or assessment methods that
are available. Some of the early assessment techniques are summed up minimum
squares (GLS), greatest probability (ML), and unweighted or common slightest
squares (ULS or OLS).

There are various correlation methods such as polychoric, Pearson, and poly-
serial that are used by PRELIS to make an asymptotic covariance network for
information into LISREL. There is a forewarning of not using the specifically
utilized blended sorts of correlation matrices and the covariance matrices in a
LISREL–SIMPLIS program; it rather utilizes an asymptotic variance–covariance
network created by PRELIS alongside [8].
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3.4 Model Examination

As soon as the variable assessment is complete, there is a need for a predetermined
structured equation model, where we choose how well the information fits the
model. Or we can also say to what degree is the hypothetical model backed by the
acquired test information. If we want to consider model fit, there are two different
ways to do that. One is to think of some as global sort test that tests the fittings for
the whole model. The second is to analyze the fit of individual parameters in the
model [8].

3.5 Model Alteration

In the event that the fitting of the inferred hypothetical model is not as we expected,
it means as strong as we expect. If this is the case, then in this particular step we
alter the model and consequently assess the changed model. With a specific end
goal to decide in what way to change the model, there are various procedures
accessible for determination errors, so that it becomes relatively easy to modify the
model [8].

4 Implementation

4.1 Path Model

Path model is the consistent expansion of regression models. Path analysis makes
use models having numerous identified variables; it may have any number of
dependent and independent variables. Hence, in order to create a path model, we
require assessing various equations and recognized variables. The data that was
received during the survey acts as an input to create the path. The covariance matrix
generated for the identified challenges is presented in Table 1. Figure 1 illustrates
the path diagram, and the fittings of the parameters are given in Table 2.

5 Discussion and Conclusion

Finding a measurably huge hypothetical model that has useful, substantive sig-
nificance is the essential objective of utilizing basic comparison demonstrating to
test theories. We utilized the accompanying principles in deciding the statistical
noteworthiness and significance of a hypothetical model. The primary premise is
the nonstatistical centrality of the chi-square test and the root-mean-square error of
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Fig. 1 Path diagram

Table 2 Model fittings

Degrees of Freedom 9

Minimum Fit Function Chi-Square 0.39 (P = 1.00)

Normal Theory Weighted Least Squares Chi-Square 0.39 (I = 1.00)

Satorra–Bentler Scaled Chi-Square 45.17 (P = 0.00)

Chi-Square Corrected for Non-normality 467.24 (P = 0.0)

Estimated Non-centrality Parameter (NCP) 36.17 90

Percent Confidence Interval for NCP (18.83; 61.03)

Minimum Fit Function Value 0.028

Population Discrepancy Function Value (F0) 3.29 90

Percent Confidence Interval for F0 (1.71; 5.55)

P-Value for Test of Close Fit (RMSEA < 0.05) ¼ 0.00

Expected Cross-Validation Index (ECVI) 6.29 90

Percent Confidence Interval for ECVI (4.71; 8.55)

ECVI for Saturated Model 3 0.82

ECVI for Independence Model 1.19

Chi-Square for Independence Model with 15 Degrees of Freedom 1 0.11

Independence AIC 1 3.011

Model AIC 69.17

Saturated AIC 42.00

Independence CAIC 23.36

Model CAIC 89.66

Saturated CAIC 77.87

Normed Fit Index (NFI) −39.68

Non-normed Fit Index (NNFI) 5.34

Parsimony Normed Fit Index (PNFI) −23.81

Comparative Fit Index (CFI) 0.0

Incremental Fit Index (IFI) 5.58

Relative Fit Index (RFI) −66.80

Critical N (CN) 7.72

Root Mean Square Residual (RMR) 0.39

Standardized RMR 0.035

Goodness of Fit Index (GFI) 0.99

Adjusted Goodness of Fit Index (AGFI) 0.98

Parsimony Goodness of Fit Index (PGFI) 0.42
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estimation (RMSEA) values, which are overall fit measures. Nonstatistically
paramount chi-square esteem shows that specimen covariance grid and the deliv-
ered model derived covariance framework are tantamount. An RMSEA esteem not
exactly or comparable to 0.05 is seen as commendable. The second premise is the
measurable importance of individual parameter gauges for the ways in the model,
where qualities are prepared by confining the parameter gauges by their different
standard errors. This is alluded to as at esteem and is generally appeared differently
in relation to a tabled t estimation of 1.96 at the 0.05 level of significance
(two-tailed). The last principle is the size and course of the parameter gauges,
giving watchful thought to whether a positive of course negative coefficient looks
good for the parameter gauges.

In our case, we got the chi-square results to be 45.17, which still have got a
scope to get refined, on modification of the model. Same is the case with RMSEA
value wherein the value should always be 0.05 or less and we have got the value of
0.64 which is comparatively on the higher end. The future enhancements of the
work would focus on optimization to improve the results.
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Toward Analysis of Requirement
Prioritization Based Regression
Testing Techniques

Varun Gupta, Yatin Vij and Chetna Gupta

Abstract The regression testing aims to validate the quality of successive software
versions along with the validation of the existing functionality. The new func-
tionality, change requests, and implementation of delayed requirements lead to the
change in the source code, and it might be possible that existing functionality may
malfunction as a result of such changes. Various regression testing approaches are
proposed in the literature, and this paper tries to analyze the state of the art of
requirement priority based regression testing approaches. Few requirement-based
approaches are identified from the literature and were analyzed for their differences
in functionality and other parameters that determine their applicability for doing
regression testing. The results indicate that the existing techniques employ different
parameters (with requirement priority as one of the parameters) and need validation
on large dataset, and the applicability of particular technique as per circumstances is
still uncertain. There is lack of consensus that helps the software tester to decide
which technique is better as per existing scenarios.

Keywords Regression testing � Requirement prioritization � Testing

1 Introduction

Regression testing is aimed at the continuous testing of the newer versions of
incremental software, in order to find errors in new addition or modification of the
present parts of software and guarantees that no new errors have been presented in
beforehand tested code. Software testers analyze software against the test cases and
match the yield acquired with the normal result.
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Testing software is a costly and time-consuming affair if all the test cases are to
be tested. This paper aims at minimizing the test cases that are required to be
executed to test the incremental software; this can be achieved by prioritizing the
test cases on the basis of requirement priorities.

Thus, the testers need selection of test cases which represent all the errors in the
software. This paper is aimed at achieving this task by taking the priorities assigned
requirements and the test suite as input and giving the prioritized test cases as the
output.

The motivation behind this prioritization of test cases is that approx. 45% of the
software functions are never used, 19% functionality is rarely used, and only 36%
of the software functions are used always [1].

2 Related Work

Malhotra et al. [2] include successions of test suite choices and prioritization and is
an augmentation of work completed by Aggarwal et al. [3]. Paper claimed to have
60% reduce in test cases for experiments subsequent to being connected to triangle
classification as a case study.

Srikanth et al. [4] proposed test case prioritization strategy called prioritization
of requirements for test (PORT), based on four factors, i.e., customer priority (CP),
implementation complexity (IC), requirement volatility (RV), and fault proneness
(FP). The values allotted to these four factors are mapped to single priority value
associated with the test case. PORT calculation was utilized on understudy tasks of
size 2500 LOC executed in Java.

In another paper, Srikanth and Banerjee [5] connected same PORT procedure on
three complex projects which resulted in similar fault detection and percentage
contributions.

Gupta et al. [6] proposed hybrid regression testing technique procedure that
intends to diminish the quantity of experiments and all the while expanding error
discovery rate. The test suite decrease was made conceivable by pruning the paths
of the product to be tried. With a specific end goal to perform way pruning, those
ways are chosen that contains proclamations that either influences or gets influ-
enced by the (1) addition, or (2) deletion, or (3) modification. Resulting in ripple
effects created because of the presence of either control or data dependency or both
between variables in statements.

Gupta et al. [7] reported the direct relation between the requirement prioritization
and regression testing. The authors reported that the test cases can be prioritized by
clustering requirements on the basis of requirement priorities. This can fundamen-
tally decrease the quantity of test cases without having bargain with fault detection
rate. Hybrid regression testing technique as proposed by Gupta and Chauhan [1] was
applied to a payroll management system project. The project was delivered in two
increments in two forms, one employing clustering and another without clustering.
The obtained results indicate that the clustering form is better than that without
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clustering. The results are for the project developed from scratch by employing
decision aspect prioritization technique as proposed by Gupta et al. [8] and
requirement prioritization technique as proposed by Gupta and Srivastav [9].

Arafeen et al. [10] in test case prioritization using requirement-based clustering
proposed the use of requirement-based clustering for test case prioritization. They
explored the grouping approach that joins traditional code analysis with enhancing
test case prioritization systems. Their requirements clustering, requirements tests
mapping, prioritization of test cases per cluster, cluster prioritization, and test case
selection were the main elements of the proposal.

Siddik and Sakib [11] proposed that test cases can be prioritized on the basis of a
framework consisting of requirements, design, and code collaboration.

Hettiarachchi et al. [12] in effective regression testing using requirements and
risks showed that the test case can be prioritized using the requirement risks. It
involved estimation of risks by correlating requirements, calculating risk weight for
requirement and risk exposure value, and evaluating additional factors to prioritize
requirement and test cases.

Wang and Zeng in history-based dynamic test case prioritization for requirement
properties in regression testing (2016) proposed that test cases can be prioritized on
the history of fault detection using the requirement classification and requirement
importance.

Ansaria et al. [13] in optimized regression test using test case prioritization used
the ant colony optimization technique to prioritize the test cases for regression
testing. It will take a test case as input and choose one that covering maximum
faults, and then it is checked to see fault coverage to see if all faults in it or not. If
not, choose the next test case on the basis of remaining faults and repeat till all
covered. Once all faults are covered, calculate the total number of faults covered by
each test case which is stored in total fault test case matrix. All the combinations of
test case called paths covering all faults are generated and the best path, from all
paths, is selected on the basis of minimum execution time and pheromone value is
updated as the best path.

3 Result Analysis

The proposed regression testing techniques employ various factors for prioritizing
test cases including the requirement priorities, which is based on the logic that
testing the test cases associated with higher priority requirements would be suffi-
cient enough even if low priority requirements are neglected.

The proposed work requires more validations on varying complexities dataset to
at least be sure about the suitability and scalability of the techniques. The automation
tools must automate the proposed techniques so as to see which technique over-
weights others.
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Further, the work performing the rigorous comparative analysis of the proposed
techniques is missing from literature. Thus, which technique is suitable for which
dataset and under what circumstances is still an unaddressed issue.

Last but not the least, the evaluation of accuracy of requirement priorities is still
unaddressed issue, which may affect the test case prioritizations and hence the
accuracy of the testing.

4 Conclusion and Future Work

The work highlights the need for comparative analysis and individual analysis of
the regression testing approaches on different complexity datasets. The techniques
can be automated which means that it provides more opportunities for technique
improvements and reducing the efforts due to use of the tool.

More rigorous analysis of techniques will make it possible for the software tester
to make a decision about the applicability of regression testing techniques as per the
scenario and given conditions, which are ever changing.
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Formulation of Error Generation-Based
SRGMs Under the Influence of Irregular
Fluctuations

Adarsh Anand, Deepika and Ompal Singh

Abstract Reliability growth models for software have been widely studied in the
literature. Many schemes (like hazard rate function, queuing theory, and random lag
function) have been proposed and utilized for modeling the fault removal phe-
nomenon. Among these, hazard rate function technique has gained significant
attention and has been excessively used for model debugging process. An essential
aspect of modeling has been pertaining to reliability estimation under irregular
fluctuations environment. Another major domain highlighted in Software
Reliability Engineering (SRE) is that of error generation, which has been an
important area of research up till now. This article shows how, using Hazard Rate
Function approach, error generation concept can be studied in a fluctuating envi-
ronment. The utility of the proposed framework has been emphasized in this paper
through some models pertaining to different conditions. The applicability of our
proposed models and comparisons in terms of goodness-of-fit and predictive
validity has been presented using known software failure data sets.
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1 Introduction

Software is practically inexorable in the modern era and since the time we have
moved to the present decade, it has become the driver for almost everything sur-
rounding us. Everyone is heavily affected by the speedy change of software tech-
nology. This heavy dependence of humans on software has enlarged the requirement
for software firms to come up with software with desired level of reliability. Various
SRGMs have been proposed in the past to help the firms to quantify the leftover
faults in the system and majority of them are based on NHPP [1–7].

For the software product delivery, testing of the software is a leading ingredient of
organizes. In this sight, many SRGMs can be employed for the evaluation of relia-
bility. Software testing is a method for modeling the observation/correction of faults
[8]. The very first article in software reliability was given by Hudson, where he talked
about natural birth and death process [9]. After, Hudson, measurement of reliability
was given by Jelinski and Moranda [10]. Many other researches tried to measure
software reliability such as Moranda [11] and Schneidewind [12]. A methodical
approach based on execution time is represented byMusa [13]. Goel andOkumoto [1]
gave an SRGM based on the presumption that the fault causing a failure is immedi-
ately removed and is also called as exponential SRGM (G-O model). It is one of the
most widely usedmodels that verywell exist in software reliability literature. Amodel
with the concept of failure observation and corresponding fault removal phenomenon
was given by Yamada et al. [7]. Researchers have also tried to organize the case of
imperfect debugging environment under the idea of prolonged testing in which
softwarefirms issue patches in order tofix failures in operational phase [14]. Recently,
features enhancement archetype SRGMwas given by Anand et al. [15] in which they
have discussed release time determination also.

First, SDE-based SRGM was introduced by Yamada et al. [16]. The model
assumed that fault detection rate is constant along with the noise factor. Later,
Yamada et al. [17] considered different types of fault detection rate to obtain dif-
ferent types of software reliability measures using the probability distributions.
Then, Shyur [18] captured the behavior of stochastic-based SRGMs under the
influence of imperfect debugging and change point. Moreover, Kapur et al. [19]
employed logistic error detection rate in the modeling of SDE-based generalized
Erlang model. Kapur et al. [20] gave an approach to formulate SDE-based SRGMs
under unification scheme. Lately, Singh et al. [21] inculcated the impact of ran-
domness in the formulation of multi-up-gradation software releases. Yamada et al.
[16] proposed stochastic differential equation-dependent modeling for software
reliability assessment. Like Yamada, many researchers [3] have proposed SRGMs
inculcating the concept of Itô type SDE to measure software reliability. Later on,
Tamura et al. proposed a flexible SDE model describing an FDP with distributed
development environment [22]. An S-shaped SRGM that inculcates an irregular
fluctuation has been represented by Lee et al. [23].

A significant number of researchers have also studied the impact of uncertain
factors, and they suggested the influence of randomness in the fault detection
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rate [3]. During the debugging process, some changes that affect the whole testing
environment are termed as randomness. Usually, random fluctuations arise due to
numerous factors such as testing effort expenditure, testing skill, strategies, etc. [3].
The presence of these factors includes the noise factor in the fault removal phe-
nomenon that represents the stochastic behavior in testing process.

Rest of the manuscript is prearranged as follows: First, modeling framework has
been described in a section and further it comprises three subsections namely
notations, assumptions, and SDE-based modeling. Then, we have discussed data
analysis for all six SRGMs. Conclusion and acknowledgement have been provided
at last, followed by references.

2 Modeling Framework

This section provides the illustrative description of the proposed SDE-based fault
removal phenomenon. These are the set of notations and presumptions which have
been used in this paper.

2.1 Notations

NðtÞ Continuous random variable
EðNðtÞÞ ¼ zðtÞ Expected number of faults observed or eliminated by time “t”
aðtÞ Total fault content dependent on time “t”
x During debugging process, a rate at which the errors may be

introduced
q Error removal rate
FðtÞ Cumulative distribution function
f ðtÞ Probability density function
v Learning parameter in the logistic function
wðtÞ Intensity function
s A positive fixed value that symbolizes the scale of irregular

fluctuations
fðtÞ Hazard rate function

2.2 Assumptions

During the testing phase, NHPP is used to illustrate the failure phenomenon. In
nonhomogenous Poisson process, Poisson distribution has been used and it shows
the probability of events occurring in a fixed interval of time. For continuous
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random variable, the counting process fNðtÞ; t� 0g of NHPP is represented in
mathematically form as [3]

P½NðtÞ ¼ k� ¼ ðzðtÞÞk
k! e�zðtÞ; k ¼ 0; 1; 2. . .. . .; e ¼ 2:7181 ð1Þ

and

zðtÞ ¼
Z t

0

wðxÞdx ð2Þ

wðxÞ is the intensity function in SRE literature and zðtÞ shows the accumulation
with definite limits (time interval) of intensity function. These are following pos-
tulates for proposed SRGMs:
(a) Failure phenomenon tends to follow NHPP.

(b) In the fault removal process, there is a probability that new faults may generate
with a fixed rate x.

(c) At any time, fault observation/elimination rate may transform accordingly.
(d) The rate of fault removal is represented as a stochastic process.
(e) It is assumed that the total amount of faults is a monotonically increasing

function of time t.

In above presumptions, (b) captures the impact of error generation.

2.3 Stochastic Differential Equation-Based Modeling

In this segment, error generation-based SRGMs under the influence of irregular
fluctuations has been formulated. In order to capture the randomness, we have
stochastic differential equation that can be communicated analytically as an ordi-
nary differential equation that includes irregular fluctuating function of time. This
equation describes the Wiener process, and mathematically it is analyzed by Itô
stochastic calculus [24]. In the software system, during testing process remaining
number of faults steadily decreases. Under the common postulation of software
reliability growth modeling, following first-order and first-degree differential
equation can be considered as

dNðtÞ
dt

¼ qðtÞða� NðtÞÞ ð3Þ

where qðtÞ refers to the fault detection rate dependent on testing time “t”. It has
been recurrently analyzed that qðtÞ is not entirely identified and is subject to several
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environmental consequences. Therefore, it is considered that qðtÞ to be stochastic
parameter instead of deterministic which inculcates an arbitrary term in ordinary
differential equation Eq. (3) to transform it into the SDE. The Stochastic parameter
associates with a “noise” term and it takes the following form:

qðtÞ ¼ fðtÞþ 0
noise

0 ð4Þ

The accurate behavior of the noise is difficult to be known so the function fðtÞ is
presumed to be stationary:

qðtÞ ¼ fðtÞþ s cðtÞ ð5Þ

where cðtÞ is the standard Gaussian white noise and s is a nonnegative fixed value
that symbolizes measure of the irregular fluctuations. Now the SDE given in (3) can
be structured as

dNðtÞ
dt

¼ fðtÞþ scðtÞÞða� NðtÞð Þ ð6Þ

) dNðtÞ
dt

¼ fðtÞða� NðtÞþ scðtÞða� NðtÞ ð7Þ

One-dimensional Wiener process WðtÞ is calculative as the integration of ran-
dom variable cðtÞ, and Brownian motion is the best example of Wiener process, i.e.,

dWðtÞ
dt

¼ cðtÞ ) WðtÞ ¼
Z

cðtÞ ð8Þ

These are following basic axioms for Wiener process WðtÞ [3]:
i. Wiener process is the continuous process.

ii: Wð0Þ ¼ 0
iii. Wiener process follows a normal distribution with mean 0 and variance u, i.e.,

Wðtþ uÞ �WðtÞ� Nð0; uÞ.
SDE given in Eq. (7) can be extrapolated to the following differential equation

[16, 24–26]:

dNðtÞ ¼ ðfðtÞ � 1
2
s2ÞðaðtÞ � NðtÞÞdtþ sðaðtÞ � NðtÞÞdWðtÞ ð9Þ

Now in stochastic environment, it is considered that the deterministic term of
detection rate, fðtÞ, follows hazard rate [3]:
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fðtÞ ¼ f ðtÞ
1� FðtÞ ð10Þ

Below is the basic mathematical derivation structure of hazard rate [3].
It is considered that in a time interval t1; t2½ �, the probability of system failure can

be expressed as

Zt2
t1

f ðtÞ ¼
Zt2
0

f ðtÞdt �
Zt1
0

f ðtÞdt

Zt2
t1

f ðtÞdt ¼ Fðt2Þ � Fðt1Þ

Zt2
t1

f ðtÞdt ¼ Rðt1Þ � Rðt2Þ *RðtÞ ¼ 1� FðtÞ

9>>>>>>>>>>>>>=
>>>>>>>>>>>>>;

ð11Þ

The rate of failure is structured precisely as

Zt2
t1

f ðtÞdt

ðt2 � t1ÞRðt1Þ ¼
Rðt1Þ � Rðt2Þ
ðt2 � t1ÞRðt1Þ ð12Þ

If we redefined length of the time interval as t; tþDt½ �, the failure rate can be
defined as

RðtÞ � RðtþDtÞ
DtRðtÞ

and hazard function fðtÞ can be obtained taking limit Dt ! 0, hence

fðtÞ ¼ RðtÞ�RðtþDtÞ
DtRðtÞ

¼ 1
RðtÞ � d

dt RðtÞ
h i

¼ f ðtÞ
RðtÞ ¼ f ðtÞ

1�FðtÞ

9>>=
>>; ð13Þ

i.e., hazard rate is the ratio of probability density function f ðtÞð Þ and survival
function RðtÞð Þ. There are two conditions which satisfy hazard rate [3]:
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ðaÞ fðtÞ� 0 8t� 0

ðbÞ
Z1
0

fðtÞdt ¼ 1

In the testing process, the behavior of testing is influenced by the various factors
like testing effort, expenditure, testing skill, method of testing, and strategy [3];
these major factors come randomly in the environment. In order to capture the
stochastic nature (uncertainty) and the generic behavior of hazard rate (discussed
above) in the proposed modeling framework, we have considered that Eq. (9) can
be rewritten as

dNðtÞ ¼ f ðtÞ
1� FðtÞ �

1
2
s2

� �
ðaðtÞ � NðtÞÞdtþ sðaðtÞ � NðtÞÞdWðtÞ ð14Þ

Further, integrate both sides to solve the above SDE,

Z
dNðtÞ ¼

Z
f ðtÞ

1� FðtÞ �
1
2
s2

� �
ðaðtÞ � NðtÞÞdtþ

Z
sðaðtÞ � NðtÞÞdWðtÞ ð15Þ

Random variable NðtÞ is presumed to be continuous and its expected value is
given as EðNðtÞÞ ¼ ZðtÞ. Now taking expectation on both sides,

Z
dzðtÞ ¼

Z
f ðtÞ

1� FðtÞ �
1
2
s2

� �
ðaðtÞ � zðtÞÞdtþE

Z
sðaðtÞ � NðtÞÞdWðtÞ

� �
ð16Þ

Using the property of Itό Integral, the second component of the Eq. (16) is zero,
i.e.,

E
Z

sðaðtÞ � NðtÞÞdWðtÞ
� �

¼ 0 ð17Þ

which implies that the nonanticipating function will be statistically independent in
the future of “t ”or mathematically we can say that if we take the expected value of
any nonanticipating function then it vanishes the whole component, i.e.,

E
RT
0
JðtÞdWðtÞ

� �
¼ 0; This means that, by Ito convention, the integral has a constant

mean for all “t” [27].
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Therefore, SDE can be modeled as

Z
dzðtÞ ¼

Z
f ðtÞ

1� FðtÞ �
1
2
s2

� �
aðtÞ � zðtÞð Þdt ð18Þ

Now, we consider that faults can be introduced during the debugging phase with
a constant fault introduction rate x. Therefore, fault content rate function aðtÞ is a
linear function of the expected number of faults zðtÞ detected by time t. This
environment arises when the testing team might not be able to fix the bugs per-
fectly, that is, while performing the activity of removing the errors some new errors
are also generated with a constant rate in the total fault span. It takes the following
continuous algebraic functional form [3]:

aðtÞ ¼ aþxzðtÞ; x[ 0 ; ð19Þ

So Eq. (18) can be written as follows:

Z
dzðtÞ ¼

Z
f ðtÞ

1� FðtÞ �
1
2
s2

� �
ðaþxzðtÞÞ � zðtÞð Þdt ð20Þ

The above differential equation is solved using the seed value zð0Þ ¼ 0,

zðtÞ ¼ a
ð1� xÞ 1� 1� FðtÞf gð1�xÞeð1�xÞ12s2t

h i
ð21Þ

Equation (21) represents the mean value function based on pure generation
pedagogy and it inculcates the concept of irregular fluctuating environment.

To model the fault removal phenomenon, we assume that FðtÞ follows different
distributions in above differential Eq. (21) and making use of different distributions,
some models are elaborated in the following SRGMs [28, 29].

SRGM-1
Exponential distribution function is used in SRGM-1. This distribution has a
constant rate and it is broadly used in modeling of software reliability. It designates
the uniform distribution of faults.

Let FðtÞ� expðqÞ
i.e., FðtÞ ¼ 1� expð�qtÞ
Substituting the value of F (t) in Eq. (21), we have

zðtÞ ¼ a
ð1� xÞ 1� e 1�xð Þ �qþ 1

2s
2ð Þth i

ð22Þ

In Eq. (22), the mean value function (MVF) has been represented for expo-
nential distribution.
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SRGM-2
Let FðtÞ be two stages Erlangian distribution function, i.e., in this distribution, fault
removal process can be done in two stages: first, faults are detected and finally those
detected faults are removed by the testing team in the software.

FðtÞ� Erlang (2 q)
i.e., FðtÞ ¼ ½1� ð1þ qtÞ expð�qtÞ�

zðtÞ ¼ a
ð1� xÞ 1� ð1þ qtÞð1�xÞeð1�xÞð�qþ 1

2s
2Þt

h i
ð23Þ

in above Eq. (23), zðtÞ shows expected number of faults using Erlang two-stage
distribution.

SRGM-3
In SRGM-3, logistic distribution has been used. It has an S-shaped representation
that is widely used in reliability. It looks like the normal distribution in contour.

Let F(t) * logistic distribution (q, v)

FðtÞ� 1� expð�qtÞ
1þ v expð�qtÞ

� �

zðtÞ ¼ a
ð1� xÞ 1� 1þ v

1þ ve�bt

� �ð1�xÞ
eð1�xÞð�qþ 1

2s
2Þt

" #
ð24Þ

Above Eq. (24) integrates learning phenomenon in MVF.

SRGM-4
Erlang 3-stage distribution has been used in SRGM-4. In this distribution, phe-
nomenon of fault removal can be done in three stages: first, testing team observes
the faults and then isolates and finally they remove the isolated faults in the soft-
ware system.

FðtÞ� ½1� 1þ qtþ q2t2

2

� �
e�qt�

zðtÞ ¼ a
ð1� xÞ 1� 1þ qtþ q2t2

2

� �ð1�xÞ
eð1�xÞð�qþ 1

2s
2Þt

" #
ð25Þ

Equation (25) represents the MVF for Erlang 3-stage distribution.

SRGM-5
Weibull distribution (in SRGM-5) is much used in SRE. Due to its versatile nature,
it can take the characteristics of other type of distributions. Thus, we can say that

Formulation of Error Generation-Based SRGMs Under … 111



generalization of exponential distribution is Weibull distribution because of its
flexible nature.

FðtÞ� ð1� e�qtkÞ; k[ 0

where k is the shape parameter (or slope).

zðtÞ ¼ a
ð1� xÞ 1� eð1�xÞðqtk þ 1

2s
2tÞ

h i
ð26Þ

This expression (in Eq. (26) describes the MVF for Weibull distribution.

SRGM-6
In SRGM-6, Rayleigh distribution is the measure of a two-dimensional random
vector whose coordinates are distributed identically.

FðtÞ� 1� e�qt2
2

� �

zðtÞ ¼ a
ð1� xÞ 1� eð1�xÞð�1

2qt
2 þ 1

2s
2tÞ

h i
ð27Þ

Using the Rayleigh distribution, we can see the MVF with stochastic environ-
ment in Eq. (27).

3 Model Validation, Comparison Criteria, and Data
Analysis

To illustrate the application of proposed SRGMs, SAS [30] has been used and
parameters have been calculated. The first dataset (DS 1) has been taken from
Wood [31] that comprised of 12 weeks and 61 faults. The second dataset (DS-2)
has been taken Kanoun et al. [32] that comprised a total of 461 faults removed in
81 weeks.

The parameter estimation is carried out using the least square estimation pro-
cedure of nonlinear regression method and in order to statistically infer the results
of nonlinear regression, five types of goodness-of-fit measures SSE, MSE,
Root MSE, R2, and Adj. R2 are applied. The parameter estimation and comparison
criteria results for DS-1 and DS-2 of all models under consideration can be viewed
through Tables 1, 2, 3, and 4. The performance of SRGMs is judged by their
capability to fit the past software failure data (goodness-of-fit) and predicting the
future performance of the faults (as shown in Figs. 1 and 2 for respective datasets).

From Tables 3 and 4, it can be keenly analyzed that the value of R2 and adj. R2

are higher for SRGM-5 (for Weibull distribution) and value of all statistical error is
lower in comparison with other models (SRGMs) and provides fine goodness of fit
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Table 1 Parameter estimates for DS 1

Models a q x s m k

SRGM-1 100 0.0674 0.5239 0.0400 – –

SRGM-2 70 0.3169 0.0600 0.1600 – –

SRGM-3 70 0.3999 0.0600 0.5577 1.2803 –

SRGM-4 71 0.4670 0.0003 0.0003 – –

SRGM-5 67 0.04114 0.0600 0.0030 – 1.6500

SRGM-6 69 0.06000 0.0069 0.2724 – –

Table 2 Parameter estimates for DS 2

Models a q x s m k

SRGM-1 510 0.02673 0.0661 0.400 – –

SRGM-2 465 0.6555 0.0600 0.0030 – –

SRGM-3 500 0.3951 0.0600 0.0033 1.1000 –

SRGM-4 476 0.1027 0.0003 0.003 – –

SRGM-5 500 0.5086 0.01724 0.990 – 1.0052

SRGM-6 469 0.00199 0.0069 0.030 – –

Table 3 Comparison criteria for DS 1

Models SSE MSE Root MSE R2 Adj. R2

SRGM-1 200.7 20.741 4.4804 0.961 0.957

SRGM-2 78.288 7.8288 2.7980 0.985 0.983

SRGM-3 65.851 7.316 2.705 0.988 0.984

SRGM-4 93.304 8.482 2.912 0.982 0.982

SRGM-5 71.122 7.112 2.666 0.986 0.985

SRGM-6 272.2 24.74 4.975 0.945 0.947

Table 4 Comparison criteria for DS 2

Models SSE MSE Root MSE R2 Adj. R2

SRGM-1 8089.0 103.7 10.183 0.994 0.994

SRGM-2 48415.2 605.2 24.600 0.966 0.966

SRGM-3 19384.4 242.3 15.566 0.987 0.984

SRGM-4 107072 1338.4 36.584 0.925 0.925

SRGM-5 6780.1 86.9246 9.323 0.995 0.995

SRGM-6 134,189 1677.4 40.955 0.915 0.915
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in graphically(as shown below). Finally, on the basis of performance analysis, we
can say that SRGM-5 gives better results in all perspectives for both data sets.

4 Conclusion

Numerous SRGMs have developed to scrutinize the reliability growth during the
testing phase and several are in pipeline. In order to capture the uncertainty in the
environment, we have used the hazard rate technique for proposing all models and
also discussed the different types of distribution such as exponential, Erlang
2-stage, logistic, Erlang 3-stage, Weibull, and Rayleigh. In this manuscript, we have
formulated SRGMs under the influence of irregular fluctuations with the concept of
error generation. Different comparison criteria are considered for the analysis and to
compare the models. The proposal has been validated on software failure datasets.
It is clear from the tables that the value of R2 (which measures the percentage of
total variation by the fitted curve) for SRGM-5 is higher and value of SSE, MSE,
and root MSE is lower in comparison with other models and thus provides better
goodness-of-fit curves for DS-1 and DS-2. Thus, SRGM-5 which is analyzed by
Weibull distribution is most significant for both fault removal datasets.
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Decision Aspect Prioritization
Technique for Incremental Software

Varun Gupta, Siddharth Sethi and Chetna Gupta

Abstract In incremental softwares, software is delivered incrementally where each
increment implements some agreed high priority requirements. Priority of a
requirement is decided by considering different aspects. A new technique has been
proposed for the prioritization of decision aspects. The proposed technique priori-
tizes the decision aspects by using historical data thereby reducing the time taken in
the prioritization and prioritization of decision aspects is done by the stakeholders.
The technique aims to enhance the software success rate by optimal selection of
decision aspects for prioritization of software requirements in an efficient manner
which is not time-consuming and thus increases software’s success rate.

Keywords Decision aspects � Decision aspect prioritization

1 Introduction

In incremental software, software is delivered incrementally where each increment
implements some agreed high priority requirements [2]. Priority of a requirement is
decided by considering different aspects. Prioritization must result in selection of
optimal of requirements to enhance software success rate and as requirements are
prioritized by aspects, it is important to choose the right aspect as the success of a
software invariably depends on the selection of requirements which are prioritized
by decision aspects [4].

As there are a large number of aspects, there is a need for prioritization of
decision aspects. A new technique has been proposed for prioritization of decision
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aspects by drawing aspects from similar successful projects and the aspects con-
sidered important by the software developers. Criteria, factor, element, parameters
are terms that express the same notion as aspects [3]. Decision aspects influence the
priority of requirements which creates a win-win situation for the software projects.

The effectiveness of decision aspects depends on how the trade-off between
aspects is negotiated and how the viewpoints of the stakeholders are handled [2].

In this paper, a new method for prioritization of decision aspects has been
proposed. The proposed method uses historical data of decision aspects chosen
before for similar projects thus thereby reducing the time taken in selection of
decision aspects and thus not causing much delay in the project. The proposed
approach can be used for prioritization of decision aspects by considering the
aspects chosen from similar successful projects thereby knowing what aspects have
more importance in the success of the project and as with time the aspects priority
changes it allows the management to change its priority value. It also allows the
management members to add the aspects that they are relevant to the project’s
success.

2 Related Work

Most of the work in the field of requirement prioritization focuses upon the various
requirement prioritization techniques and the comparison between the various
prioritization techniques. Only one paper was extracted from the literature survey
and one research work [1] which was not identified at the time of literature survey
due to non-indexing was also included for review. Both the papers talk about the
importance of decision aspects and give a method for prioritization of decision
aspects. The details of the extracted papers are as follows:

Gupta et al. [2] identified that if the right set of decision aspects are not chosen,
then the efficiency of the prioritization technique will have no role to play in
selection of optimal set of requirement, hence the need to prioritize the decision
aspects. The paper gives a method for prioritization of decision aspects in a globally
distributed environment. The proposed technique involves giving weights to
development sites based on the experts and the kind of activity to be done at that
site. Followed by prioritization of the aspect at every site and then generating the
priority of a decision aspect by multiplying the values of the site with the priority
value of the aspect at that site and summing all the values generated. If the priority
values differ beyond the threshold value at a site, then local negotiations are done
whereas if priority values differ beyond the threshold value at different sites then
global negotiations are performed. Negotiations perform prioritization by drawing a
common consensus among the stakeholders thus, creating a win-win situation.
Berander et al. [1] highlight that most work has been done in finding approaches to
compare different techniques, and less emphasis has been given on which decision
aspects should be focused upon. In the literature study, it was found that different
studies focus on different aspects, and it is highly unlikely that there exist an
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ultimate set of aspects. Thus, aspects vary for project to project, and the perspective
of stakeholders should be considered, hence the need for decision aspect prioriti-
zation. The process adopted for the decision aspect prioritization firstly involved
elicitation of decision aspects and defining of decision aspects followed by the
prioritization of decision aspects and lastly, a feedback meeting is held. The overall
literature doesn’t really focus on decision aspects. The work that has been identified
in literature doesn’t get executed in the software engineering practices of selection
of decision aspects.

3 Problem Statement

This paper uses historical data of decision aspects chosen before for similar suc-
cessful projects and negotiations for the prioritization of decision aspects. This is
achieved by gathering decision aspects used in successful similar aspects with their
prioritization values and negotiations if there is a difference in opinion thereby
creating a win-win situation.

How the software organizations will optimally prioritize a large number of ever-changing
aspects implying a large number of stakeholders.

4 Proposed Approach

As in incremental software, a different set of requirements are implemented in each
version, and it is necessary to choose the right set of requirements for its success. As
for example for gaming application if the graphics aren’t proper it will ensure that
the game isn’t a success as it won’t appeal to the gamers. Thus, to increase the
success rate of the product following steps must be undertaken.

• First of all, similar successful projects should be seen and taken a cue from like
which aspects have been considered important and check the priority value
assigned to them and make a list of all the aspects by taking the average of the
priority value of similar aspects.

• The list generated should be sent to all the members of the management team
and each stakeholder/member should have assigned weightage as per their
importance to the team.

• As the relevance of an aspect may increase or decrease with time as the
requirements are ever changing each member can modify the value of an aspect
by a range from −9 to +9. So, if PAspect1 is a value of a particular aspect then, its
value is
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PAspect1 ¼ Ws1 � Pþ PUPDT1ð ÞþWs2 � Pþ PUPDT2ð Þþ � � � þWsn � Pþ PUPDTNð Þ½ �=n ð1Þ

where WSi the weight of a stakeholder, P is the average value as generated from
previous successful similar projects and PUPDTi is the value updated by the
stakeholder.

• Following this, an empty list should be sent to all stakeholders ask them to send
the aspects they consider to be important along with their priority value. The
generated list should be merged and the average of similar aspects should be
done as

PAspect2 ¼ Ws1 � PS1ð ÞþWs2 � PS2ð Þþ � � � þWsn � PSnð Þ½ �=n ð2Þ

• Both the lists generated from Eq. (1)–(2) should be merged by taking the
average of value of an aspect which occurs in both the lists. Based on the final
list aspects should be ranked based on their priority value.

• After this, a feedback meeting should be held where if there is a difference of
opinion, negotiations among the stakeholders should take place to draw a
common consensus among them.

Algorithm: Decision Aspect Prioritization

STEP 1 Make a list of decision aspects which have been used in the similar
successful projects and with their prioritization values.

STEP 2 In the list, take the average of the decision aspects which represent the
same meaning for ex. Customer satisfaction and business value by taking
average of those aspects.

STEP 3 Send the list generated from step 1 to the management team.
STEP 4 Assign weight Ws to each team member according to their importance to

the team.
STEP 5 Ask each team member to update the priority value P of each aspect by

adding value PUPDT to the priority value, where PUPDT ranges from −9
to 9.

PAspect1 ¼ Ws1 � Pþ PUPDT1ð ÞþWs2 � Pþ PUPDT2ð Þþ � � � þWsn � Pþ PUPDTNð Þ½ �=n
ð3Þ

STEP 6 Calculate Paspect for all aspects following step 4.
STEP 7 Send the stakeholders an empty list and ask them to give the aspects they

consider important with their priority value PASP.
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STEP 8 Each member should list all the aspects considered to be important and
give their priority value.

STEP 9 Calculate priority value of each aspect PAspect as

PAspect2 ¼ Ws1 � PS1ð ÞþWs2 � PS2ð Þþ � � � þWsn � PSnð Þ½ �=n ð4Þ

STEP 10 Merge both the list and rank aspects based on their priority value PAspect

PAspect ¼ PAspect1 þ PAspect2
� �

=2 ð5Þ

STEP 11 Hold a feedback meeting to perform negotiations if there is difference in
opinion to draw a common ground and create a win-win situation.

5 Research Questions

The foremost objective of this research is to provide a method for decision aspect
prioritization which uses data from similar successful projects thus thereby reducing
the reliance on gut feeling/personal opinions. The paper tries to answer the fol-
lowing questions:

RQ [1]: How to optimally prioritize a large number of aspects?
RQ [2]: How decision aspect prioritization will be able to satisfy all stakeholders?

6 Conclusion and Future Work

Paper proposes a new approach which uses data from similar successful projects for
the optimal prioritization of decision aspects. Simple prioritization of aspects uses
greatest number of votes or value [2]. As aspects are an important part of priori-
tization of requirement, selection of right decision aspects is important. The
above-proposed algorithm reduces time consumption by taking data from similar
successful projects available for prioritization of decision aspects. As aspects and
priority value of aspects are also taken for similar software projects, it reduces the
risk and over-reliance on guesswork as has been the case with the software’s
specially in the beginning of software development.

With respect to research questions given in the previous section is concluded as
follows:

RQ1: To optimally prioritize a large number of aspects findings from similar related
projects are used which will decrease the reliance on personal opinions and gut
feeling of stakeholders involved thereby resulting in optimal selection of decision
aspects as these aspects have been resulted in successful projects in the past.
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RQ2: The decision aspect prioritization will be able to satisfy stakeholders as the
priority values of aspects taken from previous successful projects can be modified
by the stakeholders and they can give the aspects they consider to be important and
if there is a conflict of interest negotiations can take place among the stakeholders.

This paper provides future work directions. Tools for prioritization of decision
aspects can also be expected and techniques shall be made which shall reduce
reliance on guesswork. This approach can further be extended for globally dis-
tributed environments.
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Reliability Growth Analysis
for Multi-release Open Source
Software Systems with Change Point

Anu G. Aggarwal, Vikas Dhaka, Nidhi Nijhawan
and Abhishek Tandon

Abstract Open source software has now become an essential part of the business
for huge segment of developers to enhance their visibility in public. Many of the
open source communities are continuously upgrading the software through series of
releases to improve its quality and efficiency. Here in this paper, general framework
is presented to model fault removal process (FRP) for multiple releases of OSS
using the concept of change point on discrete probability distribution. To validate
our model, we have chosen two successful open source projects-Mozilla and
Apache for its multi release failure data sets. Graphs representing goodness of fit of
the proposed model have been drawn. The parameter estimates and measures of
goodness of fit criteria suggest that the proposed SRGM for multi release OSS fits
the actual data sets very well.

Keywords Open source software (OSS) � Software reliability growth model
(SRGM) � Multiple releases of OSS � Change point

1 Introduction

Over a few years, open source software has come a long way. It provides its users
boundless liberty to freely use, examine and modify the source code. Large number
of software firms is stepping up open source initiatives for the better stability,
security, quality and the accessibility [1, 2]. However, developers as of today find
software multi up gradation as almost inevitable so as to sustain dynamic com-
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puting needs of their customers and extreme market challenges. To unveil the latest
versions of their product with more features, software companies embrace the multi
release development approach. These upgraded versions may lead to high fault
count in the software. Software upgrade is worthy only if it leads to better reliability
with less safety hazard.

Software reliability has been an important concern in IT industry and is used to
appraise software quality relating to the residual fault content in the system. To
estimate software reliability while testing phase of development process, SRGMs
are very useful. Researchers have contributed their effort on the study of multi
up-gradation for closed source software [3, 4, 5, 6, 7, 8] but the same approach is
limited in OSS [9, 10, 11, 12, 13]. Due to distinct contributors with different level of
skills and resources, it is imperative and realistic to consider the effect of change
point during fault removal phenomena of open projects. During the testing process,
sudden changes in debugging situation may results to change in fault removal rate
(FRR) depending on the severity of faults detected, changing strategies adapted by
testing team, program size, testing efforts and software testability. The time points
at which change in FRR appear are known as change points. Lately, the concept of
change point with respect to fault removal process has been widely discussed
[14, 15] but the effect of up-gradations incorporating change point has been dis-
cussed by a few [16, 17, 18].

The proposed model considers the possibility of having multiple change points
during reliability growth of OSS with successive releases under discrete time scale.
Discrete models relate expected number of faults removed to number of test cases
executed or number of testing periods for which testing continued and perform as
good or sometimes better as compared to continues time models [19].

This paper is divided into eight sections as follows: Sect. 2 outlines few
important notations followed by a list of assumptions stated in Sect. 3. Model
development of fault removal process for an OSS is presented using hazard rate
function in Sect. 4. Section 5 presents the generalized framework for modeling the
multiple releases incorporating the effect of change point and in particular discrete
Weibull function has been used as a hazard rate function for illustration. The
parameters estimation of the proposed model (on considered change points) using
real life fault count data sets for two OSS projects: Mozilla and Apache for three
consecutive releases followed by the comparison analysis has been done in Sect. 6.
Curves representing goodness of fit have been shownand data analysis has been
performed in Sect. 7. Section 8 presents conclusion of the proposed work.
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2 Notations

n Number of testing periods

mðnÞ Expected number of faults removed/corrected during n

miðnÞ Mean value function (MVF) for FRP corresponding to releasei; i = 1,2,…

kðnÞ Intensity functions for FRP

a Initial number of faults present in the software just before the testing starts

ai Initial number of faults present in the ith release of software

bi Per fault FRR corresponding to release i

ki Shape parameter corresponding to release i

FðnÞ Probability distribution function (PDF) for the number of faults removed/corrected
during n

f ðnÞ Probability mass function (PMF) for the number of faults removed/corrected during n

biðj�1Þ FRR per remaining fault before change point during n for ith release (j = 1, 2, …
k + 1)

bi j FRR per remaining fault after change point for ith release

nic Change point in ith release, si�1\nic � si ; c ¼ 1; 2; . . .:k

si Release time for ith release

3 Assumptions

1 In the course of software testing, a failure is said to have occurred when test cases are run
and the desired and actual output obtained do not match

2 During execution software is subject to failures due to leftover faults of the software

3 At any time failure rate is proportional to the leftover faults of the software

4 Fault content in the software before the testing starts is finite

5 Debugging process is perfect i.e., new faults do not occur in the software during its testing

6 FRP in the software is modeled by Non Homogeneous Poisson Process (NHPP) while the
initial fault content is assumed to be a Poisson random variable

7 From failure observation point of view, all the faults are mutually independent

8 FRR may not remains constant but it may changes during execution of any test cases due
to varying nature of bug reporting or OSS population user growth

9 There may exist multiple change points during different releases of the software

4 Model Development

Suppose fNðnÞ; n� 0g be a discrete time NHPP with m(n) as the MVF which
describes software failure phenomenon. It may be shown that:
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PrðNðnÞ ¼ kÞ ¼ ðmðnÞÞk
k!

expðð�mðnÞÞ ¼ 0; 1; 2. . .: ð1Þ

Using the assumption (3) stated above, the difference equation for FRP may be
given as:

mðnþ 1Þ � mðnÞ ¼ F nþ 1ð Þ � FðnÞ
1� F nð Þ a� m nð Þð Þ: ð2Þ

Now on solving Eq. (2) with initial condition m(0) = 0, m(n) for FRP may be
expressed as:

m nð Þ ¼ aF nð Þ: ð3Þ

By selecting an appropriate F(n), we can derive MVF for the discrete SRGM.
Using Eq. (3), intensity function kðnÞ is given by:

kðnÞ ¼ a f ðnÞ : ð4Þ

where

f ðnÞ ¼ DFðnÞ ¼ Fðnþ 1Þ � FðnÞ; kðnÞ ¼ mðnþ 1Þ � mðnÞ: ð5Þ

We can rewrite

kðnÞ ¼ f ðnÞ
1� FðnÞ a� m nð Þð Þ : ð6Þ

Introducing sðnÞ ¼ f ðnÞ
1�FðnÞ

Where sðnÞ denotes hazard rate function or the rate at which failure occurs per
leftover fault. Rewriting Eq. (2) as:

mðnþ 1Þ � mðnÞ ¼ sðnÞ a� mðnÞ½ �: ð7Þ

5 Modeling Framework for Multiple Releases
of OSS with Change Point

On the basis of bug reports of previous release from the user end involving millions
of spontaneous contributors or volunteers, OSS progressively improves during its
operational phase [20]. In the meantime new version occupied with added func-
tional requirements is made available by the developers for its clients, the modeling
for which is done using the fact that during testing of newly integrated code a
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number of bugs reported after the release of just previous version are removed
along with faults which were introduced in the new code. Multi release OSS
development process continues with their bug reports and their debugging to bring
software quality and enhancement.During testing, different phase of OSS devel-
opment process as suggested by Jorgensen [21] relate to each other for multi release
software as represented in Fig. 1.

This section proposes a generalized framework to model FRP for multiple
releases of OSS using the concept of change point so as to represent change in the
FRR for each release.

Using aforementioned assumptions along with the possibility of multiple change
points (say k) viz. ni1; ni2; . . .nikðwhere 0\nic � siÞ, FRP for ith release may be
described as:

miðnþ 1Þ � miðnÞ ¼

fi1ðnÞ
1� Fi1ðnÞ ai � miðnÞð Þ; 0� n� ni1

fi2ðnÞ
1� Fi2ðnÞ ai � miðnÞð Þ; ni1\n� ni2

:
:
:

fiðkþ 1ÞðnÞ
1� Fiðkþ 1ÞðnÞ

ai � miðnÞð Þ; n[ nik :

8>>>>>>>>>>><
>>>>>>>>>>>:

ð8Þ

where, siðnÞ ¼ fijðnÞ
1�FijðnÞ; j = 1, 2,…, k + 1 denotes hazard rate for ith release before

and after change point. Solving above difference equations for mean value function

Fig. 1 Relation between different phases of testing process for multi release OSS
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miðnÞ with initial conditions miðn ¼ 0Þ ¼ 0 and miðn ¼ nicÞ ¼ mðnicÞÞ; c =
1, 2,…k, we get:

miðnÞ ¼

a�i Fi1ðnÞ ; 0� n� ni1

a�i 1� 1� Fi1ðni1Þð Þ
1� Fi2ðni1Þð Þ : 1� Fi2ðnÞð Þ

� �
; ni1\n� ni2

a�i 1� 1� Fi1ðni1Þð Þ
1� Fi2ðni1Þð Þ :

1� Fi2ðni2Þð Þ
1� Fi3ðni2Þð Þ : 1� Fi3ðnÞð Þ

� �
; ni2\n� ni3

a�i 1� 1� Fi1ðni1Þð Þ
1� Fi2ðni1Þð Þ :

1� Fi2ðni2Þð Þ
1� Fi3ðni2Þð Þ :

1� Fi3ðni3Þð Þ
1� Fi4ðni3Þð Þ : 1� Fi4ðnÞð Þ

� �
; ni3\n� ni4

:
:
:

a�i
1� 1� Fi1ðni1Þð Þ

1� Fi2ðni1Þð Þ :
1� Fi2ðni2Þð Þ
1� Fi3ðni2Þð Þ :

1� Fi3ðni3Þð Þ
1� Fi4ðni3Þð Þ . . .:

. . .. . . 1�FikðnikÞð Þ
1�Fiðkþ 1ÞðnikÞð Þ : 1� Fiðkþ 1ÞðnÞ

� �
2
64

3
75; n[ nik :

8>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>:

ð9Þ

where

a�1 ¼ a1;

a�iþ 1 ¼ a�i

1� Fi1ðni1Þð Þ
1� Fi2ðni1Þð Þ :

1� Fi2ðni2Þð Þ
1� Fi3ðni2Þð Þ :

1� Fi3ðni3Þð Þ
1� Fi4ðni3Þð Þ . . .

. . .
1� FikðnikÞð Þ

1� Fiðkþ 1ÞðnikÞ
� � : 1� Fiðkþ 1ÞðsiÞ

� �

0
BBB@

1
CCCA; i ¼ 1; 2; 3; . . .:

ð10Þ

Mean value function for failure count of discrete SRGMs corresponding to
distinct debugging scenario may easily be derived on selecting suitable probability
distribution function. To illustrate the accuracy of the model we have used discrete
Weibull distribution function:

i:e:; Fi nð Þ ¼ 1 � bnki
i

� �
; ni�1 \n� ni : ð11Þ

The above functional form may be considered as one of the most appropriate
distribution function to monitor user-driven process i.e., bug reports in OSS [22, 23,
24]. The highly flexible Weibull distribution function may changes its shape for
different values of its shape parameter (here k) as shown in Fig. 2. This unique
property is helpful to evaluate reliability across various applications and appraise
the rate of bug reporting from the user-end in OSS [25]. In particular, when k > 1, it
shows the increasing nature to represent huge bug reports as a consequence of user
growth with time, k = 1 shows constant rate of failure and the corresponding steady
bug reports and when k < 1, it depicts decreasing failure rate of undetected bugs
and indicates product obsolescence due to reduction in its users and their bug
reports.
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6 Data Sets, Parameter Estimates

In this section, unknown parameters of the proposed SRGM are estimated taking
into account the effect of multiple change points in different releases by using two
software fault data sets of Mozilla and Apache OSS projects collected from bug
tracking system of Bugzilla (https://bugzilla.mozilla.org/, (https://bugzilla.apache.
org/)) [26] on three consecutive releases Firefox 3.0, 3.5, 3.6 and Apache 2.0.35, 2.
0.36, 2.0.39.

In DS-1, faults count in three successive releases were observed during 53, 28
and 50 weeks. In the very first release there were 48 faults observed in 53 weeks
and the second release was tested 28 weeks which reported 93 errors. In 50 weeks
testing of third release 128 faults were found.

For DS-2, first release was tested for 32 days and there were found 72 defects
whereas the second release was tested for 41 days and 47 fault counts were found.
In third release 53 bugs were observed during testing of 53 days and. Here, we have
used the actual release-update time for each version i.e., 32, 41 and 53 days from
each release respectively.

To quantify goodness of fit of given model, mean square error (MSE) and
regression coefficient (R-square) have been used. The parameter estimation for both
the data sets (DS-1, DS-2) can be viewed from Tables 1 and 2 respectively.
In addition, a comparative analysis has been done among the proposed model and
an SRGM without change point [27] which may be seen through Tables 3 and 4.
It can observed that the proposed model with change point gives better values of R2

and MSE corresponding to each release for DS-1 and DS-2.

Fig. 2 Weibull distribution function for distinct values of shape parameter, k
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Table 1 Parameter estimates and goodness of fit criteria for DS-1

Release 1 (with two
change points)

Release 2 (with no
change points)

Release 3 (with
two change points)

Model
parameters

ai 49.585 55.628 34.561

b i1 0.941 0.987 0.967

b i2 0.963 – 0.929

b i3 0.983 – 0.999

ki1 0.809 1.423 0.843

k i2 1.026 – 0.809

k i3 1.44 – 1.71

Goodness of
fit criteria

R2 0.99 0.995 0.994

MSE 1.422 1.253 0.624

Table 2 Parameter estimates and goodness of fit criteria for DS-2

Release 1 (with one
change points)

Release 2 (with two
change points)

Release 3 (with no
change points)

Model
parameters

ai 79.913 47.343 71.67

b i1 0.953 0.947 0.976

b i2 0.768 0.81 –

b i3 – 0.957 –

ki1 1.081 0.824 0.974

k i2 0.759 0.387 –

k i3 – 1.203 –

Goodness
of fit criteria

R2 0.994 0.996 0.996

MSE 2.596 0.631 0.903

Table 3 Comparitive analysis for DS-1

Model Comparison
Criteria

Release 1 Release 2 Release 3

SRGM without Change Point
[27]

R2 0.973 0.995 0.987

MSE 3.869 1.011 1.233

Proposed SRGM with change
point

R2 0.99 0.995 0.994

MSE 1.422 1.253 0.624

Table 4 Comparitive analysis for DS-2

Model Comparison
criteria

Release 1 Release 2 Release 3

SRGM without Change Point
[27]

R2 0.994 0.958 0.996

MSE 2.93 7.26 0.89

Proposed SRGM with change
point

R2 0.994 0.996 0.996

MSE 2.596 0.631 0.903
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7 Goodness of Fit Curves and Data Analysis

To locate change point, we have drawn curves corresponding to actual data sets and
we look for the kinks on the curves.

The change-points of dataset DS-1 have been located around the twenty-ninth
week and forty-second week of release-1. There is no significant change point seen
on the data set of release-2 whereas eighth and twenty-third week (after second
release) of third release are located as the change points. Figures 3, 4 and 5 rep-
resent graphically the real (or actual) and the estimated number of faults which are
removed for three successive releases of the Mozilla corresponding to Firefox
(DS-1) 3.0, 3.5, 3.6.

There is one change point corresponding to seventeenth week is observed for
release-1 dataset of DS-2 and two change points corresponding to eighteenth and
twenty-eighth week (after first release) have been located on release-2 data set
whereas there is no change point is found on the data set of release-3. Goodness of
fit of the three software releases of Apache (DS-2) 2.0.35, 2.0.36, 2.0.39 are given
in Figs. 6, 7 and 8 respectively.

Fig. 3 Goodness of fit for
release 1 of DS-1 with two
change points

Fig. 4 Goodness of fit for
release 2 of DS-1 with no
change point
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It may be observed from the Tables (located above) that the proposed model
gives better values of R2 and MSE corresponding to release 2 for DS-1 and cor-
responding to release 3 for DS-2. From the Figures, we may see that each release
more or less represents similar pattern of bug frequencies and the Weibull

Fig. 5 Goodness of fit for
release 3 of DS-1 with two
change points

Fig. 6 Goodness of fit for
release 1 of DS-2 with one
change point

Fig. 7 Goodness of fit for
release 2 of DS-2 with two
change points
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distribution function is found to be quite suitable to represent the variation incurred.
Estimated values of model parameters are fairly close to the real values, thus the
proposed SRGM fits the release data sets quite well.

8 Conclusion

In this paper, a generalized framework has been presented to model multiple
releases of open source software (OSS) with the effect of change point. The pro-
posed work has been illustrated in a numerical example using discrete Weibull
distribution and taking into consideration multiple change points on two real life
failure data sets cited in the text for three subsequent releases of OSS. The accuracy
of the proposed model has been investigated using parameter estimates, goodness
of fit curves and comparison criteria results and it may be concluded that proposed
model fits the given data sets really well.
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Improvisation of Reusability Oriented
Software Testing

Varun Gupta, Akshay Mehta and Chetna Gupta

Abstract The study involves the factors that are responsible for software testing
and determining the extent of reusability on the basis of test outcomes. It deals with
improving and promoting practices of reusability along with providing a method to
improve such practices. A case study was conducted in some of the leading
organizations related to reusability practices involved in developing a new software
keeping in consideration the test cases generated. According to the results, the
factors that emphasize the software testing process are majorly cost and time that
play an efficient role in the development of software. It is also necessary to focus on
test process definition, testing automation along with the testing tools.

Keywords Reusability � Software testing

1 Introduction

In the arena of Software Engineering, reusability is always a challenge. Software
Reuse plays an important during the development of a new software as it reduces
cost and enhances the quality of the designed software. According to Gupta et al.
[1], reusability refers to reusing the existing assets in some form or other. These
assets may include product or immediate products of the software development
lifecycle like code modules, software component, test suites, designs documents,
requirement artifacts and documentation etc. During the development of a new
software, the organization focuses on the testing automation techniques as well
keeping in concern the reusability aspect as well. Testing is of two types-Automated
Testing and Manual Testing. According to Dustin et al. [2], automation testing
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refers to the use of automation of software testing activities including the devel-
opment of the software and execution of the test scripts along with verification of
requirements for testing and use of testing tools.

Software Reusability can minimize the efforts and resources that are being used
to develop an incremental software [3]. Likewise, the majority of software devel-
oping organization are opting reusability practices and encouraging it thereby
increasing the productivity, decreasing time and cost and overcome software
development crisis. Kits [4] estimated that reusability reduces more than 50% of the
efforts during the development phase.

Different studies have shown that testing automation is a significant area of
interest with the aim to improvise the degree of automation which can be imple-
mented by developing advanced techniques for generating test inputs or by finding
the suitable automated solutions for the same as proposed by Bertolino [5].

Although there are studies and report that have been conducted on the
automation testing practices but there seems to be lack of studies that monitors the
practices undergoing in the organization during the development of incremental
software. According to Briand [6], “empirical studies help in comparing and
improving the software testing practices and techniques.” To provide enhanced
knowledge about the practices being held at the organization, we’ve conducted a
survey in five big organizations with the purpose to understand the factors which
play the key role in such practices.

The organizations were selected from the companies who produce telecommu-
nication software and practice testing automation. The data was collected by
interviewing different organizational positions in the respective organizations. The
data which is collected after being interviewed in these organization are analyzed
and then observations were taken in concern. As no such research is done regarding
the practices of testing automation in recent years, this will help us to get the ground
reality of the practices opted in these organizations.

The paper is structured as follows: Literature Review in Sect. 2 & Research
Process in Sect. 3. The analysis result in Sect. 4. To conclude the research, the
discussion and conclusion is there in the Sect. 5.

2 Related Work

Sharma et al. [7] presented an Artificial Neural Network (ANN) framework based
approach to determine the reusability of the software based on its test cases by
which developer can take the decision to choose a component to reuse.”

According to Kawal et al. [8] defined various reusability factors and depen-
dencies along with the relationship among the reusable factors. The model proposed
by them defines the probability of success and failure for the reusability of the
software and assured that the proposed system gave the results that were accurate
by 80%.
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Cho et al. [9] proposed a set of metrics for measuring the extent of complexity,
reusability and customizability. They proposed an approach of Component
Reusability Level (CRL) to measure the extent of component’s reuse level per
application in the component based development. But this approach was based on
the Line of Code (LoC) so the complexity of the software was consider from the
developer point of view.

Boxall et al. [10] proposed that the understandability of the components affect
their reusability. Their interconnectivity and their extent of communication through
message passing is a major factor. It also stated that the size of the interface of the
component, argument counter and argument repetition scale are the other factors
that play a crucial part in the reuse of the component. However the proposed
approach didn’t focused much on other aspects of the interface which included
complexity of the arguments and the return types.

Gill [11] discussed on the issues concerning the component reusability and its
benefits in term of cost and time-saving. He provided some guidelines to enhance
the level of software reusability in component-based development. While Mili et al.
[12] focused on two aspects, usability and usefulness including portability, flexi-
bility, understandability and confidence to assess the reusability. Further, in this
research, we mainly focused on the organization’s role in measuring the reusability
of the software components. Further, we give a direction to confine several
reusability measures together.”

3 Research Process

This paper defines the later stages of the analysis results after a long empirical study
that included a set of questions. First, we collected the quantitative data using the
surveying method from 10 software development organizational units and analyzed
the data statistically. This survey involved the team leaders of the software
developing department of these organizations.

To understand the practices undergoing in different software developing orga-
nization and to explain the phenomenon of the questions, the explanatory grounded
theory approach was selected. This involved the interview data and other collected
data. In particular, the questions during the survey were:

RQ1: Are you applying reusability practices in your organization and up to what
extent?
RQ2: What types of testing practices are being engaged in the organization to
promote reusability?
RQ3: How often are the reusability practices exercised?

Secondly, authors study the quality and change-proneness of the components
and how does the reusability practice gets affected. Specifically, we explored the
following questions:

Improvisation of Reusability Oriented Software Testing 141



RQ4: How is the efficiency of the end product is rendered by exercising reusability?
RQ5: How is the quality of the product affected by these practices?
RQ6: Is there any significant change in the level of complexity by practicing
reusability?

The research questions in first phase and second phase assumed a cross- sec-
tional analysis, i.e. the data was collected at the end of the development and testing
phase. Our third phase involved a set of questions which were based on the eco-
nomic terms of the organizations. These included:

RQ7: How efficient is reusability practice in terms of Cost and Time?
RQ8: What are success and failure rate of the project exercising reusability and
what are the disadvantages involved in it?

The first set of research questions addressed the frequency of the reusability
practices. This mainly focused on the regularity of these practices and how often
they are being practiced in the organization. It also addresses the extent of it along
with the types of testing practices involved with it.

While the second set of the research questions focused more on the quality
aspect of the software. As reusability is meant to increase the efficiency and reduce
the complexity, sometimes it goes the other way round. So to analyze this aspect,
such questions were included.

The third phase covered the most important aspect of the proprietary software is
the economic aspect. This aspect is important from the investor point of view and is
important from the elapsed time for development point of view. Reusability of test
cases encourage such development as it enhances the efficiency and reduces the cost
factor.

4 Result Analysis

The grounded theory method was opted for analyzing the survey data from these
organizations. According to Strauss and Corbin [13], grounded theory method
provides three data analysis steps. These can be stated as: Open Coding—Where
the essential studies are extracted from the data; Axial Coding—Where the con-
nections between the studies are laid down; and Selective Coding—Where the Core
information about the category is identified and explained. Such categorization can
reduce the number of units to work with.”

It is often assumed that a component should be reusable from the software
engineering point of view. It should exhibit portability and flexibility like properties
as per new requirements. In other words, the components with complex interface
leads to much more efforts from the developers in customizing them. Therefore, a
reusable comes handy as it is very easy to customize it when needed. Also, some
non-functional organizational attributes define the quality of the reusable compo-
nent. These facts can be summarized in the following factors which effect the
reusability of software components:”
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• Component’s Quality
• Adaptability of the Component
• Frequency of Reuse
• Space-time Cost.

These are some of the factors which do effect the practice of reusability. Based
on the survey conducted in the organization, we came across such issues that
renders its practice.

A. Component’s Quality

The real-time factors that influences the practice of reusability is the quality of the
component. It depends on the structure of the component and the technology being
used to develop that component. There are two such variables being used for the
same. These can be stated as: State variable and Control variable. The state variable
are the one that can be termed as dynamic while on the other hand, the control
variable is the one that remains constant. So while maintaining the quality of the
component, the major emphasis is on the control variable and is given much
attention as compared to the state variable.

So, according to the study conducted, technology places a major role in the
development and initiating reusability purpose. So it can be stated through a rela-
tion between the technology and the complexity of the components.

TechnologyConstraints / Complexity

This equations states that higher the technology constraints, higher is the com-
plexity of the component.

B. Adaptability of the Component

An adaptable component is one which has the tendency to bear to any kind of
functional or non-functional changes. It should be robust enough to cope up those
changes of its environment without going any external intervention.

There are several shortcomings of adaptability in terms of the complexity. The
most adaptable component is also the most complex one. While on the other hand,
the component with more compose- ability is less adaptive in the sense of
reusability. So, it can be stated as a much higher adaptive component has a much
higher rate of reuse.

C. Frequency of Reuse

The frequency of Reuse of the component depends on a lot of factors. This involves
whether there is any bug or flaw associated with that component which is under-
going reuse. Second, while undergoing is there any technology constraint which
will render its service. While performing the test process, which type of testing
techniques are being opted. Whether they are Manual Testing Techniques or
Automated Techniques.
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The study reveals that the organizations opting reuse of the components makes
sure of all these issues that are relent the reuse practice. So these conditions are
taken care of by the architects.

D. Space—Time Cost

It is convenient to broaden a component based on the amount of time it requires or
the relative amount of space it consumes along with cost dimensions. So for an
optimal software, the cost and time plays a major role in its development.

While going through the empirical study, it states that the big giant which are
investing their money for the production of the component often prefer the
development of newly developed component. This is so because they feel that by
reusing the already developed software component, whatever are the bugs and flaws
therein gets inherited in the incremental model and thereby increases the com-
plexity. And the survey also states that the complexity using the reusable compo-
nents get doubled when it comes to cost and time dimensions. But significant
measure and techniques are practices to eliminate that risk and complexity. And it
was also stated by the head of the organization that “The cost for setting up of
automated practices for testing and making the component reuse is much higher,
but when there are too many units involved with it, it decreases the cost quite
significantly at the same point.”

5 Conclusion and Future Work

The objective of the study was to observe and find out what are the factors that are
responsible for test cases reusability and up to what extent are these practices being
exercised. We interviewed the employees of different organizations and at different
organizational posts. The cases which we came across were analyzed using the
grounded theory approach.

Building software using reusable component bring a lot of advantages to the
organization. For the development of large project, such practices provides inte-
gration between the newly developed and reusable components. Therefore,
choosing the right component which integrates successfully and functions well save
the time and cost of the organization. However, the main perceived benefit of the
testing automation included the improvisation in quality going through a better test
coverage and it also stated that more test cases can be generated in less time.

We came across the practices wherein the reusable component are being
implemented in the organization. These included almost all the development that is
taking place in and out of the organization and moreover they prefer to use the
reusable component. It also stated that somehow the complexity increases when
there are technology constraints but gets eliminated.

This study was done in order to cover the marketing practices and we came to
know that main disadvantage of the implementing was the Cost Factor. The term
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cost includes implementation cost, maintenance cost and training cost. So we came
across to the conclusion that the maintenance and implementation are linked to each
other. If we tend to design a system with low maintenance cost, then there is a lot of
implementation cost involved and vice versa.

The reusability of test cases is essential in making the investment worthwhile.
There are often some problem related to time and funds which hinders the
reusability practices along with the technology playing the major role. The aim of
the research was to study the factors influencing the reusability of test cases which
in our opinion get affected by both from organization and developer’s perspective.
Much commitment, proper training is required to be inculcated within the organi-
zation to make such practices up to the money.

Currently, many researches are going on to make the integrated and adaptable
component more efficient for reuse during the compilation time. However, there
must be practices involving the know-how of engineering along with the coding so
that it can be applied when the code is running.
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Water Treatment System Performance
Evaluation Under Maintenance Policies

Anshumaan Saxena, Sourabh Kumar Singh, Amit Kumar
and Mangey Ram

Abstract The main determination of this work is to analyze the performance of the
water treatment plant (WTP) and tries to find that which of the subpart/subparts of
water treatment plant affects it. The problem that generally occurs in the WTP is
based upon the poor maintenance and material used during manufacturing for its
subparts. These types of the problem could be prevented if safety measures and
maintenance techniques are followed properly and regularly. For analyzing WTP,
pump plays very important role in supplying water to different components; thus,
other machines can also perform their function as well. Along with pumps, valves
also need regular maintenance for better performance. Other components also have
their significance. Except this, the WTP had various components which need
maintenance and replacement over a different span of time period.

Keywords Water treatment plant (WTP) � Sensitivity analysis
Safety and reliability analysis � Multistate system

1 Introduction

Reliability is the most significant/valuable thing which is essential for an industrial
system/industrial plant. In the past, so many industrial systems were analyzed
through reliability approach including thermal power plant [9], casting process [11,
17, 19], sugar mill [12, 14, 15], marine power plant [10], hydropower station Ye
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et al. [21], etc., to discuss their different performance measures. Keeping these
works in mind here authors tried to find the various reliability measure of a water
treatment plant to analyze its performance.

WTP plays a very significant role in various places where water is used. In the
past, so many researchers work on it [13, 20]. As the name WTP or water purifi-
cation system stands for a system which used to remove undesirable chemicals [1]
biological contaminants and suspended solids from the water taken from the rivers,
lakes, or seas [4]. The main motive of WTP is to provide water which is good for
domestic, industrial, and other purposes at reasonable costs [5]. To achieve this
goal, a variety of treatment processes are utilized that employ various kinds of
physical and chemical phenomena. Process which is used for treatment of water is
selected normally on the overall quality of raw water [7] and the combination of all
the processes follows the sequence of the standard process.

The main factors that must be taken into consideration while developing a
treatment process chain include the following [20]:

• The quality of preprocessed water,
• The required quality of treated water,
• Plant size (capacity), site conditions,
• Availability of skilled labor, and
• The project cost.

The conversational water treatment plant includes a series of processes such as
coagulation of small colloidal particles [8] flocculation of the small particles to form
larger ones, followed by sedimentation and sand filtration. Some advanced tech-
niques are also used in the treatment process like reverse osmosis (RO), nanofil-
tration (NF), ultrafiltration, electrodialysis, ozonation, and activated carbon
absorption [1] for the removal of iron and manganese. Some mechanical compo-
nents played a very important role like—pumps, valves, stirrer, and air compressors
[16].

The series of processes are as follows, which are used in the treatment:

(a) Coagulation
This is the process by which the colloidal particles in the water get separated.
So that they further form flocs by means of flocculation process. Chemicals
used in this process are called as coagulants [2], e.g., aluminum sulfate, ferric
chloride, and hydrated lime.

(b) Flocculation
In this process, the individual separates colloidal particles that collide with each
other in order to form aggregates that can be removed easily by the sedimen-
tation [2]. It involves a slow stirring of water that causes the small coagulated
particles to form flocs. This stirring is created by some mechanical or hydraulic
means of mixing.
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(c) Sedimentation
In this process, the aggregates which have been formed by coagulation and
flocculation are separated out from the water [18]. Remaining flocs get col-
lected as sludge from the bottom of the sedimentation tank with the help of
sludge return pump on regular basis.

(d) Flotation
It is an effective process in which removal of relatively light flocs is carried out.
Flotation involves the formation of small air bubbles in water that has to be
flocculated [6]. The air bubbles raise the flocs out on the surface of the water
where they can easily collect and removed from the top of the flotation unit.

(e) Sand Filtration
In this process, water is filtered through layer of fine sand in a specially
designed container. During this process, the small remaining floc particle is
removed by sand grains. Rapid sand filtration and slow sand filtration are other
two types of sand filtration.

(f) Disinfection
Water is disinfected before it enters the distribution system to ensure that any
disease-causing bacteria, virus, and parasites are destroyed. Disinfection
involves the addition of the required number of chemical agents called disin-
fectants to the water. The most commonly used disinfectant is chlorine gas.
Other disinfectants are ozone, chlorine dioxide, and other chlorine compounds
such as calcium hypochlorite (HTH), sodium hypochlorite, etc. [3]. Physical
methods of disinfection of water include radiation with ultraviolet light and
boiling. Disinfection by means of UV radiation is more popular and effective
that is why here author considers UV disinfector.

(g) Stabilization
It refers to the chemical stability of the water. It involves the addition of
chemicals to the water to adjust its chemical properties in order to prevent
corrosion or scale formation, PH correction by addition of acids or bases [13].

(h) Sludge Treatment/Disposal
Sludge from sedimentation tank can cause pollution in huge amount and having
large pollution potential because it contains suspended material and chemical that
have been already removed from the process. Therefore, it must be disposed and
treated in a proper manner to prevent contamination of water sources.

2 Assumptions

The following assumptions are taken throughout the problem:

(i) No other failure (which was not considered through the paper) occurs during
the process.

(ii) The average failure rates are taken to be constant.
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(iii) Initially, the WTP is free from all types of defects.
(iv) The WTP may work with reduced capacity, i.e., in a degraded state.
(v) The WTP never stop working due to unavailability of a repairman.

3 Nomenclature

The following notations are taken throughout the problem:

t/s Time scale variable/Laplace transforms variable

P0ðtÞ The state probability at time t in which WTP working in good
condition

P1ðtÞ The state probability at time t in which WTP working in degraded
condition by the failure of the valve

P2ðtÞ The state probability at time t in which WTP working in degraded
condition by the failure of RO filter and valve

P3ðtÞ The state probability at time t in which WTP working in degraded
condition by the failure pump

P4ðtÞ The state probability at time t in which WTP working in degraded
condition by the failure of coagulator

P5ðtÞ The state probability at time t in which WTP working in degraded
condition by the failure of UV disinfector

P6ðtÞ The state probability at time t in which WTP working in degraded
condition by the failure of UV disinfector and fluoridation

P7ðtÞ The state probability at time t in which WTP working in degraded
condition by the failure of power supply

P8ðx; tÞ The state probability at time t in which WTP is in failed condition
by the failure of the valve, RO filter, and aerator

P9ðx; tÞ The state probability at time t in which WTP is in failed condition
by the failure of pump and standby pump

P10ðx; tÞ The state probability at time t in which WTP is in failed condition
by the failure of coagulator and flocculator

P11ðx; tÞ The state probability at time t in which WTP is in failed condition
by the failure of UV Disinfector, fluoridator, and Ph. controller

P12ðx; tÞ The state probability at time t in which WTP is in failed condition
by the failure of power supply and standby power supply

kPS=kSPS=kV=kRF=
kA=kP=kSP=kC=kF
=kUVD=kFD=kPhC

Failure rate of power supply/standby power supply/valve/RO filter/
aerator/pump/standby pump/coagulator/flocculator/UV disinfector/
fluoridator/Ph. controller

/PSðxÞ=/VðxÞ=/RFðxÞ
=/PðxÞ=/CðxÞ=/UVDðxÞ
=/FDðxÞ

Repair rates of power supply/valve/RO filter/pump/coagulator/UV
disinfector/fluoridator

l1ðxÞ=l2ðxÞ=l3ðxÞ
=l4ðxÞ=l5ðxÞ

Simultaneous repair rate of UV disinfector, fluoridator, and Ph.
controller/power supply and standby power supply/valve, RO filter
and aerator/pump and standby pump/coagulator and flocculator
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4 State Transition Diagram

On the basis of repairs and failures, with the help of Markov process and config-
uration diagram as shown in Fig. 1, the following state transition diagram (Fig. 2)
is developed.

5 Mathematical Formulation and Solution

With the aid of the above state transition diagram (Fig. 2), the following set of the
intro-differential equation is generated to find various reliability characteristics of
WTP.

@

@t
þ kV þ kC þ kUVD þ kPS þ kP

� �
P0ðtÞ ¼

X
i;j

/iðxÞPjðtÞþ
X
k;l

Z1
0

lkðxÞPlðx; tÞ dx ð1Þ

i ¼ V; P;C;UVD; PS
where j ¼ 1; 3; 4; 5; 7;

k ¼ 1; 2; 3; 4; 5
l ¼ 11; 12; 8; 9; 10; respectively

@

@t
þ/VðxÞþ kRF

� �
P1ðtÞ ¼ kVP0ðtÞþ/RFðxÞP2ðtÞ ð2Þ

@

@t
þ/RFðxÞþ kA

� �
P2ðtÞ ¼ kRFðxÞP1ðtÞ ð3Þ

Fig. 1 Configuration diagram
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@

@t
þ/PðxÞþ kSP

� �
P3ðtÞ ¼ kPP0ðtÞ ð4Þ

@

@t
þ/CðxÞþ kF

� �
P4ðtÞ ¼ kCP0ðtÞ ð5Þ

@

@t
þ/UVDðxÞþ kFD

� �
P5ðtÞ ¼ kUVD1P0ðtÞþ/FDðxÞP6ðtÞ ð6Þ

@

@t
þ/FDðxÞþ kPhC

� �
P6ðtÞ ¼ kFDP5ðtÞ ð7Þ

@

@t
þ/PSðxÞþ kSPS

� �
P7ðtÞ ¼ kPSP0ðtÞ ð8Þ

Fig. 2 State transition diagram
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@

@x
þ @

@t
þ liðxÞ

� �
PjðtÞ ¼ 0;

where i ¼ 1; 2; 3; 4; 5
j ¼ 11; 12; 8; 9; 10

ð9Þ

Boundary conditions

Pkð0; tÞ ¼ klPmðtÞ
k ¼ 8; 9; 10; 11; 12

where l ¼ A; SP; F; PhC; SPS
m ¼ 2; 3; 4; 6; 7

ð10Þ

Initial condition

PiðtÞ ¼ 1; when i ¼ 0 and t ¼ 0
0; otherwise

�
ð11Þ

The above set of intro-differential equation can be rewritten as (by the help of
Laplace transformation)

sþ kV þ kC þ kUVD þ kPS þ kPð ÞP0ðsÞ ¼
X
i;j

/iðxÞPjðsÞþ
X
k;l

Z1
0

lkðxÞPlðx; sÞ dx

ð12Þ

i ¼ V; P;C;UVD; PS
where j ¼ 1; 3; 4; 5; 7;

k ¼ 1; 2; 3; 4; 5
l ¼ 11; 12; 8; 9; 10; respectively

sþ/VðxÞþ kRFð ÞP1ðsÞ ¼ kVP0ðsÞþ/RFðxÞP2ðsÞ ð13Þ

sþ/RFðxÞþ kAð ÞP2ðsÞ ¼ kRFP1ðsÞ ð14Þ

sþ/PðxÞþ kSPð ÞP3ðsÞ ¼ kPP0ðsÞ ð15Þ

sþ/CðxÞþ kFð ÞP4ðsÞ ¼ kCP0ðsÞ ð16Þ

sþ/UVDðxÞþ kFDð ÞP5ðsÞ ¼ kUVDP0ðsÞþ/FDðxÞP6ðsÞ ð17Þ

sþ/FDðxÞþ kPhCð ÞP6ðsÞ ¼ kFDP5ðsÞ ð18Þ

sþ/PSðxÞþ kSPSð ÞP7ðsÞ ¼ kPSP0ðsÞ ð19Þ

@

@x
þ sþ liðxÞ

� �
PjðsÞ ¼ 0;

where i ¼ 1; 2; 3; 4; 5
j ¼ 11; 12; 8; 9; 10

ð20Þ
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Pkð0; sÞ ¼ klPmðsÞ
k ¼ 8; 9; 10; 11; 12

where l ¼ A;SP; F; PhC; SPS
m ¼ 2; 3; 4; 6; 7

ð21Þ

By solving Eqs. (1–21), the following transition state probabilities are obtained:

P0ðsÞ ¼ 1
H3 � /VðxÞH1 � H1H4 � H5 � H6 � /UVDðxÞH2 � H7 � H8f g

P1ðsÞ ¼ H1P0ðsÞ; P2ðsÞ ¼ kRFH2

ðsþ/RFðxÞþ kAÞP0ðsÞ; P3ðsÞ

¼ kP
ðsþ/PðxÞþ kSPÞP0ðsÞ;

P4ðsÞ ¼ kC
ðsþ/CðxÞþ kFÞP0ðsÞ; P5ðsÞ ¼ H2P0ðsÞ; P6ðsÞ

¼ kFDH2

ðsþ/FDðxÞþ kPhCÞP0ðsÞ;

P7ðsÞ ¼ kPS
ðsþ/PSðxÞþ kSPSÞP0ðsÞ;

where

H1 ¼ kV

sþ/VðxÞþ kRF � /RFðxÞkRF
ðsþ/RFðxÞþ kAÞ

h i ;
H2 ¼ kUVD

sþ/UVDðxÞþ kFD � /FDðxÞkFD
ðsþ/FDðxÞþ kPhCÞ

h i ;
H3 ¼ ðsþ kV þ kC þ kUVD þ kPS þ kPÞ;

H4 ¼ l3ðxÞkAkRF
ðsþ/RFðxÞþ kAÞðsþ l3ðxÞÞ

H5 ¼ /PðxÞþ
l4ðxÞkSP
sþ l4ðxÞf g

� �
kP

sþ/PðxÞþ kSPf g
� �

;

H6 ¼ /CðxÞþ
l5ðxÞkF
sþ l5ðxÞf g

� �
kC

sþ/CðxÞþ kFf g
� �

H7 ¼ l1ðxÞkPhCkFDH2

sþ/FDðxÞþ kPhCf g sþ l1ðxÞf g
� �

;

H8 ¼ /PSðxÞþ
l2ðxÞkSPS
sþ l2ðxÞf g

� �
kPS

sþ/PSðxÞþ kSPSf g
� �

:
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From the state transition diagram, one can observe that the working state (up-
state) and failed state (downstate) probability of WTP are given as

PupðsÞ ¼ P0ðsÞþP1ðsÞþP2ðsÞþP3ðsÞþP4ðsÞþP5ðsÞþP6ðsÞþP7ðsÞ ð22Þ

PdownðsÞ ¼ P8ðx; sÞþP9ðx; sÞþP10ðx; sÞþP11ðx; sÞþP12ðx; sÞ ð23Þ

6 Numerical Study and Certain Case for WTP

6.1 Reliability of WTP

Reliability is the measure of a system performance to analyze that how much one
can trust on a system. It is a collective contribution by all the components of the
system. If any of the component of the system not working in a good manner, then
this affects the reliability of the system directly. So, in order to make a system
highly, reliable one has to control the performance of each and every component of
the system as much as possible. In order to calculate the reliability of the considered
water treatment plant, we put all repairs equal to zero and various failure rates as:

kPS ¼ 0:22;kSPS ¼ 0:05;kP ¼ 0:20;kC ¼ 0:08,kSP ¼ 0:07;kV ¼ 0:03;kRF ¼ 0:07;
kA ¼ 0:15,kF ¼ 0:04;kUVD ¼ 0:03;kFD ¼ 0:05;kPhC ¼ 0:01 in (22) and taking the
inverse Laplace transform, the reliability of the system is given as

RðtÞ ¼ 1:015906 eð�0:56 tÞ þ 0:938775 eð�0:315 tÞ sinhð0:245 tÞ � 0:032352 eð�0:05 tÞ � 0:051219 eð�0:15 tÞ

þ 0:307692 eð�0:3 tÞ sinhð0:26 tÞþ 0:980392 eð�0:305 tÞ sinhð0:255 tÞþ 0:068181 eð�0:01 tÞ

( )

ð24Þ

Now varying the time unit in the (24), we obtain Table 1 and corresponding
Fig. 3, which shows the behavior of reliability of water treatment plant.

6.2 Meantime to Failure (MTTF) of WTP

This reliability measure of the system shows the average number of failures of the
components of the system per unit time. With the help of MTTF, one can identify
that which components failure occurs most frequently. It is calculated as

MTTF ¼ limtS!0RðsÞ ð25Þ
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The MTTF of the considered WTP has calculated as

MTTF ¼ 1
ðkV þ kC þ kUVD þ kPS þ kPÞ 1þ kV

kRF

�

þ kRFkUVD
kFDkA

þ kP
kSP

þ kC
kF

þ kUVD
kFD

þ kUVD
kPHC

þ kPS
kSPS

� ð26Þ

Setting kSP ¼ 0:07; kV ¼ 0:03, kRF ¼ 0:07; kA ¼ 0:15, kF ¼ 0:04; kUVD ¼ 0:03;
kFD ¼ 0:05, kPhC ¼ 0:01 kPS ¼ 0:22, and kSPS ¼ 0:05; kP ¼ 0:20; kC ¼ 0:08; and
varying failure rates one by one from 0.01 to 0.09 with a step length 0.01 in (26),
we get the MTTF of WTP as tabulated in Table 2a, b and Fig. 4a, b.
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Fig. 3 Reliability of WTP
versus time

Table 1 Reliability versus
time

Time (t) Reliability R(t)

0 1.000000

1 0.988399

2 0.961256

3 0.926232

4 0.887666

5 0.847999

6 0.808589

7 0.770173

8 0.733136

9 0.697661

10 0.663815
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6.3 Sensitivity Analysis for WTP

Sensitivity analysis is a measure by which one can identify that which failure affects
the system performance most. It is calculated by the partial derivatives of that
measure with respect to input parameters. In this paper, it is calculated with respect
to reliability and MTTF of the WTP.

6.3.1 Sensitivity of MTTF

For sensitivity analysis with respect to MTTF, one has differentiated () with respect
to failure rates and then putting the values of various failure rates as
kSPS ¼ 0:05; kP ¼ 0:20; kC ¼ 0:08, kSP ¼ 0:07; kV ¼ 0:03, kRF ¼ 0:07; kA ¼ 0:15;

Table 2 MTTF of WTP versus failure rates

(a)

Variations
in failures

MTTF

kPS kSPS kP kSP kRF kA kC
0.01 29.61632 57.43877 32.03088 56.62244 30.17346 33.01020 26.15451

0.02 29.34920 37.79591 31.56390 38.76530 27.56632 29.26020 26.13142

0.03 29.09652 31.24829 31.12087 32.81292 26.74489 28.01020 26.10924

0.04 28.85714 27.97448 30.70000 29.83673 26.36989 27.38520 26.08791

0.05 28.63003 26.01020 30.29965 28.05120 26.17346 27.01020 26.06738

0.06 28.41428 24.70068 29.91836 26.86054 26.06632 26.76020 26.04761

0.07 28.20905 23.76530 29.55481 26.01020 26.01020 26.58163 26.02857

0.08 28.01360 23.06377 29.20779 25.37244 25.98596 26.44770 26.01020

0.09 27.82724 22.51814 28.87619 24.87641 25.98299 26.34353 25.99248

0.10 27.64935 22.08163 28.55900 24.47959 25.99489 26.26020 25.97536

(b)

Variations
in failures

MTTF

kV kF kUVD kFD kPhC
0.01 26.44444 36.72448 22.18342 32.29591 26.10120

0.02 26.22337 29.58163 24.13160 28.36734 23.33163

0.03 26.01012 27.20068 26.01020 27.05782 22.43877

0.04 25.80451 26.01020 27.82289 26.40306 21.99234

0.05 25.60591 25.29591 29.57307 26.01020 21.72448

0.06 25.41404 24.81972 31.26392 25.74829 21.54591

0.07 25.22857 24.47959 32.89841 25.56122 21.41836

0.08 25.04918 24.22448 34.47931 25.42091 21.32270

0.09 24.87557 24.02607 36.00961 25.31179 21.24829

0.10 24.70748 23.86734 37.49055 25.22448 21.18877
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kF ¼ 0:04, kUVD ¼ 0:03; kFD ¼ 0:05, and kPhC ¼ 0:01; kPS ¼ 0:22; we get the
values of

@ðMTTFÞ
@kSPS

;
@ðMTTFÞ

@kP
;
@ðMTTFÞ

@kC
;
@ðMTTFÞ

@kSP
;
@ðMTTFÞ

@kV
;
@ðMTTFÞ

@kRF
;
@ðMTTFÞ

@kA
@ðMTTFÞ

@kF
;
@ðMTTFÞ
@kUVD

;
@ðMTTFÞ
@kFD

;
@ðMTTFÞ
@kPhC

;
@ðMTTFÞ

@kPS
:

Varying the failure rates one by one, respectively, as 0.01, 0.02, 0.03, 0.04, 0.05,
0.06, 0.07, 0.08, 0.09 in the partial derivatives, one obtained Table 3a, b and
Fig. 5a, b, respectively, for sensitivity analysis of WTP with respect to MTTF.

6.3.2 Sensitivity of Reliability

For sensitivity analysis with respect to reliability, one has differentiated reliability
expression with respect to various failure rates and then putting the values of
various failure rates as kSPS ¼ 0:05; kP ¼ 0:20; kC ¼ 0:08, kF ¼ 0:04; kUVD ¼
0:03; kFD ¼ 0:05, kPhC ¼ 0:01; kPS ¼ 0:22, kSP ¼ 0:07; kV ¼ 0:03; kRF ¼ 0:07;

kA ¼ 0:15; we get the values of @RðtÞ
@kSPS

; @RðtÞ@kP
; @RðtÞ@kC

; @RðtÞ@kSP
, @RðtÞ

@kV
; @RðtÞ@kRF

; @RðtÞ@kA
; @RðtÞ

@kF
; @RðtÞ
@kUVD

,
@RðtÞ
@kFD

, @RðtÞ
@kPhC

; @RðtÞ@kPS
: Varying the failure rates one by one, respectively, as 0.01, 0.02,

0.03, 0.04, 0.05, 0.06, 0.07, 0.08, 0.09 in the partial derivatives, one obtained
Table 4a, b and Fig. 6a, b, respectively, for sensitivity analysis of WTP with
respect to MTTF.

7 Result Discussion and Conclusion

On the basis of the above calculation, the following results are obtained for WTP.
The nature of reliability of WTP is shown in Fig. 3. From this, it is observed that

with respect to time the reliability of WTP decrease in a state line. The MTTF for
WTP with respect to various failure rates is shown in Fig. 4a, b. It can be observed
that the MTTF of the system is highest with respect to the failure rate of UV
disinfector, it means that as time passes, failure of UV Disinfector occurs more
frequently compared to other. The sensitivity analysis with respect to MTTF of
WTP is shown in Fig. 5a, b. The graph shows that the MTTF of WTP is most
sensitive with respect to the failure rate of flocculator. Hence, much more required
on the failure rate of flocculator to control the MTTF of WTP. The sensitivity
analysis with respect to the reliability of WTP is shown in Fig. 6a, b. The graph
shows that the reliability of WTP is most sensitive with respect to the failure rate of
UV Disinfector. It is equally sensitive with respect to the failure rate of fluoridator
and Ph. Controller. Here, much more required on the failure rate of UV disinfector
to enhance the reliability of WTP.
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Table 4 Sensitivity of reliability of WTP versus failure rates

(a)

Time
(t)

Sensitivity of reliability
@RðtÞ
@kPS

@RðtÞ
@kSPS

@RðtÞ
@kP

@RðtÞ
@kSP

@RðtÞ
@kRF

@RðtÞ
@kA

@RðtÞ
@kC

0 0 0 0 0 0 0 0

1 −0.017025 −0.088902 −0.025051 −0.079706 −0.000243 −0.000279 −0.012970

2 −0.047076 −0.291283 −0.073179 −0.257303 −0.001588 −0.001802 −0.033740

3 −0.074371 −0.543486 −0.122696 −0.472593 −0.004407 −0.004932 −0.049390

4 −0.094343 −0.810251 −0.165802 −0.693053 −0.008647 −0.009539 −0.056946

5 −0.106927 −1.072469 −0.200715 −0.901797 −0.014061 −0.015288 −0.057212

6 −0.113541 −1.320186 −0.227993 −1.090717 −0.020338 −0.021794 −0.052070

7 −0.115827 −1.548618 −0.248899 −1.256579 −0.027169 −0.028693 −0.043390

8 −0.115201 −1.755871 −0.264728 −1.398803 −0.034274 −0.035677 −0.032686

9 −0.112739 −1.941649 −0.276586 −1.518210 −0.414153 −0.042494 −0.021061

10 −0.109209 −2.106513 −0.285342 −1.616310 −0.048399 −0.048959 −0.009269

(b)

Time (t) Sensitivity of reliability
@RðtÞ
@kV

@RðtÞ
@kF

@RðtÞ
@kUVD

@RðtÞ
@kFD

@RðtÞ
@kPhC

0 0 0 0 0 0

1 −0.0250518 −0.0325532 0.0307928 −0.0003250 −0.0002146

2 −0.0731797 −0.1074569 0.1074196 −0.0021910 −0.0014897

3 −0.1226968 −0.2020856 0.2099520 −0.0061937 −0.0044002

4 −0.1658026 −0.3037792 0.3239434 −0.0123869 −0.0092027

5 −0.2007155 −0.4055559 0.4397917 −0.0205494 −0.0159757

6 −0.2279938 −0.5036645 0.5515878 −0.0303483 −0.0246996

7 −0.2488990 −0.5961864 0.6560155 −0.0414224 −0.0353020

8 −0.2647286 −0.6822379 0.7514764 −0.0534251 −0.0476840

9 −0.2765868 −0.7615155 0.8374545 −0.0660437 −0.0617345

10 −0.2853420 −0.8340361 0.9140804 −0.0790071 −0.0773382
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Prediction of El-Nino Year
and Performance Analysis
on the Calculated Correlation
Coefficients

Malsa Nitima, Gautam Jyoti and Bairagee Nisha

Abstract El-Nino is a meteorological/oceanographic phenomenon that occurs at
irregular intervals of time (every few years) at low latitudes. El-Nino can be related
to an annual weak warm ocean current that runs southward along the coast of Peru
and Ecuador about Christmastime. It is characterized by unusually large warming
that occurs every few years and changes the local and regional ecology. El-Nino has
been linked to climate change anomalies like global warming, etc. The data for this
work has been taken from the websites mainly for India (Becker in Impacts of
El-Nino and La Niña on the hurricane season, 2014 [1]; Hansen et al. in GISS
surface temperature analysis (GISTEMP) NASA goddard institute for space studies,
2017 [2]; Cook in Pacific marine environmental laboratory national oceanic and
atmospheric administration, 1999 [3]; Climate Prediction Center—Monitoring &
Data [4]; Romm in Climate Deniers’ favorite temperature dataset just confirmed
global warming, 2016 [5]; World Bank Group, 2017 [6]; National Center for
Atmospheric Research Staff (Eds) in The climate data guide: global temperature
data sets: overview & comparison table, 2014 [7]; Global Climate Change Data,
1750–2015 [8]). Data have been preprocessed using imputation, F-measure, and
maximum likelihood missing value methods. Finally, the prediction has been made
about the time of occurrence of the next El-Nino year by using a multiple linear
regression algorithm. A comparative analysis has been done on the three approa-
ches used. The work also calculates Karl Pearson’s correlation coefficient between
global warming and temperature change, temperature change and El-Nino, and
finally global warming and El-Nino. Performance analysis has been done on the
correlation coefficient calculated.
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1 Introduction

The chapter introduces El-Nino and how it develops, its impacts on human being,
and thereafter how it affects the global warming. The chapter also describes a
stepwise experimental methodology which has been used to predict the next
El-Nino year by using a multiple linear regression algorithm. The chapter also
describes the calculated Karl Pearson’s correlation coefficient between global
warming and temperature change, temperature change and El-Nino, and finally
global warming and El-Nino. The Performance analysis has also been described on
the correlation coefficient calculated.

1.1 El-Nino and Its Behaviour

El-Nino is a versatile and unsurprisingly weather phenomenon that occurs when
ocean temperatures in the Pacific Ocean near the equator differ from the normal.
The winds weaken or break down in an El-Nino year. Rain and storm occur as a
consequence of the warm water that is normally pushed toward the western Pacific
washes back across, piling up on the east side of the Pacific from California to
Chile. The pattern usually occurs very frequently (two to seven years). The 2015–
2016 El-Nino year is called a “super” El-Nino year. This is the worst in 15 years.
The other two previous super El-Nino years are 1982–1983 and 1997–1998 [9].

When El-Nino develops, the strong winds blow from east to west across the
Pacific Ocean around the equator. The winds force warm surface ocean water from
South America west toward Asia and Australia, and cold water to take its place
along South America. The difference in temperature is created as a consequence of
this across the Pacific Ocean, which helps out to blow the strong winds (the tem-
perature difference and the strong winds are strongly correlated). The accretion of
warm water in the west adds heat to the air, causing it to rise and create unstable
weather; this is the main reason why the western Pacific region is warm and rainy.
In general, cool and dry air is found on the eastern side of the Pacific.

1.2 El-Nino and Its Effects: Global Warming

In the study, it has been observed that when El-Nino develops, it disturbs sea life in
the Pacific and causes weather changes all over the world. It has also been observed
that the El-Nino badly affects human life due to the abnormal atmospheric and
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oceanic conditions and also responsible for climate changes. Numerical models of
El-Nino are used for weather forecasting. The forecasts can be presented in terms of
five possibilities: (1) near normal conditions, (2) a weak El-Nino with a slightly
wetter than normal growing season, (3) a full-blown El-Nino with flooding,
(4) cooler than normal waters offshore, with higher than normal chance of drought,
and (5) Global warming [10].

According to the study [11] shows the close relationship between ENSO and
global temperature, hence global warming can be attributed to human activity. The
global warming [12] is defined as the most recent and endless rise in earth surface
temperature according to the environmental protection agency (EPA). The green-
house gases are released as a result of climate pattern change. Carbon dioxide
(CO2), nitrous oxide (N2O), methane (CH4), water vapor (H2O), and other gases
including hydrofluorocarbons (HFCs), sulfur hexafluoride (SF6), and perfluoro-
carbons (PFCs) are the constituents of the greenhouse gases (GHGs).

In our work, an experimental methodology has been used. Through prevalent
study of the literature, a number of factors that are considered to have influence on
the effects of global warming and El-Nino are identified. Input variables are
identified through these factors. Real data from various sites have been collected
online and then filtered out using manual techniques and preprocessed the data by
using different methods. Then the data will transform into a standard format. After
that, feature and parameter selection are identified.

Then the analysis is done on the identified parameters and implementation will
be performed on the data by applying algorithms. Firstly, the data preprocessing is
applied to remove the missing values from the data and apply 3 different methods
and compare the results of them for finding the accuracy among them. Secondly,
apply the Karl Pearson’s correlation coefficient algorithm for finding the relation-
ship between El-Nino and Global Warming. After that the prediction algorithm, i.e.,
multiple linear regression is applied and predicting the upcoming years of El-Nino.
Then, the implementation results will produce and analyzed. The methodology used
is illustrated stepwise with the help of diagram as shown in Fig. 1.

2 Literature Survey

Prediction is the forecasting of upcoming phases of ENSO. Many factors that are
responsible for El-Nino are studied in this paper. During the El-Nino conditions,
the SW Pacific Ocean extreme cyclone wave hazard is significantly larger, and the
incidence of two extreme El-Nino events (1982–83 and 1997–98) in the satellite
observation led to predict the highest extreme-wave atmosphere in the east of the
region. This means that any prospect change in climate influences on the frequency
and strength of such strong El-Nino events results in tremendous climate transform
in the area [13].
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Data mining concepts and techniques, suggested by Han and Kamber, allows the
users to analyze data from different sizes and magnitudes, classify it and recapit-
ulate the associations which are identified during the mining progression [14].

Kaur et al. described the concept that is used in this paper which they used in
education sector [2].

El-Nino the new and upcoming field in ecological sector and can be applied in
different areas like sports, agriculture, transportation, Environmental risk, global
monitoring, city planning, medical, education, etc. Yu et al. give the new model to
predict the length of the day using extreme learning machine, and prediction results
are analyzed and compared with those obtained by other machine learning-based
prediction methods, including BPNN, generalization regression neural networks

Collection of data

El-Nino records for 42 years (1994-2015) and global warming records for 11 years 
(2000-2010) .

Manual filtering is done  on the collected data to extract records only for India

Pre-processing is applied on extracted data using three different methods

Imputation method F-measure method Maximum likeli-
hood method

Transformation of extracted data into common format and selection of highly signifi-
cant variables for correlation  and  prediction.

Karl's Pearson correlation coefficient algorithm applied for finding the relationship be-
tween El-Nino and Global Warming. 

Multiple linear regression is applied on the extracted data

Implementation is performed through coding in .Net Visual Studio(C#). For backend, 
SQL Server Express 14.0 is used.

Fig. 1 Process flow diagram of the methodology used to predict the next El-Nino year
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(GRNN), and adaptive network-based fuzzy inference systems (ANFIS). It is
shown that while achieving similar prediction accuracy, the developed method uses
the much less training time than other methods [3].

To quantify the extreme significant wave height from tropical cyclones across
the Southwest Pacific Ocean, Stephens and Ramsay describe the first use of a
stochastic cyclone model (SCM). To quantify the effects of the El-Nino-Southern
Oscillation (ENSO) on severe significant wave heights, and also the effects of
projected climate change on cyclone intensity and frequency of happening, the
SCM was used. During El-Nino conditions, cyclone formation and propagation are
expected to occur. However, these cyclones are more likely to be powerful, mainly
in extreme El-Nino event duration, leading to a higher long-term extreme-wave
climate in the eastern SW Pacific, in spite of the relatively low cyclone observation
rate there [4].

Forecasting should be alienated from its behavior and impacts, once the
occurrence of the event has been assured. Whenever a forecast is made, someone is
responding to it. Therefore, it is necessary to report societies and economic sectors
affected by El-Nino. [5].

Richman and Leslie’s work examines changes in mean values of maximum daily
temperatures or each summer month, in southeastern Australia. A 10-site dataset,
for 1958–2013, was collected and resample to quantify temporal changes and
uncertainty in decades monthly maximum temperatures. The result confirms the
regional environment of the warming [1].

Nerudová and Solilová discussed the three methods of missing data: regression
method, imputation, and multiple imputation. They also discussed the impact of the
three methods on the CCCTB determination. On the basis of the results, the most
appropriate method will be selected that leads to the least distortion. The results
obtained from the three methods are compared [6].

To handle longitudinal data with missing values, Li and Yi discover a new
method, i.e., pairwise likelihood method. Performance is measured under different
situations for the proposed method and particularly, efficiency and robustness are
examined. Then, longitudinal survey data are analyzed with the proposed method
that has taken from the Waterloo Smoking Prevention Project [7].

The data have been collected from different websites and an experimental
methodology is used to generate the database. Then, different algorithms for
removing missing values have been used, i.e., imputation method, F-measures, and
maximum likelihood. Correlation between El-Nino and global warming has been
determined through temperature change by using Karl Pearson’s correlation coef-
ficient and finally, the prediction has been made about the time of occurrence of the
next upcoming El-Nino year by using a multiple linear regression algorithm.
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3 Methodology

An experimental methodology has been used for determining the correlation
between El-Nino and global warming. It also predicts the upcoming El-Nino year.
The methodology is described in the following steps and illustrated with the help of
the diagram as shown in Fig. 1.

Step 1. Some of the factors have been identified which are considered to be the
causes for global warming and El-Nino.
Step 2. Real world data have been collected from various websites [8, 15–21]. For
this, a record of 42 years (1994–2015) for El-Nino and a record of 11 years (2000–
2010) for global warming have been taken.
Step 3. Collected data have been filtered out using manual techniques, mainly for
India. El-Nino and global warming-related variables along with their domain values
are defined in Tables 1 and 2, respectively.
Step 4. Preprocessing has been done on the extracted records by using three dif-
ferent methods named as imputation method, F-measure, and maximum likelihood
method. The El-Nino data have many missing values. So, to fill the missing data,
three different methods: imputation, F-measure, and maximum likelihood methods
are used.

Table 1 El-Nino related variables

Variable name Description Domain values

SST Sea surface temperature 1974–2015

SLP Surface level pressure 1974–2015

OLW Outgoing long wave 1974–2015

Z WIND Zonal wind 1974–2015

MER WIND Meridal wind 1974–2015

TEMP Temperature 1974–2015

AIR HUMI Air humidity 1974–2015

LONG Longitude 1974–2015

LATI Latitude 1974–2015

SOI Southern oscillation index 1974–2015

WIND Flow of wind 1974–2015

Table 2 Global warming related variables

Variable name Description Domain values

Greenhouse
gases (CO2)

Total fossil fuel, gases, liquids, solids, cement
production, gas flaring, and per capita

2000–2010

Variations in
earth’s orbit

Earth’s climate change 2000–2010

Deforestation Population, standard of living 2000–2010

Burning fossil
fuels

Gases, solids, and liquids 2000–2010
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3.1 Imputation Method

• Missing values have been filled by the average of the column in which the
missing value appeared.

• Average. The arithmetic mean is calculated by adding sum of given numbers
and then dividing by the count of the numbers.

average ¼ a1 þ a2 þ a3. . .. . .. . .. . .. . .. . .þ an=nð Þ ð1Þ

Here, a1, a2, a3, an are representing factors a1 = longitude; a2 = latitude;
a3 = temperature; a4 = SLP; a5 = SOI; a6 = wind; a7 = SST; a8 = OLW; a9 =
air humidity; a10 = zonal wind; and a11 = meridal wind, and n is the total count of
these factors.

3.2 F-Measures Method

• Missing values have been filled through harmonic mean of the column in which
column the missing value appeared. The formula used for harmonic mean is

1
Hy

¼ 1
n

X 1
Yj
: ð2Þ

3.3 Maximum Likelihood Method

• Missing values have been filled by the most likely occurred values of the
particular column.

• Sort the data column-wise, and fill the missing data by most common values in
the dataset.

Step 5. Then the data has been transformed into a common format. After that,
highly significant variables were identified using the select attribute facility of
MYSQL, which were used in prediction of upcoming El-Nino year and also con-
sidered in finding out the correlation between El-Nino and global warming. The
highly significant variables along with their domain values are listed below in
Table 3.
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Step 6. Calculation of the correlation coefficient between global warming and
temperature change, temperature change and El-Nino, and finally global warming
and El-Nino is done through Karl Pearson’s correlation coefficient. It also predicts
the time of occurrence of the next El-Nino year by using a multiple linear regression
algorithm.

3.4 Karl Pearson’s Correlation Coefficient

To establish the relationship between global warming and El-Nino by showing
transitive relation between them.

a ! global warming,
b ! temperature change,
c ! El-Nino,
a ! b,
b ! c, therefore a ! c.

Evaluate the correlation between two or more attributes for numerical attributes.
A and B, by computing the correlation coefficient (also known as Pearson’s product
moment coefficient).

XN

i¼1
aibi�NAB=NrArB
� � ð3Þ

3.5 Multiple Linear Regression Algorithm

Multiple linear regression analysis technique has been applied to predict the
upcoming El-Nino year. The general linear regression model, with normal error
terms, simply in terms of X variables is shown in

Table 3 Highly significant variables for prediction and correlation

Variable name Description Domain values

SST Sea surface temperature 1974–2015

SLP Surface level pressure 1974–2015

TEMP Temperature 1974–2015

SOI Southern oscillation index 1974–2015

WIND Flow of wind 1974–2015

GHG Green house gas (CO2) 2000–2010
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Y ¼ Xbþ e; ð4Þ

b0nþ b1
Xn

i¼1
xi1þ . . .. . .. . .:þ bp

Xn

i¼1
xip þ ei ¼

Xn

i¼1
yi ð5Þ

Here, y represent the years in the dataset, i.e., y1 = 1974, y2 = 1975…
y42 = 2015.

x denotes the factors, i.e., x1 = longitude; x2 = latitude; x3 = temperature;
x4 = SLP; x5 = SOI; x6 = wind; x7 = SST; x8 = OLW; x9 = air humidity; x10 =
zonal wind; and x11 = meridal wind, and n is the total number of years, i.e., 42.

Step 7. Implementation is performed through coding in.Net Visual Studio (C#). For
backend, SQL server express 14.0 is used.

To build GUI applications, Windows forms designer is used. The user interface
is linked with code using an event-driven programming model. Either C# or VB.
NET code is generated for the application.

Connectivity of database is done by SQL Server Express 2014 to create a table
in SQL server and data is inserted by import the values from Excel files.

Data Explorer is used to manage databases on Microsoft SQL Server instances.
For creating queries and writing stored procedures, Data Explorer is used either
with T-SQL or SQL CLR. Debugging as well as IntelliSense support is also
available.

Manage database connections on an accessible computer can be done through
Server Explorer. It can also be used to browse running Windows Services, per-
formance counters, Windows Event Log, and message queues and use them as a
data source.

The coding for the algorithms was in c# that is a backend process of the project.
It is simple to create the form in .net c# without being coding for the form by tool.
Projects have sections for properties, references, and a Program.cs file.

4 Comparative Analysis

The algorithm is analyzed with three different missing values methods: imputation
method, F-measures, and maximum likelihood. All the statistical results are pro-
vided in Table 4.

From the literature review [22] the imputation method for filling out the missing
value gives the best result as compared to F-measures and maximum likelihood.
The results obtained through imputation method provide valid statistical inferences
that properly reflect the uncertainty due to missing values. Therefore, after 16 years
(i.e., 2033) El-Nino may occur as predicted.
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5 Performance Analysis

Performance analysis has been done on the correlation coefficient calculated
between global warming and temperature change, temperature change and El-Nino,
and finally global warming and El-Nino. Calculated correlation coefficients of the
three are mentioned in Table 5.

Table 5 depicts the relationship between global warming and temperature
change, which is the negative one (−0.93175). This implies that as the global
warming decreases, the temperature increases. Next, it shows the relationship
between temperature change and El-Nino, which is a positive one (0.91974). This
implies that as the temperature increases, the El-Nino effect increases.

So, finally, as the global warming decreases, the El-Nino effect increases. This
can be verified from the calculated correlation coefficient between global warming
and El-Nino (−0.8139).

6 Conclusion

In this paper, multiple linear regressions were used for prediction of upcoming
El-Nino year on the dataset of 42 years. The dataset contained missing values so
preprocessing steps were applied in the dataset to remove or fill out the missing
values. Three methods used for removing missing values are imputation method,
F-Measure, and maximum likelihood. Among all missing value methods, imputa-
tion method is considered to give valid statistical inferences that properly reflect the
uncertainty due to missing values. So, the next El-Nino may occur after 16 years
from the current year as predicted.

Through the calculated values of Karl Pearson’s correlation, it has been observed
that as the global warming decreases, the El-Nino effect increases.

Table 4 Statistical results of MLR on different missing values algorithms

Missing values methods applied in MLR Predicted year

Imputation method 16.604

F-measures 27.0072

Maximum likelihood 31.07228

Table 5 Calculated correlation coefficient

Calculated correlation coefficient

Global warming and temperature
change

Temperature change and
El-Nino

Global warming and
El-Nino

−0.93175 0.91974 −0.8139
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7 Future Scope

The Prediction can be made on the basis of La-Nina also. Since it is known that
ENSO affects the drought and flood situations, it is going to affect the world as a
whole, e.g., in terms of agriculture, stock markets, and economy as a whole.
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Performance of Static Spatial Topologies
in Fine-Grained QEA on a P-PEAKS
Problem Instance

Nija Mani, Gur Saran and Ashish Mani

Abstract Population-based meta-heuristics can admit population models and
neighborhood topologies, which have a significant influence on their performance.
Quantum-inspired evolutionary algorithms (QEA) often use coarse-grained popu-
lation model and have been successful in solving difficult search and optimization
problems. However, it was recently shown that the performance of QEA can be
improved by changing its population model and neighborhood topologies. This
paper investigates the effect of static spatial topologies on the performance of QEA
with fine-grained population model on well-known benchmark problem generator
known as P-PEAKS.

Keywords Population structure � Evolutionary algorithm � Cellular
NEWS

1 Introduction

Quantum-inspired evolutionary algorithms (QEAs) are a class of meta-heuristics,
which are designed by drawing inspiration from quantum mechanical principles
into the framework of evolutionary algorithms (EA). They are used to improve
search and optimization potential of evolutionary algorithms [1] by providing a
better balance between exploration and exploitation [2]. They have been successful
in solving wide range of benchmark as well as real-world problems, in discrete as
well as continuous domain variables ranging from dynamic multicast routing with
network coding [3], placing distributed generators in distribution system [4], solve
large size quadratic knapsack problems [5], ordering problems [6],
sum-of-squares-based fuzzy controller design [7], 0–1 knapsack problem [8]. QEAs
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are popular for their Q-bit representation, which is probabilistic in nature. A number
of modifications have been proposed to improve the performance of canonical QEA
by changing the variation operator [9] and population structure as in case of ver-
satile quantum-inspired evolutionary algorithm (vQEA) [10]. In a recent study [11],
it has been noticed that there is an improvement in the performance of QEA by
changing the population model of QEA [12, 13] from coarse grained to panmictic
[10] on some problems. Further, it has been shown in [14] that a QEA with
fine-grained population model performs better than coarse-grained and panmictic
models. Fine-grained population model admits neighborhood topologies, i.e., the
way an individual in the population is interacting or influencing the evolution of
other individuals. There are two types of topologies viz. random and spatial. The
effect of random static topologies on the performance of fine-grained QEA was
investigated in [15]. This paper continues the investigation into the effect of static
spatial topologies on the performance of fine-grained QEA (FQEA) [16, 17].

The individuals in fine-grained population model are spread on a grid of nodes.
This model admits many different kinds of fine-grained topologies and grid shapes,
which can be classified into two main categories, viz., spatial and random
topologies. The spatial topologies can be designed by considering information from
fitness landscape, phenotype, and genotype solution space as well as all the three of
them, and their combinations in form of ratios can be used to arrange the population
in a spatial structure [18]. Random topologies are much easier to design as the
location of the individuals on the grid is assigned randomly [15].

A well-known benchmark problem generator called P-PEAKS has been used to
investigate the effect of static spatial topologies on the performance of FQEA.
A comparative study has been performed between five different sorting methods of
seven grid shapes of fine-grained QEA with static spatial topologies (SSFQEA),
two ring topologies, and fine-grained QEA with static random topology. The results
have been validated by performing nonparametric tests for multiple comparisons
using Friedman test and post hoc procedure [19] and Wilcoxon signed ranked test
has been used for pair-wise comparison [20]. The paper is further organized as
follows: population topologies have been explained in Sect. 2. Section 3 presents
testing of QEA with static spatial topologies. Section 4 concludes the paper.

2 Population Topology

Spatial structures have been used in particle swarm optimization (PSO) to construct
meaningful neighborhoods [18] and in principle, appear to facilitate better perfor-
mance than random population topologies. The canonical QEA described in [12]
divides the population into groups and uses attractors in its rotation gate, which is a
variation operator. The selection of attractor decides whether coarse-grained pop-
ulation is being used or panmictic model [14, 21]. Similarly, the selection of
attractor is performed by considering neighborhood topologies in case of SSFQEA
in the following manner:
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i. Von Neumann topology—In this topology, the individuals in the population are
arranged on two-dimensional toroidal grid. The neighborhood of an individual
has four other individuals, i.e., its immediate north, east, west, and south
neighbors (NEWS). Grid size is given by Gx � Gy, where Gx is number of rows
and Gy is number of columns. Further, it has been applied on three different
shapes of toroidal grid, viz., square, rectangle, and narrows as shown in Fig. 1.
All individuals are placed in a unique position on a toroidal grid and are linked
to four others in their respective neighborhood in a cubic lattice type
arrangement as shown in Figs. 1 and 2.

ii. Ring topology: In this topology, the individuals in the population are arranged
on a ring with each individual occupying a unique position. The neighborhood
has been constructed in two ways viz. directed and undirected. In directed ring
topology, there are only two members in the group and the individual that acts
as the attractor for an individual cannot have that individual as its own attractor,
so attractor’s selection is in one direction only as shown in Fig. 3. The undi-
rected ring topology has three members and each individual is attached to the
one before it and the one after it in the immediate neighborhood and so the
attractor’s selection can be in either direction.

Five types of spatial arrangement have been constructed by sorting the popu-
lation on best fitness value of solution vectors (fitness landscape) called “IBF”,

(a) Von-Neumann Topology (b) Von–Neumann Topology on Cellular Grid 

Fig. 2 Von Neumann topology

(a)
Square 
(5 X 5)

(b)
Rectangle – Horizontal

(7X 4)

(c)
Rectangle – Vertical

(4 X 7)

(d)
Narrow – Horizontal

(10 X 3)

(e)
Narrow – Vertical

(3 X 10)

Fig. 1 Cellular grid structures
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binary solution vector (phenotype space) called “IBB”, Euclidian distance of a
values of Q-bit vector from origin (genotype space) called “QB”, ratio of fitness to
binary value of solution vector (combination of fitness landscape and phenotype
space) called “IBFBPR”, and ratio of fitness to Euclidian distance of a values of
Q-bit vector from origin (combination of fitness landscape and genotype space)
called “IBFQR”.

The Spatial topologies can be implemented with ring and von Neumann only as
G-Best [17] topology is not affected by spatial ordering of individual members in
population because it is fully connected. This work describes the ring and von
Neumann topologies by spatially distributing the individuals in the population and
empirically compares their relative performance. The neighborhood list evaluates
only once during the initialization stage and maintains the structure throughout the
execution of the algorithm in a static spatial population topology and it sorts the
population according to the above listed five spatial information in every
generation.

The static spatial topologies are dynamic in nature as the sorting of population in
each generation may create new neighbors for most of the individuals without
changing the grid shape. Thus, static spatial topologies are static because grid shape
is remaining static during the execution of the QEA. The algorithm with static
spatial topology is as shows:

Step 1: t = 0; Population Size = NP, Topology =

Type, Neighborhood Size = NS, Grid Size

= Gx X Gy, Sorting = Type_Spatial_information;

Step 2: initialization of Q1(t)…QNP(t)& Computation

Neighborhood_list();

Step 3: obtain P1(t)…PNP(t) by measurement operation on

Q1(t)…QNP(t) respectively;

Step 4: if repairing required then perform repair Pi(t),i = 1 ..NP;

Step 5: evaluation of P1(t)…PNP(t) & storing in OP1(t).. OPNP(t);

Step 6: sorting the population according to spatial

Information;

Step 7: storing the global, neighborhood and individual

best solutions into GB(t), NBi(t) & IBi(t)

respectively, i = 1 .. NP;

Fig. 3 Ring topology
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while (!condition_terminate) {

Step 8: t = t + 1;

for each individuali i = 1 .. NP {

Step 9: determination of Attractor Ai(t) = NBi(t-1);

Step 10: application of Q-gate(s) on Qi(t-1) to update to Qi(t);

Step 11: obtaining Pi(t) by measuring the states of Qi(t);

Step 12: if repairing required then perform repair Pi(t);

Step 13: evaluation of Pi(t) & storing result into OPi(t);

Step 14: storing the best solutions among IBi(t-1) and

OPi(t) into IBi(t);

Step 15: sorting the population according to spatial

Information;

Step 16: storing the neighborhood best solution among

NBi(t-1) and Best_Neighbori(t) into NBi(t) ;

Step 17: storing the global best solution GB(t-1)

among IBi(t) into GB(t);}

In step 1, population size is initialized to NP and accordingly, topology is
assigned to von Neumann or ring. The size of the neighborhood is assigned to NS
depending on the type of topology, i.e., five in case of von Neumann, two in case of
directed ring topology, and three in case of undirected ring topology. Grid size is
assigned as Gx � Gy in case of von Neumann topology, and sorting method is
assigned as the spatial information according to which population would be sorted.
In step 2, the random initialization of Q-bit register Q(t) which contains Q-bit
strings Q1(t) … QNP(t) is performed along with the computation of neighborhood
list with inputs as grid size, neighborhood size, and topology. In step 3, P1(t) …
PNP(t), which represents binary solutions, are obtained by application of mea-
surement operator on Q1(t)…QNP(t), respectively. In step 4, repairing is performed
if necessary on binary solutions Pi(t). In step 5, binary solution is evaluated to
obtain its fitness OPi(t), where OPi(t) represents the objective function value. In
step 6, the population is sorted according to the spatial information, viz., fitness
landscape information (IBF), phenotype space information (IBB), genotype space
information (QB), ratio of fitness landscape information and phenotype space
information (IBFBPR), and ratio of fitness landscape information and genotype
space information (IBFQR). In step 7, in the binary solutions OPi(t), the global,
neighborhood, and individual best solutions are then selected, and stored into GB(t),
NBi(t), IBi(t), respectively, and neighborhood best solution is determined from the
individuals in the neighborhood list of every individual. In step 9, the attractor
Ai(t) is used for the ith individual as the NBi(t). In step 10, using Q-Gates update
Qi(t − 1) to Qi(t), which is quantum rotation gate. In step 11, by measuring the
states of Qi(t) the binary solutions in Pi(t) are formed as in step 3. In step 12, if the
repair is needed, then it is performed as in step 4 and in step 13, each binary
solution is observed and measured for the fitness as in step 5. In step 14, population
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is sorted as in step 6. In step 15, 16, and 17, the global, neighborhood, and
individual best solutions are selected and stored into GB(t), NBi(t), and IBi(t),
respectively, based on a comparison between previous and current best solutions.

3 Testing, Results, and Analysis

A well-known benchmark problem generator called P-PEAKS has been used to
investigate the effect of static spatial topologies on the performance of FQEA. In
case of P-PEAKS problem, P number of N-bit strings are either randomly or
heuristically generated, which are used as the position of P-PEAKS in the search
space created by N-bits. The epistasis of fitness landscape is governed by P, i.e.,
higher the value of P, more is the ruggedness of the fitness landscape. The fitness
value of remaining strings is computed by their hamming distance with the closest
peak, divided by N (as shown in Eq. 1). P-PEAKS problem has a maximum fitness
value of 1.0 [16].

f P�PEAKS ~xð Þ ¼ 1
N
max N � Ham Dist1� i� p ~x� Peakið Þ� � ð1Þ

P-PEAKS problem generator provides for a large fairness for comparative
studies between different instances of the algorithms. The P-PEAKS problem that
has been used in this study, has N as 1000 and P as 20.

The value of parameter settings of QEA used for testing is given in Table 1. It
has been deliberately kept same for all the instances of QEA so that as far as
possible a fair comparative study can be statistically performed between them. The
size of population is kept near 50 and the small variation in different instances is
due to the grid size. One measurement has been performed on each Q-bit in one
iteration of any instance. Fine-grained population model permits local migration
only so it has been performed in every generation for all the instances. This work
has used seven different toroidal grid sizes (3 � 16, 4 � 12, 6 � 8, 7 � 7, 16 � 3,
12 � 4, 8 � 6) with von Neumann topology having neighborhood size of five
individuals to study their effect on the performance of QEA. Maximum number of
iterations has been used as the stopping criterion, which is 3000 in this work.

Table 1 QEA parameters

Parameters Value

h1 to h8 0, 0, 0.01p, 0, −0.01p, 0, 0, 0, respectively

Population size 50

Number of measurements 1

Local migration period (iterations) 1

Neighborhood topology Von Neumann and ring

Neighborhood size 5 & 2, 3, respectively

Stopping criterion (iterations) 3000
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Meta-heuristics are stochastic algorithms so statistical testing is necessary for
finding their effectiveness. The descriptive statistics have been computed by exe-
cuting a total of 30 independent runs for each instance and subsequently recording
Best, Worst, Average, Median, and standard deviation (std) of the objective
function value along with mean number of function evaluations to reach known best
solution. Further, statistical analyses have been conducted using nonparametric tests
as the conditions for parametric tests like independence, normality, and
homoscedasticity are not guaranteed [19].

Single-problem analysis has been applied to results obtained over 30 runs of the
algorithms over a given problem. In case of inferential statistics, hypothesis testing
is employed to draw inferences about one or more populations from given test
results. Two hypotheses, the null hypothesis H0 and the alternative hypothesis H1,
are defined for statistical analyses. The null hypothesis is a statement of no dif-
ference between performance of two or more algorithms, whereas the alternative
hypothesis represents the presence of a difference in the performance of two or
more algorithms. When applying a statistical procedure to reject a hypothesis, a
level of significance (=5%) is used to determine whether the hypothesis may be
rejected.

There are several pair-wise and multiple comparison procedures available,
however, in this work, we have used Wilcoxon’s signed rank test for pair-wise
comparison [20]. It has been implemented using spreadsheet given in companion
CD of [20]. The multiple comparisons statistical test has been performed using
Friedman test and associated post hoc procedures given as control test suite and
multiple test suites [19]. The control test suite has been used for comparing the
performance of one instance of QEA with the other instances, whereas multiple test
suite has been used when multiple instances have to be compared without having
preference for any particular instance.

The result of testing of SSFQEA with five different spatial distributions, i.e.,
sorting methods (IBB, IBF, IBFBPR, IBFQR, and QB) and grid size of 3 � 16, is
given in Table 2. Further, the result of the corresponding FQEA with static random
topology (SRT) has also been included from [15] for comparative study.

In order to compare the performance of the five instance of QEA with static
spatial topologies, Friedman test (multiple comparison test suite [19]) has been

Table 2 Comparative study of SSFQEA with sorting methods and FQEA with static random
topology (SRT) [15] on grid size 3 � 16

Grid
shape

Sorting
method

Best Worst Average Median Std Avg.
NFE

3 � 16 SRT 1.0000 1.0000 1.0000 1.0000 0.0000 89,699

IBB 1.0000 1.0000 1.0000 1.0000 0.0000 85,197

IBF 1.0000 1.0000 1.0000 1.0000 0.0000 69,544
IBFBPR 1.0000 1.0000 1.0000 1.0000 0.0000 81,064

IBFQR 1.0000 1.0000 1.0000 1.0000 0.0000 77,982

QB 1.0000 1.0000 1.0000 1.0000 0.0000 83,762

Average NFE i.e. the row for which Average NFE is least is made bold or highlighted
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applied on the SSFQEA, i.e., IBB, IBF, IBFBPR, IBFQR, and QB with perfor-
mance metric being number of function evaluations to convergence to global
optimum instead of objective function value as all the five instances of SSFQEA is
converging to known global optimum in all the runs. The null hypothesis, H0, is a
statement of no difference between speed of convergence (measured by number of
function evaluations to reach optimum) in all the five instances of SSFQEA,
whereas the alternative hypothesis, H1, represents the presence of difference in the
performance of two or more algorithms. The ranking of IBF is best among all the
five instances of SSFQEA and IBB has worst rank. Friedman statistic considering
reduction performance (distributed according to chi-square with four
degrees-of-freedom): 27.97. P-value computed by Friedman test: 1.26E-5. The null
hypothesis, H0, was rejected at significance level of 5% as P-value was less than
0.05 (multiple comparison test suite [19]).

SSFQEA with IBF sorting appears faster than all other algorithms as shown in
Table 2 (Av. NFE.). Therefore, we want to investigate whether IBF is statistically
superior to all other methods, so IBF is treated as the control method and control
test suite [19] is applied. The null hypothesis, H0, is a statement of no difference
between speed of convergence (measured by number of function evaluations)
between IBF and all other four instances of QEA with static spatial topologies,
whereas the alternative hypothesis, H1, represents the presence of difference in the
performance of IBF and one or more of other four instances of SSFQEA. Friedman
statistic (distributed according to chi-square with four degrees-of-freedom 27.97. P-
value computed by Friedman test: 1.26E-5. The null hypothesis, H0, was rejected at
significance level of 5% as P-value was less than 0.05 (control test suite [19]). In
pair-wise comparison between IBF and other four instances of SSFQEA, the null
hypothesis, H0, is a statement of no difference between speed of convergence
(measured by number of function evaluations) between IBF and one of the other
four instances of SSFQEA, whereas the alternative hypothesis, H1, represents the
presence of difference in the performance of IBF and one of the other four instances
of SSFQEA. It was found that as per Hommel’s and Holm’s procedure (which
rejects those hypotheses that have a p-value < 0.05 at significance level of 5%), the
null hypothesis could be rejected when comparison is performed with IBB, QB,
IBFBPR, and IBFQR. In case of adjusted P-value, Hommel’s, and Holm’s pro-
cedure, the null hypothesis could be rejected when comparison is performed with
QB, IBFBPR and IBB and IBFQR. Thus, it can be safely concluded that IBF
outperforms IBB, QB, IBFBPR, and IBFQR.

In order to confirm the findings in Table 2 that SSFQEA with IBF performs
better than FQEA with SRT, nonparametric Wilcoxon’s signed rank test [20] was
performed on number of function evaluations. The number of function evaluations
of SSFQEA with IBF is l1 and the number of function evaluation of SRT l2, then
the null hypothesis is H0: l1 > l2 and the alternate hypothesis is H1: l1 < l2. The
result shows that null hypothesis has been rejected as Wilcoxon’s signed rank test
statistic is zero and less than the critical value of 152 at significance level of 5%
which indicates that SSFQEA with IBF requires less number of function evalua-
tions as compared to FQEA with SRT [15].
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The result of testing of SSFQEA with five different spatial distributions, i.e.,
sorting methods (IBB, IBF, IBFBPR, IBFQR, and QB) and grid size of 4 � 12, is
given in Table 3. Further, the result of the corresponding FQEA with static random
topology (SRT) has also been included from [15] for comparative study.

In order to compare the performance of the five instance of QEA with static
spatial topologies, Friedman test (multiple comparison test suite [19]) has been
applied on the SSFQEA, i.e., IBB, IBF, IBFBPR, IBFQR, and QB with perfor-
mance metric being number of function evaluations to convergence to global
optimum instead of objective function value as all the five instances of SSFQEA is
converging to known global optimum in all the runs. The null hypothesis, H0, is a
statement of no difference between speed of convergence (measured by number of
function evaluations to reach optimum) in all the five instances of SSFQEA,
whereas the alternative hypothesis, H1, represents the presence of difference in the
performance of two or more algorithms. The ranking of IBF is best among all the
five instances of SSFQEA and IBB has worst rank. Friedman statistic (distributed
according to chi-square with four degrees-of-freedom): 18.64. P-value computed by
Friedman test: 9.25E-4. The null hypothesis, H0, was rejected at significance level
of 5% as P-value was less than 0.05 (multiple comparison test suite [19]).

SSFQEA with IBF sorting appears faster than all other algorithms as shown in
Table 3 (Av. NFE.). Therefore, we want to investigate whether IBF is statistically
superior to all other methods, so IBF is treated as the control method and control
test suite [19] is applied. The null hypothesis, H0, is a statement of no difference
between speed of convergence (measured by number of function evaluations)
between IBF and all other four instances of QEA with static spatial topologies,
whereas the alternative hypothesis, H1, represents the presence of difference in the
performance of IBF and one or more of other four instances of SSFQEA. Friedman
statistic (distributed according to chi-square with four degrees-of-freedom): 18.64.
P-value computed by Friedman test: 9.25E-4. The null hypothesis, H0, was rejected
at significance level of 5% as P-value was less than 0.05 (control test suite [19]). In
pair-wise comparison between IBF and other four instances of SSFQEA, the null
hypothesis, H0, is a statement of no difference between speed of convergence
(measured by number of function evaluations) between IBF and one of the other

Table 3 Comparative study of SSFQEA with sorting methods and FQEA with static random
topology (SRT) [15] on grid size 4 � 12

Grid
shape

Sorting
method

Best Worst Average Median Std Avg.
NFE

4 � 12 SRT 1.0000 1.0000 1.0000 1.0000 0.0000 83,923

IBB 1.0000 1.0000 1.0000 1.0000 0.0000 77,010

IBF 1.0000 1.0000 1.0000 1.0000 0.0000 67,046
IBFBPR 1.0000 1.0000 1.0000 1.0000 0.0000 72,722

IBFQR 1.0000 1.0000 1.0000 1.0000 0.0000 76,973

QB 1.0000 1.0000 1.0000 1.0000 0.0000 74,310

Average NFE i.e. the row for which Average NFE is least is made bold or highlighted
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four instances of SSFQEA, whereas the alternative hypothesis, H1, represents the
presence of difference in the performance of IBF and one of the other four instances
of SSFQEA. It was found that as per Hommel’s and Holm’s procedure (which
rejects those hypotheses that have a P-value < 0.05 at significance level of 5%), the
null hypothesis could be rejected when comparison is performed with IBB, QB,
IBFBPR, and IBFQR. In case of adjusted P-value, Hommel’s and Holm’s proce-
dure, the null hypothesis could be rejected when comparison is performed with QB,
IBFBPR and IBB and IBFQR. Thus, it can be safely concluded that IBF outper-
forms IBB, QB, IBFBPR, and IBFQR.

In order to confirm the findings in Table 3, that SSFQEA with IBF performs
better than FQEA with SRT, nonparametric Wilcoxon’s signed rank test [20] was
performed on number of function evaluations. The number of function evaluations
of SSFQEA with IBF is l1 and the number of function evaluation of SRT l2, then
the null hypothesis is H0: l1 > l2 and the alternate hypothesis is H1: l1 < l2. The
result shows that null hypothesis has been rejected as Wilcoxon’s signed rank test
statistic is zero and less than the critical value of 152 at significance level of 5%
which indicates that SSFQEA with IBF requires less number of function evalua-
tions as compared to FQEA with SRT [15].

The result of testing of SSFQEA with five different spatial distributions, i.e.,
sorting methods (IBB, IBF, IBFBPR, IBFQR, and QB) and grid size of 6 � 8, is
given in Table 4. Further, the result of the corresponding FQEA with static random
topology (SRT) has also been included from [15] for comparative study.

In order to compare the performance of the five instance of QEA with static
spatial topologies, Friedman test (multiple comparison test suite [19]) has been
applied on the SSFQEA, i.e., IBB, IBF, IBFBPR, IBFQR, and QB with perfor-
mance metric being number of function evaluations to convergence to global
optimum instead of objective function value as all the five instances of SSFQEA is
converging to known global optimum in all the runs. The null hypothesis, H0, is a
statement of no difference between speed of convergence (measured by number of
function evaluations to reach optimum) in all the five instances of SSFQEA,
whereas the alternative hypothesis, H1, represents the presence of difference in the
performance of two or more algorithms. The ranking of IBF is best among all the

Table 4 Comparative study of SSFQEA with sorting methods and FQEA with static random
topology (SRT) [15] on grid size 6 � 8

Grid
shape

Sorting
method

Best Worst Average Median Std Avg.
NFE

6 � 8 SRT 1.0000 1.0000 1.0000 1.0000 0.0000 84,586

IBB 1.0000 1.0000 1.0000 1.0000 0.0000 71,656

IBF 1.0000 1.0000 1.0000 1.0000 0.0000 65,408
IBFBPR 1.0000 1.0000 1.0000 1.0000 0.0000 71,826

IBFQR 1.0000 1.0000 1.0000 1.0000 0.0000 69,218

QB 1.0000 1.0000 1.0000 1.0000 0.0000 69,293

Average NFE i.e. the row for which Average NFE is least is made bold or highlighted
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five instances of SSFQEA and IBB has worst rank. Friedman statistic (distributed
according to chi-square with four degrees-of-freedom): 12.03. P-value computed by
Friedman test: 0.01715. The null hypothesis, H0, was rejected at significance level
of 5% as P-value was less than 0.05 (multiple comparison test suite [19]).

SSFQEA with IBF sorting appears faster than all other algorithms as shown in
Table 4 (Av. NFE.). Therefore, we want to investigate whether IBF is statistically
superior to all other methods, so IBF is treated as the control method and control
test suite [19] is applied. The null hypothesis, H0, is a statement of no difference
between speed of convergence (measured by number of function evaluations)
between IBF and all other four instances of QEA with static spatial topologies,
whereas the alternative hypothesis, H1, represents the presence of difference in the
performance of IBF and one or more of other four instances of SSFQEA. Friedman
statistic (distributed according to chi-square with four degrees-of-freedom): 12.03.
P-value computed by Friedman test: 0.01715. The null hypothesis, H0, was rejected
at significance level of 5% as P-value was less than 0.05 (control test suite [19]). In
pair-wise comparison between IBF and other four instances of SSFQEA, the null
hypothesis, H0, is a statement of no difference between speed of convergence
(measured by number of function evaluations) between IBF and one of the other
four instances of SSFQEA, whereas the alternative hypothesis, H1, represents the
presence of difference in the performance of IBF and one of the other four instances
of SSFQEA. It was found that as per Hommel’s and Holm’s procedure (which
rejects those hypotheses that have a P-value < 0.025 at significance level of 5%),
the null hypothesis could be rejected when comparison is performed with IBB,
IBFBPR, and IBFQR but it could not be rejected for QB. In case of adjusted P-
value, Hommel’s and Holm’s procedure, the null hypothesis could be rejected when
comparison is performed with IBFBPR and IBB but it could not be rejected for QB
and IBFQR. However, average NFE is less for IBF as compared to QB and IBFQR.
Thus, it can be safely concluded that IBF outperforms IBB and IBFBPR and is at
least as good as QB and IBFQR.

In order to confirm the findings in Table 4, that SSFQEA with IBF performs
better than FQEA with SRT, nonparametric Wilcoxon’s signed rank test [20] was
performed on number of function evaluations. The number of function evaluations
of SSFQEA with IBF is l1 and the number of function evaluation of SRT l2, then
the null hypothesis is H0: l1 > l2 and the alternate hypothesis is H1: l1 < l2. The
result shows that null hypothesis has been rejected as Wilcoxon’s signed rank test
statistic is zero and less than the critical value of 152 at significance level of 5%
which indicates that SSFQEA with IBF requires less number of function evalua-
tions as compared to FQEA with SRT [15].

The result of testing of SSFQEA with five different spatial distributions, i.e.,
sorting methods (IBB, IBF, IBFBPR, IBFQR, and QB) and grid size of 7 � 7, is
given in Table 5. Further, the result of the corresponding FQEA with static random
topology (SRT) has also been included from [15] for comparative study.

In order to compare the performance of the five instance of QEA with static
spatial topologies, Friedman test (multiple comparison test suite [19]) has been
applied on the SSFQEA, i.e., IBB, IBF, IBFBPR, IBFQR, and QB with
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performance metric being number of function evaluations to convergence to global
optimum instead of objective function value as all the five instances of SSFQEA is
converging to known global optimum in all the runs. The null hypothesis, H0, is a
statement of no difference between speed of convergence (measured by number of
function evaluations to reach optimum) in all the five instances of SSFQEA,
whereas the alternative hypothesis, H1, represents the presence of difference in the
performance of two or more algorithms. The ranking of IBF is best among all the
five instances of SSFQEA and IBB has worst rank. Friedman statistic (distributed
according to chi-square with four degrees-of-freedom): 12.65. P-value computed by
Friedman test: 0.01314. The null hypothesis, H0, was rejected at significance level
of 5% as P-value was less than 0.05 (multiple comparison test suite [19]).

SSFQEA with IBF sorting appears faster than all other algorithms as shown in
Table 5 (Av. NFE.). Therefore, we want to investigate whether IBF is statistically
superior to all other methods, so IBF is treated as the control method and control
test suite [19] is applied. The null hypothesis, H0, is a statement of no difference
between speed of convergence (measured by number of function evaluations)
between IBF and all other four instances of QEA with static spatial topologies,
whereas the alternative hypothesis, H1, represents the presence of difference in the
performance of IBF and one or more of other four instances of SSFQEA. Friedman
statistic (distributed according to chi-square with four degrees-of-freedom): 12.65.
P-value computed by Friedman test: 0.01314. The null hypothesis, H0, was rejected
at significance level of 5% as P-value was less than 0.05 (control test suite [19]). In
pair-wise comparison between IBF and other four instances of SSFQEA, the null
hypothesis, H0, is a statement of no difference between speed of convergence
(measured by number of function evaluations) between IBF and one of the other
four instances of SSFQEA, whereas the alternative hypothesis, H1, represents the
presence of difference in the performance of IBF and one of the other four instances
of SSFQEA. It was found that as per Hommel’s and Holm’s procedure (which
rejects those hypotheses that have a P-value < 0.05 at significance level of 5%), the
null hypothesis could be rejected when comparison is performed with IBB, QB,
IBFBPR, and IBFQR. In case of adjusted P-value, Hommel’s and Holm’s proce-
dure, the null hypothesis could be rejected when comparison is performed with QB,

Table 5 Comparative study of SSFQEA with sorting methods and FQEA with static random
topology (SRT) [15] on grid size 7 � 7

Grid
shape

Sorting
method

Best Worst Average Median Std Avg.
NFE

7 � 7 SRT 1.0000 1.0000 1.0000 1.0000 0.0000 80,288

IBB 1.0000 1.0000 1.0000 1.0000 0.0000 70,722

IBF 1.0000 1.0000 1.0000 1.0000 0.0000 65,382
IBFBPR 1.0000 1.0000 1.0000 1.0000 0.0000 69,110

IBFQR 1.0000 1.0000 1.0000 1.0000 0.0000 69,392

QB 1.0000 1.0000 1.0000 1.0000 0.0000 68,378

Average NFE i.e. the row for which Average NFE is least is made bold or highlighted
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IBFBPR and IBB and IBFQR. Thus, it can be safely concluded that IBF outper-
forms IBB, QB, IBFBPR, and IBFQR.

In order to confirm the findings in Table 5, that SSFQEA with IBF performs
better than FQEA with SRT, nonparametric Wilcoxon’s signed rank test [20] was
performed on number of function evaluations. The number of function evaluations
of SSFQEA with IBF is l1 and the number of function evaluation of SRT l2, then
the null hypothesis is H0: l1 > l2 and the alternate hypothesis is H1: l1 < l2. The
result shows that null hypothesis has been rejected as Wilcoxon’s signed rank test
statistic is zero and less than the critical value of 152 at significance level of 5%
which indicates that SSFQEA with IBF requires less number of function evalua-
tions as compared to FQEA with SRT [15].

The result of testing of SSFQEA with five different spatial distributions, i.e.,
sorting methods (IBB, IBF, IBFBPR, IBFQR, and QB) and grid size of 16 � 3, is
given in Table 6. Further, the result of the corresponding FQEA with static random
topology (SRT) has also been included from [15] for comparative study.

In order to compare the performance of the five instance of QEA with static
spatial topologies, Friedman test (multiple comparison test suite [19]) has been
applied on the SSFQEA, i.e., IBB, IBF, IBFBPR, IBFQR, and QB with perfor-
mance metric being number of function evaluations to convergence to global
optimum instead of objective function value as all the five instances of SSFQEA is
converging to known global optimum in all the runs. The null hypothesis, H0, is a
statement of no difference between speed of convergence (measured by number of
function evaluations to reach optimum) in all the five instances of SSFQEA,
whereas the alternative hypothesis, H1, represents the presence of difference in the
performance of two or more algorithms. The ranking of IBF is best among all the
five instances of SSFQEA and IBB has worst rank. Friedman statistic (distributed
according to chi-square with four degrees-of-freedom): 14.95. P-value computed by
Friedman test: 1.71E-8. The null hypothesis, H0, was rejected at significance level
of 5% as P-value was less than 0.05 (multiple comparison test suite [19]).

SSFQEA with IBF sorting appears faster than all other algorithms as shown in
Table 6 (Av. NFE.). Therefore, we want to investigate whether IBF is statistically
superior to all other methods, so IBF is treated as the control method and control

Table 6 Comparative study of SSFQEA with sorting methods and FQEA with static random
topology (SRT) [15] on grid size 16 � 3

Grid
shape

Sorting
method

Best Worst Average Median Std Avg.
NFE

16 � 3 SRT 1.0000 1.0000 1.0000 1.0000 0.0000 94,216

IBB 1.0000 1.0000 1.0000 1.0000 0.0000 70,144

IBF 1.0000 1.0000 1.0000 1.0000 0.0000 60,794
IBFBPR 1.0000 1.0000 1.0000 1.0000 0.0000 69,968

IBFQR 1.0000 1.0000 1.0000 1.0000 0.0000 71,070

QB 1.0000 1.0000 1.0000 1.0000 0.0000 68,181

Average NFE i.e. the row for which Average NFE is least is made bold or highlighted
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test suite [19] is applied. The null hypothesis, H0, is a statement of no difference
between speed of convergence (measured by number of function evaluations)
between IBF and all other four instances of QEA with static spatial topologies,
whereas the alternative hypothesis, H1, represents the presence of difference in the
performance of IBF and one or more of other four instances of SSFQEA. Friedman
statistic (distributed according to chi-square with four degrees-of-freedom): 14.95.
P-value computed by Friedman test: 1.71E-8. The null hypothesis, H0, was rejected
at significance level of 5% as P-value was less than 0.05 (control test suite [19]). In
pair-wise comparison between IBF and other four instances of SSFQEA, the null
hypothesis, H0, is a statement of no difference between speed of convergence
(measured by number of function evaluations) between IBF and one of the other
four instances of SSFQEA, whereas the alternative hypothesis, H1, represents the
presence of difference in the performance of IBF and one of the other four instances
of SSFQEA. It was found that as per Hommel’s and Holm’s procedure (which
rejects those hypotheses that have a P-value < 0.05 at significance level of 5%), the
null hypothesis could be rejected when comparison is performed with IBB, QB,
IBFBPR, and IBFQR. In case of adjusted P-value, Hommel’s and Holm’s proce-
dure, the null hypothesis could be rejected when comparison is performed with QB,
IBFBPR and IBB and IBFQR. Thus, it can be safely concluded that IBF outper-
forms IBB, QB, IBFBPR, and IBFQR.

In order to confirm the findings in Table 6, that SSFQEA with IBF performs
better than FQEA with SRT, nonparametric Wilcoxon’s signed rank test [20] was
performed on number of function evaluations. The number of function evaluations
of SSFQEA with IBF is l1 and the number of function evaluation of SRT l2, then
the null hypothesis is H0: l1 > l2 and the alternate hypothesis is H1: l1 < l2. The
result shows that null hypothesis has been rejected as Wilcoxon’s signed rank test
statistic is zero and less than the critical value of 152 at significance level of 5%
which indicates that SSFQEA with IBF requires less number of function evalua-
tions as compared to FQEA with SRT [15].

The result of testing of SSFQEA with five different spatial distributions, i.e.,
sorting methods (IBB, IBF, IBFBPR, IBFQR, and QB) and grid size of 12 � 4, is

Table 7 Comparative study of SSFQEA with sorting methods and FQEA with static random
topology (SRT) [15] on grid size 12 � 4

Grid
shape

Sorting
method

Best Worst Average Median Std Avg.
NFE

12 � 4 SRT 1.0000 1.0000 1.0000 1.0000 0.0000 83,709

IBB 1.0000 1.0000 1.0000 1.0000 0.0000 67,178

IBF 1.0000 1.0000 1.0000 1.0000 0.0000 61,779
IBFBPR 1.0000 1.0000 1.0000 1.0000 0.0000 69,283

IBFQR 1.0000 1.0000 1.0000 1.0000 0.0000 67,347

QB 1.0000 1.0000 1.0000 1.0000 0.0000 66,414

Average NFE i.e. the row for which Average NFE is least is made bold or highlighted

192 N. Mani et al.



given in Table 7. Further, the result of the corresponding FQEA with static random
topology (SRT) has also been included from [15] for comparative study.

In order to compare the performance of the five instance of QEA with static
spatial topologies, Friedman test (multiple comparison test suite [19]) has been
applied on the SSFQEA, i.e., IBB, IBF, IBFBPR, IBFQR, and QB with perfor-
mance metric being number of function evaluations to convergence to global
optimum instead of objective function value as all the five instances of SSFQEA is
converging to known global optimum in all the runs. The null hypothesis, H0, is a
statement of no difference between speed of convergence (measured by number of
function evaluations to reach optimum) in all the five instances of SSFQEA,
whereas the alternative hypothesis, H1, represents the presence of difference in the
performance of two or more algorithms. The ranking of IBF is best among all the
five instances of SSFQEA and IBFBPR has worst rank. Friedman statistic (dis-
tributed according to chi-square with four degrees-of-freedom): 40.21. P-value
computed by Friedman test: 3.91E-8. The null hypothesis, H0, was rejected at
significance level of 5% as P-value was less than 0.05 (multiple comparison test
suite [19]).

SSFQEA with IBF sorting appears faster than all other algorithms as shown in
Table 7 (Av. NFE.). Therefore, we want to investigate whether IBF is statistically
superior to all other methods, so IBF is treated as the control method and control
test suite [19] is applied. The null hypothesis, H0, is a statement of no difference
between speed of convergence (measured by number of function evaluations)
between IBF and all other four instances of QEA with static spatial topologies,
whereas the alternative hypothesis, H1, represents the presence of difference in the
performance of IBF and one or more of other four instances of SSFQEA. Friedman
statistic (distributed according to chi-square with four degrees-of-freedom): 40.21.
P-value computed by Friedman test: 3.91E-8. The null hypothesis, H0, was rejected
at significance level of 5% as P-value was less than 0.05 (control test suite [19]). In
pair-wise comparison between IBF and other four instances of SSFQEA, the null
hypothesis, H0, is a statement of no difference between speed of convergence
(measured by number of function evaluations) between IBF and one of the other
four instances of SSFQEA, whereas the alternative hypothesis, H1, represents the
presence of difference in the performance of IBF and one of the other four instances
of SSFQEA. It was found that as per Hommel’s and Holm’s procedure (which
rejects those hypotheses that have a P-value < 0.05 at significance level of 5%), the
null hypothesis could be rejected when comparison is performed with IBB, QB,
IBFBPR, and IBFQR. In case of adjusted P-value, Hommel’s and Holm’s proce-
dure, the null hypothesis could be rejected when comparison is performed with QB,
IBFBPR and IBB and IBFQR. Thus, it can be safely concluded that IBF outper-
forms IBB, QB, IBFBPR, and IBFQR.

In order to confirm the findings in Table 7, that SSFQEA with IBF performs
better than FQEA with SRT, nonparametric Wilcoxon’s signed rank test [20] was
performed on number of function evaluations. The number of function evaluations
of SSFQEA with IBF is l1 and the number of function evaluation of SRT l2, then
the null hypothesis is H0: l1 > l2 and the alternate hypothesis is H1: l1 < l2.
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The result shows that null hypothesis has been rejected as Wilcoxon’s signed rank
test statistic is zero and less than the critical value of 152 at significance level of 5%
which indicates that SSFQEA with IBF requires less number of function evalua-
tions as compared to FQEA with SRT [15].

The result of testing of SSFQEA with five different spatial distributions, i.e.,
sorting methods (IBB, IBF, IBFBPR, IBFQR, and QB) and grid size of 8 � 6, is
given in Table 8. Further, the result of the corresponding FQEA with static random
topology (SRT) has also been included from [15] for comparative study.

In order to compare the performance of the five instance of QEA with static
spatial topologies, Friedman test (multiple comparison test suite [19]) has been
applied on the SSFQEA, i.e., IBB, IBF, IBFBPR, IBFQR, and QB with perfor-
mance metric being number of function evaluations to convergence to global
optimum instead of objective function value as all the five instances of SSFQEA is
converging to known global optimum in all the runs. The null hypothesis, H0, is a
statement of no difference between speed of convergence (measured by number of
function evaluations to reach optimum) in all the five instances of SSFQEA,
whereas the alternative hypothesis, H1, represents the presence of difference in the
performance of two or more algorithms. The ranking of IBF is best among all the
five instances of SSFQEA and IBB has worst rank. Friedman statistic (distributed
according to chi-square with four degrees-of-freedom): 17.27. P-value computed by
Friedman test: 0.0017. The null hypothesis, H0, was rejected at significance level of
5% as P-value was less than 0.05 (multiple comparison test suite [19]).

SSFQEA with IBF sorting appears faster than all other algorithms as shown in
Table 8 (Av. NFE.). Therefore, we want to investigate whether IBF is statistically
superior to all other methods, so IBF is treated as the control method and control
test suite [19] is applied. The null hypothesis, H0, is a statement of no difference
between speed of convergence (measured by number of function evaluations)
between IBF and all other four instances of QEA with static spatial topologies,
whereas the alternative hypothesis, H1, represents the presence of difference in the
performance of IBF and one or more of other four instances of SSFQEA. Friedman
statistic (distributed according to chi-square with four degrees-of-freedom): 17.27.
P-value computed by Friedman test: 0.0017. The null hypothesis, H0, was rejected

Table 8 Comparative study of SSFQEA with sorting methods and FQEA with static random
topology (SRT) [15] on grid size 8 � 6

Grid
shape

Sorting
method

Best Worst Average Median Std Avg.
NFE

8 � 6 SRT 1.0000 1.0000 1.0000 1.0000 0.0000 79,440

IBB 1.0000 1.0000 1.0000 1.0000 0.0000 66,989

IBF 1.0000 1.0000 1.0000 1.0000 0.0000 63,038
IBFBPR 1.0000 1.0000 1.0000 1.0000 0.0000 67,173

IBFQR 1.0000 1.0000 1.0000 1.0000 0.0000 67,450

QB 1.0000 1.0000 1.0000 1.0000 0.0000 67,187

Average NFE i.e. the row for which Average NFE is least is made bold or highlighted
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at significance level of 5% as P-value was less than 0.05 (control test suite [19]). In
pair-wise comparison between IBF and other four instances of SSFQEA, the null
hypothesis, H0, is a statement of no difference between speed of convergence
(measured by number of function evaluations) between IBF and one of the other
four instances of SSFQEA, whereas the alternative hypothesis, H1, represents the
presence of difference in the performance of IBF and one of the other four instances
of SSFQEA. It was found that as per Hommel’s and Holm’s procedure (which
rejects those hypotheses that have a P-value < 0.05 at significance level of 5%), the
null hypothesis could be rejected when comparison is performed with IBB, QB,
IBFBPR, and IBFQR. In case of adjusted P-value, Hommel’s and Holm’s proce-
dure, the null hypothesis could be rejected when comparison is performed with QB,
IBFBPR and IBB and IBFQR. Thus, it can be safely concluded that IBF outper-
forms IBB, QB, IBFBPR, and IBFQR.

In order to confirm the findings in Table 8, that SSFQEA with IBF performs
better than FQEA with SRT, nonparametric Wilcoxon’s signed rank test [20] was
performed on number of function evaluations. The number of function evaluations
of SSFQEA with IBF is l1 and the number of function evaluation of SRT l2, then
the null hypothesis is H0: l1 > l2 and the alternate hypothesis is H1: l1 < l2. The
result shows that null hypothesis has been rejected as Wilcoxon’s signed rank test
statistic is zero and less than the critical value of 152 at significance level of 5%
which indicates that SSFQEA with IBF requires less number of function evalua-
tions as compared to FQEA with SRT [15].

Further, in order to compare the performance of the seven grid sizes (3 � 16, 4
� 12, 6 � 8, 7 � 7, 16 � 3, 12 � 4, 8 � 6) of QEA with IBF sorting, Friedman test
(multiple comparison test suite [19]) has been applied with performance metric
being number of function evaluations to convergence to global optimum. The null
hypothesis, H0, is a statement of no difference between speed of convergence
(measured by number of function evaluations to reach optimum) in all the instances
of SSFQEA with seven grid size and IBF sorting, whereas the alternative
hypothesis, H1, represents the presence of difference in the performance of two or
more instances. The ranking of 16 � 3 is best among all the seven instances of
SSFQEA and 3 � 16 has worst rank. Friedman statistic (distributed according to
chi-square with four degrees-of-freedom): 113.18. P-value computed by Friedman
test: 5.43E-11. The null hypothesis, H0, was rejected at significance level of 5% as
P-value was less than 0.05 (multiple comparison test suite [19]).

SSFQEA with 16 � 3 and IBF sorting appears faster than all other algorithms as
shown in Tables 2, 3, 4, 5, 6, 7 and 8 (Av. NFE.). Therefore, we want to investigate
whether 16 � 3 is statistically superior to all other methods, so, 16 � 3 is treated as
the control method and control test suite [19] is applied. The null hypothesis, H0, is a
statement of no difference between speed of convergence (measured by number of
function evaluations) between 16 � 3 and all other seven instances of QEA with
static spatial topologies, whereas the alternative hypothesis, H1, represents the
presence of difference in the performance of 16 � 3 and one or more of other six
instances of SSFQEA. Friedman statistic (distributed according to chi-square with
four degrees-of-freedom): 113.18. P-value computed by Friedman test: 5.43E-11.

Performance of Static Spatial Topologies in Fine-Grained QEA … 195



The null hypothesis, H0, was rejected at significance level of 5% as P-value was less
than 0.05 (control test suite [19]). In pair-wise comparison between 16� 3 and other
six instances of SSFQEA, the null hypothesis, H0, is a statement of no difference
between speed of convergence (measured by number of function evaluations)
between 16 � 3 and one of the other six instances of SSFQEA, whereas the alter-
native hypothesis, H1, represents the presence of difference in the performance of 16
� 3 and one of the other six instances of SSFQEA. It was found that as per
Hommel’s and Holm’s procedure (which rejects those hypotheses that have a P-
value < 0.05 at significance level of 5%), the null hypothesis could be rejected when
comparison is performed with 3 � 16, 4 � 12, 6 � 8, 7 � 7, 8 � 6, and 12 � 4. In
case of adjusted P-value, Hommel’s and Holm’s procedure, the null hypothesis
could be rejected when comparison is performed with 3 � 16, 4 � 12, 6 � 8, 7 � 7,
and 8 � 6, however, it could not reject null hypothesis for 12 � 4. Thus, it can be
safely concluded that 16� 3 outperforms with 6� 8, 7� 7, 16� 3, 4� 12, and 8�
6, and is at least as good as 12� 4 and it has lesser average NFE as compared to 12�
4. Therefore, SSFQEA with 16 � 3 grid size and IBF sorting method is the best
performing method of fine-grained static spatial topology.

The result of testing of QEA implementation with directed ring topology and
five different spatial distributions, i.e., sorting methods (IBB, IBF, IBFBPR,
IBFQR, and QB), is given in Table 9. Further, the result of the corresponding
FQEA with static random topology (SRT) has also been included from [15] for
comparative study.

In order to compare the performance of the five instance of QEA with directed
ring topology and static spatial topologies, Friedman test (multiple comparison test
suite [19]) has been applied on the QEA with directed ring topology, i.e., IBB, IBF,
IBFBPR, IBFQR, and QB with performance metric being number of function
evaluations to convergence to global optimum instead of objective function value as
all the five instances of the QEA is converging to known global optimum in all the
runs. The null hypothesis, H0, is a statement of no difference between speed of
convergence (measured by number of function evaluations to reach optimum) in all
the five instances of the QEA, whereas the alternative hypothesis, H1, represents the
presence of difference in the performance of two or more algorithms. The ranking

Table 9 Comparative study of QEA with directed ring topology on sorting methods and FQEA
with static random topology (SRT) [15]

Grid
shape

Sorting
method

Best Worst Average Median Std Avg.
NFE

1
Neighbor

SRT 1.0000 1.0000 1.0000 1.0000 0.0000 117,815

IBB 1.0000 1.0000 1.0000 1.0000 0.0000 87,345

IBF 1.0000 1.0000 1.0000 1.0000 0.0000 71,922
IBFBPR 1.0000 1.0000 1.0000 1.0000 0.0000 86,835

IBFQR 1.0000 1.0000 1.0000 1.0000 0.0000 81,028

QB 1.0000 1.0000 1.0000 1.0000 0.0000 89,172

Average NFE i.e. the row for which Average NFE is least is made bold or highlighted
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of IBF is best among all the five instances of the QEA and IBB has worst rank.
Friedman statistic (distributed according to chi-square with four
degrees-of-freedom): 46.67. P-value computed by Friedman test: 1.81E-9. The null
hypothesis, H0, was rejected at significance level of 5% as P-value was less than
0.05 (multiple comparison test suite [19]).

QEA (directed ring topology) with IBF sorting appears faster than all other
algorithms as shown in Table 9 (Av. NFE.). Therefore, we want to investigate
whether IBF is statistically superior to all other methods, so IBF is treated as the
control method and control test suite [19] is applied. The null hypothesis, H0, is a
statement of no difference between speed of convergence (measured by number of
function evaluations) between IBF and all other four instances of QEA with static
spatial topologies, whereas the alternative hypothesis, H1, represents the presence of
difference in the performance of IBF and one or more of other four instances of
QEA. Friedman statistic (distributed according to chi-square with four
degrees-of-freedom): 46.67. P-value computed by Friedman test: 1.81E-9. The null
hypothesis, H0, was rejected at significance level of 5% as P-value was less than
0.05 (control test suite [19]). In pair-wise comparison between IBF and other four
instances of QEA, the null hypothesis, H0, is a statement of no difference between
speed of convergence (measured by number of function evaluations) between IBF
and one of the other four instances of SSFQEA, whereas the alternative hypothesis,
H1, represents the presence of difference in the performance of IBF and one of the
other four instances of QEA. It was found that as per Hommel’s and Holm’s
procedure (which rejects those hypotheses that have a P-value < 0.05 at signifi-
cance level of 5%), the null hypothesis could be rejected when comparison is
performed with IBB, QB, IBFBPR, and IBFQR. In case of adjusted P-value,
Hommel’s and Holm’s procedure, the null hypothesis could be rejected when
comparison is performed with QB, IBFBPR and IBB and IBFQR. Thus, it can be
safely concluded that IBF outperforms IBB, QB, IBFBPR, and IBFQR.

In order to confirm the findings in Table 9, that QEA with IBF performs better
than FQEA with SRT, nonparametric Wilcoxon’s signed rank test [20] was per-
formed on number of function evaluations. The number of function evaluations of
QEA with IBF is l1 and the number of function evaluation of SRT l2, then the null

Table 10 Comparative study of QEA with undirected ring topology on sorting methods and
FQEA with static random topology (SRT) [15]

Grid
shape

Sorting
method

Best Worst Average Median Std Avg.
NFE

2
Neighbors

SRT 1.0000 1.0000 1.0000 1.0000 0.0000 101,693

IBB 1.0000 1.0000 1.0000 1.0000 0.0000 90,380

IBF 1.0000 1.0000 1.0000 1.0000 0.0000 71,410
IBFBPR 1.0000 1.0000 1.0000 1.0000 0.0000 82,417

IBFQR 1.0000 1.0000 1.0000 1.0000 0.0000 81,265

QB 1.0000 1.0000 1.0000 1.0000 0.0000 87,373

Average NFE i.e. the row for which Average NFE is least is made bold or highlighted
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hypothesis is H0: l1 > l2 and the alternate hypothesis is H1: l1 < l2. The result
shows that null hypothesis has been rejected as Wilcoxon’s signed rank test statistic
is zero and less than the critical value of 152 at significance level of 5% which
indicates that QEA with IBF requires less number of function evaluations as
compared to FQEA with SRT [15].

The result of testing of QEA implementation with undirected ring topology and
five different spatial distributions, i.e., sorting methods (IBB, IBF, IBFBPR,
IBFQR, and QB), is given in Table 10. Further, the result of the corresponding
FQEA with static random topology (SRT) has also been included from [15] for
comparative study.

In order to compare the performance of the five instance of QEA with undirected
ring topology and static spatial topologies, Friedman test (multiple comparison test
suite [19]) has been applied on the QEA with directed ring topology, i.e., IBB, IBF,
IBFBPR, IBFQR, and QB with performance metric being number of function
evaluations to convergence to global optimum instead of objective function value as
all the five instances of the QEA are converging to known global optimum in all the
runs. The null hypothesis, H0, is a statement of no difference between speed of
convergence (measured by number of function evaluations to reach optimum) in all
the five instances of the QEA, whereas the alternative hypothesis, H1, represents the
presence of difference in the performance of two or more algorithms. The ranking
of IBF is best among all the five instances of the QEA and IBB has worst rank.
Friedman statistic (distributed according to chi-square with four
degrees-of-freedom): 44.48. P-value computed by Friedman test: 5.13E-9. The null
hypothesis, H0, was rejected at significance level of 5% as P-value was less than
0.05 (multiple comparison test suite [19]).

QEA (undirected ring topology) with IBF sorting appears faster than all other
algorithms as shown in Table 10 (Av. NFE.). Therefore, we want to investigate
whether IBF is statistically superior to all other methods, so IBF is treated as the
control method and control test suite [19] is applied. The null hypothesis, H0, is a
statement of no difference between speed of convergence (measured by number of
function evaluations) between IBF and all other four instances of QEA with static
spatial topologies, whereas the alternative hypothesis, H1, represents the presence of
difference in the performance of IBF and one or more of other four instances of
QEA. Friedman statistic (distributed according to chi-square with four
degrees-of-freedom): 44.48. P-value computed by Friedman test: 5.13E-9. The null
hypothesis, H0, was rejected at significance level of 5% as P-value was less than
0.05 (control test suite [19]). In pair-wise comparison between IBF and other four
instances of QEA, the null hypothesis, H0, is a statement of no difference between
speed of convergence (measured by number of function evaluations) between IBF
and one of the other four instances of SSFQEA, whereas the alternative hypothesis,
H1, represents the presence of difference in the performance of IBF and one of the
other four instances of QEA. It was found that as per Hommel’s and Holm’s
procedure (which rejects those hypotheses that have a P-value < 0.05 at signifi-
cance level of 5%), the null hypothesis could be rejected when comparison is
performed with IBB, QB, IBFBPR, and IBFQR. In case of adjusted P-value,
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Hommel’s and Holm’s procedure, the null hypothesis could be rejected when
comparison is performed with QB, IBFBPR and IBB and IBFQR. Thus, it can be
safely concluded that IBF outperforms IBB, QB, IBFBPR, and IBFQR.

In order to confirm the findings in Table 10, that QEA with IBF performs better
than FQEA with SRT, nonparametric Wilcoxon’s signed rank test [20] was per-
formed on number of function evaluations. The number of function evaluations of
QEA with IBF is l1 and the number of function evaluation of SRT l2, then the null
hypothesis is H0: l1 > l2 and the alternate hypothesis is H1: l1 < l2. The result
shows that null hypothesis has been rejected as Wilcoxon’s signed rank test statistic
is zero and less than the critical value of 152 at significance level of 5% which
indicates that QEA with IBF requires less number of function evaluations as
compared to FQEA with SRT [15].

In order to compare the performance of directed and undirected ring topology
with IBF, Wilcoxon’s signed rank test [20] was performed on number of function
evaluations for results tabulated in Tables 9 and 10. The number of function
evaluations of undirected ring topology is l1 and the number of function evaluation
of directed ring topology is l2, then the null hypothesis is H0: l1 > l2 and the
alternate hypothesis is H1: l1 < l2. The null hypothesis could not be rejected as
Wilcoxon’s signed rank test statistic is 201.5 and more than the critical value of 152
at significance level of 5%. However, the average NFE for undirected topology is
less as compared to average NFE of directed topology, so we consider that QEA
with undirected topology is better than directed topology, though statistical evi-
dence cannot reject the Null hypothesis.

In order to compare the performance of QEA with undirected ring topology and
SSFQEA having grid size 16 � 3 with IBF sorting, Wilcoxon’s signed rank test
[20] was performed on number of function evaluations for results tabulated in
Tables 10 and 2. The number of function evaluations of undirected ring topology is
l1 and the number of function evaluation of directed ring topology is l2, then the
null hypothesis is H0: l1 < l2 and the alternate hypothesis is H1: l1 > l2. The null
hypothesis has been rejected as Wilcoxon’s signed rank test statistic is 3 and less
than the critical value of 152 at significance level of 5%. Thus, we can safely
conclude that SSFQEA having grid size 16 � 3 with IBF sorting is better than QEA
with ring topologies discussed in this paper.

4 Conclusions

The effect of Static Spatial Topologies on the performance of QEA has been
investigated with the popular parameter values used with QEA [12, 13]. The
P-PEAKS problem instance has been used for testing the QEA with the Static
Spatial topologies. A total of nine different static spatial topologies with five dif-
ferent sorting methods based on fitness landscape, phenotype, and genotype space
were investigated to arrive at the topologies used for designing FQEA. In static
spatial topologies, von Neumann topologies have performed better than the ring
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topologies. The QEA with von Neumann (SSFQEA) static spatial topology with
grid size 16 � 3 has performed better than all other grid sizes. The spatial
arrangement of the population using fitness landscape sorting, i.e., IBF, has per-
formed the best among all the other spatial arrangements. The performance of other
methods of spatial arrangements has varied with the grid shape, however, they all
have performed better than corresponding static random topologies. The QEA with
ring topology having two neighbors has performed better than the one with a single
neighbor directed topology. Further, it was slower as compared to the SSFQEAs
with von Neumann topology. SSFQEA with 16 � 3 grid size has outperformed all
the other 53 instances of QEAs as it was able to reach optima quickly in this
problem instance. The SSFQEA with narrow horizontal grid shapes have in general
performed better than the other grid shapes. It indicates that the exploration pro-
vided by the narrow grid shape along with fitness landscape-based spatial structure
is helping QEA in locating the optimum quickly in this P-PEAKS problem instance
[16].

References

1. Narayanan, A., & Moore, M. (1996). Quantum-inspired genetic algorithms In Proceedings of
IEEE International Conference on Evolutionary Computation, pp. 61–66, 20–22 May 2016.

2. Michalewicz, Z., & Fogel, D. B. (2004). How to solve it: Modern heuristics. Springer.
3. Xing, H., Xu, L., Qu, R., & Qu, Z. (2016). A quantum inspired evolutionary algorithm for

dynamic multicast routing with network coding. In 2016 16th International Symposium on
Communications and Information Technologies (ISCIT), Qingdao (pp. 186–190).

4. Manikanta, G., Mani, A., Singh, H. P. & Chaturvedi, D. K. (2016). Placing distributed
generators in distribution system using adaptive quantum inspired evolutionary algorithm. In
2016 Second International Conference on Research in Computational Intelligence and
Communication Networks (ICRCICN) (pp. 157–162), Kolkata.

5. Patvardhan, C., Bansal, S., Srivastav, A. (2016, February). Parallel improved quantum
inspired evolutionary algorithm to solve large size quadratic knapsack problems. Swarm Evol
Comput, 26, 175–190. ISSN 2210-6502.

6. da Silveira, L. R., Tanscheit, R., Vellasco, M. M. B. R. (2017, January). Quantum inspired
evolutionary algorithm for ordering problems. Expert Syst Appl, 67, 71–83. ISSN- 0957-4174.

7. Yu, G. R., Huang, Y. C., & Cheng, C. Y. (2016). Sum-of-squares-based fuzzy controller
design using quantum-inspired evolutionary algorithm. International Journal of Systems
Science, 47(9), 2225–2236.

8. Pavithr, R. S., & Gursaran. (2016, August). Quantum inspired social evolution
(QSE) algorithm for 0–1 knapsack problem. Swarm Evol Comput, 29, 33–46. ISSN
2210-6502.

9. Patvardhan, C., Narain, A., & Srivastava, A. (2007, December). Enhanced quantum
evolutionary algorithm for difficult knapsack problems. In Proceedings of International
Conference on Pattern Recognition and Machine Intelligence, Lecture Notes in Computer
Science. Kolkata: Springer.

10. Platelt, M. D., Schliebs, S., & Kasabov, N. (2007). A versatile quantum inspired evolutionary
algorithm. Proceedings of IEEE CEC, 2007, 423–430.

11. Mani, N., Gursaran, Sinha, A. K., & Mani, A. (2012). An evaluation of cellular population
model for improving QiEA. In Proceedings of GECCO-2012.

200 N. Mani et al.



12. Han, K. H., & Kim, J. H. (2002). Quantum–inspired evolutionary algorithm for a class of
combinatorial optimization. IEEE Transactions on Evolutionary Computation, 6(6), 580–593.

13. Han, K. H., & Kim, J. H. (2004). Quantum-inspired evolutionary algorithms with a new
termination criterion, H gate and two phase scheme. IEEE Trans Evol Comput, 8(2), 156–168.

14. Mani, N., Gursaran, Sinha, A. K., & Mani, A. (2014). Effect of population structures on
quantum-inspired evolutionary algorithm. Appl Comput Intell Soft Comput, 2014(2014), 22
p. Article ID 976202.

15. Mani, N., Gursaran, & Mani, A. (2015). Performance of static random topologies in
fine-grained QEA on P-PEAKS problem instances. In 2015 IEEE International Conference
on Research in Computational Intelligence and Communication Networks (ICRCICN)
(pp. 163–168), Kolkata. https://doi.org/10.1109/icrcicn.2015.7434229.

16. Alba, E., & Dorronsoro, B. (2005). The exploration/exploitation tradeoff in dynamic cellular
genetic algorithms. IEEE Trans Evol Comput, 8(2), 126–142.

17. Kennedy, J., & Mendes, R. (2002). Population structure and particle swarm performance. In
Proceeding of the 2002 Congress on Evolutionary Computation, Honolulu, Hawali, 12–17
May 2002.

18. Lane, J., Engelbrecht, A., & Gain, J. (2008, September). Particle swarm optimization with
spatially meaningful neighbours. Swarm Intell Symp. SIS 2008. IEEE pp. 1, 8, 21–23. https://
doi.org/10.1109/sis.2008.4668281.

19. Derrac, J., Garcia, S., Molina, D., & Herrera, F. (2011). A practical tutorial on the use of
nonparametric statistical tests as a methodology for comparing evolutionary and swarm
intelligence algorithms. Swarm Evol Comput, 1(1), 3–18.

20. Aczel, A. D., & Sounderpandian, J. (2006). Complete business statistics. Boston, Mass:
McGraw-Hill/Irwin.

21. Mani, N., Gursaran, & Mani, A. (2016). Design of cellular quantum-inspired evolutionary
algorithms with random topologies. Quantum Inspired Comput Intell Res Appl, 111–146.

Performance of Static Spatial Topologies in Fine-Grained QEA … 201

http://dx.doi.org/10.1109/icrcicn.2015.7434229
http://dx.doi.org/10.1109/sis.2008.4668281
http://dx.doi.org/10.1109/sis.2008.4668281


Android Malware Detection
Using Code Graphs

Shikha Badhani and Sunil Kumar Muttoo

Abstract The amount of Android malware is increasing faster every year along
with the growing popularity of Android platform. Hence, detection and analysis of
Android malware have become a critical topic in the area of computer security. This
paper proposes a novel method of detecting Android malware that uses the
semantics of the code in the form of code graphs extracted from Android apps.
These code graphs are then used for classifying Android apps as benign or mali-
cious by using the Jaccard index of the code graphs as a similarity metric. We have
also evaluated code graph of real-world Android apps by using the k-NN classifier
with Jaccard distance as the distance metric for classification. The result of our
experiment shows that code graph of Android apps can be used effectively to detect
Android malware with the k-NN classifier, giving a high accuracy of 98%.

Keywords Android � Malware � Code graph � Classification

1 Introduction

The growing popularity of Android platform has contributed to the prevalence of
continuously thriving and evolving malware on the platform. According to a recent
report by Quick Heal, mobile ransomware has gone up by 33% in Q3, 2016 in
comparison with the previous quarter [1].

In response to the increase of Android malware, the need for detecting Android
malware efficiently has also increased remarkably. A lot of research has been carried
out in the area of Android malware detection. One of the most prevalent approaches
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for detecting such Android malware as used by virus scanners is signature-based
detection in which a large database of malicious syntactic signatures (such as API
calls, bytecode, permissions requested, etc.) is created and an app is classified as a
malware if a match is found in the database. Approaches that are based on syntactic
properties ignore the semantics of the code and thus can easily be circumvented by
using code obfuscation [2]. Code obfuscation transforms a code by inserting new
code or modifying existing code to make understanding and detection difficult and at
the same time preserves the malicious behavior. Since the same malware is likely to
exist in different physical forms but exhibits the same malicious behavior, it becomes
important to consider the semantics of the code for efficient Android malware
detection. This gave rise to semantic-based malware detection systems [3, 4] which
are based on the formal model of the behavior of the code.

In this paper, we propose an Android malware detection algorithm that uses the
semantics of the code. We extend the use of code graphs for Windows executables [5]
for Android malware detection. Consider an original malicious Android app M that
contains a sequence of API calls, S, and its obfuscated variant M′ that preserves the
semantics of M and contains a set of API calls, S′. Our work is based on the
assumption that S and S′ will have high similarity despite M and M’ having different
syntax. For extracting the sequence of API calls from an Android app, we disassemble
the apk file and then create a control flow graph containing nodes which represent the
APIs and directed edges from nodes which represent the call to all the possible APIs
during sequential traversal of the bytecode. We only consider the package to which an
API belongs for creating the nodes of the graph thus shrinking the control flow graph
to code graph. This not only saves memory but also increases the time efficiency.

After extracting code graphs from malicious apps, the next step is to classify a
test app as malicious or benign. Our first approach is to use the method as described
in [5] by creating a database of code graphs extracted from various malicious apps
and then comparing the test app with this database to determine similarity. High
similarity implies that the app is malicious and low similarity implies that it is
benign. This approach can be computationally inefficient if the malicious code
graphs database is large. Hence, to overcome this drawback, we use machine
learning for classifying graphs. For graph domain in which the features lack
mathematical structure, k-nearest neighbor (k-NN) [6] is suitable, since it only
requires a pattern dissimilarity measure for classification.

In this paper, we propose the following:

1. Extract code graphs from Android apps which specify the sequence of API calls.
These code graphs form the semantic signature of the app which can be used for
comparing graphs for Android malware detection.

2. Perform Android malware detection by using these code graphs. For graph
classification, we have used the following algorithms:

a. Created a database of malicious code graphs of various known Android
malwares and then by using Jaccard index as a similarity metric, we were
able to detect malwares which show high similarity with the known
malwares.
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b. Used k-NN classifier for automatically classifying code graphs as k-NN
classifier only requires a pattern dissimilarity measure for classification. We
have used Jaccard distance as the dissimilarity measure.

3. Present experimental results that demonstrate that code graphs can be effectively
used for detecting Android malware.

2 Related Work

In this section, we discuss the work done in the area of Android malware detection
and graph-based classification.

2.1 Android Malware Detection

Android malware detection relies on features that are either obtained statically or
dynamically from Android apps. In static analysis [7, 8], features are extracted
without executing the Android app such as API calls, permissions requested,
bytecode, etc., while in dynamic analysis [9, 10], the runtime behavior of Android
app is monitored to extract features based on system calls. After extracting features,
next step is to classify the apps as benign or malicious, for which machine learning
has been used. In machine learning, a machine acquires the generalization power by
learning, i.e., a machine is fed with training data, coming from a certain source,
whereon it tries to detect significant inherent patterns or structures in the source data
in order to make predictions about new data coming from the same source [11].

Static analysis can be further divided into two approaches—Syntactic and
Semantic. The syntactic approach is based on extracting syntax related features from
an Android app such as permissions requested, intents, APIs, etc. For example,
DroidMat [12] extracts features such as permissions, intents, and API calls from
Android apps and then performs clustering on these apps followed by classification.
Another Android malware detection system—Drebin [13] uses features such as
network addresses, requested and used permissions, activities, services, content
providers, receivers, intents, suspicious, and restricted API calls for performing
classification. These syntax-based approaches suffer from a drawback that they do
not consider the behavior of the code and hence are susceptible to evasion as the
same malware is likely to exist in different physical form. In our approach, we have
used the semantics of Android app for Android malware detection. The soundness
and completeness of semantic-aware malware detectors are explored in [3].

2.2 Graph-Based Classification

Graph-based feature representations offer an efficient alternative to feature vectors if
structure plays a vital role in describing the data. Many real-world data are represented
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not as vectors but as graphs such as biological sequences, chemical compounds, and
natural language texts. Our work is based on extracting code graphs from Android
apps and then performing graph-based classification on code graphs for Android
malware detection. The most basic approach we have used to detect whether an app is
malicious or not is to compare its semantic graph with a database of malicious graphs
extracted from known malwares and then by using a similarity metric such as Jaccard
index [14], a similarity score between the graph of the input app and each of the
malicious graphs can be computed. A high similarity with any of the malicious graphs
implies that the input app is malicious. Such an approach is used in [15], which is
based on dynamic analysis. System call subsequence is extracted from malwares to
compute malware similarity matrix by using Jaccard similarity. The next approach is
to use machine learning. Most machine learning algorithms assume that the features of
the training data are in vectorial form due to their rich mathematical structure and
hence cannot be applied to graph-based feature representations. However, k-NN is one
such classifier that has been applied to structural data such as graphs [16].

3 Methodology

To detect Android malware, our technique requires the extraction of the semantics
of Android apps in the form of code graphs and then performing classification
based on these code graphs. The process followed is shown in Fig. 1.

In the following sections, we discuss our methodology and provide relevant
technical details of code graph generation and classification.

3.1 Code Graph Generation

Code graph is a directed graph representing semantic properties of an Android
app. The concept behind code graph is that the sequence in which APIs are called in
an Android app may not signify the goal of an Android app but it can be used to
predict malicious apps by comparing their code graphs with the code graphs of
known malware. We have implemented the generation of code graph for Android
apps in Python by using a popular Android analysis open-source tool Androguard
[17]. The code graph generation process is explained below.

At first, an Android app is decompiled to generate its Dalvik bytecode [18]. We
consider only those instructions (Table 1) from the bytecode set which alters the

Fig. 1 Android malware detection
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flow of the program. This Dalvik bytecode is then traversed to extract the used
APIs. Instead of creating nodes for the APIs, we create nodes corresponding to the
package to which an API belongs. This is done to reduce the complexity of the
graph as there are a large number of APIs in Android.

In Algorithm 1, we give the code graph generation technique for an Android
app.
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Figure 2 shows the nodes and edges that are formed in a code graph using
Algorithm 1 for an Android app having two methods i and j. The nodes are
basically the packages to which an API belongs. Whenever an APIi is invoked, a
node corresponding to the package Pi to which that API belongs is formed (if not
already formed) in the code graph. Initially, API1 is invoked, hence node P1 is
created. Next, when API2 is invoked, node P2 is created and a directed edge from P1
to P2 is inserted which signifies the flow that after API1, API2 is invoked. When
Method j is called, there are two possibilities due to an if-else instruction in method j.

Table 1 Dalvik bytecode instructions

Instructions Description

Goto Unconditionally jump to the indicated instruction

Return Returns from a method

Packed-switch/
sparse-switch

If a match is found with a value in the given register, then jump to a
new instruction based on that value or go to the next instruction if no
match is found

If Branch to the given destination based on comparing values as specified

Invoke Call the indicated method

Fig. 2 Example of node and edge formation from Dalvik bytecode to code graph
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Either API3 will be invoked or API4. Thus, in the code graph, two nodes P3 and P4
corresponding to API3 and API4 are created, and two directed edges (P2 ! P3 and
P2 ! P4) are inserted. From API3 and API4, the next API that is invoked is API5
(Node P5 is created, and two directed edges P3 ! P5 and P4 ! P5 are inserted).
After returning from method j, there is a Goto 0 instruction which implies a spin
loop or a waiting loop, hence it is skipped. Next is Goto Label A where API6 is
invoked (Node P6 is created and edge P5 ! P6 is inserted). Then, the control goes
to Label B which contains a switch instruction with two cases corresponding to
invoking API7 and API8. This results in two nodes creation (P7 and P8) and two
directed edges (P6 ! P7 and P6 ! P8).

The code graph for an Android benign app Calculator.apk which simply per-
forms basic arithmetic operations and for an Android malware FakeInstaller
downloaded from AndroMalShare [19] are shown in Fig. 3. FakeInstaller usually
appears as the installer for a legitimate application but secretly sends SMS messages
to premium rate numbers, without the user’s consent. Even in its code graph in
Fig. 3, a node corresponding to Android.telephony [20] package is there which is
used for malicious SMS operations.

In order to consider only the unique graphs, we have removed duplicate graphs
from our code graphs database.

3.2 Code Graph Classification

For classifying graphs as malicious and benign, we have used two approaches
which are discussed below:

Jaccard Index Approach. Our first approach is to create a database of malicious
code graphs extracted from known malwares. Based on a similarity metric, we can
compare the code graph of an input Android app with this database for classifying

Code Graph of Calculator (Benign) Code Graph of FakeInstaller (Malware)

Fig. 3 Code graph examples
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the app as malicious or not. Various similarity and dissimilarity metrics have been
proposed in the literature for comparing two graphs. Graph Edit Distance
(GED) [21, 22] is a dissimilarity metric that measures the minimum number of edit
operations required to transform one graph to another. The disadvantage of GED is
its exponential computational complexity in terms of the number of vertices. For
malware detection, timely detection is one of the most important criteria, and hence,
such high computational complexity approaches are avoided. We have used a fast
method based on Jaccard index [14]. In the context of graphs, it is based on the rule
that two graphs are similar if they have a lot of common vertices/edges. Hence,
Jaccard index between two graphs A and B is defined as the intersection of edges or
vertices divided by the union of edges or vertices. We have used the edges in our
work since the code graphs are directed graphs and merely having common nodes
will not be sufficient for comparison. We first compute the intersection and union
graphs of A and B and then the Jaccard index J is computed as the number of edges
in the intersection graph divided by the number of edges in the union graph:

J ¼ EðA\BÞj j= EðA[BÞj j

The value of this similarity metric will lie between 0 and 1 because the union graph
is always a super-graph of the intersection graph and hence the number of edges in the
union graph will be greater than or equal to the number of edges in the intersection
graph.When two code graphs are identical then the similarity will be 1 and when they
have no common edges then the similarity will be 0. With experimental study, we
consider an app as highly malicious if the similarity is greater than 0.8.

As an example, consider the code graphs of the benign app Calculator and
malware FakeInstaller as shown in Fig. 3. There are eight directed edges in
Calculator code graph (loops are not visible) and 34 in FakeInstaller code graph.
Five edges are common in both the graphs. Thus, the Jaccard index of the two code
graphs is calculated as = 5/(34 + 8 − 5) = 5/37 = 0.135. Such a low score implies
they are not similar which indeed is true.

Machine Learning Approach. Our next approach is to use machine learning for
graph-based representations to automatically classify the code graphs as benign or
malicious. k-NN classifier [6] is one of the simplest machine learning models. This
method classifies an unknown sample based on the class of the instances closest to
it in the training space by measuring the distance between the training set and the
unknown sample. It requires no knowledge about the data distribution which makes
it apt and well suited for graph-based features. The classification process involves
partitioning samples into a training set and a testing set. To train the classifier, a
training set is used which contains the class of the samples also while testing aims
to predict the class. The predicted test sample class is set equal to the true class
among the k nearest training samples [23].

We have trained the k-NN classifier with the adjacency matrices of the code
graphs as features. Adjacency matrix A(G) of a directed graph G is a square matrix
of size N � N, where N is the number of nodes in graph G. If there is an edge from
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node i to node j, then we put 1 as the entry on row i, column j of the matrix
A(G) else 0. The k-NN classifier then classifies a test app based on its distance from
k-nearest neighbors. The value of “k” is determined by using 10-fold
cross-validation and the distance metric used for calculating the nearest neigh-
bors is Jaccard distance which is a dissimilarity measure. Jaccard Distance is cal-
culated as 1—Jaccard index.

4 Experimental Evaluation

4.1 Dataset

Our method is evaluated on a large data set of 1620 benign apps and 1620 mali-
cious apps collected from Google Play [24] Store, and Andro-Tracker [25] and
AndroMalShare [19], respectively. We performed the code graph generation and
classification using this dataset.

4.2 Feature Extraction and Code Graph

We extracted the code graphs by using Algorithm 1 as explained in Sect. 3.1 by
using a Python script. We have used the open-source static analysis Python tool
Androguard [17] to extract the bytecode of an app. The extracted bytecode is then
traversed to generate its code graph by using the code graph generation algorithm
(Algorithm 1). NetworkX [26] Python package is used for generating the adjacency
matrix of the code graph saved in sparse matrix form to reduce the space com-
plexity for performing the graph classification. While generating the code graphs,
the nodes correspond to the packages found in API level 23 [27]. Figure 4 sum-
marizes the characteristics of code graphs generated. Around 65% of the benign
code graphs and 84% of the malicious code graphs carry less than 20 nodes and 100
edges. Out of the 3240 code graphs generated, 2640 (81%) were generated in less
than 50 s. These statistics are important as they are required to measure the capa-
bility of our technique in terms of runtime and space complexity that are dependent
on the time required to generate code graphs, and the number of nodes and edges in
them, respectively.

4.3 Malware Detection

We performed classification using these code graphs to evaluate their feasibility in
detecting Android malware. Using the Jaccard index approach, we created a test set
consisting of code graphs of 30 malicious and 30 benign Android apps and
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compared them with the malicious data set of 1620 code graphs. We compute the
Jaccard index of each test code graph with each of the malicious code graphs.
The highest value amongst all Jaccard index values is the similarity score of that
test app.

Out of 30 malicious test code graphs, we got a perfect similarity score of 1 for 29
apps and a high similarity score (>0.9) for 1 app. For all the 30 benign apps, a low
similarity score (<0.5) was achieved which signifies dissimilarity with the malicious
dataset. Thus, with such reliable results, code graphs can be used effectively for
detecting malware.

A disadvantage of the above approach is that we need to compare the test app
with the code graphs of all the known malicious code graphs for similarity cal-
culation which can be computationally very inefficient if the malicious code graphs
database is large. To automate this learning, we have performed k-NN classification
on a corpus of 1620 benign apps and 1620 malicious apps. Out of the total 3240
apps, 70% of the apps were used for training the classifier and the remaining 30%
were used to measure the efficiency in terms of accuracy. To measure the accuracy,
a confusion matrix is constructed which uses the following metrics:

TP = Number of malicious apps correctly classified as malicious.
TN = Number of benign apps correctly classified.
FP = Number of benign apps incorrectly classified as malicious.
FN = Number of malicious apps not detected by the classifier.

Fig. 4 Characteristics of code graphs: a & d number of nodes in benign and malicious code
graphs, b & e number of edges in benign and malicious code graphs, and c & f duration in seconds
of generating benign and malicious code graphs
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Accuracy is calculated as ¼ TPþTN
TPþ FPþTNþ FN

The confusion matrix is shown Table 2. k-NN classifier performed well and gave
good results with 98% accuracy.

5 Conclusion

In this paper, we present a novel method of detecting Android malware by using
code graphs. We extract code graphs from Android apps and then compare the code
graph of 30 benign and 30 malicious Android apps with the database of malicious
code graphs. A high similarity score based on Jaccard index implies it is malicious.
In our experiment, we have achieved a 100% detection rate with a high similarity
score (>0.9) for all the known malicious apps and a low similarity score (<0.5) for
benign apps. To automate this learning of malicious behavior, we employ machine
learning. We evaluated the code graphs of Android apps by using the k-NN clas-
sifier which gave a high accuracy of 98%. Thus, such high accuracy and reliable
results show that code graphs can be effectively used for Android malware
detection.

Our work is dependent on the Dalvik bytecode to generate code graphs. In
general, native code cannot be handled by bytecode-level analysis because it is
hidden from the bytecode perspective which is one of the limitations of such
analysis. Moreover, the high complexity involved in similarity calculation among
graphs hinders the use of such features for malware detection.

Apart from the k-NN classifier, we are exploring the application of different
graph-based approaches on code graphs for classification of Android apps. Also,
another future work is to investigate the effect of obfuscation on code graphs and
how resilient they are to such transformations. We have progressed in these
directions and the same would be presented in our next paper.

Table 2 Confusion matrix k-NN Predicted

Benign Malicious

Actual Benign 455 (TN) 15 (FP)
Malicious 4 (FN) 498 (TP)
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Security in ZigBee Using Steganography
for IoT Communications

Iqra Hussain, Mukesh Chandra Negi and Nitin Pandey

Abstract ZigBee is an IEEE 802.15.4-sourced arrangement for a suite of
high-level communication protocols employed to generate personal area networks.
ZigBee is a less price, low-complex and low power consumption wireless personal
area network (WPAN) norm that targets at the extensive developments of instru-
ments and devices with prolonged battery life that are employed in wireless controls
or applications that are used for monitoring purposes. It has an extensive utilization
in industries and operations that are conducted physically. Hence, ZigBee is mostly
correlated with IoT and M2M. Therefore, security in these WPANs becomes a
major interest and has gained a good amount of notice currently. The security
methods used in these networks over a period of time usually include practices that
are cryptographic in nature. Then again these practices recommended till date can
have good scopes of improvements, as a result, to turn up with additional assured
and protected data communication. The chapter proposes a technique to enhance
security in ZigBee using steganography over the secret data being communicated
between communicating parties. However in cryptographic practices, the message
even if it stands strongly resilient, can stimulate doubts and, therefore, could be
adequate enough for a third party, spying the systems that something that are of
significant use have been exposed. Hence, to keep the security features consistent in
these networks this chapter proposes a technique to protect data by means of
Steganography over the data to be communicated, this allows two communicating
parties to transmit covert communication through a shared route in a way with the
purpose, no adversary can even discover as in the covert communication is being
transferred. Hence, making use of cryptographic practices helps protecting the
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insides of the messages only, on the other hand using steganographic practices can
help in protecting the message contents and even the fact that a covert message has
been transferred. The exclusive plan is to come up with a practice that is
Steganographic in nature and ultimately has a resistance to any sort of steganalysis.

Keywords ZigBee � IEEE 802.15.4 � Steganography � Reserved bits
Stego object � IoT

1 Introduction

1.1 ZigBee

ZigBee is an IEEE 802.15.4 sourced arrangement for a suite of high-level com-
munication protocols employed to generate personal area networks. ZigBee is a less
price, low-complex and low power consumption wireless personal area network
(WPAN) norm that targets at the extensive developments of instruments and
devices with prolonged battery life that are employed in wireless controls or
applications that are used for monitoring purposes. ZigBee applications are used in
home automation, industrial automation, health/medical care, smart grids, etc. We
can say that ZigBee finds an extensive use in the world of Internet of Things and
M2M. In advance, ZigBee has more than a few benefits for instance
self-organizing, lower energy utilization, depleted price, lesser dimension of pro-
tocol stacks, and bigger addressing modes. ZigBee is the lone universal;
standards-based wireless explanation that is capable of appropriately and reason-
ably be in charge of the extensive variety of appliances to enhance contentment,
protection, and expediency for clients. This actually makes it an equipment of
preference for world-chief service suppliers, installers and sellers who get a hold of
the benefits of the Internet of things interested in the Smart Homes [1].

ZigBee constitutes two categories of hardware devices, the Full Functional
Device (FFD) and the Reduced Function Devices (RFD). FFD devices are profi-
cient for corresponding mutually with both FFD and RFD devices. Alternatively,
RFD devices are capable of corresponding merely with the FFD devices. Further
the ZigBee network devices consist of three classes of devices, the coordinator, the
router, and the end devices. The ZigBee network protocol stack has been estab-
lished on the basis of Open Systems Interconnection (OSI) [1].

1.2 ZigBee Architecture

As shown in Fig. 1, the ZigBee Architecture is alienated into two major divisions,
the IEEE 802.15.4 part which incorporates the MAC layer and the Physical layer.

218 I. Hussain et al.



The further division is the ZigBee layers, which incorporate the network layer, the
ZigBee Device Objects (ZDO), the Application Support Sublayer (APS), and the
Security management. Every layer executes separate operations. The modulation
and the demodulation on the incoming signals and outgoing signals accordingly are
performed by the physical layer. It broadcasts and collects information from a
resource. The MAC layer accesses the network using Carrier-Sense Multiple
Access with Collision Avoidance (CSMA/CA), to pass on frames for organization
and impart a consistent transmission. The network layer positioned between the
MAC layer and the APS offers tasks such as opening a network, organization of end
devices, joining or exit a network, route detection, neighbor detection, etc. The
Application Support Sublayer (APS) offers functions required for Application
Objects (endpoints) and the ZDO to line with the network layer for data and
management functions. The Application Objects\End Points describe input and
output to the Application Support Sublayer. The ZigBee Device Objects carry out
monitoring and management of Application Objects and execute by and large the
device management jobs, i.e., identify the class of devices in a network, whether it
is a coordinator, a router or an end device.
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Fig. 1 ZigBee Architecture
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1.3 Steganography

Steganography refers to the practice of transferring messages concealed in irre-
proachable appearing communications on top of a public channel so that an
adversary eavesdropping on the channel cannot even detect the existence of the
concealed messages [2].

The intent of steganography comprises of embedding data such as text, movie,
picture, etc., described as the encrypted message, in an alternative media [3]. The
alternative media or support which incorporates the hidden data is specified as the
cover object. And once the encrypted message is rooted in the cover message, the
end result is called as the stego object. For example, we can encrypt a picture in an
additional picture, and in this second picture, we cannot notice that the first picture
is encrypted within the first picture. When we talk about steganography, we pass on
to the similarity of Alice and Bob [3]. Alice and Bob are in jail and are watched by
a warden, Wendy. If Alice desires to convey a message to Bob, this message has to
go through Wendy. If Wendy understands the message which includes the curtail
information, for instance the time of the escape. Wendy will not give that message
to Bob in any case. For that reason, Alice is assumed to find a way out to encrypt
facts in the message devoid of Wendy analyzing it. For instance, Alice will conceal
a message in an alternate message and if every other letter is understood, the
concealed message can be read; and if somehow Wendy reads this message, she
will not be able to notice the concealed message. So in steganography, the above
case states that the Steganographic technique should be kept hidden and if
Wendy understands the Steganographic method, she will know how to interpret the
message and all the participants who are involved in the communication should be
able to understand this technique to hide the data and as well as later read the
data [3].

On the further part, steganography permits participants to converse stegano-
graphically with no previous swap of secrets. Like by means of public-key
encryption, the correspondent of a information even requires to be familiar with the
receiver’s public key or else take part in a key exchange protocol. At the same time
as it is true that if there is no worldwide PKI, the use of public keys may provoke
doubt, as seen in several circumstances it is the dispatcher of a message who is
concerned in covering up his/her message and there is no requirement for him/her to
broadcast any keys. A number of Steganographic methods set sights on to make use
of specificities of communication rules to conceal message or information and
employ the communication layer fields as the cover objects. Utilizing the
Steganographic information in communication layer fields offers the conception of
an encrypted channel in the network. And merely the devices that are aware of in
which fields the data or information is encrypted can interpret or write down data. It
can even be possible to unnoticeably swap records or information in the system if
the system isn’t aware about the Steganographic method used. References [4–6]
show various potentials for hiding concealing the records or information, by means

220 I. Hussain et al.



of order of the protocols to generate concealed channels or the Steganographic
channels. The mainly employed techniques constitute of using the reserved field
bits of the protocols.

The chapter proposes implementing Steganographic technique on the reserved
field bits used to hide secret messages, in the layers of IEEE 802.14.5 to boost the
overall ZigBee protocol security that is based on the similar IEEE 802.14.5 spec-
ification. The rest of this article is ordered as following: Segment II is going to put
forward the associated design with taking in account the suggestion to conceal data
into the MAC layers of 802.15.4 [7], Segment III is going to put forward the block
representation scheme of correlating steganography with the data present inside the
reserved bits of the MAC layer to enforce security, Segment IV will put forward the
advantage of using this technique, Segment V will put forward the execution and
Segment VI will put forward the termination of this document.

2 Related Work

This segment illustrates the suggestion of concealing records in the MAC layers of
IEEE 802.14.5 protocol. This method comprises employing the reserved field bits
to conceal data or records in them. IEEE 802.15.4 uses different forms of frames,
depending on the type of data packet sent. The MAC layer of 802.14.5 makes use
of 4 different categories of the data frames [3]:

1. Data Frame
2. Beacon Frame
3. Acknowledgement Frame
4. MAC Command Frame

1. Data Frame

The structure of MAC data frame is given in Fig. 2.
In the above given field, Frame Control field and the Address Information field

impart potential for concealing the records or data explained below.

1:1 Frame Control Field

Structure of the Frame Control Field is given in Fig. 3
In the above given structure in Fig. 3, we can see that the 7–9 and 12–13 bits are

reserved and can be used to encode a 3 bit and a 2 bit stego object respectively.

MAC Data Frame Structure

Fig. 2 MAC data frame structure
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1:2 Address Information Field

The structure of the address information field is given in Fig. 4.
This Source Address in the above representation can be used for having small 16

bits or either an extensive 64 bits source address. This field can be used to hide data
in a way, e.g., specifying some not existing source address and using this not
existing source address, stego object with range till 64 bits could be hidden in it.

2. Beacon Frame

Structure of beacon frame is given in Fig. 5.
Possibility for hiding information is similar here as in Data Frame, i.e., frame

control field and source address information field could be employed to conceal the
steganographic object. The only distinction is that, source address information field
here limits to 10 bytes only.

3. Acknowledgement Frame

Structure of the acknowledgement frame is given in Fig. 6.

Frame Control Field Structure

Fig. 3 Frame control field structure

Address Information Field Arrangement

Fig. 4 Address information field arrangement

MAC Beacon Frame Arrangement

Fig. 5 MAC beacon frame arrangement

MAC Acknowledgement Frame Structure

Fig. 6 MAC acknowledgement frame structure
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The potential for hiding data or information here is in Frame Control field,
similar to field of MAC data frame.

4. MAC Command Frame

Structure of the MAC command frame is given in Fig. 7.
Frame Control field and Address Information field offer similar capacity of

concealing records in MAC command frame similar to the data frame.

3 Our Proposition

To come up with enhanced security in ZigBee protocol for IoT communication, our
proposition will be associating the asymmetric steganographic technique with the
data present in the reserved field bits for security constraints. As shown in Fig. 8, if
two participants communicating with each other require sharing some sensitive
information or a secret message in a network based on the ZigBee specification, the
secret message can be hidden in the reserved field bits as discussed above in the
related work [7]. But the fact remains that intruders can always try to make attempts
to gain access to the sensitive information being transferred once they get an idea
regarding the fact a hidden message is being transferred along, and therefore the
communication needs to be kept private so that no other third party is allowed to
have access to this sensitive information. For that reason a public key and a pair of
private keys can be generated and associated with steganography to keep the
communication more secure. The sender will hide the data in the reserved field bits
and generate a public key to be associated with the stego object and then at the
receiver part the stego object will be decrypted using the private key. Figure 8
shows a block representation of the Steganographic technique to be employed.
Here, we make an assumption that a sensitive information or data is required to be
shared between two participants and no other third party should have access to this
data or information. This secret message or sensitive information can be put in the
reserved field bits of the MAC layer and associating a public key and a pair of
private keys that are known only to the sender and receiver. Once this secret
message is encrypted using the public key, the formed stego object passes through
the channel to the other participant. And so the other participant receives the stego
object and decrypts this stego object using the private key known only to the
participants.

MAC Command Frame Structure 

Fig. 7 MAC command frame structure
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And hence finally the sensitive information or data can be delivered to the other
participant in the communication. The technique provides a way out to keep the
sensitive information being transferred hidden from the third parties who illegally
try to gain access to this sensitive information or data.

Secret Message

Public KeyReserved

Bits

Encryption

Stego Object

Channel

Stego Object

Decryption Private Key

Secret Message

Sender

Receiver

Fig. 8 ZigBee Architecture
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3.1 Proposition in Steps

Step 1: The sender initiates the covert text that is needed to be delivered to the
recipient.

Step 2: Covert text is put in the reserved field bits accordingly in the frames.
Step 3: The data gets encrypted employing public together with associated private

keys.
Step 4: The resultant obtained is a stego object now.
Step 5: The stego object passes through the channel to the other communicating

participant.
Step 6: The Stego object is decrypted at the receiver end using the associated

private key.
Step 7: The receiver receives the secret message or data accordingly.

4 Advantage

The Steganographic technique discussed above has an advantage over cryptography
and hence provides a better way out in maintaining the security of communications,
i.e. to be further secure. As in cryptographic techniques enciphered messages no
matter how resistant they are, can provoke doubt or suspicion and can be adequate
for an attacker that spies on the system to facilitate somewhat significant anything is
sensed. For that reason of preserving safety in such set of connections we put
forward an alternate approach to protect data, using asymmetric Steganography is a
practice which permits a number of participants to dispatch covert texts through an
unrestricted channel in a way so even an opponent will not be able to recognize as
in covert texts are being forwarded. So like cryptography protects inside of a
document alone, Steganographic technique could be generalized protecting equally,
contents of message together even hiding this reality of covert texts being trans-
ferred. And once the fact is hidden that a secret message is being transferred in a
communication network, there are very less chances of intrusions or any security
attacks taking place along the communication.

5 Implementation

The technique finds an implementation in networks that are based on wireless
connections sourced on the protocol ZigBee. The method provides better, secure
and a reliable way to secure sensitive information or data and hence can be
implemented in the following:
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(1) It can be implemented in home safety monitoring and remote control systems
that are based on ZigBee-GSM [8].

(2) It has an execution in lighting control systems that are operated remotely and
sourced further on ZigBee expertise and SoC solutions [9].

(3) It can even find implementations in areas of designs and implementations in
vehicle tracking sourced on ZigBee-RFID [10].

(4) Area of designs and intelligent home energy organizations system sourced on
ZigBee expertise can employ the proposed technique to enhance security and
reliability [11].

(5) The smart meters used presently that are developed with characteristics as in
support to meters, response to demands and even supporting load controls,
support in prices, message text supports, support in safety plus security, etc.,
can be developed on ZigBee-based applications and further this technique
could be executed in these intelligent meters also.

(6) Any ZigBee application employing the technique could even find an imple-
mentation in several devices such as the sensors for smoking and heating
controls, equipment used in medicine and science, controls for homes and
industry units plus quite a few additional devices sourced on wireless
communications.

6 Conclusion

This chapter puts forward a method for keeping the sensitive information being
transferred over a network secure and reliable. The sole aim of this chapter is to put
forward a method which enables passing a covert text in an outline of a stegano-
graphic object and even hiding reality of a covert message being transferred in
communication networks. And, this can be achieved using the asymmetric
steganographic technique.
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Implementation of Six Sigma
Methodology in Syrian Pharmaceutical
Companies

Yury Klochkov , Bacel Mikhael Alasas , Adarsh Anand
and Ljubisa Papic

Abstract The increased competition in the global pharmaceutical market and the
necessity to reach higher levels of quality of the pharmaceutical products force
manufacturers to seek and adopt more effective and reliable quality management
methods and techniques which allow them to introduce products with the highest
possible quality level and reduced quality costs, while maintaining conformance to
the pharmaceutical GMPs, technical and legislative requirements. One of the
popular modern quality management methodologies is Six Sigma, which proved its
high ability to increase business profits and competitiveness within more than
30 years of implementation in manufacturing and service sectors. Recently, Six
Sigma methodology has been adopted by global pharmaceutical companies such as
Baxter, Eli Lilly, Johnson & Johnson and Novartis and obtained considerable
benefits from its abilities. This research aims at investigating the possibility to
implement Six Sigma methodology in the Syrian pharmaceutical companies, and to
find out what benefits a pharmaceutical company can get through the implemen-
tation of this methodology. We conducted a case study in a pharmaceutical com-
pany in Syria (Orient Pharma) in order to examine the effectiveness and advantages
of Six Sigma methodology. For this purpose, a quality improvement project was
conducted using DMAIC roadmap to enhance the quality for one of the main
products of the company. The obtained results of DMAIC project showed an
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enhanced process capability, an enhanced process Sigma level, decreased vari-
ability in the process outputs. The main difficulties that have been observed during
the study are resistance to change, lack of training, lack of necessary resources,
attitude toward quality in the company. As a conclusion, considerable benefits can
be obtained through implementing Six Sigma methodology in the Syrian phar-
maceutical companies.

Keywords Quality improvement � Six Sigma methodology � Pharmaceutical
industry � DMAIC methodology

1 Introduction

Six Sigma methodology was developed at Motorola company in 1987 as a way to
achieve business excellence. Many researchers attempted to provide a compre-
hensive description of Six Sigma concept. Six Sigma is a rigorous and
high-efficiency application of the proved quality principles and techniques. It
combines elements from the scientific works of quality management pioneers and
different methodologies, and aims to reach a level of performance which does not
contain any defects [1–4].

The term “Sigma” is symbolized by the Greek letter r and used by statisticians
to measure the variability in process outputs, so the company’s performance is
measured by the Sigma level of its processes. Historically, companies accepted
performance level at three or four sigma standard in spite of the fact that the
processes at that performance level produced 6200–67,000 defects per million
opportunities (DPMO). However, the standard Six Sigma (equal to 3.4 DPMO)
represents a response to the growing requirements of the customers and the growing
complexity of manufacturing processes and new products [2, 5]. Six Sigma is
defined as a strategy to improve the business performance of an organization as a
whole. It is characterized by a high degree of organization and discipline, and a
strong focus on the customers and the efforts toward improving organization’s
profitability. Six Sigma uses effective statistical methods and is based on quality
principles used to improve processes and products through a framework known as
DMAIC that consists of five consecutive phases (Define, Measure, Analyze,
Improve, Control) [3]. Six Sigma also is a systematic data-driven methodology
aimed at solving chronic problems, which business sectors encounter. It provides an
excellent framework to manage improvement projects; and applies a lot of statis-
tical and nonstatistical tools in a manner provides the best solutions for the
investigated problems [4]. Six Sigma is a much-disciplined methodology that relies
on statistics to eliminate the defects in products and processes, and depends on the
full involvement of the company’s personnel [6].
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2 Six Sigma Project

This research aims at implementing Six Sigma methodology in a Syrian
Pharmaceutical Company (Orient Pharma) to improve the perceived quality level of
one of the main products manufactured by this company. The project goals include
enhancement of process capability and decrease of its variability in order to achieve
a higher Sigma level, while keeping the full fulfillment of GMPs and ISO 9001
requirements and other regulations [7–10]. To achieve this purpose, a DMAIC
quality improvement project was designed in collaboration between the researchers
and the interested departments in the company.

(1) Define Phase

Project Selection:
To determine the most produced product, the annual production records have been
reviewed for all kinds in 2011 as shown in Fig. 1.

It is noticeable that the product “ORIENTOCIN—Tablets” is the main product
of the company (45 batches per year). ORIENTOCIN—Tablets are a medicine used
to treat gingivitis; its main API (active pharmaceutical ingredient) is ‘Spiramycine’.

Project Charter:

The investigated stages of the process are illustrated in the following SIPOC dia-
gram (Fig. 2; Table 1).

(2) Measurement Phase

To establish a general understanding of the investigated process (Preparing the
formula), the project team developed a flowchart as shown in Fig. 3.

Fig. 1 Annual production for all kinds of products in 2011. Source Researcher
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Sampling and Measurement Plan:

• Investigated characteristic: API concentration in product tablets.
• Measurement procedure: The formal analytical method used in quality control

lab in the company.
• Measurement techniques: Molecular absorption spectroscopy.
• Sampling: The samples were collected from the outputs of forming phase

(tableting) as follows:
• Sample size: n = 4 tablets.

Fig. 2 High process level map (SIPOC) for the studied product. Source Researcher

Table 1 Project charter

Problem statement The analytical data (supplied by the quality control lab in the
considered company) demonstrated a significant variability in the
concentration of API in the finished product ORIENTOCIN—tablets
(the standard deviation value near 3500). This problem decreases the
homogeneity of the produced units and affects the quality and
effectiveness of the medicine negatively

Improvement goal To decrease the variability in the concentration of API in the finished
product ORIENTOCIN—Tablets, to enhance process capability and
to sigma level to the higher possible value

Project scope and
limitation

The project covers the first two stages of the manufacturing process
of the product stage 1 ‘formula preparation’ and stage 2 ‘tablets
formation’

Key performance
indicators

Process capability index Ppk, process mean, standard deviation Std.
D, sigma level

Project team A cross-functional team includes members from production
department, quality control laboratories, quality assurance

Critical-to-quality
characteristic

API concentration in the finished product, each tablet should contain
(774900 IU) ± 10%
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• Frequency: 1 sample each 5 min.
• Collected samples: 24.
• Sampling responsibility: Process operator.

Data Set:
According to the Sampling and Measurement plan, the data set had been collected
(see Table 2).

Checking Process Stability:
By using software (Minitabv15), the project team created an Xbar-R control chart
as shown in Fig. 4.

All points fall between UCL and LCL. No patterns were observed, so the process
was under statistical control.

(3) Analysis Phase

To examine the normality of the data set, probability test was conducted as shown
in (Fig. 5).

The test showed that the data follows the normal distribution law [11] and it is
reliable to conduct a Process Capability Analysis as shown in Fig. 6.

The project team conducted a brainstorming to determine the possible causes of
the studied problem and created cause-and-effect diagram as shown in Fig. 7.

The project team determined through brainstorming and technical expertise that
the main causes affecting the investigated problem are as follows:

Fig. 3 Flowchart of the process at the stage ‘formula preparation’
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• Method of isolating inner phase components.
• Repetition of mixing the inner phase components of the product.
• Sequence of mixing inner phase components.
• Diameter of used sieves.

(4) Improvement Phase

New process activities were established considering the determined causes in the
analysis phase; in addition, a new flowchart was prepared for the subprocess
(preparing of inner phase) concerning the mechanism of preparing the inner phase
of the studied product. The developed solution was applied on one batch. New
measurements were conducted to collect the data set (Figs. 8, 9 and 10; Table 3).

The achieved results showed that process capability index Ppk has been
increased from 0.86 to 1.60. Sigma level of the investigated process has been raised
from 2.50 to 4.80. Process variability [12] decreased about 50% (Table 4).

Table 2 Data set (before improvement)

Sample Concentration of Spiramycine in each single tablet

1 748983.36 786282.70 712326.35 814105.08

2 807598.64 738141.52 765466.22 751732.28

3 744493.58 784198.84 826338.23 820743.70

4 783988.56 782783.59 791388.32 729955.8

5 752702.08 755035.34 776623.88 726349.67

6 761741.15 767702.03 778985.67 778235.43

7 709386.50 746575.48 810163.70 745692.22

8 751653.11 777966.39 759402.64 712908.36

9 767159.78 823716.94 785748.68 748464.41

10 837044.65 736955.62 790873.70 782676.26

11 780268.57 729363.98 775379.26 782816.40

12 698562.66 776008.99 806399.59 783158.95

13 781179.10 809655.57 796241.47 731918.01

14 764158.61 758325.92 771724.85 767534.60

15 790165.9 765299.34 770208.46 766810.77

16 745395.27 756776.40 770734.25 765209.28

17 773001.15 743832.97 800763.52 722869.20

18 773984.201 785735.64 770083.07 774612.91

19 744419.41 776686.56 818007.63 803735.24

20 761741.15 767702.03 778985.67 762737.43

21 748131.50 769822.48 779167.70 776688.22

22 743912.78 777222.94 785748.63 748464.41

23 715232.71 787426.88 766404.75 773443.47

24 707498.15 752204.03 778985.67 778235.43
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Fig. 4 Xbar-R control chart (before improvement) using software (Minitab v15)

Fig. 5 Probability test (before improvement) using software (Minitabv15)
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Fig. 6 Process capability analysis before improvement, using software (Minitabv15)

Fig. 7 Cause-and-effect diagram
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(5) Control Phase

In this phase, the project team accomplished the following activities:

• Validating the new process.
• Updating process documents.
• Training process operators on the new operation instructions.

Fig. 8 Xbar-R control chart (after improvement) using software (Minitabv15)
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Fig. 9 Probability test (after improvement) using software (Minitabv15)
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Fig. 10 Process capability analysis (after improvement) using software (Minitabv15)

Table 3 Data set (after improvement)

Sample Concentration of Spiramycine in each single tablet

1 791172.95 763853.35 770842.58 785748.61

2 785121.75 773079.26 774854.42 795047.41

3 755766.25 761008.78 773069.07 791553.31

4 755865.85 778774.51 768514.85 738479.71

5 753096.61 771215.23 784198.81 764972.63

6 764048.74 747003.61 729770.36 780767.82

7 768585.61 746228.71 766477.22 759842.83

8 784198.83 742354.21 774125.11 776348.34

9 754243.98 756644.191 805896.31 758072.35

10 756568.03 784198.81 753977.71 753202.81

11 779549.41 777224.71 794272.51 770900.84

12 791841.61 748553.41 763276.51 764972.62

13 760845.62 770250.62 801246.61 764972.63

14 785121.71 749328.31 800471.71 755402.84

15 769741.98 799696.82 772863.94 765821.34

16 763276.51 770250.61 760176.91 757223.63

17 760836.61 784198.82 750979.22 768700.81

18 764317.01 776682.27 758231.80 752648.96

19 773301.64 743904.01 763093.58 788437.45
(continued)
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• Controlling the process through the established Xbar-R chart to keep the process
under statistical control.

• Updating the performance indices of the process to maintain the received
enhancements.

3 Conclusion

Six Sigma is an advanced quality improvement methodology, which employs a
wide variety of statistical and nonstatistical tools and techniques with highly
qualified personnel to conduct quality improvement projects oriented to enhance the
ability of the organization to achieve its strategic goals and to increase its com-
petitiveness and market share. This research aims at investigating the possibility to
implement Six Sigma methodology in the Syrian pharmaceutical companies, and to
find out what benefits a pharmaceutical company can get through the implemen-
tation of this methodology. We conducted a case study in a pharmaceutical com-
pany in Syria (Orient Pharma) in order to examine the effectiveness and advantages
of Six Sigma methodology. For this purpose, a quality improvement project was
conducted using DMAIC roadmap to enhance the quality for one of the main
products of the company. The obtained results of DMAIC project showed an
enhanced process capability, an enhanced process Sigma level, decreased vari-
ability in the process outputs. The main difficulties that have been observed during
the study were: personnel resistance to change, lack of training, lack of necessary
resources, attitude toward quality in the company. As a conclusion, considerable
benefits can be obtained through implementing Six Sigma methodology in the
Syrian pharmaceutical companies.

Table 4 Comparison between KPI before and after improvement

Standard Deviation Ppk Sigma level Process mean (IU)

Before 27587.2 0.86 2.50 768,365

After 14897.3 1.60 4.80 768,971

Table 3 (continued)

Sample Concentration of Spiramycine in each single tablet

20 785121.71 773079.26 788073.31 763151.86

21 777372.75 764593.83 789623.11 763151.84

22 767733.68 772575.31 761729.27 776348.34

23 760836.66 755711.86 769475.71 759842.83

24 780324.31 761998.99 776449.81 752648.91
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Developing Plans for QFD-Based
Quality Enhancement

Dmitriy Aydarov, Yury Klochkov, Natalia Ushanova, Elena Frolova
and Maria Ostapenko

Abstract Quality Function Deployment (QFD) is a methodology for transforming
customers’ wishes into quality requirements for a product, service or process. QFD
methodology was originally developed by Japanese researchers, who designed the
approach for transforming customers’ wishes (real or supposed) into detailed pro-
duct characteristics using special matrices. QFD methodology provides better
understanding of customers’ expectations in the process of design and development
of products, services, and processes and helps to consider real or supposed cus-
tomers’ requirements. House of Quality is used to show the relationship between
customers’ requirements and product characteristics. Product characteristics are
realized using appropriate technological operations and equipment. If we know the
methods for quality assessment of a separate operation (Cp indices, control charts,
etc.), we can complete the House of Quality with the results of technological
equipment analysis. Such data integration allows the complex solution of a problem
of product competitiveness improvement. Using quality assessment methods for
technological equipment, we acquire knowledge about defect probability at each
separate production stage. Quality Function Deployment and integration of
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mentioned results (amount of defects, process stability) allow approaching
assessment of each product characteristic with regard to its importance for a cus-
tomer as well as with regard to the technical possibility to implement it.

Keywords Quality in engineering � QFD � Quality management
Characteristics of products

1 Introduction

Nearly, 80% of all defects detected during production and use of products are
caused by quality problems at the stage of product development and design. About
60% of all failures within the warranty period are accounted for by inaccurate,
hasty, or inadequate development. According to the data provided by the R&D
department of General Motors Company (USA), the process of product develop-
ment and production follows the “tenfold expenses” rule: if one of the quality cycle
stages contains an error detected at the next stage, its correction requires ten times
higher expenses compared to the case when this error is detected on time. If the
error is detected at the stage after the next one, the expenses are 100 times higher, at
the next stage after that the expenses are 1000 times higher, etc. Total quality
management framework postulates changes in the approach to new product
development, because it aims not only at supporting a high-quality level of products
but also at meeting customers’ requirements [1].

Activities for increasing the business culture level at an enterprise, which con-
tribute to increasing the quality level at all operation stages, consider technologies
for product design and production preparation. To decrease expenses, take into
account customers’ requirements and reduce development and production periods,
special technologies for development and product analyses are applied:

– Quality Function Deployment (QFD) is a technology for the development of
products and processes used to transform customers’ requirements into technical
requirements and production process parameters;

– Function cost analysis (FCA) is a method for analyzing expenses to achieve
product functions or properties. FCA is applied to existing products and pro-
cesses in order to reduce expenses, or to the product under development to
reduce their production cost;

– Failure Mode and Effects Analysis (FMEA) is a method for analyzing defect
probability and defect effect on customers; FMEA is carried out for products and
processes under development to reduce potential defect risks;

– Functional physical analysis (FPA) is a method for analyzing the quality of
suggested technical solutions, operation principles and elements of a product;
FPA is carried out for products and processes under development.
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Among all abovementioned technologies and methods, only QFD considers the
interrelationship between customers’ requirements and product properties, technical
characteristics of its components and production parameters. QFD allows to
transform customers’ requirements into product functions and properties and pro-
duction process parameters while distinguishing between consumer performance
(primary quality parameters) and standard-specified product properties (secondary
quality parameters), which can differ substantially.

QFD method was developed in the late 1960s in Japan and is used currently
worldwide. QFD is a Delphi method (relying on a panel of experts) that uses tabular
data presentation with tables of a specific form which is called House of Quality [2].

The central idea of the QFD method is that there is a difference between con-
sumer performance (primary quality parameters, according to K. Ishikawa) and
product parameters specified by standards and technical requirements (secondary
quality parameters).

Secondary quality parameters are important for manufacturers, but not always
significant for consumers. In an ideal case, a manufacturer is able to control product
quality using primary quality parameters directly, but it is mostly impossible;
therefore, a manufacturer should rely on secondary quality parameters [3].

QFD method is a sequence of actions which a manufacturer undertakes in order
to transform real quality parameters of a product into technical requirements for a
product, production process and equipment. QFD uses a series of matrices, i.e.,
tables of a specific form, which are called Houses of Quality. These tables help to
relate customers’ requirements with product properties, product properties with
technical characteristics of its components, technical characteristics with production
processes and production processes with production requirements. In practice, four
Houses of Quality are usually used [4].

The first matrix presents customers’ requirements in the rows and product/
process properties in the columns. The main purpose of the first matrix is to
establish correspondences between customers’ requirements and product properties.
The table cells contain indicators for the correspondence degree of these two
parameters. Correlation degree is determined by experts. The scale contains the
following values: 1—low correlation, 3—medium correlation, and 9—high corre-
lation. If there is no correlation, the cell is empty.

The right part of the matrix allows to assess the degree of customers’ satisfaction
compared to that of the competitors. This part provides product benchmarking
function. However, differently from conventional benchmarking, this stage includes
a comparison of competing systems not in relation to technical characteristics, but
to the degree of customers’ satisfaction with product characteristics. Customer
survey data are represented in numerical values on a five-point scale [5–7].

Analysis of competitors allows to draw conclusions about advantages and dis-
advantages of a product and to define the planned level of customers’ satisfaction,
which can be provided by a product to be developed. After a sequence of trans-
formations in the right column, we obtain the value for the “required quality
weight” which indicates the importance of a factor in various respects (importance
for a customer, competitive advantages for a company, planned quality level,
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company priorities, etc.) Integrated index of improvement importance for each
product property is calculated by serial addition of products of “required quality
weight” and the corresponding values of property correlation with each customer’
requirement. Conventional benchmarking does not provide such prioritization.

The second matrix is used to find out which system parameters are responsible
for those properties. The right side of the matrix presents the comparison of
competing products across their consumer properties. Similar to the first matrix, this
comparison helps to determine if the improvements are necessary. As important,
parameters-integrated indices of improvement importance (calculated in the first
matrix) are used [8, 9].

The results provided by the second matrix are integrated coefficients reflecting
the importance of product component improvements. Further, the matrix is con-
structed, which presents the interaction between component parameters and pro-
duction processes; further matrix is constructed, which shows the relation between
production processes and production requirements. Each matrix provides integrated
importance indices. Thus, weighted coefficients for customers’ requirements
determined at the first stage undergo the full analysis process.

Construction of the second and all further matrices is similar to construction of
engineering analysis tables; however, all QFD matrices are logically interrelated.

House of Quality method has the following advantages:

– It allows to establish the relation between customers’ requirements, technical
characteristics of a product, parameters of its components at all development
stages (in other words, QFD has an algorithm absent in the engineering
analysis).

– It provides the instrument used to transform customers’ requirements into a set
of controlled characteristics (required by conventional benchmarking) and
requirements to the technical operations.

Thus, QFD method is a universal instrument for product development which
integrates methods of marketing information processing, product benchmarking and
engineering analysis. QFD method establishes a constant informational flow pro-
viding integration of all production systems and consideration of customers’
requirements [10].

Various techniques for comparing competing products exist at present. Quality
Function Deployment, or Houses of Quality method allows to transform customers’
requirements into product properties and production process parameters. QFD is a
Delphi method (relying on a panel of experts) that uses tabular data presentation
with tables of a specific form which are called House of Quality. These tables
present a sequence of actions to transform real quality parameters of a product into
technical requirements to production processes and equipment. In the management
aspects, QFD also helps:

• Identify and prioritize customer needs obtained from every possible source.
• Analyze the details of design and process improvement meeting the needs of

engineers.
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• Stimulate continuous improvement.
• Encourage communication and build teamwork within an organization.
• Reduce lead-time, optimize engineering resources and improve quality.
• Build partnerships with customers’ participation [1–3].

2 Model Integration Results of the Assessment
Technological Operations to Quality House

Using House of Quality method helps to find out the interrelation of customer’s
requirements and product characteristics. Product characteristics are implemented
using certain technological operations and equipment. If we know which methods
are used to assess the quality of each operation (calculation of Cp indices, control
charts, etc.), we can add the results of analysis of equipment used to the House of
Quality. Such integration of equipment quality data can result in complex solution
of the problem of increasing competitive abilities of the products manufactured
(Table 1).

The use of House of Quality method helps to find out the requirements to
specific products (Fig. 1). Then, we select quality management instruments to
assess the conformity of the defined requirements. For instance, in gearbox man-
ufacturing methods such as Cp and Cpk as well as control charts are required. After
technical drawings have been developed, we need to organize the technological
process appropriate for customer’s requirements realization. But before starting the
production process, it is necessary to forecast the quality level in order to assess the
risks related to potential defects. (3 Model predicts the level of quality) [5–7].

Quality function deployment and integration of the discussed results (defect rate,
process stability) allow to assess the impact of a certain product characteristic both
in the context of its importance for a customer and in the context of technological
production possibility [8–11]. To achieve that, we can design the following diagram
(Fig. 2).

The circle diameter depends on the impact of a characteristic: the higher the
impact is, the larger the circle is. The higher the characteristic is represented, the

Table 1 Model integration results of the assessment technological operations to quality house

Customer’s requirements Requirement impact Product characteristic

Requirement 1 I1 Relation between requirements and
characteristics… …

Requirement N IN
Technological operations Quality assessment methods used

N Operation stage Cp; Cpк Control charts …

i … Results

… …
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higher the probability of its rejection in production. Thus, interpreting the results
represented in Fig. 2, we can conclude that the first characteristic has the highest
impact, and its production has a low probability of defect occurrence, whereas the
fourth characteristic is the most problematic in this respect. Therefore, in the pro-
cess of quality improvement program development more attention should be paid to
the fourth characteristic. To simplify the decision-making procedure, we can sug-
gest the following decision matrix (Fig. 3).

Fig. 1 Sample quality houses

Fig. 2 Chart connection indicators “importance” of the characteristics of products, their number,
and probability of default characteristics
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3 Model Predict the Level of Quality

Cp, Cp and r is usually calculated in reference to production [12–15], but if we
calculate these indices in reference to operating equipment, we can forecast quality
level at the preproduction stage. To know r is most important.

If we have the results of constant assessment of quality indices Cp and Cpk, the
value of mean displacement in reference to the center of the tolerance zone (D) and
natural process variability (r) for each piece of equipment, we can forecast the
values of Cp and Cpk for a new technological operation at the planning stage of a
new product; therefore, we can also assess probable defect rate.

For that assessment we need to calculate the predicted value of the mean using
the formula:

supposing that the mean is displaced toward the upper tolerance limit

Xn ¼ ULn þ LLn
2

þD;

where

ULn — upper tolerance limit for a planned product;
LLn — lower tolerance limit for a planned product;
D — mean displacement in reference to the center of the tolerance zone;

or
supposing that the mean is displaced towards the lower tolerance limit

X ¼ ULn þ LLnH
2

� D

Fig. 3 Matrix decision on the need to improve the characteristics of the product
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To calculate Cpн and Cpkн for a new operation considering changes of tolerance
zones and then to define ppm (number of defects per million of product units) or
percentage of defects in reference to the indices (Table 2).

4 Conclusions

The central idea of the QFD method is that there is a difference between consumer
performance (primary quality parameters) and product parameters specified by
standards and technical requirements (secondary quality parameters).

Secondary quality parameters are important for a manufacturer, but not always
substantial for a customer. In an ideal case, a manufacturer is able to control product
quality using primary quality parameters directly, but it is mostly impossible;
therefore, a manufacturer should rely on secondary quality parameters.

Our analysis of the methods used to establish the relation between technical
characteristics of a product and customers’ requirements shows that QFD is a
universal instrument for product development which integrates methods of mar-
keting information processing, product benchmarking, and engineering analysis.
QFD method establishes a constant informational flow providing integration of all
production systems and consideration of customers’ requirements.

This effective application tool should be combined with TQM. The use of QFD
method allows to simplify procedures involved in development of a new product. If
House of Quality is supplemented with the results of statistical analysis of pro-
duction equipment, it will become possible to forecast the quality level.

Table 2 Example calculation Cp new and Cpk new

It is known from experience We learn from the calculations

Equipment r Cp Cpk Production
requirements

The upper limit
ðULnÞ

The lower
limit ðLLnÞ

First operation 30.5 30.0

Machine:
1K62

0.05 2 1.8 The calculated
values

Cp new Cpk new

(30.5–30.0)/
(6*0.05) = 1.67

1.67*(1.8/
2) = 1.5

Second operation The upper limit The lower
limit

29.8 29.5

Machine:
Jet BD-7

r Cp Cpk Cp new Cpk new

0.025 1.8 1.6 (29.8–29.5)/
(6*0.025) = 2

2*(1.6/
1.8) = 1.78

… … … … … …
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Modified Counting Sort

Ravin Kumar

Abstract There are various sorting methods in the literature, which are sequential
in nature and have linear time complexity. But these methods are not preferred to
use due to large memory requirements in specific cases. Counting sort is one, which
lies in this domain. In this chapter, we have suggested an improvement on the
counting sort. Due to this improvement, the memory requirement for counting sort
is reduced up to a significant level. We have tested this modified counting sort on
numerous data sets and the results obtained by these experiments are very much
satisfactory. Results shows that this memory requirement is reduced at least 50%
than traditional counting sort. So it opens up the opportunity of using this modified
version in many sorting applications.

Keywords Sorting � Linear sorting � Counting sort � Modified counting sort
Non-comparison sorting

1 Introduction

Sorting is the process of arranging numbers, alphabets or characters in a statistical
order (in increasing or decreasing order) or in lexicographical order (alphabetical
value like addressee key) [1–3]. These techniques are divided into categories based
on their features. Research efforts are made to improve their performance by
reducing their complexity. These algorithms are mainly divided into two categories,
comparison-based sorting and non-comparison-based sorting. Comparison-based
sorting algorithms involve comparing the values in the array to obtain the sorted
sequence. Depending on the type of approach used to perform comparisons, few
mainly used algorithms with their complexities are as stated:
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1:1 Bubble sort: The algorithm is slow compared to other algorithms. It has a
complexity of O(n2) [4].

1:2 Insertion sort: Insertion sort is a sorting algorithm that works similar to
sorting cards in hand. This algorithm also have the complexity of O(n2) [5].

1:3 Merge sort: This algorithm uses divide and conquer approach [6, 7]. It has a
complexity of O(n log n).

1:4 Quick sort: Quick sort is more efficient than the preceding sorting algorithms.
It has best-case complexity of O(n log n) and worst-case complexity of O(n2)
[8].

Non-comparison-based sorting algorithms have less complexity because they do
not require comparison operation among its elements to obtain the sorted sequence.
Counting sort [9] is one classic algorithm used for non-comparison-based sorting. It
has linear time complexity (i.e. O(n)), but is not preferred for sorting arrays having
large numbers because it requires large amount of memory to obtain the sorted
sequence. This paper presents a new approach of sorting which leads to a reduction
of at least 50% of memory usage with a time complexity of O(n).

2 Proposed Algorithm

Traditional counting sort has a time complexity of O(n). The amount of memory
required to perform sorting using counting sort depends primarily on the largest
element present in the input array and less on the total number of elements in the
sequence. In a sequence where ‘T’ is the largest number, It will require an addi-
tional array of size ‘T + 1’ with index ranging from ‘0’ to ‘T’. For example,
consider the case where we are sorting the values 1000 and 1 using traditional
counting sort. Sorting these values require an additional array of size 1001 as the
largest number in the input sequence is 1000.

Modified counting sort is designed to sort an array in the time complexity of O
(n), and also reducing the memory requirement of additional array by at least 50
percent. In the proposed algorithm, the details of parameters and variables are
described in Table 1.

Table 1 Description of the parameters and variables used in modified counting sort

Parameter Description

RA Input array that is to be sorted

min and max Represents minimum and maximum value respectively

RB and RC Represents two arrays

Ref1 and Ref2 Represents minimum value in RB and RC respectively

RS Represents the sorted array
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Modified_Counting_Sort(RA)
BEGIN

min = ∞

max = -∞

/* min and max are calculated from RA

*/

for i = 0 to Length[ RA ] -1

do

if RA [ i ] > max

then

max = RA [ i ]

end if

if RA [ i ] < min

then

min = RA [ i ]

end if

end for

div = (min + max) / 2

x = 0

y = 0

Ref1 = min

Ref2 = ∞

RBmax = -∞ // RA is divided in two arrays

for i = 0 to Length[ RA ] - 1

do

if RA [ i ] < div

then

/

* Ref1 is subtracted from all the values in RB, and max value of RB is

calculated and stored in RBmax */

if RA [ i ] > RBmax

then

RBmax = RA [ i ]

end if

RB [ x ] = RA [ i ] - Ref1

x ++

else

if RA [ i ] < Ref2

then

Ref2 = RA [ i ] /* Ref2 of RC is calculated. */

end if

RC [ y ] = RA [ i ]

y ++

end if
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end for

for i = 0 to Length[ RC ] -1

do

RC [ i ] = RC [ i ] - Ref2

end for

/* Now applying the New_Counting _Sort on both RB and RC sub arrays. */
New_Counting_Sort(RB, RS, RBmax - Ref1, Ref1, 0)
New_Counting_Sort(RC, RS, max - Ref2, Ref2, Length[RB])
END
New_Counting_Sort(A, B, k, Ref, AddLen)
A is the input array, B is the sorted array and k is the maximum number, which is

present in A array.
BEGIN

for i = 0 to k

do

C[i] = 0

end for

for j = 0 to Length[A] -1

do

C [ A [ j ] ] = C [ A [ j ] ] + 1

end for

for i = 1 to k

do

C [ i ] = C [ i ] + C [ i – 1]

end for

for j = Length[A] - 1 down to 0

do

B [ C [ A [ j ] ] + AddLen - 1] = A [ j ] + Ref

C [ A[ j ] ] = C [ A [ j ] ] -1

end for

END

The time complexity of the modified counting sort is still O(n) and it reduces the
amount of memory required to perform sorting operation.
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3 Working Demonstration

Consider the following input data set on which we have to perform sorting oper-
ation using the proposed algorithm.

20 33 23 60 52 210 240 200 130 42

On applying the proposed algorithm over this data, we get min = 20, max = 240
and div = 130. Values less than div are as follows:

20 33 23 60 52 42

Similarly, values greater than or equal to div are as follows:

210 240 200 130

From the algorithm, we get Ref1 = 20 and Ref2 = 130.
Now after subtracting Ref1 from first array, store the obtained data in RB.

Similarly, after subtracting Ref2 from second array, store the obtained data in RC.
After performing above operation, elements in RB become

0 13 3 40 32 22

Similarly, elements present in RC become

80 110 70 0

Now, our modified counting sort uses New_Counting_Sort on RB, which sorts
RB and then adds the Ref1 value to the result of sorted RB:

0 + 20 3 + 20 13 + 20 22 + 20 32 + 20 40 + 20

Obtained result in RB:

20 23 33 42 52 60

And the size of C[] for doing this operation was 41 (i.e. from 0 to 40). Now, our
modified counting sort uses New_Counting_Sort on RC, which sorts RC and then
adds the Ref1 value to the result of sorted RC:

0 + 130 70 + 130 80 + 130 110 + 130
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Obtained result in RC:

130 200 210 240

Now, final result of sorting is obtained in RS, and the sorted sequence becomes:

20 23 33 42 52 60 130 200 210 240

Total memory required by additional C[] is 111, (i.e. 0–110), while on applying
traditional counting sort, it would require an additional array of size 241, indexed
from 0 to 240 to sort this input sequence.

4 Result and Discussion

Modified counting sort is tested on various input sets, and a comparison is done
with the traditional counting sort algorithm. Since both algorithms have time
complexity of O(n), comparison is done on the basis of amount of memory required
(Table 2).

To understand the effectiveness of the proposed algorithm the comparison using
the above data set can be displayed graphically as shown in Fig. 1.

From the above data it is clear that in worst case, the memory used by the
modified counting is half the memory used by the traditional counting sort algo-
rithm. The time complexity of both the algorithms remains O(n). This can also be
graphically represented as (Fig. 2).

Table 2 Sample data to demonstrate the comparison between traditional counting sort and
modified counting sort

Input elements Memory of C[] in Counting sort
(i.e. length of C [])

Memory of C[] in
Modified_Counting_Sort
(i.e. length of C [])

1, 2, 3, 250, 251, 252 253 3

18, 21, 19, 23, 407, 401,
402, 400

408 8

1000, 1001, 1002, 1003,
1004, 1005

1006 3

900, 800, 2, 1, 700, 300, 4,
7, 9, 12, 27

901 300

9, 8, 11, 10, 1001, 1700,
1500, 2000

2001 1000

20, 100, 1, 0 101 21

1000, 999, 998, 997 …,3,
2, 1

1001 500
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5 Conclusion

In this paper, an advanced method is introduced which reduces the memory
requirements of the classic Counting sort algorithm by at least 50 percent. Modified
Counting Sort can be used for improving performance of various existing sorting

Fig. 1 Representation of memory used by each test data sequence in both traditional and modified
counting sorts

Fig. 2 Representation of
comparison of worst-case
memory requirement by
traditional and modified
counting sorts
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algorithms like radix sort [10], which requires an additional stable sorting algorithm
to perform sorting. Using modified counting sort, It is possible to improve the
current sorting applications like searching a value in a large array, Sorting in large
databases and TCP/IP packet sorting [11].
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Analysis of Existing Clustering
Algorithms for Wireless Sensor
Networks

Richa Sharma, Vasudha Vashisht, Ajay Vikram Singh
and Sushil Kumar

Abstract With the recent advancement in MEMS technology, researchers in
academics as well as in industry are showing their immense interest in Wireless
Sensor Networks (WSNs) since the past decade. WSNs are the networks composed
of uniformly or randomly distributed autonomous low-cost nodes used for reliable
monitoring of environmental parameters. These resource-constrained sensor nodes
work in a synergetic manner to perform a sensing process. Wireless Sensor
Networks have a significant role in different areas like habitat monitoring, health
monitoring, intelligent and adaptive traffic management, military surveillance,
target tracking, aircraft control, forest fire detection, air pollution monitoring, etc.
These networks face some critical energy challenges while doing data aggregation,
node deployment, localization, and clustering. This chapter presents the analysis of
different clustering algorithms proposed so far to lengthen the network lifetime and
to increase the network scalability.
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1 Introduction

Wireless Sensor Networks are gaining a voluminous importance in every field with
the increase in their demand in many real-life applications. WSNs are a network of
densely deployed sensor nodes in a region of interest. WSNs are composed of a
sensing unit to sense the environmental parameters, a processing unit with external
memory, transceiver to collect and transmit the sensed data and a power supply.
The three-sensor network elements are Nodes (also called Sensor nodes), Data
Gatherer (Cluster head and Base station), and an External System. The sensor node
is a basic unit of WSNs. These are resource-constrained devices with limited
energy, small storage, less data processing capabilities, and limited bandwidth.
Sensor nodes are randomly deployed with an objective to monitor, to sense, and
explain a physical phenomenon. Sensor nodes act as a transducer as they convert
the sensed physical phenomenon into an electrical signal. Sensor nodes are
responsible for supervising the environmental conditions and periodically transmit
that data to the base station. Since the sensor nodes are battery-powered devices and
their batteries are irreplaceable (i.e., use and throw type of devices), so efficient
energy utilization is a big challenge in WSNs. Long communication distances
between the sensor nodes and the base station result in rapid draining of the node’s
limited energy available with them and reduce network’s lifetime. Hence, length-
ening the network lifetime, increasing the scalability of the network and balancing
the load among sensor nodes are some challenges faced by WSNs [1].

2 Clustering Wireless Sensor Networks

Since energy conservation is the prime issue for the efficient performance of the
WSNs, so a reduction in the communication distance between the sensor nodes and
the sink is required. A prominent approach available for this purpose is clustering.
Clustering is an effective means of organizing the sensor nodes into nonoverlapping
sets called clusters with an intermediate node called Cluster Head (CH) acting as a
head of other nodes. These cluster heads collect data from the nodes in the network
and pass it to the base station.

Various advantages of clustering are summarized as follows:

• Balancing the load among the sensor nodes.
• Promote coverage maximization.
• Minimizing communication overhead of the nodes and the base station node.
• Reducing delay in data transmission.
• Promote energy conservation.
• Maximizing network lifetime.
• Fault-tolerant Networks.
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In WSNs, clustering is done mainly for two main reasons. First, since sensor
nodes contain a large amount of redundant data sensed from an external environ-
ment so there is a need of data aggregation and data fusion to compress that large
amount of ambiguous data into small meaningful information. With clustering, data
aggregation and data fusion are done by cluster head at one centralized location.
Second, if clustering is not done among the sensor nodes then all of the sensor
nodes would have to communicate directly with base stations, which will result in
excessive energy dissipation (Fig. 1).

3 Conventional Clustering Protocols and Their
Performance Comparison

Prior to the concept of clustering in WSNs, routing was done through conventional
protocols named direct transmission protocol, static clustering protocol, and MTE
(Minimum Transmission Energy) protocol. All these protocols have pros and cons.
In direct communication and transmission protocol, because of the direct data
transmission between the base station and the sensor nodes, lots of energy was
dissipated in transmission. In MTE protocol, multi-hop communication is employed
for transmission and the base station which results in a large amount of energy
dissipation while transmitting data through intermediate nodes acting as routers in
between. In static clustering protocols, clusters are formed, within each cluster one
node acts as a local base station. Sensor nodes relay their sensed data to the local
base station that in turn passes that data to the global sink. This protocol suffers
from a big problem that if the local base station of a cluster dies, then all the nodes
in that cluster will also die as no intermediate will be left transfer their data to the
global base station.

Heinzelman et al. [3] presented distributed cluster-based approach named
LEACH. It focuses on the distribution of the energy load evenly among all the
sensors nodes. This protocol has two phases named a setup phase and steady-state

Fig. 1 Basic framework of
clustered wireless sensor
networks [2]
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phase. In the first phase, sensor nodes organize themselves into clusters, by
selecting one node as their CH. Each node elects itself to become a future CH.
Between 0 and 1, a random number is selected by a node, if the threshold value T
(h) is more than the randomly chosen number then in the current round that node
will play the role of a cluster head, otherwise it joins the nearest cluster head in its
neighborhood. Threshold T(h) is specified as

TðhÞ ¼
n

1�n � c mod 1
n if h 2 G

0; otherwise

�

Here, n denotes the predetermined percentage of CH, G denotes the group of
those nodes that had not been selected as CH in previous 1/p Rounds and c denotes
the currently going round. Steady phase includes data aggregation and data fusion to
be done by compressing the data before passing the sensed data to the sink. This
results in minimizing the energy dissipation. LEACH has outperformed conven-
tional static clustering algorithms, traditional protocols of direct data transmission,
multi-hop routing and MTE by employing the rotation strategy among cluster heads.

LEACH has been considered as a benchmark to test various WSN clustering
algorithms. LEACH-C, a centralized version of LEACH was introduced by
Heinzelman et al. [4] later, in which selection of CHs is done at a centralized
location by the base station (BS). Sensor nodes forward the information about
themselves to the base station, i.e., their present location (where they are deployed)
and their current energy. Base station finds out the average energy of the network
and the nodes having high energy as compared to the calculated average energy are
only considered eligible candidates for CH position. After this, the BS broadcasts
this decision to every node in the network. The simulated annealing process is
performed by the base station to search for the best solution out of all possible
candidate solutions. This algorithm aims to decrease the total sum of the squared
distance between the sensor nodes and their closest CH, resulting in minimum
energy dissipation in transmitting data from sensor nodes to their cluster head.
LEACH-C gives good output as compared to LEACH.

Khediri et al. [5] has proposed O-LEACH, a centralized and optimized approach,
in which base station initiates the complete routing process. In each round the node
with energy value, more than ten percent of the residual energy level of each sensor
node is considered as the cluster head. Cluster formation and transmission phase are
initiated after the CH selection process. If the energy is less than ten percent of the
residual energy level then proceeds as such with the process of LEACH protocol.
A simulation result shows that the stability of O-LEACH is longer than LEACH
and LEACH-C.

Bandhopaya et al. devised EEHC (Energy-Efficient Hierarchical Clustering) [6]
algorithm, which is a randomized clustering algorithm employing distributed
approach. The algorithm generates a hierarchy of CHs which has shown that when
the numbers of levels in the hierarchy are increased, the energy savings also
increase. It is a multi-level hierarchical clustering algorithm that makes use of
stochastic geometry to obtain parameters for minimum energy consumption.
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Younis and Fahmy [7] proposed a protocol named HEED in which two
parameters that is the currently available energy of the sensor node and the cost for
intracluster communication is considered for CH selection. Based on probability
function, cluster head selection is done as

nprob ¼ hprob � eresidual=emaximum

where eresidual denotes the current remaining energy of the sensor node, emaximum is
maximum initial energy same and fixed for all nodes and hprob is the initial per-
centage of cluster heads among all n nodes. This results in a uniform distribution of
CH nodes and better load balancing. The node will become CH according to nprob
or it can join a cluster according. PEGASIS [8] that was an extension of LEACH in
which a chain of sensor nodes is made and nodes only transmit to their neighbors
only and one randomly selected node will aggregate data from all other sensor
nodes and transmit it to the BS (Table 1).

4 Metaheuristic Approaches for Clustering Wireless
Sensor Networks

Most of the real-world problems are optimization problems under highly complex
constraints, solving such problems is a challenging task. So, the current trend is to
adapt nature-inspired metaheuristic approaches to efficiently tackle these problems.
Nature-inspired algorithms are drawing the significant attention of the researchers in
the designing of energy-aware algorithms to extend the lifetime of the WSNs.
Evolutionary algorithms are algorithms inspired by nature. They are stochastic
optimization algorithms working similar to the principle of natural evolution. The
basic concept followed by these algorithms is to initialize a population of indi-
viduals and these individuals reproduce to generate new population only if they
meet a certain selection criterion. These algorithms can search a large solution space
to find out the best optimal solutions. These nature-inspired algorithms can effi-
ciently solve various complex NP-hard problems due to their adaptable and flexible
nature. Energy-Efficient Clustering in WSNs to keep distance to a minimum is one
such NP-hard problem solved by these algorithms. To find an appropriate number
of cluster heads in the network, metaheuristic approaches are adopted. If there are
more CHs than the optimal number, more energy is dissipated in terms of the
transmission of data from all these cluster heads to the base station, that is far away
from the sensor nodes. If there are less CHs, more energy will be dissipated in
relaying data from sensor nodes to the CHs, that are far away from the sensor
nodes. In this chapter, a comprehensive survey of few of these algorithms is per-
formed and the algorithms being focused in this chapter are Genetic Algorithm
(GA), Particle Swarm Optimization (PSO), Firefly Algorithm, Honey Bee Mating
Optimization Algorithm (HBMO) and Differential Evolution Algorithm (DE).
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4.1 Clustering of WSNs Using Genetic Algorithm (GA)

GA is a well-known powerful and unbiased optimization search technique. It is one
of the evolutionary algorithms that deal with solving constrained and unconstrained
optimization problems. It is devised by Charles Darwin in 1858. The basis of the
GA is the Darwin theory of natural selection that is “Survival of the Fittest”. It
works on the population of “individuals”. For each “individual”, a predefined fit-
ness function is evaluated. The individuals with highest fitness values are consid-
ered closer to the optimal solution and thus are selected for crossover. Crossover
operation generates new offsprings having some common features of their parent.
For ensuring that the individuals generated should not have exactly the same fea-
tures of their parents, the mutation operator is applied. The least fit individual is
discarded at the end of the generation and newly generated offsprings are included
in next generation. This complete process will iterate for a predefined number of
generations or iterations.

4.1.1 Related Work

Khanna et al. [9], proposed a genetic algorithm based approach with reduced
complexity to optimize multi-hop sensor networks. The author focused on two
objectives: first is the creation of an optimal number of clusters with associated CHs
and second is searching for a low-cost path using one or more hopes to the base
station. For these two competing objectives, a multi-objective genetic algorithm
with tradeoff analysis was employed to find a set of solutions towards the Pareto
optimal front. The proposed GA-based work had two modules initialization and
adaptation module. Sensor nodes are categorized into three categories CHs, sensor,
intercluster router. Data fusion is done by the CH and it forwards data to other CH
through intercluster route. Genetic Algorithm was employed to evaluate optimal
route and the fitness function is calculated for each node. Fitness function for node
selection is based on factors like Cluster Head Fitness, Node Communication
Fitness, Router Load Fitness, Battery Status Fitness, and Total Node Fitness.
Simulation results have shown a large reduction in the energy consumption and
maximizing the objectives like node coverage and exposure.

Hussain et al. [10] used GA for intelligent hierarchical clustering technique to find
the cluster heads, the number of clusters, the cluster members, and the transmission
schedules. Fitness parameters considered are Cluster Distance-Standard Deviation
(SD), Direct Distance (D) to sink, Transfer Energy (E), Number of transmissions (T),
and Cluster Distance (C). The GA-based hierarchical protocol was found to perform
better in comparison to LEACH and other similar cluster-based protocols. Heidari
and Movaghar [11], presented a GA-based efficient approach for energy optimization
of sensor networks. In this proposed work, base station employed a Genetic
Algorithm to generate energy-efficient clusters. Randomly generated individuals
constitute the initial population, GA is used to select CHs. One point crossover
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operation is applied on selected individuals and mutated operation is applied. Fitness
function includes the total transmission distance (Total Distance) to sink, Cluster
Distance (RCSD), Transfer Energy (E) as fitness parameters.

Bayrakli and Erdogan [12] proposed a method named GABEEC to optimize the
lifetime of WSNs by means of rounds. The method consists of two phases: setup
and steady-state phase just like LEACH protocol. In setup phase clusters are created
and clusters will remain fixed with dynamically changing CHs for all rounds in
future. The fitness function has three parameters: The round in which first sensor
node is RFND, the round in which last sensor node dies is LFND and cluster distance
is (C). The results are compared with LEACH and the proposed method performed
better than LEACH. Kulia et al. [13] focused on a new evolutionary approach based
on GA for load balanced clustering in WSNs. The fitness function is built with the
objective to balance the load of each gateway(i.e., load balancing a Cluster Head)
and for load distributing among all the gateways. The fitness function is calculated
based on the standard deviation of the load of the cluster, in order to distribute the
load evenly per cluster in the network. Barekatain et al. [14] proposed a collabo-
rative approach based on k-means and improved GA to minimize the energy dis-
sipation and for lengthening the lifetime of the network. In this work, the improved
genetic algorithm is adapted to search for an optimal number of CHs and k-means
algorithm is used to balance energy distribution. K-means methodology is included
to overcome the limitation of GA of converging slowly for a large amount of data
and getting stuck in local optimum solution in spite of finding the global optimum.
Simulation result has shown that algorithm has prolonged the network lifetime by
performing better than protocols like GABEEC, LEACH.

4.2 Clustering of WSNs Using Particle Swarm
Optimization (PSO)

PSO is a well-known swarm-based technique inspired by the flocking behavior of
the birds and is devised in 1995 by Kennedy and Eberhart. This technique is widely
employed to solve various optimization problems. The set of candidate solutions to
a given optimization problem constitutes a swarm. In a swarm, all particles con-
tribute to a potential solution. Each Pi particle has velocity Gi;n and Zi;n, where
n denotes the dimension of the search space. PSO optimizes a problem using
several iterations, attempting to improve a particle solution. A fitness function
evaluates the fitness of each particle. This algorithm aims to search for those
positions of the particles, that would result in the finest evaluation of the fitness
function. Initially, every particle in a swarm is accredited with a randomly chosen
position and velocity for moving in the search space. Each particle calculate pbesti;n
that is its personal best position and also the global best position represented as
gbestn. Each particle updates its current velocity Vi;n and position Xi;n to achieve the
best solution using the following equations:
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Gi;nðjþ 1Þ ¼ w:Gi;nðjÞþ k1r1ðjÞ � ðpbesti;n � Zi;nÞþ k2r2ðjÞ � ðgbestn � Zi;nÞ
Zi;nðjþ 1Þ ¼ Zi;nðjÞþGi;nðjþ 1Þ

where j denotes jth iteration, Gi;n(j + 1) denotes particle’s velocity in next iteration,
Zi;n(j + 1) denotes particle’s position in next iteration, w denotes inertia weight and
k1, k2 are learning factors, usually k1, k2 ¼ 2 and r1, r2 are random numbers
between (0, 1).

4.2.1 Related Work

Latiff et al. [15] presented an energy-aware centralized clustering scheme (PSO-C)
for WSN. Optimal nodes are chosen to be a CH using PSO-C. This protocol
includes rounds and each round starting with setup phase to form clusters just as
discussed in LEACH-C. Base selects all nodes to be eligible for CH position and
then PSO is applied to find the best candidate which minimizes the cost function.
Each particle in a swarm is evaluated through a cost function. The approach is to
lessen the distance between CHs and cluster nodes. Singh and Lobiyal [16] has
given a semi-distributed approach for energy-aware CH selection and analysis of
retransmission of packets in the network. The objective is to find the optimized
position of CHs and selecting optimal CHS by calculating their fitness function and
is dependent on their current remaining energy, the average distance from the
sensor nodes in the cluster and number of times the probable cluster heads have
been CHs so far. The proposed scheme was discussed in comparison to LEACH-C
and PSO-C to depict its effectiveness. Jana and Azharuddin [17] introduced a
centralized, fault-tolerant PSO-based scheme. The main focus of this work was to
deal with the hot spot problem arising due to multi-hop communication in WSNs.
Their work consists of a routing phase and a clustering phase. In routing phase, the
traffic load among CHs is distributed evenly and in clustering phase, the CHs whose
energy is exhausting rapidly are allotted a few number of sensor nodes, this result in
unequal clustering. The fitness function is devised based on an approximation of the
lifetime of the gateways and energy dissipation for intercluster and intracluster
activities. The first factor in the fitness function is considered for the efficient
routing and second is for unequal clustering. This work mainly focuses on hotspots
problem that the nodes which are closer to the BS die quickly because of the extra
load of a large amount of data transmission to the BS. Solaiman and Sheta [18]
presented a hybrid approach using K-means and particle swarm optimization
algorithm named KPSO, for achieving energy management of WSNs. The proposed
work was divided into three phases. Firstly, K-means algorithm is used for the
partitioning of the whole network into k clusters. In the second phase, PSO algo-
rithm is applied to find out the best CH within each cluster obtained and finally,
cluster layout is evaluated.
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4.3 Clustering of WSNs Using Firefly Algorithm (FA)

FA was first drafted at Cambridge University by Xin-She Yang [19]. It is inspired
by the flashing behavior of fireflies. It is assumed that fireflies are unisex so each
firefly will be attracted toward other fireflies regardless of its sex. The attractiveness
is directly dependent on the brightness of the flash. With the increase in the distance
between the fireflies, attractiveness decreases. The lesser bright one will always get
attracted toward the brighter one.

4.3.1 Related Work

Sarma and Gopi [20] have proposed a centralized clustering algorithm for WSNs
using Firefly algorithm. Best K CHs are determined that results in minimizing the
cost function. A cost function is formulated as the sum of the two parameters, the
first parameter is the maximum average Euclidean distance between the CHs and
their cluster members and the second parameter is calculated by dividing the total
initial energy of the sensor nodes in the network to the total cluster energy of the
cluster heads in the current round. Simulation results have shown that using firefly
algorithm to form clusters, increases the network lifetime in comparison to LEACH
and SO-C. Nadeem et al. [21] presented an energy optimization method based on
LEACH to increase WSN lifetime using firefly algorithm. They have defined fitness
function as a fitness value which is energy consumed per round calculated fitness
function using ABC algorithm. This algorithm performs better than LEACH and
PSO-C (Centralized Particle Swarm Optimization) protocols.

4.4 Clustering of WSNs Using Honey Bee Mating
Optimization Algorithm (HBMO)

HBMO is a recently developed nature-inspired swarm-based approach that
resembles the mating behavior of the honey bees. The queen of the hive selects
drone for mating during her flight and results into the generation of broods. Broods
with more potential replace the weaker queens in the hive and the process repeats
again to have potential generations.

4.4.1 Related Work

Sahoo et al. [22] presented LWTC-BMA, a trust-based and energy-aware clustering
method using HBMO algorithm. Simulation analysis proved that the proposed
algorithm outperformed the most popular LEACH with respect to following
parameters that are, memory requirement, total network lifetime and the overhead
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arises due to communication. Clustering allows data aggregation and decreases the
number of nodes taking part in transmission. An algorithm employs two phases,
i.e., premiere phase and steady-state phase. In addition, the authors also calculated
the trust value for every node to ensure that the selected CH not only have highest
remaining energy but also is a trustworthy (reliable) node.

4.5 Clustering of WSNs Using Differential Evolution (DE)

DE is a robust and stochastic evolutionary technique used to calculate numerous
complex optimization problems and is devised by Price and Storn. Similar to the
genetic algorithm, it uses three operators: crossover, mutation, and selection. This
method which utilizes NP d-dimensional vectors Xi;G parameter where i = 1, 2, 3,…
NP represents the population of generation G. The robustness and the effectiveness
of the DE algorithm depend on three control parameter that are size of the population
denoted by NP, amplification factor (F), and the crossover rate (Cr). Initially,
population vectors are randomly chosen covering the entire parameter space. After
initialization, three population vectors are randomly chosen to proceed with the
algorithm. A mutated vector is produced by calculating the scaled difference of two
randomly selected population vectors and adding it to the third randomly selected
vector. This is known as Mutation. Then mutation vector’s components are merged
with the components of a preselected vector called target vector, to generate a new
vector called trial vector. This process of blending the parameters is known as
“Crossover”. Finally, in the selection operation, if the fitness value of the trial vector
comes out to be lesser than that of the target vector, then target vector will be
replaced by the trial vector in the succeeding iteration.

4.5.1 Related Work

Kulia and Jana [19] have proposed an approach for clustering wireless sensor
networks based on DE algorithm. Their work includes an additional phase named
local improvement in comparison to the traditional DE. The idea is to achieve faster
convergence and better performance. The main objective of this work is to balance
the lifetime of the gateways. The principle followed to achieve this objective is that
the gateways with less remaining energy should have minimum energy consump-
tion as compared to those with higher residual energy. The fitness function com-
puted for each individual considers two parameters, i.e., the standard deviation of
lifetimes of the CHs and standard deviation of average cluster distance. The quality
of newly produced trial vector is improved through local improvement phase. The
algorithm performed better in comparison to basic DE and GA.

Potthuri et al. [23] have proposed an algorithm DESA, which aims at maxi-
mizing the network lifetime of the WSN by searching optimal cluster heads.
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The proposed work makes use of DE for local search and SA for global optimal
solutions. DESA consists of four phases that are initialization of the population,
applying mutation operation followed by crossover operation, and at the end
selection for next generation. The population is randomly initialized and further
opposite point method is applied to generate another set of population called
opposite population. From opposite population set ‘n’ fittest individuals are selected
for current generation. Mutation Strategy to be chosen depends on the value of
random number chosen, if the random number is more than the threshold value it
performs DE/rand/1 else it performs DE/current-to-best/1. For crossover operator,
blending rate is used using the Gaussian Distribution. Selection phase uses
Simulated Annealing Algorithm to select the fittest offspring to be included in next
generation. The fitness function is to get best set of population vectors to be
included in next generation. Hence, it is considered as a function of the distance of
the node from their cluster head and the sensor node’s energy. After finding the
optimal cluster head and the group of the sensor nodes, the clusters are formed by
cluster head distribution method. The results outperformed LEACH, conventional
DE, HSA, and MHSA method.

Another algorithm named S-DE (Switching-Differential Algorithm) was pro-
posed by Gaur and Kumar [24], to do clustering and select cluster heads using
switching technique clubbed with differential evolution algorithm to improve the
lifetime of network and to reduce its complexity. In this paper, switching technique
is used to do CH election by switching the Cluster Head role from the node with
highest remaining energy in one round to the other cluster node with highest
remaining energy in next round. Fitness function to select the fittest individual is
comprised of three parameters Remaining Energy (RE), Distance from the Cluster
head to the Base Station (BSDist) and total intracluster communication distance
(ICDist). According to the experimental studies done in recent few years, EA has
performed very well for optimization problem as compared to other Evolutionary
Algorithm (Table 2).

5 Performance Comparison and Analysis

The performance comparison of different protocols named LEACH, CHEF,
LEACH-ERE, ECAFG is done with respect to the lifetime of the network. Table 3
shows the performance comparison with respect to a number of rounds until first
node dead (FND). Table 4 presents the performance comparison on the basis of
rounds until half node dead (HND). Table 5 presents the performance comparison
on the basis of rounds until last node dead (LND). Different scenarios of different
set of nodes 200, 250, 300, 350, and 400 [25]. Table 6 highlights the comparison of
different protocols like DE, DECA, GA, LBC, EELBCA, and GLBCA for first
gateway dead (FGD). FGD is also defined as a number of rounds from the
beginning of the network until the first gateway runs out of its energy [19]. These
performance comparisons of the different clustering protocols and algorithms have

272 R. Sharma et al.



T
ab

le
2

Pe
rf
or
m
an
ce

an
al
ys
is
of

ev
ol
ut
io
na
ry
-b
as
ed

cl
us
te
ri
ng

al
go

ri
th
m
s

E
vo

lu
tio

na
ry

al
go

ri
th
m

Pr
op

os
ed

m
et
ho

d
O
pt
im

iz
at
io
n
cr
ite
ri
on

Fi
tn
es
s
pa
ra
m
et
er
s

Si
m
ul
at
io
n

to
ol

Pe
rf
or
m
an
ce

ev
al
ua
tio

n

G
en
et
ic
al
go

ri
th
m

(G
A
)

G
A
B
E
E
C

(D
is
tr
ib
ut
ed
)

B
y
m
ea
ns

of
ro
un

ds
,
th
e

ne
tw
or
k
lif
et
im

e
is

le
ng

th
en
.

T
ot
al

tr
an
sm

is
si
on

di
st
an
ce
,
cl
us
te
r

di
st
an
ce
,
tr
an
sf
er

en
er
gy

M
A
T
L
A
B

E
ffi
ci
en
t
th
an

L
E
A
C
H

pr
ot
oc
ol

L
E
A
C
H
-G

A
U
se

op
tim

al
th
re
sh
ol
di
ng

pr
ob

ab
ili
ty

fo
r
cl
us
te
r

fo
rm

at
io
n

D
ep
en
di
ng

on
th
e
to
ta
l
en
er
gy

co
ns
um

pt
io
n
du

ri
ng

da
ta

co
m
m
un

ic
at
io
n

M
A
T
L
A
B

O
ut
pe
rf
or
m
s
M
T
E
,D

T
,

an
d
L
E
A
C
H

G
A
E
C
H

T
o
in
cr
ea
se

th
e
fi
rs
t
no

de
di
e,

la
st
no

de
di
e,

ha
lf

no
de

di
e

T
ot
al

en
er
gy

co
ns
um

pt
io
n
fo
r
si
ng

le
da
ta

co
lle
ct
io
n
ro
un

d,
C
H

di
sp
er
si
on

,
C
H
s
en
er
gy

co
ns
um

pt
io
n,

st
an
da
rd

de
vi
at
io
n
in

en
er
gy

co
ns
um

pt
io
n

be
tw
ee
n
cl
us
te
rs

M
A
T
L
A
B

Pe
rf
or
m
ed

be
tte
r
th
an

G
C
A
,
E
A
E
R
P
an
d

L
E
A
C
H

Pa
rt
ic
le

sw
ar
m

op
tim

iz
at
io
n

(P
SO

)

PS
O
-C

(C
en
tr
al
iz
ed
)

T
o
m
in
im

iz
e
en
er
gy

co
ns
um

pt
io
n
of

ne
tw
or
k

an
d
to

m
in
im

iz
e
th
e
in
tr
a

cl
us
te
r
di
st
an
ce

M
ax
im

um
av
er
ag
e
E
uc
lid

ea
n
di
st
an
ce
,

ra
tio

of
su
m

of
in
iti
al

en
er
gi
es

of
th
e

no
de
s
to

to
ta
l
pr
es
en
t
en
er
gy

of
C
H
s

M
A
T
L
A
B

Im
pr
ov

ed
ne
tw
or
k

lif
et
im

e
in

co
m
pa
ri
so
n

to
L
E
A
C
H
,
G
FC

M
,

PS
O
-M

V
,
C
H
E
F

K
PS

O
H
yb

ri
d
cl
us
te
ri
ng

to
ac
hi
ev
e
ef
fi
ci
en
t
en
er
gy

m
an
ag
em

en
t

C
al
cu
la
tin

g
E
uc
lid

ea
n
di
st
an
ce

be
tw
ee
n
no

de
s
an
d
as
so
ci
at
ed

cl
us
te
r

he
ad
s

M
A
T
L
A
B

49
%

be
tte
rm

en
t
ov

er
th
e
L
E
A
C
H
an
d
18

%
in

co
m
pa
ri
so
n
to

th
e

K
-m

ea
ns

cl
us
te
ri
ng

al
go

ri
th
m

E
-O

E
E
R
P

Pr
ev
en
tio

n
of

re
si
du

al
no

de
s
in

w
ir
el
es
s
se
ns
or

N
et
w
or
ks

an
d
co
ns
tr
uc
tin

g
op

tim
al

ro
ut
in
g
pa
th

us
in
g

G
SA

D
is
ta
nc
e
be
tw
ee
n
no

de
s
an
d
th
ei
r

as
so
ci
at
iv
e
C
H

nu
m
be
r
of

no
de
s

re
ac
ha
bl
e
fr
om

th
e
cl
us
te
r
he
ad

N
S-
2.
32

B
et
te
r
pe
rf
or
m
an
ce

in
te
rm

s
of

lif
et
im

e

(c
on

tin
ue
d)

Analysis of Existing Clustering Algorithms for Wireless … 273



T
ab

le
2

(c
on

tin
ue
d)

E
vo

lu
tio

na
ry

al
go

ri
th
m

Pr
op

os
ed

m
et
ho

d
O
pt
im

iz
at
io
n
cr
ite
ri
on

Fi
tn
es
s
pa
ra
m
et
er
s

Si
m
ul
at
io
n

to
ol

Pe
rf
or
m
an
ce

ev
al
ua
tio

n

H
on

ey
be
e
m
at
in
g

op
tim

iz
at
io
n

(H
B
M
O
)

L
W
T
C
-B
M
A

T
o
le
ng

th
en

th
e
lif
es
pa
n
of

ne
tw
or
k
by

av
oi
di
ng

m
al
ic
io
us

no
de
s
to

be
co
m
e
a
cl
us
te
r
he
ad

R
em

ai
ni
ng

en
er
gy

,
di
re
ct

tr
us
t
of

a
no

de
ov

er
ex
pe
ct
ed

C
H
s,
di
st
an
ce

be
tw
ee
n
ex
pe
ct
ed

C
H
S
an
d
B
S

M
A
T
L
A
B

O
ut
pe
rf
or
m
ed

L
E
A
C
H

an
d
T
B
C
M
A

D
iff
er
en
tia
l

ev
ol
ut
io
n
(D

E
)

D
E
C
A

Pr
ev
en
tin

g
ea
rl
y
de
at
h
of

hi
gh

ly
lo
ad
ed

cl
us
te
r

he
ad
s

D
ev
ia
tio

n
of

th
e
lif
et
im

e
of

C
H
s
an
d

D
ev
ia
tio

n
of

th
e
av
er
ag
e
cl
us
te
r

di
st
an
ce

M
A
T
L
A
B

O
ut
pe
rf
or
m
s
tr
ad
iti
on

al
D
E
,
G
A
,
G
L
B
C
A

an
d

L
B
C

S-
D
E

Sw
itc
hi
ng

te
ch
ni
qu

e
ap
pl
ie
d
to

in
cr
ea
se

th
e
lif
e

tim
e

R
em

ai
ni
ng

en
er
gy

(R
E
),
B
SD

is
t,

IC
D
is
t

M
A
T
L
A
B

Pe
rf
or
m
s
be
tte
r
th
an

G
A

Fu
zz
y
cl
us
te
ri
ng

E
C
A
FG

U
se
s
st
at
ic

cl
us
te
ri
ng

of
no

de
s
by

em
pl
oy

in
g
FC

M
an
d
cl
us
te
r
he
ad

se
le
ct
io
n

us
in
g
ge
ne
tic

fu
zz
y

sy
st
em

R
em

ai
ni
ng

en
er
gy

of
th
e
se
ns
or

no
de
,

di
st
an
ce

be
tw
ee
n
th
e
B
S
an
d
th
e
no

de
,

D
is
ta
nc
e
of

a
no

de
fr
om

th
ei
r
cl
us
te
r

ce
nt
er

M
A
T
L
A
B

Si
gn

ifi
ca
nt
ly

le
ss
en

th
e

en
er
gy

co
ns
um

pt
io
n

an
d
pr
ol
on

ge
d
th
e

ne
tw
or
k
lif
et
im

e

G
lo
ba
l-
si
m
ul
at
ed

an
ne
al
in
g
ge
ne
tic

al
go

ri
th
m

[2
6]

G
SA

G
A

Fo
rm

at
io
n
of

cl
us
te
rs

fo
r

ro
ut
in
g
in

W
SN

s
th
at

ar
e

en
er
gy

ef
fi
ci
en
t

A
ve
ra
ge

E
uc
lid

ea
n
di
st
an
ce

be
tw
ee
n

se
ns
or

no
de
s
an
d
th
ei
r
re
sp
ec
tiv

e
cl
us
te
r
he
ad
s,
ra
tio

of
th
e
to
ta
l
in
iti
al

en
er
gy

of
al
l
th
e
se
ns
or

no
de
s
to

th
e

to
ta
l
cu
rr
en
t
en
er
gy

of
C
H

no
de

at
pr
es
en
t

N
S2

H
ig
he
r
ef
fi
ci
en
cy

an
d

be
tte
r
da
ta

de
liv

er
y
at

th
e
B
S,

in
cr
ea
si
ng

ne
tw
or
k
lif
et
im

e

274 R. Sharma et al.



shown that the performance of the algorithms based on metaheuristic approaches is
better than the traditional hierarchical protocols and above that the working of
hybrid clustering algorithms is better than single approach algorithms in terms of
network lifetime.

Table 3 Performance comparison on the basis of network lifetime (#Rounds until FND)

Protocols

# of nodes LEACH (#Rounds until FND) CHEF LEACH-ERE ECAFG

200 1210 1320 1340 1950

250 1250 1420 1450 1930

300 1310 1440 1480 1920

350 1300 1450 1530 1910

400 1260 1320 1410 1905

Table 4 Performance comparison on the basis of network lifetime (#Rounds until HND)

Protocols

# of nodes LEACH CHEF LEACH-ERE ECAFG

200 1500 1730 1750 1990

250 1500 1750 1760 1990

300 1500 1750 1790 2010

350 1470 1750 1780 2010

400 1450 1730 1760 2020

Table 5 Performance comparison on the basis of network lifetime (#Rounds until LND)

Protocols

# of nodes LEACH CHEF LEACH-ERE ECAFG

200 1600 1780 1860 2070

250 1630 1790 1810 2050

300 1620 1810 1800 2050

350 1600 1840 1860 2090

400 1580 1800 1850 2060

Table 6 Performance comparison on the basis of network lifetime (#Rounds until FGD)

Protocols

# of nodes DECA GA DE EELBCA LBC GLBCA

100 2700 2430 2380 2250 2170 2020

200 1570 1500 1480 1300 1290 1270

300 1290 1170 1190 1100 1000 970

400 1070 900 870 800 730 720
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6 Conclusion

From the performance analysis of the existing clustering algorithms, we have
concluded that the performance of the nature-inspired evolutionary algorithms-
based clustering algorithms is superior to traditional clustering algorithms in terms
of energy efficiency and network lifespan. Among these evolutionary algorithms,
Differential Evolution outperforms other EA due to its effectiveness, efficiency, and
robustness. Our next research work will concentrate on improving the performance
of traditional DE by using the different mutation strategies or using the concept of
self-adaptive nature of control parameters to design new energy-efficient clustering
algorithms.
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Process Mining for Maintenance
Decision Support

Adithya Thaduri, Stephen Mayowa Famurewa, Ajit Kumar Verma
and Uday Kumar

Abstract In carrying out maintenance actions, there are several processes running
simultaneously among different assets, stakeholders, and resources. Due to the
complexity of maintenance process in general, there will be several bottlenecks for
carrying out actions that lead to reduction in maintenance efficiency, increase in
unnecessary costs and a hindrance to operations. One of the tools that is emerging
to solve the above issues is the use Process Mining tools and models. Process
mining is attaining significance for solving specific problems related to process
such as classification, clustering, discovery of process, prediction of bottlenecks,
developing of process workflow, etc. The main objective of this paper is to utilize
the concept of process mining to map and comprehend a set of maintenance
reports mainly repair or replacement from some lines on the Swedish railway
network. To attain the above objective, the reports were processed to extract out
time related maintenance parameters such as administrative, logistic and repair
times. Bottlenecks are identified in the maintenance process and this information
will be useful for maintenance service providers, infrastructure managers, asset
owners and other stakeholders for improvement and maintenance effectiveness.
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1 Introduction

Process mining is a newly developing research area that combines the process
modeling, data mining, analysis and computational intelligence to determine the
process effectiveness. The core aspects of process mining are to “discover, monitor
and improve real processes by extracting knowledge from event logs” accessible in
today’s systems. Process mining comprises of process discovery (i.e., mining pro-
cess models from an event log), conformance checking (i.e., monitoring deviations
by comparing model and log), social network/organizational mining, automated
simulation modeling, case prediction, and history-based recommendations [1, 2].

Process mining can be implemented as shown in Fig. 1. By using the software
system for data acquisition/condition monitoring, one needs to extract the process
from the real world such as business process, industrial process, customer’s
interactions, etc. This process is recorded in the event logs, transactions, messages,
etc. From the event logs, various types of methods are available to develop the
process model. These are as follows:

Discovery: This technique generates a process model from the generated event
log from the process systems. For many organizations and industries, the existing
technologies can discover real processes from event logs based on simulations at
the various stages of a process.

Conformance: In this step, the developed process model from Discovery is
evaluated with a new set of event logs generated from the same process for con-
formance model’s accuracy. The different types of models of conformance checking
are procedural, organizational, and declarative models that can be operated in
business rules/policies, laws, etc.

Fig. 1 Three main groups of process mining: a process discovery, b process conformance
checking, and c process enhancement [3]
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Enhancement: This step is to amend or transform the previously developed
process model using evidence obtained from the real process logged in event log.
The main difference between conformance checking and enhancement is that the
former measures the alignment between model and reality, whereas later aims at
modifying or advancing the priori developed model.

Figure 2 defines the three groups of process mining methods. Some of the
examples of discovered models are Business Process Model and Notation (BPMN),
Event-driven Process Chain (EPC), Petri net or Unified Modeling Language
(UML) activity diagram. Conformance checking techniques are meant for diag-
nostic purposes. Enhanced techniques are needed there might be a change in the
behavior of the process [3] (Fig. 3).

Fig. 2 The three kinds of process mining a process discovery, b process conformance checking,
and c process enhancement [3]

Fig. 3 Maintenance process for the railway industry
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2 Data Mining Versus Process Mining

Data mining and process mining have a lot in common. Both techniques are part of
business intelligence, viz., the analysis of large volumes of data to achieve greater
insights. Both approach things in a similar way. Both data mining and process
mining apply specific algorithms to data to uncover hidden patterns and relation-
ships. The goal of data mining and process mining is to provide insight and to let
users come to better decisions.

We use data mining to analyze data and to detect or predict patterns. For
example, which target groups buy which products, where does my marketing
campaign have the greatest effect, etc. Data mining has no direct link with business
processes, as opposed to process mining. The latter focuses on discovering, con-
trolling and improving actual business processes. By analyzing data derived from
the IT systems that support our processes, process mining gives us a true,
end-to-end view of how business processes operate.

Data mining analyzes static information. In other words, data that is available at
the time of analysis. Process mining on the other hand looks at how the data was
created. Process mining techniques also allow users to generate processes
dynamically based on the most recent data. Process mining can even provide a
real-time view of business processes through a live feed [4].

3 Process Mining Problems

Since this area is relatively new, there are few suboptimal current methods. To get
the best out of this concept, it is essential to have accessible, sufficient, and relevant
data that can provide a high payoff for the right decisions. To make even best use, it
is also required to have data with changing environment. The main issues related to
business process mining are [5]:

Noise: Noise can be generated by the incorrect or incomplete data and stored
without data cleaning.

Hidden tasks: Tasks that not logged by the user but still affect the process.
Duplicate tasks: Two or three process resembles the same process.
Mining loops: A process may have loops that iterate continuously without

exiting the step.
Different perspectives: Process events recorded from different personnel lead to

different process models.
Visualizing results: It needs to be understood by the top management.
Heterogeneous results: Information extracted from multiple sources on different

platforms.
Concurrent processes: Process that is occurring simultaneously.
Local/global search: Local process model is simple but needs a clear under-

standing of neighboring process where global process model is complex but shows
a holistic picture of the process to find the best optimal solution.
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Process re-discovery: The process algorithm rediscovers process models with the
complete event log.

4 Process Mining Metrics

There are several metrics or features required as an input to the process mining.
These are differentiated based on perspectives like process or control, resource, and
operational perspective.

Process/control-flow perspective: Flow time, waiting time, processing time and
synchronization time.

Resource perspective: Frequencies, time, utilization, and variability.
Operations perspective: Queue length, arrival rate, departure rate, dwell/sojourn

time.

5 Other performance characteristics

5.1 Applications of Process Mining

The application of the process mining can be segregated per the way of types [3]:

5.2 Applications of Process Discovery

The procedures that handle the cases are compulsory by the information system to
extract the knowledge of the process. These procedures are informal, and hence, it
is not properly recorded. Even though they are recorded, they are of poor quality
and not well represent the real process. Thus, it is quite significant to know the
underlying process to discover the bottlenecks

for discoursing problems in the process among various investors,
for improving the process with new techniques and refining them,
for enhancing the model,
for rearranging a system.

5.3 Applications of Conformance Checking

These techniques compare the detected behavior with the developed model by
relating the events that are mapped to change over dismissals in the Petri net. This
can be achieved by quantifying and diagnosing deviations. This technique can be
used for the following:
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1. for verifying the confidence of developed processes,
2. for recognizing the cases that are deviated in the process by understanding

through other cases,
3. for identifying process subparts with most deviations,
4. for auditing the financial process,
5. for qualifying the discovered process model,
6. for supervising evolutionary process discovery algorithms like genetic algo-

rithms, machine learning, and other computational intelligence algorithms.

Conformance checking mainly can be used for evaluating a process discovery
algorithm. The auditors, further, the above information need to be validated by
assessing whether to execute business processes execute within certain restrictions
established by different stakeholders.

6 Applications of Enhancement

Due to changes in the contextual parameters, it is necessary to implement com-
putational intelligence tools for effectiveness [6]. Hence, it is necessary to enhance
or improve the developed models for the event logs based on the application. This
can be achieved by diagnosing the aberrations from the event log and fed to the
model. It is possible to analyze different timings between activities and calculate
statistics such as mean, averages, standard deviation, variances, and confidence
intervals for recognizing the bottlenecks. Here, the typical clustering techniques can
be utilized for the following:

for constructing social networks workflow and analyzing resource performance,
for analyzing the decision points by traditional classification techniques,
for constructing a decision tree elucidating the observed behavior
for online predictions and recommendations.
The applications of process mining are mostly like the data mining. They are

categorized as follows:
Process discovery,
Social network/organizational mining,
Classification, clustering, estimation, visualization,
Automated building of simulation models,
Case prediction, and history-based suggestions,
Customer relationship management,
Job planning and scheduling,
Challenges in process mining.
There is an increase in demand for the growth of data acquisition and collection of

event logs. To cater the needs of the business goals, there is a need for processing,
analyzing and extracting information to meet requirements related to acquiescence,
efficacy, and customer satisfaction. The application of process mining methods is in
nascent stages and there are inherent challenges that need to be addressed. The main
challenges to be addressed for process mining are [1–3] as follows:
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Data acquisition and cleaning: Data is extracted from disparate data sources and
event data needs to be generated but it may contain incomplete, missing and
uncleaned that requires supervision.

Complex event logs with various characteristics: Event logs may consist of
different characteristics. There might be complexity in the type of event logs; large
data with several event logs, unnecessary data, data from complex systems, etc.,
which is difficult to manage.

Demonstrative benchmarks: For conformance and enhancement of process
models, it is customary to get sample data sets for calibration and there might exist
quality issues which make the improvement disarrayed.

Concept drift: The process, in meantime, can change due to various internal and
external process. Understanding and analyzing those processes need major con-
centration for business decisions.

Representational bias: The modeling might tend to representational bias and care
should be taken to ensure the high quality.

Quality Control: Due to the complexity of the process, quality factors such as
fitness, simplicity, precision, and generalization are needed to be considered for
processing. The main challenge is to find models that are best optimized for above
quality factors.

Cross-organization: In most of the infrastructures and process industries, often,
data comes from different sources not also within the organization but also from
multiple outside sources. Due to the managerial collaborations, some organizations
work together to share the knowledge of event logs but for some organizations, it is
quite difficult to manage due to data security issues.

Operational support: Process mining can be useful for both offline and online
support. The main operational support activities are detection, prediction, and
recommendation. During online support, the processing of above activities is a
challenge to consider the dynamic environment.

Process mining with data mining: There are several challenges at various stages
to combine the process mining techniques with other existing analysis approaches
in the data mining such as optimization techniques, data mining, simulation, visual
analytics, etc., to extract useful insights from event data.

Usability: The developed models and visualization needs to be more intuitive
and user friendly for the decision support.

Awareness: If the process mining is not understood properly, this might provide
incorrect conclusions and wrong decisions. Hence, the results to be presented with
clear indications.

7 Maintenance Process

Process mining was studied on few applications with respect to maintenance [7],
especially for knowledge maintenance. Dongen [8] reported that process models is
laborious for installation of the systems, and maintaining them was beneficial for
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identifying to extract useful information. Buijs et al. [9] also emphasized on
aggregation of the maintenance data for effective planning and scheduling. Van Der
Aalst et al. [10] applied the process mining to analyze and improve the flexibility of
the process. Karray et al. [11] studied the transient changes in the process and
services on a maintenance platform.

The maintenance of infrastructure is an inclusive process of repair, replacement,
and renewal process to meet the demands of the infrastructure owner/manager such
as higher asset availability, safer, and better quality and reduced cost. To attain
these demands, maintenance strategies are essential at different hierarchical levels
of organization. Table 1 encapsulates the accounts of maintenance process from
different perspectives. The improvement in maintenance process can be achieved by
adapting the issues with advanced techniques, models, methods, methodologies.
The key issues highlighted are the allocation of resources to work orders, planning,
and scheduling of different maintenance actions, control, and organization process
in maintenance. Hence, the major factors that will increase the improvement in
performance of railway infrastructure are maintenance execution process, mainte-
nance need analysis, and maintenance planning and scheduling [12].

The maintenance execution can be further elaborated in the Fig. 4. First, the
maintenance process can be controlled and assessed by the observation and inspection
of the activities. These activities are reported for any failures or maintenance actions
of the ongoing operation. The activities can be categorized as follows:

Administrative Activities,
Logistics Activities,
Active Repair/Replacement Activities.

Table 1 Maintenance process from different perspectives

Generic maintenance
process

Maintenance process in
railway industry

Maintenance process in
Trafikverket

Maintenance budgeting
Setting maintenance
objectives
Formulating strategy
Establishing responsibilities

Budget determination Budget allocation
Identifying objectives from
regulation and white paper
Establishing strategy from
existing handbook
Contract procurement

Planning Long-term quality prediction
and diagnosis
Project prioritization and
selection
Project identification and
definition

Condition assessment
Maintenance need analysis

Scheduling Possession allocation and
timetabling of track
possession

Track possession schedule

Execution Implementation Execution

Assessment Work evaluation Assessment and verification

Improvement Feedback loop Follow up of contract
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An example of the above activities is shown in Fig. 5. These are delays that are
recorded by the maintenance personnel. If we consider the maintenance process in
Fig. 3, the concept of process mining can be well fitted into the maintenance
assessment by recording the maintenance execution activities.

8 Inductive Visual Miner

There are several miners developed for process mining to retrieve valuable infor-
mation from event logs from the process and Inductive visual Miner (IvM) is one of
them [13, 14]. The architecture of IvM represents the binding of event analysis and

Fig. 4 Maintenance execution process

Fig. 5 Example of maintenance action in maintenance execution
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visualization, shown in Fig. 6. The important feature of IvM is that user can change
the different parameters online for finding variations without the need for restarting
the chain. Though the animation might take some time to rebind, the Miner makes
sure that visual effects can be shown to the user until finishing the next task.

While preparing the log task, the events logs are classified by one of the clas-
sifiers called perspective classifier. After classifying, the events with high frequency
of activities, task is filtered. To discover the task, Inductive Miner-infrequent
(IMi) algorithm is applied. This algorithm produces a process tree by noise filtering
approach with thresholds for most frequent paths. Alignments of the tasks are
carried to align the best matching runs to observe the deviations within the process
to develop an enriched model. The filter node selection filters take selected nodes to
align the traces accordingly. The last task is mainly for visualization for animation
by computation of aligned traces to show quick preview. This model can be used as
an input to the existing developed model to carry out animations. A user can change
the different parameters for fine-tuning to make analysis to find bottlenecks to
improve the process [15].

9 Case Study

The Iron Ore Line (Malmbanan) in northern Sweden starts in Luleå and ends in
Narvik in Norway (see Fig. 7). The traffic on the line consists of both passenger and
freight trains. The freight traffic in this line consists of heavy haul trains with axle
load of 30 MGT and annual traffic volume more than 25MGT. The trains normally
operate in very severe climate conditions with mountains, high snow and long
winter season with extreme temperatures ranging from −45 °C to +25 °C that
can lead to accelerated wear and damage rate [16].

The Swedish iron‐ore mining company LKAB is the main freight operator on
this line, transporting iron‐ore with an axle load of 30 tonnes and at speed of 60 km/
h. In this study, the concept of maintenance process mining was applied on Iron Ore
line shown in Fig. 7. The route has a total length of 400 Km. 3 main track sections
namely; 111, 113, and 118. The number of work orders or maintenance reports on
the three sections for the year 2012 was 1656. The analysis has been done with

Fig. 6 Inductive visual miner tasks [15]
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different complexities and varies three factors are considered for investigating the
bottleneck; traffic disruption, traffic section, and asset system.

10 Results and Discussion

Using ProM tool [17], the Inductive visual Miner was applied on the Maintenance
Execution part. The developed Petri net model is shown in Fig. 8.

By looking into Fig. 8, it was concluded from the process mining that the active
repair replacement took a lot of time and also queue lengths. This step can be
considered as a bottleneck in this process. If we are interested, the work orders are

Fig. 8 Petrinet for whole track section

Fig. 7 Northern part of Sweden
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due to the traffic disruption as illustrated in Fig. 9. This part we are further
investigated in the below figures.

Figure 10 implied that Section 118 has large number of maintenance actions
during this period. It is also interesting to note that the length of the track section is
also large. To filter further, the information from Fig. 10 can be classified based on
the traffic disruption; yes or no shown in Fig. 11. It was concluded that the 118
section without traffic disruption was longer than the traffic disruption. It was
because the priority for the maintenance engineers is mostly focused on the traffic

Fig. 9 IvM with traffic disruption

Fig. 10 IvM for different track sections

Fig. 11 IvM for 118 track section with traffic disruption
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section type. Hence, we are looking to the combination of 118+ traffic disruption to
find out the main asset type that was creating the bottleneck.

Figure 12 illustrates the comprehensive list of asset type that was affected due to
the traffic disruption. Out of all the work orders, the track maintenance took lot of
time to recover to the working condition. The critical asset types were further
filtered in Fig. 13. The criticality of the asset types is chosen based on the number
of work orders, total time taken to do active repair and by expert judgment. These
asset types were switches and crossings, signaling system, positioning system,
interlocking system, track, animals, balise and the alternative power.

Fig. 12 IvM for 118 track section with traffic disruption for several systems

Fig. 13 IvM for 118 track section with traffic disruption for critical systems
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11 Conclusion

The process mining model presented is useful for extracting knowledge from
maintenance events logs. The model identifies critical maintenance activities for
each track section and system in the case study. The PM model can be used for
future prediction of events after conformance checking and enhancement. The PM
model can be integrated with OR techniques to optimize maintenance resources by
cost required on the iron ore line. Maintenance PM can be merged with lean
optimization techniques to eliminate or reduce non-value-adding events in railway
infrastructure maintenance.
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Software Release Time Problem
Revisited

Nitin Sachdeva, P. K. Kapur and A. K. Shrivastava

Abstract With technological advancements in the Information Technology
(IT) world, Software Reliability Growth Models (SRGMs) have been extensively
made use of by both researchers and practitioners. To withstand the challenges
posed by this exponential growth in the IT sector, researchers have propagated the
need to obtain optimal software release time by optimizing overall testing cost.
In this chapter, the authors suggest a novel approach to optimize release time
considering the cost of fault detection and correction as distinct cost and treat them
separately in the cost modeling framework. We develop testing effort-dependent
SRGMs in a unified framework and thus provide for the proposed cost model
validation based on real-life data.

Keywords Software reliability � Release time � Detection/correction process
Unified framework

1 Introduction

Every software development organization today strives to produce high-quality
software with an objective of minimum development cost and delivered in the
market much sooner than its competitors. To achieve this dual objective of optimal
cost and timely delivery, developers employ software reliability engineering
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(SRE) and perform software testing. SRE delivers the desired product with required
characteristics keeping in mind the pressing issues of reliability and timely delivery.
Thereby, SRE ensures a balance between all the customer needs from obtaining a
reliable software which is made available to them at a predetermined delivery time
with effective life cycle cost.

Within the branch of SRE, numerous software reliability growth models
(SRGMs), have been proposed with the greater thrust being kept on identifying the
relation between the number of failures occurring and the execution time [1–3].
Much of the research carried out in this area considers SRGMs with diverse testing
environments by distinguishing failure and correction processes, training and
learning phenomenon of the testers, possibility of error generation and/or perfect/
imperfect debugging, whether the fault detection rate (FDR) is fixed, increasing/
decreasing with time, etc. A unique characteristic common to almost all these
SRGMs has been that either they tend to follow exponential [4] distribution or
S-shaped [5] distribution and therefore, accordingly provide a fit on several dif-
ferent datasets [1, 3, 6]. Lately, attempts have been made and flexible SRGMs
considering both types of failure data sets have been proposed [6, 7], but no single
SRGM can be treated to be the best due to numerous internal and external factors.
This all tends to make the process of model selection really tough and in order to
reduce this difficulty, a unified modeling framework has been a popular solution
[1, 3, 8–15]. These unified models help developers with insightful investigations
without making multiple assumptions about their specific testing environments. Yet
another unification framework is based on the understanding of fault detection
process (FDP) and fault correction process (FCP) with these FCPs being described
by detection process with time delay [16]. This concept of FCP being considered as
a separate process was put forward by Schneidewind [17] with an assumption of
fixed time lag which was further relaxed by Xie and Zhao [18] with a
time-dependent lag. Later, Xie et al. [16] suggested a more general framework in
this direction with FDP being described by NHPP-based SRGMs and FCP as a
delayed detection process with random delay function. Lastly, Kapur et al. [1]
proposed a unification scheme based on the concept of hazard rate function.
Alongside the concept of time lag exists yet another insightful concept of testing
effort often applied as testing effort function (TEF) in modeling software reliability
scenarios [8–12, 14, 15, 19–22]. These testing effort functions have been quite
accurately described by using Logistic and Weibull TEFs [1, 3]. Kapur et al. [10]
made use of learning phenomenon with testing effort in developing SRGMs leading
to the birth of flexible SRGMs with testing effort-based learning process. Further, a
unified framework for modeling testing effort-based SRGM was also proposed by
Kapur et al. [11]. Later, Inoue et al. [23] suggested a testing effort-based lognormal
SRGM. Testing effort-based SRGM in an imperfect debugging environment has
also been talked about by Zhao et al. [22]. Peng et al. [13] for the very first time
suggested to differentiate the detection/correction process by proposing two-staged
SRGM under testing effort-based imperfect debugging environment and lately,
Zhang et al. [15] with testing effort under the imperfect debugging environment
demonstrated a unified framework for modeling such SRGMs. To add to the
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literature, S-shaped testing effort functions were proposed by Li et al. [12] for
modeling SRGMs with imperfect debugging. Kapur et al. [9] proposed a general-
ized framework for a software upgradation model with testing effort and two types
of imperfect debugging.

In this chapter, the proposed work accounts for a novel approach to modeling
debugging cost of detection and correction separately with respect to testing effort
expenditure based on the unified framework for SRGMs. Interestingly, we
demonstrate that already existing Non-Homogeneous Poisson Process (NHPP)-
based SRGMs are a good fit for our proposed modeling framework. So in Sect. 2, a
testing-effort-dependent SRGM under unified framework is discussed, wherein we
consider fault detection and correction processes separately. In Sect. 3, the classical
release time problem is discussed by highlighting the literature and existing gap
therein. In Sect. 4, we present the numerical illustration for the proposed cost model
while concluding the proposed work in Sect. 5 by providing important research
contributions, limitations and future course of action of this work

2 Unified Framework for Developing Testing Effort-Based
Fault Detection and Correction Process

2.1 Notations

md Etð Þ Average number of faults detected by time T with Testing Effort Et

mc Etð Þ Average number of faults corrected by time T with Testing Effort Et

a Total number of faults

b1=b2 Fault detection/correction rate

F( Et) Cumulative probability distribution function for fault removal process

f( Et) Probability density function for fault removal process

2.2 Assumptions

The proposed models are based upon the following fundamental assumptions of
software reliability modeling:

1. The fault removal phenomenon is assumed to ollow NHPP.
2. Number of faults remaining in the software may lead to Software failures at a

later stage of execution.
3. Failure rate based on testing effort intensity is proportional to the remaining

software fault content, where
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FðEðtÞÞ ¼
ZEðtÞ

0

f ðxÞdx

4. There is a time lag (delay) between the fault detection and correction process.
5. We assume perfect software debugging process with no additional bug added

during the fault removal process.

2.3 Model Development

Based on Assumptions 2 and 3, we have the following differential equation for fault
detection process

dmdðEtÞ
dt

=
dEt

dt
¼ bðEtÞða� mðEtÞÞ ð1Þ

where bðEtÞ ¼ f ðEtÞ=ð1� FðEtÞ denotes the s the fault removal rate with the
testing effort function Et.

With, m(t = 0) = 0 and E(t = 0) = 0, on solving the above equation, we get

mdðEtÞ ¼ aFðEtÞ ð2Þ

Considering a lag between the time a failure is observed and the time to cor-
recting the fault. This time lag can be construed as lag caused due to varied software
testers skills, high/low severity of the faults, alteration to the defect density, etc. In
such a scenario, use of one-stage process to model both detection/correction process
is not feasible and hence such a process can be given by

dmc=dt
dEt=dt

¼ f � gð Þ Etð Þ
1� F � Gð Þ Etð Þ a� mcðEtÞ½ � ð3Þ

Assuming, mð0Þ ¼ 0 we get

mc Etð Þ ¼ a F � Gð Þ Etð Þ ð4Þ

Here, FðEtÞ is the testing effort-dependent probability distribution function for
fault detection time meeting the necessary criteria of being probability distribution
function:

1. At t ¼ 0;Et ¼ 0 andFðEtÞ ¼ 0. We make use of Weibull type testing effort
function due to its better fit in modeling SRGMs with testing effort than
Exponential and Rayleigh-type testing effort function.
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2. Then, t[ 0;Et [ 0 andFðEtÞ[ 0.
3. With FðEtÞ described by Weibull-type testing effort function, increase in Wt

indicates an increase in FðEtÞ. Similarly, the continuity of FðEtÞ can also be
explained.

4. With t ! 1;Et ! E, thereby, FðEtÞ is FðEÞ. Here W is a very large positive
number and, therefore, F E

� � � 1

The two-stage fault correct process under perfect debugging environment is
given by Eq. (4) with mðEtÞ as the mean value function. We consider two different
rates of exponential distribution functions FðEtÞ and GðEtÞ as shown in Table 1.

3 Optimal Release Time—Testing Effort-Based Cost
Modeling

The three main quality attributes considered by software developers include
scheduled delivery, software reliability, and the overall development cost. With this
threefold objective in mind, developers tend to attain them at their best possible
values to sustain their bottom lines and business for as long as possible. Reliability
has always been considered as the prime quality measure due to the importance
bestowed upon it by the end users. They consider reliability as the safest quality
measure for the software. Apart from this, other reasons being lack of standard
software implementations in the various domains worldwide, the perilous depen-
dency of various systems on computing systems, global competition and trades and
unprecedented growth in IT. Even with such advancements, there is still no stan-
dardized way to test whether a software is 100% fault free in order to attain
maximum reliability. Further, users’ requirements often conflict with the devel-
oper’s deliverables. Users demand shorter delivery time, less expensive and highly
reliable or quality software whereas the development aims at minimizing their
development cost so as to maximize profits and remain competitive. Such a situ-
ation often calls for a trade-off for developers to manage these conflicting objec-
tives. Therefore, the solution lies in optimizing the software release time and total
testing duration in order to minimize overall testing cost. Such a problem in soft-
ware development environment is typically called, Software Release Time Decision
Problem (SRTD) and has been widely dealt with in the literature of software
reliability engineering [1, 3].

Optimizing software release and testing stop time provides for not only with the
possibility of maximizing ROI for developers by reduced cost, defeating

Table 1 Mean value function of SRGM considered

Model FðEtÞ GðEtÞ mðEtÞ
SRGM Et � expðb1Þ Et � expðb2Þ a 1� 1

b1�b2
b1e�b2Et � b2e�b1Et
� �n oh i
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competition by capitalizing on market opportunity and increasing organizational
goodwill but also helps achieve user’s requirements of early delivery and reliable
software at a lower cost. The idea is to provide an economically priced and reliable
software at a faster rate to the users. Interestingly, on one side delay in software
release cause penalty\revenue loss on developers, while on the other hand, a pre-
mature release may lead to an unreliable product in the user’s hands, which
eventually means goodwill loss to the developer. Hence, it is imperative to optimize
both the release and testing stop time to counter both the market opportunity,
customer requirements and minimize overall testing cost and also to avoid the
possibility of dual losses arising out of the early or late release. This problem in the
software reliability engineering literature has been widely formulated as an opti-
mization problem under well-defined constraints.

These two conflicting objectives of achieving higher performance to be derived
from prolonged software testing versus cost reduction with early release, numerous
SRGMs have been proposed in the literature considering the debugging cost during
testing and operational phase [1, 3, 24–28]. A testing effort-based SRGM to opti-
mize release time and effort in a minimizing cost environment has been proposed by
Yamada et al. [29]. Huang et al. [30] on the other hand proposed a framework by
simultaneously considering testing effort and efficiency to optimize two important
time points. Peng et al. [13] developed testing effort based cost model considering
fault detection and correction process. Recently, Tickoo et al. [28] proposed a cost
model to optimize software release and patching time using testing effort function.
Also, Kapur et al. [24, 25] proposed an optimal scheduling policy to determine
optimal release and testing stop time under reliability and budgetary constraints to
minimize overall testing cost. Almost invariably, all this existing work considers
detection/correction model as one. Lately, Kapur et al. [26] developed a framework
wherein the detection and correction processes are detached and treated separately
and in our proposed work here, we extend this concept by incorporating testing
effort function to determine testing stop time of a software optimal testing effort
considering detection and correction process together in the cost model. Through
our research, we propose five major costs as follows:

1. Testing Cost Per Unit—Testing cost per unit refers to the testing planning, test
case generation, test case execution and analysis of testing cost. It also includes
CPU hours consumed in the process of testing by the developer.

2. Bug Detection Cost (Testing Phase)—Cost of bug detection in the testing
phase directly relates to cost associated with bug detection process. This cost is
assumed to be linear with the total number of bugs lying in the system. In our
proposed modeling framework, we consider that this cost varies when we move
from testing to operational phase of the software based upon varying team
resources and efforts in each of the phase.

3. Bug Detection cost (Operational Phase)—Cost of bug detection during the
operational phase arises in case of software failure occurring during the oper-
ational usage of the software and the bug getting reported. Such a cost includes
bug detection cost, loss of revenue due to system downtime, liability cost, and
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customer’s dissatisfaction cost. As already proposed in the literature [1, 3], we
assume that the cost of software failure in the field is significantly higher in
magnitude than the debugging cost during the testing period for the same fault
detection process.

4. Bug Correction Cost (Testing Phase)—Cost associated with bug correction
during testing phase directly relates to cost associated with bug removal process.
In our proposed modeling framework we consider that this cost is dependent on
the bug detection cost too as with an increase in the bug detection cost higher is
the bug correction cost.

5. Bug Correction Cost (Operational Phase)—Bug correction cost during
operational phase is due to the bugs, which got detected while software is in the
field and got corrected during the same time.

After the functional forms of each of these proposed costs are obtained, optimal
testing stops time of the software can be obtained by minimizing the total of all the
five costs. In the following sections, we formulate the proposed cost model. All
other costs of testing and debugging process which is involved in the testing
process are considered to be negligible in this study.

The proposed cost models are based on the failure observation/fault removal
phenomenon as modeled using Non-homogenous Poisson Process (NHPP), [1]
discussed in Section II. The entire fault detection/correction process follows typical
NHPP criterions like the independence of bug detection process, the occurrence of
failures due to remaining number of faults in the system, detection/correction to be
an instantaneous process, perfect debugging, a finite number of faults to be removed
in the finite lifecycle of the software.

CðEtÞtotal ¼ CðEtÞper unit testing cost þCðEtÞbug detection cost in testing phase

þCðEtÞbug detection cost in operational phase þCðEtÞbug correction cost in testing phase

þ CðEtÞbug correction cost in operational phase

ð5Þ

CðEtÞtotal ¼ c1:Et þ c2:mdðEtÞþ c3:½mdðE1Þ � mdðEtÞ� þ c3:½mdðEtÞ
� mcðEtÞ� þ c4mcðEtÞ ð6Þ

Here c1; c2; c3 and c4, denote per unit testing cost, bug detection cost during the
testing phase, bug detection/correction cost during operational phase and bug
correction cost during the testing phase, respectively. In the literature, debugging
process has always been considered to include both detection and correction pro-
cess simultaneously, whereas seldom, in reality, it is observed that the detection and
correction take place simultaneously rather they happen successively. Working on
these lines, we consider that the bug detection cost may be different than the bug
correction cost both during the two software phases of testing and operational.
Further, we have considered the following four constraints Viz., Reliability®, Ratio
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of effort and max. effort to be utilized and ratio of correction and correction(cor-
rection efficiency pc) and budget which are given as follows.

R ¼ mdðEtÞ
h

; where h ¼ mdðE1Þ; Et

E
; pc ¼ mcðEtÞ

mdðEtÞ :

Therefore, the final objective can be written as

minCðEtÞtotal ¼ c1:Et þ c2:mdðEtÞþ c3:½mdðE1Þ � mdðEtÞ� þ c3:½mdðEtÞ � mcðEtÞ� þ c4mcðEtÞ
subject to

pc ¼ mcðEtÞ
mdðEtÞ 	 p0;R ¼ mdðEtÞ

h
	R0;

Et

E

E0;CðEtÞtotal 
CB

ð7Þ

where p0 and R0 are the aspiration level of correction efficiency and reliability,
whereas E0 and CB are the constraints on effort utilized and budget.

4 Numerical Illustration

For illustration purpose, we make use of the data set provided by Obha [6]. With
328 total faults removed in 19 weeks by a total testing effort of 47 CPU hours, the
data set was considered for our model validation purpose. The parameter estimation
values of the mean value function based on the Yamada SRGM, m(t) is given in
Table 3, These estimates are obtained using SPSS. We make use of Weibull testing
effort function in this SRGM and the estimated values of testing effort function
parameters are given in Table 2, due to its high prediction ability. The Weibull

function is given asEðtÞ ¼ E 1� e�vtk
� �

.

The optimal software release time based on the proposed cost model is obtained
here. For numerical illustration purpose, we have taken the cost coefficient as
c1 ¼ 5; c2 ¼ 1; c3 ¼ 6 and c4 ¼ 12. Also, the aspiration level of correction effi-
ciency and reliability are p0 ¼ 0:99 andR0 ¼ 0:98 and the value of
E0 ¼ 0:3 andCB ¼ 6000. Considering all the cost coefficient together with the
aspiration level of correction efficiency, reliability, and constraints on effort utilized

Table 2 Estimation of
Weibull testing effort function
parameters

Parameters E V K R2

799.3 0.002 1.115 0.998

Table 3 Parameter estimates
of Yamada SRGM

Parameters a b1 b2 R2

411.4 0.068 0.132 0.988
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and budget we optimized the cost model given in Eq. (7) using MAPLE software to
obtain the optimal results. We obtain the optimal software release time under the
given constraints as 27 weeks and the effort utilized before the release time is 60.72
CPU hours.

5 Conclusion

Numerous problems pertaining to finding optimal software release time have been
proposed in the literature. But in all the existing works either detection or correction
of software fault is considered to model the cost function. Considering either
detection or correction to obtain the optimal release and cost does not give the idea
exact idea of release time of the software as well the budget required. In this work,
we proposed a unified framework considering testing effort-based cost model
wherein, the cost of detection and correction are taken to be separate and their
influence is studied software release time. We provide numerical analysis on the
proposed model by considering exponential detection and correction process with
Weibull testing effort function under three constraints, viz. reliability, ratio of
corrected and total number of detected faults and consumed testing effort.
Currently, we have optimized cost function under the above four constraints and
obtained the optimal results under different aspiration level. In future, we will
develop an optimization model considering all the three attributes together using
multi-attribute utility theory (MAUT). The above model can be extended by con-
sidering the two-dimensional aspect of software reliability, i.e., time and effort or
time and coverage.
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Diffusion Modeling Framework
for Adoption of Competitive Brands

Adarsh Anand, Gunjan Bansal, Arushi Singh Rawat and P. K. Kapur

Abstract In order to survive in today’s competitive market, every brand/company
is altering and refining its offerings at a fast pace. Market thus sees a variety of
products available almost at the same time. In the midst of all the major aspects,
firms need to look at how customers respond to products, which are similar looking,
equally priced, and even have similar features. To cater to this understanding, the
present proposal deals with the concept of brand preference. The objective of our
modeling framework is to observe the shifting behavior of customers and to predict
the sales level in the presence of various brands available together. Today’s market
provides the customers with multiple options to choose from, thereby, taking this
ideology into account, the current study is able to identify all the possible variations
that might impact the overall sales of a particular product because of inter- and
intra-shifting of customers amongst various brands available at the time of pur-
chase. Validation of the model has been done on real-life car sales data for the
automobile industry.
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1 Introduction

“Which airline do you fly? Unless your answer is ‘cheapest flight possible,’ you
have a brand preference.” [21]. As it has been perfectly described here that it is all
about the choice a customer makes of a brand irrespective of the price, quality, etc.
It is more like a perception that an individual has of a particular brand which makes
them choose a brand over the others in the market. Often it is the image of a brand
that becomes way more important than the other features of the products that the
brand offers. The existence of brand preference as a concept is completely
dependent on the brand-related queries such as measurement of a brand, functions
of a brand, interaction of a brand with individuals in the market, etc. It is to be noted
that the main aim of branding is to make a brand valuable for individuals. Value
basically refers to the preferential position that a brand can expect among the
distributors and customers in the market. Brand value translates into demand for a
brand which in turn, increases the willingness of a customer to pay a higher price
for well-known brands and hence increases the overall sales of the brand [9, 25].

In today’s market, one of the distinctive features of modern marketing is the
extensive use of brands by manufacturers and distributors and the general preference
for branded items by consumers. In our marketing process, brands are an important
communicator of economic information; they aid in product identification and tend
to protect buyers and sellers from uncertainty regarding product quality. Hence, it
can be said that diffusion of brands in the market is dichotomous; as in it is an
important aspect for both buyers and sellers. The seller can depend on the rate of
diffusion for planning their production and supply, whereas the buyers can choose a
suitable brand (with a higher rate of diffusion) out of several others available in the
market. The rate of diffusion can be explained as the spread of a brand over its
customers, it happens to play an essential role in preference of a brand in the market.
Adoption (the reciprocal process as viewed from a consumer perspective rather than
the distributor) is similar to diffusion except that it deals with the psychological
processes an individual goes through, rather than an aggregate market process.

The importance of information concerning consumer attitudes toward accep-
tance of, preferences for, and loyalty toward various brands within a product class
has long been recognized [5, 10]. There are several brands in the market which offer
similar features but still have varying prices. Hence the concept of brand preference
comes in. Brand preference can be formally defined as the choice that a customer
makes of a specific company’s product or service, when he/she is provided with
other, equally priced options. This concept ponders upon several factors behind
making such a choice of product or the brand [22, 24]. Thus, it helps companies in
evaluating the loyalty of the customer towards a particular brand which in turn,
builds up the overall brand image in the market. There has been a study wherein,
the shift from the attributes of a brand to the overall experience derived from a
brand has been talked about [23]. Hence, it has been observed that the experiential
data obtained an important aspect for deriving brand preference. A total of four
major constructs related to the model have been established as mentioned below:
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1. Brand Experience: It can be explained as sensations, feelings, and behavioral
responses towards brand-related stimuli that are a part of brand’s design,
identity, environment, etc. Brand preference is learning and a time-taking pro-
cess for any individual provided brand experience is the initial source of
learning. Since brand preference would change when brand experience changes.
Therefore, it can be said that they are directly related to each other.

2. Brand Personality: It is a set of human characteristics that are credited to the
brand name. It involves everything that a customer can relate to. Being closely
related to brand associations, brand personality can be termed as a symbolic
representation of brand associations [14].

3. Brand Associations: It can be defined as anything that is deep rooted and forms
the base of a customer’s mentality about a brand. Thus, it becomes extremely
essential for a brand to develop a positive association in the minds of the
customers. According to human associative theory (HAM) [3], brand associa-
tions are formed by direct and indirect experiences. Brand associations basically
give reasons for choosing a brand. Thus, the brand association is directly pro-
portional to brand preference.

4. Human-Brand Personality Congruence: This concept basically revolves
around how a customer perceives a particular brand and what exactly he/she
feels would go with his/her personality. A brand always has a certain image in
the market and if it matches with the personality of an individual (i.e., brand
congruity) then the customer will not only go for that brand but can also prove
to be a loyal customer in future. Therefore, the impact of brand image on brand
preference is extremely high when there is a balance between human personality
and the brand image.

The concept of brand preference has always been a concerned and noteworthy
field for researchers, organizations, managers, etc. Characteristics’ of market
dynamics have been studied by using Markov process that captures brand prefer-
ence information mathematically [7, 16]. Brand preference has also been evaluated
using attitude model wherein, a consumer’s attitude toward a brand is hypothesized
to be a function of the relative importance of each of the product attributes and the
beliefs about the brand on each attribute [6, 19]. D’Souza and Rao have discussed
how frequent repetitions of advertisement have a positive influence in generating
brand preference among customers [11]. Manufacturers continuously put extra
efforts to build a healthy and long-term relationship with their existing and new
customers. For this purpose, they always analyze purchase intensions of customers,
improve their customers’ services and also work to maintain their brand image [8].

In other words, brand preference can be stated as a perfect blend of economic
psychology and marketing science. Therefore, in this chapter, our objective to study
the influence of brand preference that directly affects consumer’s behavior such as
purchasing, saving, brand choice, etc., and induce consumers to deviate from one
brand to another brand. Also after using the derived information from the analysis,
sales have been forecasted for different brands. Rest of the chapter has been
structured as follows.Modeling framework based on brand preference when more
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than one brand exists in the marketplace has been discussed in Sect. 2. In Sect. 3, a
numerical illustration based on automobile industry dataset has been demonstrated.
Results have been interpreted and discussed in Sect. 4. Further, the significance of
this study for managers has been specified in Sect. 5, i.e., Managerial Implication.
The study has been concluded in Sect. 6.

2 Concept of Brand Preference Modeling Under
Competitive Scenario

2.1 Literature Review

Modeling framework is an integral part of studying any concept in detail. Here, in
this study, we have formulated a mathematical framework of brand preference,
which is derived using well-known diffusion model known as Bass Model (1969).
This model captures the diffusion process that is based on two types of influences,
i.e., external and internal influences. Externally influenced are adopters who are
influenced through advertisements and promotions of the new product and those
adopters who are influenced via word of mouth by individuals are under the category
of internal influence. The rate by which both the groups impact the leftover indi-
viduals are p and q, respectively; where p is termed as the coefficient of innovation
and q is read as the coefficient of imitators. This well-established model was based
on hazard rate function which says the probability of purchasing a new product by a
new purchaser at time t given that no purchase has been made. The model has been
widely used and well accepted in many fields like multi-generational of a particular
product: When a particular product with its newer and updated versions have been
launched in some time interval is known as multi-generational of a particular
product. Norton and Bass in 1987 had introduced this concept of successive gen-
erations of a product and then further extensions have been made [1, 12, 13, 17, 20]

Product Line of a particular brand: Concept of Product line emerges when a
particular brand offers more than one type of the products in the marketplace
[4, 27], Product Services: [2, 15] and many more.

2.2 Mathematical Modeling of Brand Preference Under
Competitive Scenario

Brand preference as it is described as a concept, which becomes even more
interesting to study when we have an extremely competitive market. In such a
market, we have several brands existing together and giving each other a tough
competition of survival. This, in fact, helps the customers to choose from a wide
range of products which have similar features but different prices. Thus, it becomes
difficult and also interesting to analyze the deviating behavior of customers in the
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presence of many brands competing with each other. Successful diffusion of a new
product directly depends upon the image of a brand subsist in the marketplace. It is
the concept of adoption of new products in the market which led to the idea of
multiple brands and, in turn, brand preference. To understand brand preference and
deviating behavior of customers mathematically, we have considered only two
product categories which have similar but distinguished features and each category
consist of two competitive brands such as Maruti Suzuki and Hyundai Motors.

The modeling framework is based upon some assumptions which have been
listed below:

(1) The number of potential customers, m is a constant.
(2) There are two broad categories of potential buyers, i.e., Purchasers and

Deviators.
(3) The monopolistic aspect of Bass model has been explained in this chapter as we

are considering that the competition between the two brands coexists.
(4) Only one unit is being purchased by any newbuyer. No repeat purchase is possible

as we have taken cars as our products which happen to be durable products.
(5) Product categories are comparable to each other.

In order to explain a mathematical model, we have considered all the possible
types of customers that may exist when two product categories consist of two
competitive brands in the marketplace.

(Note: For easy representation, we have used acronyms for Maruti Suzuki as M,
HyundaiMotors as H, first Product category as P1 andwith its respective brands: P1H
for Hyundai and P1M for Maruti. Similarly, for second Product category P2 and with
its respective brands: P2H for Hyundai and P2M for Maruti). Categorization of all
types of customers can be explained as below and, categorization of all the types of
customers has been demonstrated using Fig. 1:

(a) Potential purchasers of P1H—Type 1
(b) Potential purchasers of P1M—Type 2
(c) Potential purchasers of P2M—Type 3
(d) Potential purchasers of P2H—Type 4

The market under consideration can have several products existing simultane-
ously and hence one cannot be sure of the choice of customers as they can divert
from a particular product to another. Further, we have defined all those purchasers
who would have adopted Hyundai car (P1H) but may divert to other products
(P1M, P2H, P2M). And, also there are chances of deviation of customers from other
brands to P1H. Hence, these customers can be categorized as

(e) Potential customers of P1H may prefer car of other brands of the same product
category, i.e., P1M over P1H—Type 5,

(f) Potential customers of P1H who would like to go the same brand but of
different category, i.e., P2H over P1H—Type 6,

(g) Potential customers of P1H who would prefer other brand along with different
product category, i.e., customers may adopt P2H instead of P1H—Type 7,
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(h) Potential customers of the P1M product, who may prefer other brand of the
same product category and deviate to P1H—Type 8,

(i) Potential customers of the P2H category who would prefer same brand but
deviate to another product category, i.e., P1H of the same brand—Type 9,

(j) Potential customers of P2M may prefer another brand of other product category
and deviate to P1H—Type 10.

Similarly, we have those customers who would deviate from one product cat-
egory to another product category and/or shift to another brand. These categories
are given below:

(k) Potential customers of P1M prefer the same brand but go for another product
category, i.e., P2M—Type 11

(l) Potential customers of P1M who would like to deviate to another brand of
another product category, i.e., P2H—Type 12

(m) Potential customers of product category P2 who would choose another product
category (i.e., P1) but like to prefer the same brand M.—Type 13

(n) Potential customers of P2H prefer another brand of another product category
and deviate to P1M—Type 14

(o) Potential customers of P2M may prefer to deviate to another brand of the same
category, i.e., P2H—Type 15

(p) Potential customers of P2H who may prefer another brand, i.e., P2M—Type 16

Fig. 1 Understanding of potential adopters
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In order to understand the deviating behavior of the customers, we have defined
types of adopters from Type 1 to Type 4 who are those potential adopters of
respective product categories that consist of two brands. Whereas, Type 5 to Type
16 are those adopters who would act as deviators and may deviate to another
product with a motive of purchasing a best available product on the basis of their
brand preference.

Notations

kj Rate that classifies overall potential customers of product category into
numbers of brands available

mi Potential adopters of the ith product category
FijðtÞ Cumulative likelihood of purchasing product of jth brand belonging to the

ith product category. pij Coefficient of innovation of ith product category of
jth brand

qij Coefficient of imitation of ith product category of jth brand
ak Brand preference factor that deviates from P1H product to other products
dk Brand preference factor that deviates from P1M product to other products
qk Brand preference factor that deviates from P2H product to other products
ck Brand preference factor that deviate from P2M product to other products
i Represents the number of product categories
j Represents the number of brands available in each ith product category
k Represents the number of competitive products available corresponding to a

particular product, i.e., ðn� 1Þ; when total numbers of products are n

We have explained the expression of the aggregated expected sales of the first
product category of Hyundai car and Maruti Suzuki car (i.e., P1H and P1M):

P1H ¼ ðk1:m1:F11ðtÞÞ � ða1:k1:m1:F11ðtÞ:F12ðtÞÞ � ða2:k1:m1:F11ðtÞ:F21ðtÞÞ
� ða3:k1:m1:F11ðtÞ:F22ðtÞÞþ ðd1:ð1� k1Þ:m1:F12ðtÞ:F11ðtÞÞþ ðc1:k2:m2:F21ðtÞ:F11ðtÞÞ
þ ðq1:ð1� k2Þ:m2:F22ðtÞ:F11ðtÞÞ

ð1Þ

P1M ¼ ðð1� k1Þ:m1:F12ðtÞÞ � ðd1:ð1� k1Þ:m1:F12ðtÞ:F11ðtÞÞ � ðd2:ð1� k1Þ:m1:F12ðtÞ:F21ðtÞÞ
� ðd3:ð1� k1Þ:m1:F12ðtÞ:F22ðtÞÞþ ða1:k1:m1:F11ðtÞ:F12ðtÞÞþ ðc2:k2:m2:F21ðtÞ:F12ðtÞÞ
þ ðq2:ð1� k2Þ:m2:F22ðtÞ:F12ðtÞÞ

ð2Þ

In Eqs. 1 and 2, Fi;jðtÞ ¼ 1�e�ðpij þ qijÞt

1þ qij
pij

� �
e�ðpij þ qijÞt

2
4

3
5 represents the distribution fraction

for the adoption process. m1 is the potential adopters of the single product category
(i.e., P1) which consist of similar features of products but since it consists of different
brands (Hyundai Motors and Maruti Suzuki). And, k1 is the rate that classifies the
overall potential customers of P1 category into respective numbers of brands. Hence,
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ðk1:m1:F11ðtÞÞ and ðð1� k1Þ:m1:F12ðtÞÞ have become the potential customers of
brand Hyundai and Maruti Suzuki respectively. The expected count of customers
may get changed (either increase or decrease), when potential customers influence
from the other products available in the marketplace. Since we have considered two
different product categories which are comparable to each other and have two brands
each. Therefore, for potential customers of P1H have three available options to
choose from such that either to prefer the same brand but of a different category
(P2H) or to prefer a different brand of any category, i.e., (P1M and P2M). For this
purpose, we have considered a1; a2 and a3 ¼ 1� a1 � a2ð Þ brand preference factors
which are termed as the rate of diversion from P1H to P1M, P2H and P2M
respectively. Since, these are the adopters who are deviating from P1H to P1M, P2H,
and P2M; therefore, we have subtracted them from the total sales of P1H. Similarly,
there is a possibility of certain additions of potential adopters in some proportions to
the overall sales of P1H, which may come from the other available products such as
P1M, P2H, and P2M with the rate of d1; c1 and q1 as the brand preference factors
respectively. Therefore, we can say that, potential customers of P1H, i.e.,
k1:m1:F11ðtÞwho would prefer P1Mwith the rate of a1: would add up to the P1M and
get subtracted from P1H with the rate of F12ðtÞ. Hence, collectively
a1:k1:m1:F11ðtÞ:F12ðtÞ is the factor that acted as deviated customers of Type-5.
Similarly, we can say for a2:k1:m1:F11ðtÞ:F2 1ðtÞ and a3:k1:m1:F11ðtÞ:F22ðtÞ are the
deviators who would be considered as Type-6 and Type-7 respectively. Since these
are the terms which refer to the customers deviating from P1H to other products; we
have subtracted them from the expression of the overall sales of P1H. Likewise,
ðd1: 1� k1ð Þ:m1:F12ðtÞ:F11ðtÞÞ, ðc1:k2:m1:F21ðtÞ:F11ðtÞÞ and ðq1: 1� k2ð Þ:m1:F11ðtÞ:
F22ðtÞÞ are representing as Type-8, Type-9, and Type-10 of deviators respectively.
And, ðd1: 1� k1ð Þ:m1:F12ðtÞ:F11ðtÞÞ, ðc1:k2:m1:F21ðtÞ:F11ðtÞÞ and ðq1: 1� k2ð Þ:m1:

F11ðtÞ:F22ðtÞÞ are the terms which refer to the customers deviating to P1H from
P1M, P2H, and P2M, respectively, therefore, these factors have been added up in the
expression of the overall sales of P1H. Similarly, we have written a similar
expression for other product category follows:

P2H ¼ ðk2:m2:F21ðtÞÞ � ðc1:k2:m2:F21ðtÞ:F22ðtÞÞ � ðc2:k2:m2:F21ðtÞ:F11ðtÞÞ
� ðc3:k2:m2:F21ðtÞ:F12ðtÞÞþ ða2:k1:m1:F11ðtÞ:F21ðtÞÞþ ðd2:ð1� k1Þ:m1:F12ðtÞ:F21ðtÞÞ
þ ðq3:ð1� k2Þ:m2:F22ðtÞ:F21ðtÞÞ

ð3Þ

P2M ¼ ðð1� k2Þ:m2:F22ðtÞÞ � ðq1:ð1� k2Þ:m2:F22ðtÞ:F11ðtÞÞ
� ðq2:ð1� k2Þ:m2:F22ðtÞ:F12ðtÞÞ � ðq3:ð1� k2Þ:m2:F22ðtÞ:F21ðtÞÞ
þ ða3:k1:m1:F11ðtÞ:F22ðtÞÞþ ðd3:ð1� k1Þ:m1:F12ðtÞ:F22ðtÞÞ
þ ðc3:k2:m2:F21ðtÞ:F12ðtÞÞ

ð4Þ

With the help of the above equations, we can understand the other types of
deviators as well. Type-11 would fall in the class of d3: 1� k1ð Þ:m1:F12ðtÞ:F22ðtÞ,
which would indicate those adopters who have deviated from P1M ! P2M.
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Type-12 are the adopters who may deviate from P1M ! P2H and mathematically
represented as d2: 1� k1ð Þ:m1:F12ðtÞ:F21ðtÞ. Adopters of Type-13 are those who
deviated from P2M ! P1M and represented as q2: 1� k2ð Þ:m2:F22ðtÞ:F12ðtÞ.
Type-14 are the adopters who are deviated from P2H ! P1M and defined as
c2:k2:m2:F21ðtÞ:F12ðtÞ. Adopters of Type-15 are those who deviated from
P2M ! P2H and represented as q3: 1� k2ð Þ:m2:F22ðtÞ:F21ðtÞ and Type-16 are
those adopters who are deviated from P2H ! P2M and mathematically represented
as c1:k2:m2:F21ðtÞ:F22ðtÞ. The proposed modeling framework can be generalized up
to “x” product categories consisting of “y” brands in each category. In the next
section, we have validated these equations and analyzed the deviating behavior of
customers with respect to the sales of the cars considered.

3 Data Analysis and Numerical Illustration

Here, in this study, we have considered two product categories and within each
product category, we have taken two car brands (Hyundai and Maruti). The product
categories and its products are comparable with each other in terms of features and
prices. This way, the only parameter that differentiates the cars from each other is
their brand and any kind of choice made by the customer will imply his/her
inclination toward that particular brand because of brand preferences. For the
purpose of validation of our proposed modeling, we have used car sales data from
online sites [18, 26]. Here, we have considered overall sales of two product cate-
gories with comparable attributes. These product categories are slightly different
(depending on features, price, etc.) but are still comparable to each other given
below in Table 1.

Here, our objective is to establish how two product categories with similar
features and prices are differentiated by the customers just on the basis of the brands
they belong to and to predict the sales of all different brands that are present in each
category as per customers’ brand preferences. Hence, brand preference playing a
significant role in choosing a suitable car. Here, first product category includes two
cars, one from each brand, namely P1H (For Hyundai) and P1M (for Maruti).
Similarly, for the second category, we have P2H (for Hyundai) and P2M (for
Maruti). Actual data of these two product categories can be seen in Table 2.

Table 1 Product categories with their respective features

Attributes Product category1 (PC1) Product category2 (PC2)

Car type Hatchback Estate/Hatchback

No. of seats 5 seater 5-seater

Engine displacement 1 L 1.4 L

Engine length 3600 mm 3600–4000 mm
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Further, for estimating parameters of the proposed model, we have used the
simultaneous nonlinear least square methodology and solved it in SAS software
package. Table 3 is representing the estimated values of diffusion parameters
such as external factors (pij), internal factors (qij) and brand preference factors
(ak; dk and rkðwhere k ¼ 1; 2; 3Þ) of all 4 products, i.e., P1H, P1M, P2H, and P2M,
respectively, that have been obtained using above proposed Eqs. (1 to 4). And,
comparison criteria’s of these equations are shown in Table 4.

Table 2 Sales of product categories (P1 and P2)

Time Product category P1 (in ‘000) Product category P2 (in ‘000)

Jan. 11 66.589 51.826

Feb. 11 128.174 95.052

Mar. 11 194.999 139.498

Apr. 11 244.876 178.208

May 11 293.658 218.301

June 11 338.955 252.661

July 11 382.392 276.215

Aug. 11 426.847 306.813

Sep. 11 479.755 343.338

Oct. 11 514.22 372.588

Nov. 11 565.681 412.069

Dec. 11 615.412 446.445

Jan. 12 679.618 489.013

Feb. 12 745.126 532.08

Mar. 12 815.811 576.385

Apr. 12 859.381 617.891

May 12 900.814 656.815

June 12 945.253 693.292

July 12 982.295 722.939

Aug. 12 1012.876 743.01

Sep. 12 1061.682 776.736

Oct. 12 1115.613 817.241

Nov. 12 1164.654 858.633

Dec. 12 1208.677 893.421

Table 3 Parameter estimation results

m1;2 k1;2 pij qij ak dk ck rk

P1H 1250120 0.78 0.000335 0.299 – 0.25 0.21 0.32

P1M 0.194219 0.536741 0.158665 – 0.201 0.716019

P2H 1265913 0.123 0.183155 0.521151 0.45 0.2 – 0

P2M 0.0101 0.301 0.391335 0.55 0.589 –
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Using Fig. 2, clearly the graph represents an excellent fit between actual and
predicted values of the two product categories. And, Fig. 3 represents the predicted
sales behavior of four products of different two brands, i.e., P1H, P1M, P2H, and
P2M, respectively, as per deviating behavior of customers due to brand preference
factors.

Table 4 Comparison criteria

Equations SSE MSE Root MSE R-Square Adj R-Sq

P1 2.1969E9 1.1562E8 10752.9 0.9992 0.9991

P2 1.1481E9 6.04E7 7773.4 0.9992 0.9991
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4 Interpretation and Findings

Table 3 and Fig. 3 demonstrated that potential customers of P1 and P2 are observed
as m1 ¼ 1250:120 andm2 ¼ 1265:913. And, these potential markets can be clas-
sified using the parameter k1 ¼ 0:78 for P1H and ð1� k1Þ ¼ 0:22 P1M and
similarly, k2 ¼ 0:123 for P2H and ð1� k1Þ ¼ 0:877 for P2M. External and
internal factors for product P1M is highest among all other products which repre-
sent that this product is well accepted by the customers. Further, brand preference
factors have been considered individually such that ak that represent the deviators
moving from P1H to other products (P1M, P2H, and P2M), here it can be observed
that maximum amount of Hyundai customers are deviating to different category of
the Hyundai cars only (i.e., 0.45 to P2H) and 0.39 are preferring Maruti brand of
another category (P2M). Whereas, in case of dk and rk factors, maximum pro-
portions of deviation has occurred within the product category and preference has
given to its already preferred brand, i.e., (from P1M to P2M with 0.55 and from
P2M to P1M with 0.716) and also there is no deviation from P2M to P2H.
Moreover, in case of ck, which is representing a deviation from P2H, has the highest
value for P2M (i.e., 0.589). Hence, it can be analyzed that most of the customers
prefer Maruti over Hyundai as per the values obtained. And, also the predicted
values of these 4 products demonstrated that sales of product P1M and P2M are
higher than the Hyundai products.

Table 4 and Fig. 2, as per the goodness of fit criterion, values of SSE, MSE,
Root MSE are low for both product categories and also the value R-Square and
Adjusted R-square corresponding to each of the product category PC1 and PC2 is
0.9992 and 0.9991, that is, both values are approaching 1 which signifies that the
proposed model is well fitted with the actual sales data.

5 Managerial Implication

Leading brands are perceived to undergo tough competition in order to sustain in
today’s ever-changing market scenario. Usually, when a couple of firms lead the
market, they are no longer eager to increase their sales by capturing the market of
the rival firms. Rather, customer retention becomes an unsaid priority. Although,
the competition between the brands stays alive forever, but the preference for a
brand among customers always increase the sales of a brand and results in losses of
the other brands under consideration. Customers, being the significant entity,
always require a product that not only satisfies their basic requirements but also
feels connected and loyal toward their preferred brand.

Here, in this study, we endeavor to deduce that it is extremely important for a
firm to identify all possible deviations of the customers that may impact the overall
sales of a particular product when it belongs to either of the two forums; between
brands as well as within the brand. Consideration of all possible scenarios of
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deviations; whenever customers have multiple choices to choose from, it can be
understood that when a customer is specific to a particular brand then he/she may
deviate to similar products but only of that preferred brand. Therefore, it is sig-
nificant for managers to study the impact of brand preference factors which are
persuading customers to deviate from one product to other products. Furthermore, it
can help the managers to thoroughly look into the sales produced from each of the
deviations and choose the most profitable scenario for the firm.

6 Conclusion

Brand preference, as the name implies, is all about choices that one makes when
he/she is provided with products which are not just equally priced but also have
similar features. Here, we have considered a similar scenario where we have cars of
similar features, prices, etc., and brand being the only major difference (viz.,
Hyundai Motors, Maruti Suzuki), we have been able to comprehend that by
applying the concept of brand preference as a factor in the methodological
framework; deviating behavior of customers can be observed and also analyzed that
which particular product is cannibalizing the sales of other products. With the help
of consolidated data of car sales (viz., Hyundai Motors and Maruti Suzuki), this
study has shown that if a customer has a bond with the specific brand then he will
choose the different product but of the same brand otherwise, he may convert to the
other brand. Hence, we have concluded that brand preference plays a very signif-
icant role in the shift of the customers between and within the brands.

Acknowledgments The research work presented in this chapter is supported by grants to the first
author from DST, via DST PURSE phase II, India.

References

1. Aggrawal, D., Anand, A., Singh, O., & Kapur, P. K. (2015). Modelling successive
generations for products-in-use and number of products sold in the market. International
Journal of Operational Research, 24(2), 228–244.

2. Anand, A., Aggrawal, R., Singh, O., & Aggrawal, D. (2016). Understanding diffusion process
in the context of product dis-adoption. 240(2), 7–18.

3. Anderson, J. R., & Bower, G. H. (2014). Human associative memory. Psychology press.
4. Bansal, G., Anand, A., Aggrawal, D., & Agarwal, M. (2016). Competitive diffusion modeling

framework for adoption of product lines. Communications in Dependability and Quality
Management An International Journal, 19(1), 43–54.

5. Bass, F. M., & Wilkie, W. L. (1973). A comparative analysis of attitudinal predictions of
brand preference. Journal of Marketing Research, 262–269.

6. Bass, F. M., & Talarzyk, W. W. (1972). An attitude model for the study of brand preference.
Journal of Marketing Research, 93–96.

Diffusion Modeling Framework for Adoption of Competitive Brands 319



7. Blin, J. M., & Dodson, J. A. (1980). The relationship between attributes, brand preference,
and choice: A stochastic view. Management Science, 26(6), 606–619.

8. Chen, C. F., & Chang, Y. Y. (2008). Airline brand equity, brand preference, and purchase
intentions—The moderating effects of switching costs. Journal of Air Transport
Management, 14(1), 40–42.

9. Christodoulides, G., & De Chernatony, L. (2010). Consumer-based brand equity conceptu-
alization and measurement: A literature review. International Journal of Research in
Marketing, 52(1), 43–66.

10. Cobb-Walgren, C. J., Ruble, C. A., & Donthu, N. (1995). Brand equity, brand preference, and
purchase intent. Journal of advertising, 24(3), 25–40.

11. D’Souza, G., & Rao, R. C. (1995). Can repeating an advertisement more frequently than the
competition affect brand preference in a mature market? The Journal of Marketing, 32–42.

12. Jiang, Z. (2010). How to give away software with successive versions. Decision Support
Systems, 49, 430–441.

13. Jiang, Z., & Jain, D. C. (2012). A generalized Norton–Bass model for multigeneration
diffusion.

14. Keller, K. L. (1998). Branding perspectives on social marketing. Advances in Consumer
Research, 25, 299–302. http://www.acrwebsite.org/search/view-conference-proceedings.
aspx?Id=7887, Accessed March 18, 2017.

15. Libai, B., Muller, E., & Peres, R. (2009). The diffusion of services. Journal of Marketing
Research, 46(2), 163–175.

16. Maffei, R. B. (1960). Brand preferences and simple Markov processes. Operations Research,
8(2), 210–218.

17. Mahajan, V., & Muller, E. (1996). Timing, diffusion and substitution of successive
generations of technological innovations: The IBM mainframe case. Technological
Forecasting and Social Change, 51, 109–132.

18. Motorbeam, http://www.motorbeam.com/. Accessed July 03, 2015.
19. Nakanishi, M., & Bettman, J. R. (1974). Attitude models revisited: An individual level

analysis. Journal of Consumer Research, 1(3), 16–21.
20. Norton, J. A., & Bass, F. M. (1987). A diffusion theory model of adoption and substitution for

successive generation of high-technology products. Management Science, 33(9), 1069–1086.
21. Davis, O. (2016). http://study.com/academy/lesson/brand-preference-definition-lesson-quiz.

html.
22. Padberg, D. I., Walker, F. E., & Kepner, K. W. (1967). Measuring consumer brand

preference. Journal of Farm Economics, 723–733.
23. Schmitt, B. (2010). Experience marketing: Concepts, frameworks and consumer insights.

Foundations and Trend in Marketing, 5(2), 55–112. https://www8.gsb.columbia.edu/sites/
globalbrands/files/Experience%20Marketing%20-%20Schmitt%20-%20Foundations%20and
%20Trends%202011.pdf. Accessed March 18, 2017.

24. Sriram, S., Chintagunta, P. K., & Neelamegham, R. (2006). Effects of brand preference,
product attributes, and marketing mix variables in technology product markets. Marketing
Science, 25(5), 440–456.

25. Stanton, J. L., & Lowenhar, J. A. (1974). A congruence model of brand preference: A
theoretical and empirical study. Journal of Marketing Research, 427–433.

26. Team-bhp. http://www.team-bhp.com/. Accessed July 03, 2015.
27. Wilson, L. O., & Norton J. A. (1989). Optimal entry timing for a product line extension.

Marketing Science, 8(1), 1–17.

320 A. Anand et al.

http://www.acrwebsite.org/search/view-conference-proceedings.aspx%3fId%3d7887
http://www.acrwebsite.org/search/view-conference-proceedings.aspx%3fId%3d7887
http://www.motorbeam.com/
http://study.com/academy/lesson/brand-preference-definition-lesson-quiz.html
http://study.com/academy/lesson/brand-preference-definition-lesson-quiz.html
https://www8.gsb.columbia.edu/sites/globalbrands/files/Experience%20Marketing%20-%20Schmitt%20-%20Foundations%20and%20Trends%202011.pdf
https://www8.gsb.columbia.edu/sites/globalbrands/files/Experience%20Marketing%20-%20Schmitt%20-%20Foundations%20and%20Trends%202011.pdf
https://www8.gsb.columbia.edu/sites/globalbrands/files/Experience%20Marketing%20-%20Schmitt%20-%20Foundations%20and%20Trends%202011.pdf
http://www.team-bhp.com/


Two-Dimensional Vulnerability
Patching Model

Yogita Kansal and P. K. Kapur

Abstract In this paper, we develop a vulnerability patching model based on the
nonhomogeneous Poisson process (NHPP) with different dimensions. Here, first, we
assumed that the patching of discovered vulnerabilities can also cause patching of
some additional vulnerabilities without causing any patch failure. This patching
model is known as one-dimensional vulnerability patching model (1D-VPM) as it is
only dependent on the time at which the vulnerabilities are patched. Further, we
extend the one-dimensional vulnerability patching model by introducing the number
of software users as a new dimension for software patching resources. In this
two-dimensional model, we assume that the effort spent by users in installing the
patches plays a major role in remediating the software vulnerabilities. It does not
matter how quickly the vendor releases the patch until the users installed them cor-
rectly. Hence, we develop two-dimensional vulnerability patching model with
patching time and software users as a two-dimensional vulnerability patching model
(2D-VPM). Cobb–Douglas production function is used to create the two-dimensional
patching model. An empirical study is performed on the vulnerability patching data
(for Windows 8.1) to validate and compare the proposed models.
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1 Introduction

Evolution of new and diverse business network infrastructure increases the potential
security threats (also known as software vulnerabilities) that make patch management
as the topmost priority for the vendors. Due to some external constraints like
development cost, time to deliver, and unexpected changes in specifications, the
developers are not able to penetrate and debug the vulnerabilities efficiently in testing
phase. For such situations, software patching is considered to be a feasible solution
during operations [1]. Software patch is a piece of code that helps the programmer in
fixing the discovered vulnerability against exploitation. It keeps all the software users
up to date with the enhanced features. For developing patches, a sufficient amount of
resources are required to stay ahead of the hackers [2]. Most importantly, managers
are supposed to allocate an enough time to developers for creating subsequent pat-
ches. Patches with short development time may cause misconfiguration and catas-
trophic errors. Thus, operational time/patch release time becomes the most crucial
factor that was solely mathematically analyzed by researchers till now.

In general, the main thrust of research for vulnerability modeling literature focused
on determining the optimal patch release time. Beattie et al. [3] proposed a mathe-
matical cost model that extrapolates the best time to release the patches and covered
the cost of vulnerability discovery due to attack and the cost of destruction due to
flawed patches over time. Cavusoglu et al. [4] developed a game theoretic model for
patch management and considered that the patch release and update policy is either
time-driven or event-driven. Later, Okamura et al. [5] extended the work done by
Cavusoglu et al. [2] and developed a patching model through nonhomogeneous
vulnerability discovery process that evaluates the optimal patch release time.
However, these authors have developed cost models for optimizing the patch release
time. Recently, Kansal et al. [6] proposed a time-based vulnerability patching model
that is driven by two factors: unsuccessful patching rate and successful patching rate.

From discussion, vulnerability patching models (VPMs) developed in past few
years are solely depends on one factor, i.e., patching time thus it can be defined as
one-dimensional vulnerability patching model (1D_VPM). However, these
researchers have not contributed towards the vulnerabilities which are patched due
to the presence of strong regression between the vulnerabilities. Moreover, no
researcher has discussed the impact of software users on software patches. Since the
success of the patches depends on its release time and the effort spent by users in
installing the patches, it becomes utmost important to combine these two dimen-
sions together in vulnerability patching model [7].

The main objective of this research paper is to propose vulnerability patching
models under different assumptions and dimensions. Despite the availability of
patches, the severity of the discovered vulnerability is compounded as the users are
remained at risk due to the delay in patch deployment. Thus, we develop a
time-based vulnerability patching model also known as one-dimensional vulnera-
bility patching model (1D-VPM) that solely depends on patching time (the time at
which vulnerabilities are patched). This model operates on an assumption that the

322 Y. Kansal and P. K. Kapur



patching of discovered vulnerabilities can also cause patching of some additional
vulnerabilities without causing any patch failure. Since, knowing when your
organization is in the sights of cyber-attackers is a difficult challenge, regular
patching or time-based patching is most important.

Vulnerabilities can appear in almost any type of software, but the most attractive
to targeted attackers is software that is widely used [8]. Software such as Internet
Explorer and Adobe Flash are the applications in which majority of vulnerabilities
are discovered because of the vast number of consumers. It has also been observed
that when people have not moved quickly enough to apply patch (though the patch
is available), at that point, hundreds of thousands of interconnected systems get
infected. Therefore, we extend the proposed one-dimensional vulnerability patching
model (1D_VDM) with the introduction of a new dimension, i.e., software users.
Here, we have assumed that vulnerability discovery performed on a mass scale is
substantially forcing the vendors to release a patch. It is just a matter of fact that if a
small number of known or less critical vulnerabilities are reported then the prob-
ability of releasing a successful patch increases as the developers are then able to
create patches with lesser resources. On the contrary, if large number of vulnera-
bilities or zero-day exploits are reported then the patching rate may decrease as
large amount of resources are needed. Thus, here we scrutinized how the collab-
orative approach of software users and time can improve the success rate of patches.

For accomplishing the mentioned goals, we have used the Cobb–Douglas pro-
duction function [9]. The modeling explains the behavior of software patches under
the mentioned aspects and helps in decision-making problems. The proposed model
measures the impact of new factors on software patches. Furthermore,we demonstrate
the implications of our proposed one-dimensional approach by comparing it with
existing models from literature, the Okamura model and Kansal et al. model. In
addition, the results of two-dimensional vulnerability patching model are also com-
pared with 1D-VPM. The research methodology begins with the proposition of
one-dimensional and two-dimensional vulnerability patching models that focuses on
finding the intensity at which the vulnerabilities are patched based on time and soft-
ware users with time, respectively. Next, we obtain parameter estimates based on
vulnerability data set for the two proposed models. Subsequently, various perfor-
mance measures have been calculated for each of the two models.

Table 1 Notations used

Notation Description

q̂ tð Þ Expected number of patches released with respect to patching time t

q̂ rð Þ Expected number of patches released with respect to patching resource r

A Proportion of vulnerabilities patched independently

r Patching resources

t Patching time or patch release time

u Number of software users

B Actual number of patched vulnerabilities

C Proportion of vulnerabilities patched dependently

D; d Intermediate variables
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For numerical illustration purpose, we have manually extracted the vulnerability
data set of Windows 8.1 from Common Vulnerability Exposure [10] database. We
begin with the description of notations used throughout the paper discussed in Table 1.

The rest of the paper is organized as follows: Sect. 2 contains a detailed description
of the proposed one-dimensional VPM. Section 3 provides a framework for
two-dimensional VPM based on nonhomogeneous Poisson process. In Sect. 4, we
validate the proposed models and compare them with the existing one through the
extracted data set. Lastly, in Sect. 5, result interpretations and conclusions are drawn.

2 One-Dimensional Vulnerability Patching Model

When automated patching is not considered, patching the software vulnerabilities
manually at regular intervals is one key aspect of secure software. Any substantial
delay in patching may increase the frequency of attacks and the targets [11, 12].
Thus, the time is the major attribute that is accounted in this section for determining
the intensity with which the vulnerabilities are patched. This model has defined
one-dimensional stochastic process which represents the cumulative number of
software failures by time t by P tð Þ; t� 0f g. Here, we assumed that there is no
patched vulnerability at time t ¼ 0, i.e., P 0ð Þ ¼ 0 with probability one. The patch
failure intensity will decrease exponentially with the expected number of patched
vulnerabilities. The one-dimensional NHPP is given as shown below:

Pr P tð Þ ¼ n½ � ¼ q tð Þ½ �n
n !

� e�q tð Þ ; n ¼ 0; 1; 2; . . .; ð1Þ

Here, we also assumed that while patching the discovered vulnerabilities, some
additional vulnerabilities that were not discovered are also patched. The following
equation describes the one-dimensional vulnerability patching model:

dq̂
dt

¼ A � B� q̂ð ÞþC � q̂
B
� B� q̂ð Þ ð2Þ

Solving the above equation under the initial condition q̂ t ¼ 0ð Þ ¼ 0, we get,

q̂ tð Þ ¼ B � 1� e� AþCð Þ�t� �
1þ C

A � e� AþCð Þ�tð Þ ð3Þ

If a large number of vulnerabilities are patched, then a time point may be reached
where the rate of dependent patched vulnerabilities goes higher than the rate of
unique patched vulnerabilities (i.e., C\A).
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3 Two-Dimensional Vulnerability Patching Model

When patches are released, the success rate of patches depends on the effort applied by
software users in deploying the patch and the time atwhich the vulnerability is patched.
A study reveals that the probability of vulnerability being exploited is a function of the
number of elapsed days from the date of vulnerability announcement to the date of its
patch release [13]. Therefore, we can infer that the patching rate gets affected by both
software users and the patching time. A new mathematical model named
two-dimensional vulnerability patching model (2D_VPM) thus needs to develop.

To deal with the collective effect, we have used the Cobb–Douglas production
function that represents the relationship between the dependent (output) and
independent (input) variables [14]. In VPM, the patching time and software users
are used as independent variables. These two variables are highly associated with
unknown parameters denoted as a and b. The mathematical form of the Cobb–
Douglas production function is given as

r ffi ua � tb 0� a; b� 1 ð4Þ

where r collectively refers to the patching resources, u refers to the software users, and
t refers to the patching time. Assuming the perfect availability of resources in oper-
ational phase, we have taken the a; b as the degree of impact to the vulnerability
patching process. It may be noted that if aþ b is not equal to 1, then it indicates that
there are other external factors that may also affect the patching rate of vulnerabilities
[15]. If r increases, the number of vulnerabilities patched (q t; uð Þ) will also increases.
The two-dimensional model also follows nonhomogeneous Poisson process (NHPP).
Our model has defined a two-dimensional stochastic process which represents the
cumulative number of software failures by time t and with the usage of resources r by
P tð Þ; t� 0; u� 0f g. The two-dimensional NHPP is given as shown below

Pr P t; uð Þ ¼ n½ � ¼ q t; uð Þ½ �n
n!

� e�q t;uð Þ; n ¼ 0; 1; 2; . . .; ð5Þ

We have considered the following assumptions for developing a 2D_VPM:

• More number of vulnerabilities are patched with more number of software users.
• Number of software users increases with time.

The proposed model focuses on improving software reliability such that the
number of released/installed patches increases. The differential equation repre-
senting the rate of change of the cumulative number of successfully patched vul-
nerabilities with respect to the combined effect of time and users is given as

dq̂
dr

¼ A � B� q̂ð ÞþC � q̂
B
� B� q̂ð Þ ð6Þ

Under the initial condition q̂ r ¼ 0ð Þ ¼ 0 and solving the above equation, we get,
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q̂ rð Þ ¼ q̂ u; tð Þ ¼
B � 1� e� AþCð Þ� ua�tbð Þ� �
1þ C

A � e� AþCð Þ� ua�tbð Þ� � ð7Þ

When a ¼ 0, the proposed two-dimensional VPM converts into time-dependent
vulnerability patching model (that is similar to Eq. 3). If r increases, the number of
patches released with respect to time and vulnerabilities, i.e., q v; tð Þ increases.

4 Parameter Estimation and Comparison

In this section, we estimate the unknown parameters of the proposed
one-dimensional VPM and two-dimensional VPM through statistical package for
social sciences (SPSS). Nonlinear regression is performed in SPSS to model the
dependent variables as a nonlinear function of model parameters.

Here, we have used the vulnerability data set of Windows 8.1 to validate the
proposed model that is extracted from common vulnerability exposure
(CVE) database [16]. The data set consists of a total of 232 vulnerabilities that are
patched in the period of January 2016–May 2017 due to the effort spent by 297
software users. Figure 1 plots the number of patched vulnerabilities and number of
software users with respect to time.

For the mentioned data set, we estimated the patching parameters A;B;C; a; b
with Eqs. (3) and (7) as shown in Table 2. We performed estimations for both the
proposed models independently. The idea of introducing the second dimension to
the vulnerability patch modeling is to ensure the simultaneous impact of patching
time and software users on the vulnerability patching rate. Therefore, the results
obtained were compared for checking the significance of both models. Table 1

Fig. 1 Windows 8.1 Data from Jan 2016 to May 2017
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represents the obtained parameter estimation results. It gives the statistical coeffi-
cient value of the proposed models, and the value of a and b is significant for the
proposed two-dimensional model as expected, indicating a high dependency on
software users.

Note that we have observed that in 2D_VPM, the value of aþ b is not equal to 1
that indicates that there are some unknown external factors that are affecting the
patching rate. Figures 2 and 3 show the cumulative patched vulnerabilities for
Windows 8.1, comparing the actual versus predicted values for the proposed
1D_VPM and 2D_VPM.

4.1 Model Comparison Criteria

1. The bias [17] is defined as the sum of difference between the estimated and
actual data.

Bias ¼
Pk

i¼1 q̂ tið Þ � qið Þ
k

ð8Þ

Table 2 Parameter estimates of the proposed two-dimensional model

Model B A C a b

1D_VPM 1616.46 0.048 0.329 – –

2D_VPM 363.297 0.054 0.390 0.59 0.186

Fig. 2 Comparison of actual versus predicted data for Windows 8.1 through 1D_VPM
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2. The mean square error (MSE) [4] measures the deviation between the predicted
values with actual observations

MSE ¼
Pk

i¼1 qi � q̂ tið Þð Þ2
k � n

ð9Þ

3. The predictive ratio risk (PRR) [4] measures the error between actual and
estimated values

PRR ¼
Xk
i¼1

q̂ tið Þ � qi
q̂ tið Þ ð10Þ

4. The standard deviation (SD) [17] measures as

SD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

k � 1

Xk

i¼1
qi � q̂ tið Þ � Biasð Þ2

r
ð11Þ

5. The root mean square prediction error (RMSPE) [17] measures the closeness of
model predicts

RMSPE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SD2 þBias2

p
ð12Þ

Fig. 3 Comparison of actual versus predicted data for Windows 8.1 through 2D_VPM
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6. R2 (Coefficient of Determination) measures the successful fit rate in variation of
data.

R2 ¼ 1�
Pk

i¼1 qi � q̂ tið Þð Þ2

Pk
i¼1 qi �

Pk
j¼1

qj=k

 !2 ð13Þ

where q̂ tið Þ represents the estimated data, qi represents the actual data, and k
represents the number of data points. Higher the value of R2 the better the fitness.
On the contrary, lower the value of MSE, Bias, PRR, SD, and RMSPE, the better
the fitness.

Since the value of bias, mean square error (MSE), predictive ratio risk (PRR),
standard deviation (SD), and root mean square percentage error (RMSPE) for the
proposed two-dimensional VPM were observed to be lower than the proposed
one-dimensional (as shown in Table 3), and 2D_VPM is proved to be significantly
fit with the software patching data of Windows 8.1. The results imply that while
considering patch modeling for discovered vulnerabilities, software users are of
utmost importance that improve the performance of patching rate.

Figure 4 represents the goodness of fit comparison between proposed
one-dimensional VPM and two-dimensional VPM on the basis of criteria discussed
above. As discussed, the lower value of criteria such as MSE, Bias, PRR, SD, and
RMSPE represents the better fitness while the higher value of (R2) represents the
better fitness. From Table 2 and Fig. 4, the 2D_VPM is proved to have better
fitness than 1D_VPM.

Table 3 Comparison of performance measures of existing and proposed models

Model Bias MSE PRR SD RMSPE R2

One-dimensional model 0.163 67.799 0.2846 0.7371 0.7549 0.987

Two-dimensional model 0.142 11.414 0.2564 0.6390 0.6545 0.998

Fig. 4 Goodness of fit measures for one-dimensional and two-dimensional model
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5 Conclusions

We have proposed a new time-based vulnerability patching model under the
assumption that the patching of discovered vulnerabilities can also cause patching
of some additional vulnerabilities without causing any patch failure. Further, we
have extended the proposed one-dimensional vulnerability patching model to
two-dimensional vulnerability patching model by introducing software users as new
dimension. We have used Cobb–Douglas production function for showing the
combined effect of software users and patching time. Moreover, the performance of
all the three models is measured on the basis of goodness of fit criteria like bias,
mean square error (MSE), predictive ratio risk (PRR), standard deviation (SD), root
mean square percentage error (RMSPE), and coefficient of determination (R2).

Here, we have analyzed that the performance measures of two-dimensional
vulnerability patching model are significantly better than the one-dimensional
model. This research proves that other than patching time, the number of software
users also has substantial effect on software patches that may help in improving the
prediction. In future, patch release time of discovered vulnerabilities can be opti-
mized using the best fitted proposed two-dimensional vulnerability patching model.
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A Hybrid Intuitionistic Fuzzy
and Entropy Weight Based
Multi-Criteria Decision Model
with TOPSIS

Nitin Sachdeva and P. K. Kapur

Abstract In a scenario where decision-makers are always faced with the challenge
of selecting the right technology for their IT needs posed due to the availability of
multiple advanced technologies in the market and consequences related to wrong
selection, Intuitionistic Fuzzy Sets (IFSs) have demonstrated effectiveness in
dealing with such vagueness and hesitancy in the decision-making process. Here in
this paper, we propose a hybrid IFS and entropy weight based Multi-Criteria
Decision Model (MCDM) with Technique for Order of Preference by Similarity to
Ideal Solution (TOPSIS) method. The model helps measure the exactness and
vagueness of each alternative over several criteria. An Intuitionistic Fuzzy
Weighted Approach (IFWA) operator for aggregating individual decision-maker’s
opinions regarding each alternative over every criterion is employed. Additionally,
Shannon’s entropy method is used to measure criteria weights separately. We apply
the proposed model in selection of cloud solution for managing big data projects.

Keywords Intuitionistic fuzzy set (IFS) � Intuitionistic fuzzy weighted
approach (IFWA) � TOPSIS � Big data � MCDM � Cloud solution

1 Introduction

Literature provides for several MCDMs applied to varied fields of engineering,
economics, social sciences, policy making, management, etc. Zadeh [21] introduced
the concept of fuzzy sets, by assigning to each set element a value between 0 and 1
as single membership. Later on, this single value concept was challenged by
Gau and Buehrer [5], as it failed to confirm the accuracy and, hence came the
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concept of vague sets. Bustince and Burillo [4] suggested that this notion of vague
set relates to Atanassov [3] concept of Intuitionistic Fuzzy Sets (IFSs).

Intuitionistic Fuzzy Sets are often characterized by membership value and
nonmembership value of elements. The whole idea of highlighting the membership
and nonmembership is to manage both the ambiguity and uncertainty inherently
present in almost all decision-making process majorly due to either incomplete or
imprecise information. In the past two decades or so, IFSs have been applied in the
field of medicines [6, 12, 13] multi-criteria decision problems [1, 8, 17, 19] and also
in recognizing patterns [16, 18, 23].

Further, one of the classical MCDM approaches, TOPSIS (technique for order
performance by similarity to ideal solution) has been proposed by Hwang and Yoon
[7]. In TOPSIS, the most preferred alternative has the shortest distance from the
positive ideal solution and farthest distance from the negative ideal solution,
simultaneously [7, 22]. Some of the major advantages of using TOPSIS are the
simplicity of both understanding and implementation along with good computa-
tional efficiency and the ability to measure the relative performance of each alter-
native in an objective mathematical form [20].

Here in this paper, we propose a hybrid intuitionistic fuzzy [3] and entropy [10]
based MCDM to understand the various cloud solutions available in the market for
handling big data projects in terms of their important characteristics being evaluated
using the proposed approach. We then apply the famous TOPSIS method in order
to generate a rank among these alternatives based on some predefined criteria. The
biggest challenge faced by almost all decision-makers is to crisply express the
impact of various alternatives on these criteria. To resolve this conflict of ambi-
guity, we make use of Intuitionistic Fuzzy Sets in this Multi-Criteria
Decision-Making environment. In this process, we aggregate individual
decision-maker’s opinions regarding each criterion over every shortlisted alterna-
tive using an IFWA operator. We then employ Shannon’s entropy method on the
decision-maker’s opinion on each criterion separately. Finally, deviations of these
aggregations from both positive and negative ideal solution are carried out using
famous TOPSIS approach to finally reach a ranking of these shortlisted alternatives.

Five major market players in the area of cloud computing used primarily because
of their capability to handle big data projects are considered: HP Cloud, Microsoft
Azure, Rackspace, Amazon, and Google Cloud Platform.

2 Proposed Methodology

2.1 Preliminaries

1. Intuitionistic Fuzzy Set

Atanassov [3] extended the classical Fuzzy Set Theory to propose Intuitionistic
Fuzzy Set in order to address the fundamental problem of vagueness likely to be

334 N. Sachdeva and P. K. Kapur



present in almost any decision-making process. An Intuitionistic Fuzzy Set IFS in a
finite set Y may be easily defined as

I ¼ fðy; aIðyÞ; bIðyÞÞjy 2 Yg

where aIðyÞ and bIðyÞ : Y ! ½0; 1� are membership and nonmembership function,
respectively, with the condition,

0� aIðyÞþ bIðyÞ� 1

8 I in Y , the third parameter is vIðyÞ, called the intuitionistic fuzzy index or
hesitation degree of whether y belongs to I or not

vIðyÞ ¼ 1� aIðyÞ � bIðyÞ ð1Þ

It is obviously seen that for every y 2 Y ; 0� vIðyÞ� 1.
Smaller value of vIðyÞ implies that the knowledge about y is more certain as

compared to a large vIðyÞ value. Obviously, when aIðyÞ ¼ 1� bIðyÞ 8 y, the
ordinary fuzzy set concept is recovered [11]. Let C and D be IFSs of the set Y, then
multiplication operator is defined as follows [3]:

C � D ¼ faCðyÞ � aDðyÞ; bCðyÞþ bDðyÞ � vCðyÞ � vDðyÞjy 2 Yg ð2Þ

2. Entropy of IFS

Shannon [10] proposed the entropy function in 1948 Hðp1; p2; p3; . . .; pnÞ ¼
�Pn

i¼1 pi logðpiÞ as a measure of hesitation in a discrete distribution wherein,
piði ¼ 1; 2; 3; . . .; nÞ are computed as random variable probabilities using P,
probability mass function. Later, a non-probabilistic based entropy of Shannon’s
function on a finite universal set Y ¼ y1; y2; y3; . . .; ynf g was proposed by De Luca
and Termini [9] and can be given as

ELTðIÞ ¼ �k
Xn
i¼1

aIðxiÞ ln aAðyiÞþ ð1� aIðyiÞÞ lnð1� aIðyiÞÞ½ �; k[ 0 ð3Þ

Here, we make use of entropy as a measure of uncertainty in the decision-
making process while selecting an appropriate cloud solution for managing big
data. Entropy measurement helps us to evaluate the joint entropy when we are
dealing with more than one variable. The proposed research discusses a hybrid
intuitionistic based MCDM framework to help evaluate the inherited uncertainty in
the decision-making process by co-incorporating entropy concept. When the
probability is uniformly distributed among the variables, we have the highest
uncertainty with the outcome. This means entropy is maximum in such cases.
MCDM frameworks like the one proposed here incorporate the idea to measure this
uncertainty in the system by making use of joint entropy.
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De Luca and Termini [9] axioms were then extended by Szmidt and Kacprzyk
[12, 15] to enhance their entropy measure on IFSs(Y). Lately, following equation
has been proposed by Vlachos et al. [16] that kind of satisfies all the four axiomatic
requirements to measure intuitionistic fuzzy entropy:

EIFS
LT ðAÞ ¼ � 1

n ln 2

Xn
i¼1

aIðyiÞ ln aIðyiÞþ bIðyiÞ ln bIðyiÞ½

�ð1� vIðyiÞÞ lnð1� vIðyiÞÞ � vIðyiÞ ln 2�
ð4Þ

It is noted that EIFS
LT ðAÞ is composed of the hesitancy degree and the fuzziness

degree of the IFS I.

2.2 Proposed Intuitionistic Fuzzy and Entropy-Based
Decision Model with TOPSIS

Let I = {I1, I2, …, Im} be the alternative set, and Y = {Y1, Y2, …, Yn} be the criteria
set. Now, we present the algorithm to evaluate the proposed hybrid model, Fig. 1.

Step 1 Decision-Makers Weights

We make use of the linguistic terms expressed in intuitionistic fuzzy numbers to
express say ‘l’ decision-maker’s importance.

Let Dk ¼ ðak; bk; vkÞ be an intuitionistic fuzzy number for a rating of the kth
decision-maker. Then, the weight of kth decision-maker can be obtained as:

wk ¼
ak þ vk

ak
ak þbk

� �� �
Pl

k¼1 ak þ vk
ak

ak þbk

� �� � Where;
Xl

k¼1

wk ¼ 1 ð5Þ

Fig. 1 Step-by-step procedure for applying the proposed hybrid model
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Step 2 IFS-Based DMs Opinion—Aggregated Matrix

Let NðkÞ ¼ ðnðkÞij Þmxn be an intuitionistic fuzzy decision matrix of each
decision-maker. w ¼ fw1;w2;w3; . . .wlg is the weight of each decision-maker andPl

k¼1 wk ¼ 1;wk 2 ½0; 1�. In group decision-making process, all the individual
decision opinions need to be fused into a group opinion to construct aggregated
intuitionistic fuzzy decision matrix. In order to do that, IFWA operator proposed by
Xu [19] is used. N ¼ (nirÞmxn, where

nij ¼ IFWAw nð1Þir ; nð2Þir . . .nðlÞir
� �

¼ w1n
ð1Þ
ir � w2n

ð2Þ
ir � � � � � wln

ðlÞ
ir

¼ 1�
Yl
k¼1

1� aðkÞir

� �wk
;
Yl
k¼1

bðkÞir

� �wk
;
Yl
k¼1

1� aðkÞir

� �wk �
Yl
k¼1

bðkÞir

� �wk

" # ð6Þ

Here nir ¼ ðaIiðyrÞ; bIiðyrÞ; vIiðyrÞÞ ði ¼ 1; 2. . .m; r ¼ 1; 2; 3. . .nÞ.
The aggregated intuitionistic fuzzy decision matrix can be defined as follows:

N ¼

ðaI1ðy1Þ; bI1ðy1Þ; vI1ðy1ÞÞ ðaI1ðy2Þ; bI1ðy2Þ; vI1ðy2ÞÞ . . . ðaI1ðynÞ; bI1ðynÞ; vI1ðynÞÞ
ðaI2ðy1Þ; bI2ðy1Þ; vI2ðy1ÞÞ ðaI2ðy2Þ; bI2ðy2Þ; vI2ðy2ÞÞ . . . ðaI2ðynÞ; bI2ðynÞ; vI2ðynÞÞ
� � �
� � �
ðaImðy1Þ; bImðy1Þ; vImðy1ÞÞ ðaImðy1Þ; bImðy2Þ; vImðy2ÞÞ . . . ðaImðynÞ; bImðynÞ; vImðynÞÞ

2
6666664

3
7777775

N ¼

n11 n12 . . . n1n
n21 n22 . . . n2n
� � �
� � �
nm1 nm2 . . . nmn

2
6666664

3
7777775

ð7Þ

Step 3 Criteria Weights.

Let wk
r ¼ aðkÞr ; bðkÞr ; vðkÞr

n o
be defined as an IFS element denoting criterion Yj by

the kth decision-maker. Then using entropy method [7, 22], the criteria weights are
evaluated as

EIFS
LT ðCrÞ ¼ � 1

m ln 2

Xm
i¼1

airðCrÞ ln airðCrÞþ birðCrÞ ln birðCrÞ½

�ð1� virðCrÞÞ lnð1� virðCrÞÞ � virðCrÞ ln 2�
ð8Þ
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Such that, 1/(m ln2) is fixed with 0�EIFS
LT ðCjÞ� 1 and j = 1, 2, …

n. Accordingly dj, the degree of divergence expected on the intrinsic information
provided on criterion Cj is given as

dr ¼ 1� EIFS
LT ðCrÞ; r ¼ 1; 2; 3; . . .n: ð9Þ

The value of dr represents the inherent contrast intensity of criterion Cr, then the
entropy weight of the rth criterion is

wr ¼ drPn
r¼1 dr

ð10Þ

Step 4 Weighted IFS DMs Opinion—Aggregated Matrix

Now, we construct the aggregated weighted intuitionistic fuzzy decision matrix
using the definition

Z ¼ WT � D ¼ WT � yir½ �m�n¼ yir
� �

where;

W ¼ w1;w2;w3; . . .wr; . . .wnð Þ
yir ¼ air; bir; vir

D E
¼ 1� ð1� airÞwr ; bwr

ir ; 1� ð1� ð1� airÞwrÞ � bwr
irh i; wr [ 0

ð11Þ
Step 5 IFS Deviations

In general, the evaluation criteria R1 and R2 are benefit and loss (cost) criteria,
respectively. dþ and d� denote the Intuitionistic Fuzzy Positive (IFPIS) and Fuzzy
Negative Ideal Solution (IFNIS), which are defined as follows:

dþ ¼ adþW ðCrÞ; bdþWðCrÞ
� �

and d� ¼ ad�W ðCrÞ; bd�WðCrÞ
� �

where

ldþWðCrÞ ¼ max
i

adi:W ðCrÞjr 2 R1

� �
; min

i
ldi:WðCrÞjr 2 R2

� �� �

tdþWðCrÞ ¼ min
i

bdi:WðCrÞjr 2 R1

� �
; max

i
adi:WðCrÞjr 2 R2

� �� �

ld�W ðCrÞ ¼ min
i

adi:WðCrÞjr 2 R1

� �
; max

i
adi:WðCrÞjr 2 R2

� �� �

td�W ðCrÞ ¼ max
i

bdi:WðCrÞjr 2 R1

� �
; min

i
bdi:WðCrÞjr 2 R2

� �� �

ð12Þ
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Step 6 Separation Measures

We now assess the separation between alternatives on IFS using distance
measures [2, 12]. These separation measures, dIFSðdi; dþ Þ; dIFSðdi; d�Þ, are calcu-
lated using intuitionistic Euclidean distance [14] for each alternative from
Intuitionistic Fuzzy Positive Ideal and Negative Ideal Solutions to finally get the
ranks of each alternative

dIFSðdi; dþ Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

r¼1
adiW ðCrÞ � adþW ðCrÞð Þ2 þ bdiW ðCrÞ � bdþW ðCrÞ

	 
2þ vdiW ðCrÞ � vdþWðCrÞ
	 
2h ir

dIFSðdi; d�Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

j¼1
adiWðCjÞ � ld�WðCrÞ
	 
2 þ bdiW ðCrÞ � bd�WðCrÞ

	 
2 þ vdiWðCrÞ � vd�W ðCrÞ
	 
2h ir

ð13Þ

Step 7 Closeness Coefficient

Now the closeness coefficient of an alternative di from its IFPIS dþ
i is defined as

follows:

CCiþ ¼ dIFSðdir; d�i Þ
dIFSðdii; dþ

i Þþ dIFSðdii; d�i Þ
; where; 0�CCiþ � 1; i ¼ 1; 2; 3; . . .m:

ð14Þ

So based on the CCiþ value, the alternatives are ranked in a descending order
highlighting the closeness to IFPIS. So the alternative with the highest CC value is
chosen as the best.

Step 8 Alternatives Rank

Based on the CCiþ values, the ranking is assigned based on its decreasing order.

3 Empirical Illustration—Which Cloud Solution
for Big Data Projects?

Corporates, big or small sized, today are seemingly worried about managing their
data. The three most important concerns facing them include: e-governance, busi-
ness continuity and security. Although the literature provides for several other
criteria we tend to restrict our study to these three main criteria and assume that the
rest of the criterions like monitoring system, IT capital expenditures, implemen-
tation cost, confidentiality, etc. can always be subcategorized into the three criteria
chosen for this study. Using these three important criteria as the basis of our
proposed hybrid methodology, we provide for an interesting framework to help
decision-makers evaluate five cloud solutions currently available in the market to
help them analyze big data projects. Our hybrid approach as explained in the last
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section is based on the intuitionistic fuzzy and entropy method wherein the idea is
to aggregate decision-maker’s opinions about the solutions considering the short-
listed criteria and develop a ranking methodology using TOPSIS to help managers
select the most effective solution for their big data projects need. The five existing
market players: Amazon, HP Cloud, Google, Rackspace, and Microsoft Azure are
shortlisted and evaluated using our proposed methodology based on the three
selected criteria: e-governance, business continuity, and security.

Step 1 Decision-Makers Weights

The importance of each decision-maker is calculated using Eq. (5) and the
linguistic terms presented in Table 1. These weights are shown in Table 2.

One of the key features of making use of the intuitionistic fuzzy based
methodology is to incorporate each decision-makers weight in the decision-making
process. As a matter of fact, no one expert is capable of taking an objective decision
based on his experience but can truly provide useful insights into the process
depending on his capabilities. IFS ensures that their individual capabilities are well
thought of while making use of their judgments in the process.

Step 2 IFS-Based DMs Opinion—Aggregated Matrix

Using linguistic terms presented in Table 3, DMs opinion of each alternative
based on the selected criteria is recorded, Table 4 and the final aggregated matrix is
shown in Table 5 obtained using Eq. (7).

Step 3 Criteria Weights

Now, we compute the weights of each criterion by applying entropy method
using Eqs. (8)–(10) and the results are shown in Table 6. Clearly, the inherited
uncertainty in assigning weights to the criteria is handled by making use of the
entropy function. To evaluate weights of each criterion, we calculate divergence
using Eq. (9). By making use of these average distance measures, we then evaluate
the criteria weights using Eq. (10) which includes the inherited uncertainty in
deciding these weights along with average intrinsic information.

Table 1 Linguistic terms

Linguistics
terms

Very important Important Medium Unimportant Very unimportant

IFNs a 0.9 0.75 0.5 0.35 0.1

b 0.1 0.2 0.45 0.6 0.9

Table 2 Decision-makers
weights

wi

I II III

Very important Medium Important

0.406 0.238 0.356
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Step 4 Weighted IFS DMs Opinion—Aggregated Matrix

We now construct the aggregated weighted intuitionistic fuzzy decision matrix
that includes: (1) importance of each decision-maker; (2) weights assigned to each
alternative by DMs; (3) aggregated decision matrix including both importance of
each DM and weights assigned by them to each alternative; and (4) weights of each
criterion based on inherited uncertainty using entropy. This proposed aggregated
weighted IFS-entropy based decision matrix is constructed using Eq. (11) and the
results are shown in Table 7:

Step 5 IFS Deviations

Now, the IFPIS and IFNIS are evaluated in order to prioritize the alternatives
based on their closeness to the ideal solutions. We now make use of Eq. (12) and
evaluate both the positive and negative ideal solutions and the results are shown in
Table 8:

Step 6 and 7 Separation Measures and Closeness Coefficient

Finally, negative and positive separation measures of each alternative along with
their closeness coefficients, Table 9, are calculated using Eqs. (13) and (14).

Stage 8 Alternatives Rank

Final ranking based on CCi+’s is: Google>Amazon>Rackspace>HP
Cloud>Microsoft Azure.

4 Conclusion

In the last two decades, several applications of Intuitionistic Fuzzy Sets as a
Multi-Criteria Decision-Making approach have been proposed in wide areas of
engineering and management. In this paper, we propose a hybrid intuitionistic
entropy based decision-making model with TOPSIS to evaluate and rank the most
suitable cloud solution for big data projects implementation. In information theory,
entropy as a measure has been used in relation to the average information available
for a source. With the help of Intuitionistic Fuzzy Set theory, we first assign
importance to the decision-makers and evaluate the importance of each alternative
over predefined criteria. Then based on the principle of entropy, the optimal criteria
weights are obtained using Shannon’s entropy method. We then make use of IFWA
operator to create an aggregated weighted intuitionistic fuzzy and entropy-based
matrix. Finally, relatively best alternative is chosen based on the classical TOPSIS
methodology. The proposed hybrid model stands apart from the existing MCDMs
in literature because of its simple application procedure and how the introduction of
objective entropy weight in an intuitionistic fuzzy environment with TOPSIS can
help rank various alternatives.
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Table 5 Intuitionistic fuzzy aggregated matrix

Stage 2 e-Gov Business continuity Security

a b v a b v a b v

Aggregated
IF decision
matrix
based on
DM

Amazon 0.728 0.17 0.102 0.626 0.272 0.102 0.78 0.118 0.102

HP Cloud 0.596 0.302 0.102 0.605 0.292 0.103 0.644 0.254 0.102

Google 0.849 0.1 0.051 0.78 0.118 0.102 0.769 0.128 0.103

Rackspace 0.663 0.236 0.101 0.538 0.361 0.101 0.746 0.151 0.103

MS Azure 0.562 0.337 0.101 0.462 0.438 0.1 0.668 0.231 0.101

Table 6 Criteria weights

Criteria e-governance Business continuity Security

Entropy ðEIFS
LT ðCrÞÞ 0.7957 0.8793 0.7285

Distance measure ðdrÞ 0.2043 0.1207 0.2715

Weights ðwrÞ 0.3425 0.2024 0.4551

Table 7 Aggregated weighted IF decision matrix

Stage 4 e-governance Business continuity Security

a b v a b v a b v

Aggregated
weighted
IFS-entropy
decision
matrix

Amazon 0.3598 0.545 0.0952 0.1805 0.7683 0.0512 0.498 0.3781 0.1239

HP Cloud 0.2669 0.6636 0.0695 0.1714 0.7795 0.0491 0.375 0.536 0.089

Google 0.4766 0.4545 0.0689 0.264 0.6489 0.0871 0.4867 0.3924 0.1209

Rackspace 0.311 0.6099 0.0791 0.1447 0.8137 0.0416 0.464 0.423 0.113

MS Azure 0.2463 0.689 0.0647 0.1179 0.8461 0.036 0.3946 0.5133 0.0921

Table 8 IFPIS and IFNIS

Stage 5 e-governance Business continuity Security

a b v a b v a b v

dþ 0.201943 0.429374 0.337811 0.298996 0.451199 0.201943 0.429374 0.337811 0.298996

d� 0.086031 0.008562 0.205006 0.033716 0.000909 0.086031 0.008562 0.205006 0.033716

Table 9 Separation measures and closeness coefficient

Separation
measures and
closeness
coefficient

Amazon HP
Cloud

Google Rackspace MS
Azure

dIFSðdi; dþ Þ 0.4494 0.6553 0.5812 0.5468 0.6717

dIFSðdi; d�Þ 0.2933 0.0925 0.4528 0.1836 0.0302

CCiþ 0.3949 0.1237 0.4379 0.2514 0.043
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The Role of Website Personality
and Website User Engagement
on Individual’s Purchase Intention

Kokil Jain and Devnika Yadav

Abstract Purpose: The paper aims to understand the effect of website personality
and website user engagement on an individual’s purchase intention in an online
purchase environment. Design/Approach/Research Methodology: A total of 221
valid online questionnaires were utilized to empirically test the research model
using multiple regression approach. The study sample includes online shoppers
who performed shopping via Internet medium. Findings: The study deduced that
there exists an impact of website personality and website user engagement on
individual’s purchase intention, although the interaction differs for each of the
following dimension of personality trait—solidity, enthusiasm, genuineness,
sophistication, and unpleasantness. Originality/Value: The study has been con-
ducted in National Capital Region of India. There have been very few researches
conducted in the region where website personality has been taken as an important
dimension to understand its role in purchase probability. Also, studies conducted
otherwise, have not included the interaction of website personality and user
engagement on purchase intention.

Keywords Website’s personality � Purchase intention � Website user engagement

1 Introduction

The growing Internet era and the technologies revolving around it have opened a lot
of doors for advertisers to promote their websites and create an image of their
brands in the eyes of the customers. Developments in electronic technology have
increased the exposure of consumers to websites and digital brands. They have
become aware of the variety that is being offered to them. Today Internet is easily
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available to everyone. The growing dependency on technology has made it a
necessity more than just a facility. Advertisers today have become aware of this
trend and are willing to use this is as an opportunity.

E-commerce has changed the way people shop today. Without having to step out
of the house, people can order for clothes, shoes, accessories, groceries, electronics
goods, etc. Many websites like Amazon, Flipkart, Snapdeal, etc. have managed to
create a brand out of their name. There are a few websites that have been able to
build a relationship with the customer. There are many factors that lead to this for
example price sensitivity, payment options, versatility of goods provided, quality of
products, website’s user interface, etc. The interaction of the website and user builds
a relationship that could probably define the future customer brand relationship.

The users unknowingly relate to the brand, store, or the retail website with
certain human personality traits. Therefore, it becomes essential for marketers to
identify what personality they want their brand or website to embody so that the
user can build a relationship with them based on the congruity that exists between
the personality of the user and that of the website leading to a synergistic
relationship. It becomes important to understand what is brand personality and
website personality. For a retail website, it all ends up on how much a customer
feels comfortable to purchase from the website. The paper is an attempt to
understand the role of website personality on user engagement and purchase
intention. The study is probably one of its kind done on Indian audience and can
further be utilized to create effective websites for the brands.

2 Literature Review

The earliest research that discussed the product personality concept dates back to
[27] that was done by Martineau (1957). The researches that followed focused on
identifying own self [3] or the ideal-self [25] or just a few characteristics [20] using
a brand. Experts view brand identity as a key approach to separate the brands’
exclusiveness [6].

Many studies recommended that higher the similarity between human traits
stronger is the inclination towards the brand [26]. Sites are likewise a type of ad [14,
38], which serves as a characteristic transporter of the brand. In the past, there have
been number of studies done to comprehend brand identity and furthermore its
linkage with site identity. There have been scales that have been produced to
quantify brand identity and site identity.

2.1 Human Personality

It can be defined as the characteristic traits portrayed by people that make them carry on
and respond distinctively to their environment. Thus, these attributes help advertisers
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and researchers to understand the consumer’s behavior [24]. Purchasing choices
depend on the attributes reflected by the human personality. Henceforth knowing about
these can help marketers plan better personalities for their brands [6, 18].

The marketplace on the Internet cannot be felt physical and henceforth creating a
website personality through simple visual impact becomes essential [6].

When consumers associate with computers, they tend to view the computers
personality characteristics as “real” [28]. Hence, it becomes difficult to associate
human characteristics with the virtual interface of the computer [6].

This specific research aims at understanding how human personalities would
relate with the Internet as a marketplace.

2.2 Brand Personality

A brand personality is a collection of distinctive human attributes connected with a
brand [1]. While creating a website personality, it becomes distinctly important to
incorporate brand personality as well as investigate the contrast between the brand
and website personality. Aaker [1] defined brand personality in terms of five
dimensions—sincerity, excitement, competence, sophistication, and ruggedness.
These dimensions were further divided into different facets which were as follows—
Sincerity (down to earth, wholesome, cheerful, honest), excitement (Daring, imag-
inative, daring, up to date, spirited), competence (reliable, intelligent, successful),
sophistication (upper class, charming), and ruggedness (tough, outdoorsy).

The main contrast between human personality and brand personality is how it is
framed. While human personality attributes are inferred on the premise of an
individual’s behavior, physical qualities, states of mind, attitudes, and demographic
characteristics [30], the view of brand identity characteristics is shaped on the basis
of direct or indirect contact the consumers have with the brand [31].

Researchers have tried to relate a wide variety of marketing factors to various
theories of personality. The factors considered include product usage [7, 41],
decision behavior [19, 42], purchase behavior [11, 12, 21], brand loyalty [4],
innovative buying behavior [5, 10], response to advertising and design features [17,
43], and product acceptance and rejection [9] as cited in Chen and Rodgers [6].

Famous personalities like celebrities, politicians, athletes, etc. likewise add to the
image of the brand in the conscious of the buyer. Purchasers likewise relate one’s
self with the brand [13]. These help in shaping the overall identity of the brand and
thus a distinctive personality. The marketers tap on this behavior for having an
impact on the psyches of the consumer.

2.3 Website Personality

Recent studies suggest that website design should not restrict itself as just a medium
for interface; rather it should have deeper and more engaging connections through
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website personality characterization, e.g., Leen et al. [22]. According to Ailawadi
and Keller [2], the importance of creating a unique and strong personality cannot be
undermined as it serves as major differentiating parameter creating a strong com-
petitive edge in marketplace where offerings are almost similar. A similar strategy
will work in an online retail environment as well where the market is slowly
treading towards saturation. The strength of relationship between website person-
ality and involvement of the customer was further established through the research
carried out by Shobeiri et al. [37].

d’Astous and Levesque [8] established through their research that just like the
brand personality, a store also expresses a human personality trait. They argued that
brand personality dimensions cannot be fully applied to the store personality. They
further argued on the importance of the quality of interactions done by salesperson
in defining store personality. They suggested that store personality also has a
negative dimension that requires separate attention from the overall brand per-
sonality construct.

A retail website also has its own kind of interactions with the consumer. It
provides special offers and discounts, recommendations according to the consumers’
previous purchases, handles complaints and grievances, helps out with the solution
of one’s problem, and offers various payment options and much more. All these are
very similar to what the offline stores offer to the customer. However, in an online
store, the personality is considered for a virtual store which is not physically present.

There were special scales that were developed by researchers to measure the
personality of the website. Chen and Rodgers [6] developed a website personality
scale by investigating the presence of human and brand personality attributes as
well as information characteristics in over 100 websites. They tried to understand
the impact of the personality traits on relationship, intention, satisfaction, comfort,
and value of the customers with the E-Retailers website. The factors they used were
intelligent, fun, organized, candid, and sincere.

According to Shobeiri et al. [37], there exists a relationship between website
personality and two variables of e-retailing websites, site involvement and site
attitude. Their research was based on the factors that determined the consumer
attitude toward the site. While enthusiasm has a positive effect, unpleasantness had
a negative influence on the customer’s attitude towards the site. Some other
dimensions they considered influenced only site attitude (genuineness), site
involvement (solidity), or neither of the two (sophistication). Poddar et al. [32]
adapted the concept of brand/store personality to Internet marketing by investi-
gating the effects of website personality on perceived Web site quality and con-
sumer purchase intention.

2.4 Website’s User Engagement

The studies done by O’Brien and Toms [29] created and assessed a scale to quantify
consumer’s engagement in online shopping situations. Usability and involvement
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were seen as essential parts of the way show that the connections between aes-
thetics, novelty, and focused attention with the result variable, endurability. By and
large, the six variables recognized were altogether interconnected, exhibiting that
there is a need to the outline a process to consider—the entire consumer experience
as opposed to—a single dimension [33].

Tractinsky [40], Tractinsky et al. [39], and also Schenkman and Jönsson [36],
have also shown how the aesthetic qualities of interfaces impacted the consumers’
judgments on the usage towards the website. According to them, the various
components of experience must be examined simultaneously and identified with
each other, and presume that engagement, a nature of consumers’ involvement with
innovation, is a multidimensional construct. As indicated by O’Brien and Toms
[29], engagement is a nature of user’s involvement with innovation which has a
multidimensional construct.

These dimensions of website’s user engagement will be utilized as a part of the
study and will attempt to comprehend the ramifications of the dimensions of
website personality on the dimensions of website’s user engagement and in turn on
purchase intention of the consumer.

2.5 Purchase Intention

The intent to buy certain products refers to as purchase intention. This has been
conceptualized very well by Yoo and Donthu [44]. Despite the fact that websites
qualities have been distinguished [15] and used by various marketing researchers
[14], a considerable number of the attributes are similar. Websites qualities help to
decide how people see and process webpage content [35] and fill in as determinants
of site adequacy and buying goals [6].

3 Model Discussion and Hypothesis Development

3.1 Website Personality, Website User Engagement
and Purchase Intention

In line with the above discussion, it can be said that a website with a strong and
appealing personality will have a positive impact on the user’s engagement toward
the website and purchase intention of the user. The paper aims to investigate the
user’s opinion about the website personality and its effect on the user’s engagement
and purchase intention. Also, the research model proposes to study the relationship
between the users’ engagement and their purchase intention.

Poddar et al. [32] adapted the concept of brand/store personality to Internet
marketing by investigating the effects of website personality on perceived website
quality and consumer purchase intention. The model was tested on apparel

The Role of Website Personality and Website User Engagement … 351



websites using data from multiple sources. In the present research, similar model
has been utilized to understand the relationship between website personality and
purchase intention. The research will draw a relationship between five personality
dimensions—enthusiasm, solidity, genuineness, sophistication and unpleasantness,
and purchase intention. But, the novelty of this research lies in the fact that website
personality interactions have also been studied independently on website user
engagement.

Thus, following hypotheses are proposed.
H1: Website Personality affects Website User Engagement

H1a: The perceived solidity of the website has an impact on website user
engagement
H1b: The perceived enthusiasm of the website has an impact on website user
engagement
H1c: The perceived genuineness of the website has an impact on website user
engagement
H1d: The perceived sophistication of the website has an impact on website user
engagement
H1e: The perceived unpleasantness of the website has an impact on website user
engagement.

H2: Website Personality has an impact on the purchase intention of the user

H2a: The perceived solidity of the website has a positive effect on purchase
intention of the user.
H2b: The perceived enthusiasm of the website has a positive effect on the purchase
intention of the user.
H3c: The perceived genuineness of the website has a positive effect on the purchase
intention of the user.
H3d: The perceived sophistication of the website has a positive effect on the pur-
chase intention of the user.
H3e: The perceived unpleasantness of the website has a negative effect on the
purchase intention of the user.

3.2 Website User Engagement and Purchase Intention

In line with the discussion in the previous section, the website’s user engagement
also has been researched to have an impact on the individual’s purchase behavior.
The research done by O’Brien and Toms [29] developed and evaluated the relia-
bility and validity of a scale to measure user engagement in online shopping
environments. Perceived usability and felt involvement were integral components
of the path model that mediated the relationships between Aesthetics, novelty, and
focused attention with the outcome variable, endurability. Overall, the six factors

352 K. Jain and D. Yadav



identified were all interconnected, demonstrating that there is a need during the
design process to consider the whole user experience rather than a single dimension
[33].

The dimensions of website’s user engagement that were identified by O’Brien
and Toms [29], were: Perceived usability, aesthetics, focused attention, felt
involvement, novelty, and endurability.

The present research aims to explore the relationship that the dimensions of
website user engagement have on the individual’s intention to purchase from the
website. Thus, the following hypotheses are proposed
H3: Website User Engagement has an impact on the purchase intention of the
user

H3a: The perceived focused attention of the user towards the website has a positive
effect on the purchase intention of the user.
H3b: The perceived usability of the user toward the website has a positive effect on
the purchase intention of the user.
H3c: The perceived aesthetics of the website has a positive effect on the purchase
intention of the user.
H3d: The perceived endurability of the user towards the website has a positive effect
on the purchase intention of the user.
H3e: The perceived novelty of the website by the user has a positive effect on the
purchase intention of the user.
H3f: The perceived involvement of the user with website has a positive effect on the
purchase intention of the user.

Figure 1 summarizes the conceptual model.

WEBSITE USER 
ENGAGEMENT 

FOCUSED   
ATTENTION 

PERCEIVED 
USABILITY  

AESTHETICS  

ENDURABILITY  

NOVELTY  

INVOLVEMENT 

WEBSITE PERSONALITY 

SOLIDITY 

ENTHUSIASM 

GENUINITY 

SOPHISTICATED 

UNPLEASENTNESS 

PURCHASE 
INTENTION H1

H3 

H2

Fig. 1 Conceptual model
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4 Research Methodology

In order to understand the personality of the e-retail website and how these per-
sonalities affect the purchase intention and the web user engagement, a question-
naire was developed with the help of the literature review. Data were collected
using the survey Monkey online application. A total of 250 questionnaires were
sent, out of which 221 were included in the final calculation of results as the rest
were incompletely filled. The survey was conducted in and near Amity University,
Noida. The survey consisted of student, employees, and a few nonworking people.
Majority were students since they are active shoppers and web users [23, 44]. This
survey was sent to them through a web link using the WhatsApp application. This
method was most appropriate because of its convenience as well as it directly
reached its target audience. These were the people that used e-commerce the most.
Each of the participants in this survey was made to contemplate on their recent
purchases and based on that answer the survey appropriately. The participants were
allowed to choose their own e-retailer website so that they could relate more
towards the questions. The responses that were incomplete were eliminated. To
measure website personality, 11-item personality scale developed by Poddar et al.
[32] was used.

5 Hypothesis Test and Discussion

The framed hypotheses were tested using SPSS 21. Stepwise regression was con-
ducted to test the relationship between dimensions of website personality and
purchase intention and website user engagement and purchase intention. Pearson
correlation was done to test the relationship between website personality and
website user engagement.

5.1 Website Personality and Website User Engagement

The results of stepwise regression on dimensions of website personality and website
user engagement presented a statistically significant model, F (4, 216) = 102.373,
p < 0.05 (Refer Appendix, Table 1). The R2 value of the model is 0.652 (Refer
Appendix, Table 2).

The dimensions of website personality which defined website user engagement
as deduced from the results were solidity (ß = 0.247, p < 0.05), genuineness
(ß = 0.237, p < 0.05), sophisticated (ß = 0.288, p < 0.05), and unpleasantness
(ß = 0.346, p < 0.05) (Refer Appendix, Table 3). Thus, we accept hypothesis H1b
and H1c.
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The results failed to produce any significant relationship between enthusiasm
dimension of website personality and website user engagement.

Thus, Hypotheses H1b stands rejected.
The results majorly support the role of website personality on user engagement

thus stressing the role of unique personality creation for the website so as to
increase user engagement which finally increases the probability of purchase. The
results also clearly identify the aspects of website personality which will specifi-
cally have an impact on user engagement.

5.2 Website Personality and Purchase Intention

The results of stepwise regression on dimensions of website personality and pur-
chase intention presented a statistically significant model, F (2, 218) = 102.373,
p < 0.0005 (Refer Appendix, Table 4). The R2 value of the model is 0.484 (Refer
Appendix, Table 5).

The dimensions of website personality which defined purchase intention as
presented in the results were genuineness (ß = 0.389, p < 0.05) and enthusiasm
(ß = 0.373, p < 0.05) (Refer Appendix, Table 6). Thus, we accept hypothesis H1b
and H1c.

The results failed to produce any significant relationship between other three
dimensions of website personality, i.e., solidity, sophistication and unpleasantness,
and purchase intention.

Thus, Hypotheses H2a, H2d, and H3e stand rejected.
It can be further concluded that although website personality traits—solidity,

genuineness, sophistication, and unpleasantness affect website user engagement,
but when it comes to purchase intention, enthusiasm and genuineness are the main
predictors.

The results identifying enthusiasm as one of the main predictors of purchase
intention shows that the fun element of the site is an important predictor in mea-
suring whether the user will purchase from the website or not. Previous researches
have also shown that exciting and fun websites have a far greater influence on the
customer’s attitude toward the site in comparison to the other dimensions [37, 44].

Genuineness emerged as a factor influencing purchase intention. This shows that
it is important for customers to be able to trust the website they are purchasing from
or the intent to purchase from. This factor is also significant because the products
that one intends to purchase are not physically present in order to decide the quality
of the product. Hence, the customer puts his/her faith in the website and makes the
purchase. The website therefore should develop a relationship with the customer
that is based on honesty and trust.
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5.3 Website User Engagement and Purchase Intention

The results of stepwise regression on dimensions of website user engagement and
purchase intention presented a statistically significant model, F (2, 218) = 206.984,
p < 0.0005 (Refer Appendix, Table 7). The R2 value of the model is 0.655 (Refer
Appendix, Table 8).

The dimensions of website personality which defined purchase intention as pre-
sented in the results were endurability (ß = 0.595, p < 0.05) and novelty (ß = 0.457,
p < 0.05), (Refer Appendix, Table 9). Thus, we accept hypothesis H2d and H2e.

The results failed to produce any significant relationship between other four
dimensions of website user engagement (i.e., focused attention, perceived usability,
aesthetics, and involvement) and purchase intention.

Thus, Hypotheses H3a, H3b, H3c, and H3f stands rejected.
Thus, it can be concluded that endurability which includes providing a

rewarding and successful shopping experience to the consumer is one of the major
predictor intention to purchase. Also, novelty which induces curiosity and presents
individual with a unique experience results in the final purchase.

6 Marketing Implications and Limitations

The Indian consumer is getting more comfortable with online shopping and
therefore it becomes imperative for marketers to understand in depth the factors
affecting their attitude and purchase intention towards a particular website. As the
results of the research suggest that genuineness and enthusiasm are important
website personality traits that drive purchase, marketers should have design and
experience elements which help to build the desired personality traits. Similarly, the
research helps to understand dimensions of user engagement which leads to indi-
viduals purchasing from the website.

A major insight for marketers from this research is that website dimensions which
effect website user engagement and purchase intention are not perfectly similar. For
example, sophistication of the website might result in enhanced user engagement, but
would not result in purchase. Therefore, marketers need to clearly identify traits
governing both these important factors and thus accordingly design their websites.

The research provides a better understanding of the underlying dimensions defining
interaction of an individualwith thewebsite and therefore givesmajor understanding of
the important points to be considered while designing effective websites.

The limitation of this study is the small size of the sample, i.e., 221 and also the
respondents are from NCR region. These two limitations restrict the generalization
of the results to entire consumer base involved in online shopping in India.
Therefore, future studies should test the findings on a wider audience. Democratic
factors like age and gender can also be included in the study to understand their
interaction with the website personality.
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Annexure

See Tables 1, 2, 3, 4, 5, 6, 7, 8 and 9.

Table 1 ANOVA results—website personality and website user engagement

ANOVAa

Model Sum of squares df Mean square F Sig.

4 Regression 101.153 4 25.288 101.222 0.000b

Residual 53.963 216 0.250

Total 155.116 220
aDependent variable: website user engagement
bPredictors: (constant), genuineness, unpleasantness, sophistication, solidity

Table 2 Model summary—website personality and website user engagement

Model R R square Adjusted
R square

Std. error of the
estimate

Change
statistics

Durbin
Watson

R square
change

3 0.808 0.652 0.646 0.499830 0.031 2.057

Predictors: (constant), genuineness, unpleasantness, sophistication, solidity
Dependent variable: website user engagement

Table 3 Results of stepwise regression between website personality and website user engagement

Factors Unstandardized
coefficients

Standardized coefficients T Sig.

B Std. error Beta

(Constant) 0.726 0.205 3.546 0.000

Genuineness 0.162 0.044 0.237 3.696 0.000

Unpleasantness 0.224 0.027 0.346 8.203 0.000

Sophistication 0.221 0.044 0.288 5.075 0.000

Solidity 0.182 0.041 0.247 4.389 0.000

Table 4 ANOVA results—website personality and purchase intention

ANOVA

Model Sum of squares df Mean square F Sig.

2 Regression 168.327 2 84.163 102.373 0.000a

Residual 179.224 218 0.822

Total 347.550 220

Dependent variable: purchase intention
aPredictors: (constant) genuineness, enthusiasm
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Table 5 Model summary—website personality and purchase intention

Model R R square Adjusted
R square

Std. error of the
estimate

Durbin-Watson

2 0.696a 0.484 0.480 0.90671 2.134

Dependent variable: purchase intention
aPredictors: (constant) genuineness, enthusiasm

Table 6 Results of stepwise regression between website personality and purchase intention

Factors Unstandardized
coefficients

Standardized coefficients t Sig.

B Std. error Beta

Genuineness 0.389 0.081 0.380 4.799 0.000

Enthusiasm 0.373 0.083 0.356 4.495 0.000

Table 7 ANOVA for website user engagement and purchase intention

ANOVAa

Model Sum of squares df Mean square F Sig.

2 Regression 227.662 2 113.831 206.984 0.000b

Residual 119.889 218 0.550

Total 347.550 220
aDependent variable: purchase intention
bPredictors: (constant), endurability, novelty

Table 8 Model summary for website user engagement and purchase intention

Model summarya

Model R R square Adjusted
R square

Std. error of the
estimate

Durbin-Watson

2 0.809b 0.655 0.652 0.74159 1.958
aPredictors: (constant), ENDURABILITY_INDEX, NOVELITY_INDEX
bDependent variable: PURCHASE_INTENTION_INDEX

Table 9 Results of stepwise regression between website user engagement and purchase intention

Factors Unstandardized
coefficients

Standardized coefficients t Sig.

B Std. error Beta

(Constant) 0.246 0.259 0.951 0.343

Endurability 0.595 0.073 0.455 8.155 0.000

Novelty 0.427 0.056 0.422 7.560 0.000
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Impact of Social Media on Society—
Analysis and Interpretation

Gurinder Singh, Loveleen Gaur and Kumari Anshu

Abstract Since ages, forms of media and technology have endured drastic mod-
ification referring to transformation in time, necessities, upgradation of technology,
using comfort within one’s means, availability, etc. Media aids in disseminating
evidences, sensitizing, and instructing people. Social media is rendered to be the
succeeding groundbreaking upheaval in the field of human communication. The
research paper studies the influence of social media on the Habits and conducts of
the community/public. Study is conducted to check the significance of social media
on lives of various sections of populaces, causes for the advancements in social
media, professional prospects accessible with this progression in social media, etc.
Social media has transformed the standards of understanding, learning, interface,
media habit, and usage for individual adults as well as the teenagers. Utilization of
social media by businesses and working professionals for advertising, communi-
cating, and networking is also emphasized in this paper. The prospects of latest
communication trends have sown its seeds in the form of current social media
disruption. With the help of this paper, we purpose to understand and decode the
shifting forms of communication by the usage of social media.

Keywords Social media � Networking � Social lives � Digital marketing

1 Introduction

In today’s world, knowledge is supreme. Social media is a platform which provides
ideas, awareness, information, and knowledge of the latest trends to people.
Nowadays, social media acts as a significant instrument in persuading our princi-
ples, believes, attitude, behaviour, lifestyle, and our holistic viewpoint towards the
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world. Social media is a novel stage that draws people from all around the world to
interchange their thoughts, associate with, share and rally for a reason, search out
for recommendations, and offer advices and assistance.

Usage of social media has gone up significantly. In India, smartphone infiltration
has increased immensely. It is projected to reach 520 million by the year 2020, and
this will rank India among the largest smartphone using economies in the world.
With the advent of increased usage of smartphone, the broadband infiltration is also
bound to surge from 14 to 40% by the year 2020. The usage of Internet in
smartphone was at 1.73 EB per month (nearly 69% of entire smartphone Internet
use), and this figure is expected to grow 10 times by 2019 and a CAGR of 60%. It is
also expected that Internet usage traffic on Tablets will also raise 20 times from
2014 till 2019, and a CAGR of 83%, to reach 3.2 EB per month [1].

Social media is a remarkable publicizing tool too. In lieu of the incredible con-
sumer base growth in social media, businesses have started exploiting this medium
for merchandise marketing through promotions, where they endorse brands, talk over
about the attributes, and generate cognizance among people [2]. Although social
media has conveyed countless positives, allowing us to unite virtually with our
friends and families across the sphere, letting us disrupt borders and cultural barri-
cades. But at the same time, social media comes with a cost tagged to it. It shows an
undesirable effect on day-to-day lives, as the amalgamation of seclusion and universal
spread has weathered our ethos. Social media is taking away our belief, conviction,
hope, and security which we used to have in each other [3]. The Internet has always
been a disruptive power which affects the dissemination and consumption network
for major media segments. Statistics from the surveys have revealed that in past 4
years, there has been an enthralling upswing in the time that individuals devote on
social media in countries like America and the UK [4], [5]. This is shown in (Fig. 1).
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Fig. 1 Real time spent on different media sources in minutes per day for an average adult
(minutes per day). Source eMarketer
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2 Literature Review

There are bearings of social media on different sections of the society, youngsters,
juveniles, and families. These sites are used to pool resources on class assignments
with their friends and mates and cherish the expansion of the arena of their cre-
ativity, imagination, and pioneer thinking [6]. But at the same time, it also has its
gloomy face in the form of cyber harassment, setting, Facebook dejections,
blackmails, stalking, etc. [7].

The subject on the worth and usefulness of social networking and the reason the
teenagers are using them is studied. The research elucidates on a methodology
which will further assist in striking an equilibrium between social media and their
studies [8].

According to the study, the children of different age groups and in various parts
of the country devote ample amount of time on social media. The parents are also
beginning to generate an amiability for the technology along with their kids at an
early stage of life [9].

This paper focused on knowing if the pupils were reading right kind of digital
content, there is a principal problem in the changeover between old-style textbooks
and digital content. It was found that students do not buy books anymore [10]. So,
an appropriate device should be in place to check if the pupils are reading these
digital subjects or not.

In the paper, efforts are made to discover the repercussions on domestic culture
adaptation process occurring due to social media. The conclusion was also enthused
that the people sustain and flourish their associations and connections with the help
of social media [11].

According to the paper, the role of Internet in social life was found. It was
concluded that Internet is exclusive and nonpareil, has quality alteration abilities as
a channel, and also possesses the capacity to generate a connection and association
with same likings, principles, integrities, beliefs, and values that could inspire
confidence and assertiveness [12].

The discussion paper suggested that media has a critical role in education and
administrative side of the story is required for connecting education policy and
communication policy [13]. An appropriately formulated set of plans are needed to
instruct and coach parents, child care, and preschools for wholesome growth of kids
by application of media and technology.

This white paper deliberates the influence of digital media. They established that
transformation is relentless in digital media. Innovative channels are evolving and
getting attached to already prevailing formats [14].

An investigation to scrutinize the composite and multifaceted nature of social
media is done in this paper. The main concentration was on the evolution of
services in the field of social media, and on the study of their consequences [15].

According to study [16], customers prefer to share music, technological related,
and funny contents on social media platforms.
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3 Objectives of Study

1. To study the emerging trends of social media.
2. To analyze the influence of social media on the lives of people.
3. To assess the factors influencing the usage of social media.
4. To explore the emerging promotional opportunities due to social media.

4 Research Methodology

The study has been deliberated to have a combination of secondary and primary
research. Secondary research is carried out through the study of research papers.
Quantitative study is carried out through a structured survey of the respondents to
understand the impact of social media on their lives. Interviews were carried out
with the help of structured questionnaire of respondents which majorly consisted of
Likert and rank order scale based questions on their day-to-day habit and usage
design or experience with social media.

4.1 Hypothesis

1. Ho1: Social media has impact on the personal lives of the people.
2. Ho2: Social media is a bane for students.
3. Ho3: Social media is effective for advertising.
4. Ho4: Social media is the principal source of engagement during leisure.

4.2 Analysis and Interpretations

This research paper implicit a principal study done on 168 respondents. Responses
were collected from 180 respondents out of which only 168 qualified for further
analysis. This number consists of male gender and female gender in the ratio of 4:3
(Table 1). Further, the data collected from sample have 43% students and 57%
working members, engaged either in services or business. These are the people
among whom social media is very popular and are mostly in the age bracket of 22–
25 years.

From the analysis it is inferred that as a medium for accessing social media,
mobiles are preferred as compared to computers (Fig. 2).
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4.3 Testing of Hypothesis

Ho1: Social media has impact on the personal lives of the people.

From the investigation of the information gathered from the respondents utilizing
multiple regression, a model summary is acquired (Table 2), where the estimation
of adjusted R square is >0.40, i.e., online networking is considered to affect the
existence of individuals and over 40% respondents in the sample are impacted by
web-based social networking. The estimation of adjusted R square is 0.448. The
significance level is <0.05 and F value is 46.26. Thus, we can infer from the
analysis that social media has an impact on the individual existences of the general
population. Consequently, we accept the null hypothesis.

Table 1 Descriptive/frequency distribution

Variable Frequency Percent

Age group 18–21 years 12 7.1

22–25 years 96 57.1

26–29 years 43 25.6

42–45 years 17 10.2

Occupation Service 53 31.5

Business 45 26.8

Student 70 41.7

Gender Male 96 57.1

Female 72 42.9

79%

21%

Mobile

Computer

Fig. 2 Medium preferred for accessing social media. (Source Author’s interpretation from data
analysis)
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Y ¼ aþ b1X1 þ b2X2 þ b3X3

Y ¼ �0:593þ 0:335 Genderð Þþ 0:596 Occupationð Þþ 0:434 Ageð Þ ð1Þ

Analysis shows that social media greatly impacts the personal lives of the
people. It is also concluded from the research work that the smartphones are the
most preferred device for accessing social media. Other devices that were high-
lighted were mobile with Internet and tablet. Among the various social media
technologies used for accessing social media, Twitter and social media sharing are
the most popular among the respondents. If we try to find the major activities that
are performed by people on their smartphones then gaming, talking, and social
networking appear to be the most performed activities.This is shown in (Fig. 3).

Table 2 Summary of analysis for social media impact on the personal lives of the people

Model Unstandardized
coefficients

Standardized coefficients t Sig.

B Std. error Beta

(Constant) −0.593 0.382 −1.552 0.123

Gender 0.335 0.13 0.173 2.571 0.011

Occupation 0.596 0.069 0.518 8.659 0

Age 0.434 0.048 0.611 9.091 0

R square 0.458

Adjusted R square 0.448

F 46.262 0.000

1. Dependent variable: impact of social media on personal lives
2. Predictors: (constant), age, occupation, gender

27%

21%27%

25%

Learning

Career building.

Confidence building

Skills development

Fig. 3 Benefits of social media. (Source Author’s interpretation from data analysis)
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Ho2: Social media is a bane for Students

From the investigation of the information gathered from the respondents utilizing
multiple regression, a model summary is acquired (Table 3), where the estimation
of adjusted R square is <0.40, i.e., online networking is considered as bane for
students by less than 40% of the respondent in the sample. The estimation of
adjusted R square is 0.130. The significance level is also <0.05 and F value is 9.34.
Along these lines, we can decipher from the examination that social media is not
considered as bane for students. Henceforth, we reject the null hypothesis.

Y ¼ aþ b1X1 þ b2X2 þ b3X3

Y ¼ 2:54þð�Þ0:59 Genderð Þþ ð�Þ0:12 Occupationð Þþ ð�Þ0:045 Ageð Þ ð2Þ

It is observed from the research that respondents are using the social media sites
for their benefits and going to educational sites for getting information required for
the studies.

Research also indicated that there is a shift in the mindset of the people.
Television which was previously considered as source of information and enter-
tainment has now been swapped by Internet. This is shown in (Fig. 4).

Ho3: Social media is effective for advertising

From the investigation of the information gathered from the respondents utilizing
multiple regression, a model outline is acquired (Table 4), where the estimation of
adjusted R square is >0.40, i.e., online networking is viewed as effective for pub-
licizing by over 40% of the respondents in the sample. The estimation of adjusted
R square is 0.545. The significance level is also <0.05 and F value is 67.75. Thus,
we can interpret from the analysis that social media is a powerful wellspring of
promoting. Subsequently, we accept the null hypothesis.

Table 3 Summary of analysis for social media as bane for students

Model Unstandardized
coefficients

Standardized coefficients t Sig.

B Std. error Beta

(Constant) 2.547 0.35 7.268 0

Gender −0.589 0.12 −0.416 −4.924 0

Occupation −0.121 0.063 −0.144 −1.913 0.057

Age −0.045 0.044 −0.087 −1.033 0.303

R square 0.146

Adjusted R square 0.13

F 9.339 0.000

1. Dependent variable: Internet is a bane for students
2. Predictors: (constant), age, occupation, gender
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Y ¼ aþ b1X1 þ b2X2 þ b3X3

Y ¼ �0:153þ 1:088 Genderð Þþ 0:117 Occupationð Þþ 0:497 Ageð Þ ð3Þ

It is found from the research that slowly and steadily respondents are becoming
more receptive towards social media advertising. They are finding these social
media advertisements useful. Among the several means of getting interface with the
commercials, respondents favored e-mails and social media the most.

Ho4: Social media is the principal source of engagement during leisure.

From the examination of the information gathered from the respondents utilizing
multiple regression, a model outline is acquired (Table 5), where the estimation of
adjusted R square is >0.40, i.e., social media is considered as the principal source of

40%

33%

27% Internet

Mobile

Television

Fig. 4 Preference of learning tools with educational value. (Source Author’s interpretation from
data analysis)

Table 4 Summary of analysis for social media effectiveness for advertising

Model Unstandardized
coefficients

Standardized coefficients t Sig.

B Std. error Beta

(Constant) −0.153 0.297 −0.516 0.607

Gender 1.088 0.101 0.656 10.735 0

Occupation 0.117 0.054 0.119 2.195 0.03

Age 0.497 0.037 0.816 13.381 0

R square 0.553

Adjusted R square 0.545

F 67.752 0.000

1. Dependent variable: effectiveness of social media for advertising
2. Predictors: (constant), age, occupation, gender

368 G. Singh et al.



engagement during leisure time by more than 40% of the respondents in the sample.
The value of adjusted R square is 0.480. The significance level is also <0.05 and
F value is 52.4. In this way, we can decipher from the examination that social media
is the essential wellspring of engagement amid recreation. Thus, we accept the null
hypothesis.

Y ¼ aþ b1X1 þ b2X2 þ b3X3

Y ¼ �1:699þð�Þ0:435 Genderð Þþ 0:207 Occupationð Þþ ð�Þ0:086 Ageð Þ ð4Þ

It is found from the research that respondents are now more often using social
media and enjoying performing activities during their leisure. Respondents are now
getting habitual of the social media. Surfing the Internet or visiting websites of
interest, social networking, creating graphic arts, etc. on the computer (e.g., digital
photos, blogs, websites, digital art, etc.), and playing games on a mobile device or
phones are some of the activities enjoyed doingmost during leisure. At the same time,
respondents are concerned about the issues like speed and privacy. This is shown in
(Fig. 5). It is also observed that slowly and steadily traditional means have been
replaced by social media which has brought far away people together connecting
them and keeping them in close touchwith families. It has become the quickest source
of sharing pictures, music, and any professional or personal information.

5 Finding

It became well known from the results of the research that social media has become
an essential part of our day-to-day life. People are using it widely for social net-
working, relating to new people, making friends, and are getting used to it. It has
collapsed the communication obstructions and has created an open communication

Table 5 Summary of analysis for social media as major source of engagement during leisure

Model Unstandardized
coefficients

Standardized coefficients t Sig.

B Std. error Beta

(Constant) 1.699 0.159 10.695 0

Gender −0.435 0.054 −0.524 −8.02 0

Occupation 0.207 0.029 0.421 7.245 0

Age −0.086 0.02 −0.284 −4.345 0

R square 0.489

Adjusted R square 0.481

F 52.399 0.000

1. Dependent variable: visiting social media sites of interest enjoy doing most at leisure
2. Predictors: (constant), age, occupation, gender
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channel, bringing far-off people together connecting and keeping them in close
touch with families. It has become the quickest source of sharing pictures, music,
and any professional or personal information.

Social media convenes an unobstructed flow of information to build upon the
information and knowledge bank. It is used for the benefit of the students, for
accessing educational, entertainment, and health and wellness sites for getting
relevant information.

Slowly but surely people are developing more receptiveness for social media
promotion. They think that the social media commercials are beneficial, and are
aiding both the professionals and the individuals in generating product cognizance.

18%

19%

21%

20%

22%
Choices

Convenience

Privacy

Security

Speed

Fig. 5 Area of concern for social media. (Source Author’s interpretation from data analysis)

Impact on personal 
lives 

Bane for Students 

Effective for adver-
tising 

Principle source of 
engagement during 

leisure 

Social 
Media 

 R*2=.448; Ho1 accepted 

R*2=.130; Ho2 rejected 

 R*2=.545; Ho3 accepted 

R*2=.481; Ho4 accepted 

Fig. 6 Framework with findings of hypothesis testing
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But as the saying goes everything comes at a cost and so is the case with social
media also. Social media is very addictive and has filled in for the human fel-
lowship, their physical, mental and emotional support and replaced the credence,
hope, security with virtual, computer-generated connection [3]. The framewrk for
hypothesis testing is shown in (Fig. 6).

6 Conclusion

The application of social media aims at improvising the people’s insight, degree of
communication, and constructing a robust and healthy affiliation amongst people
and between people and businesses. It has marked a prominent impression on our
society and has impacted people from different profiles. Social media sites have
developed as a means of keeping oneself entertained and engaged during leisure-
liness but also a crucial means for gaining knowledge and insight, and attaining
information. Eventually, each social media activity is to be designed and cus-
tomized to redirect the target audience for the commercial setup and productive
information and connectivity for individuals. Social media is also a significant
element of publicity crusades, disseminating cognizance, marketing which is
commendably used by proficient enterprises and new business setups to construct a
stage for them. These advances in technology have enabled several businesses to
outreach masses in very short span of time and deliver the messages to persuade
them to make consumption choices.
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Conceptual Framework of How
Rewards Facilitate Business Operations
in Knowledge-Intensive Organizations

Shweta Shrivastava and Shikha Kapoor

Abstract Knowledge workers contribute to operations of their employers through
their skills and expertise to solve complex business problems. This makes then
indispensable and crucial to the success of such firms.

Following the framework developed by Tsui et al. (Academy of Management
40(5):1089–1121, [12]), this paper addresses the debate regarding the effectiveness
of intrinsic and extrinsic rewards in providing a climate of satisfaction in
knowledge-intensive organizations. It creates propositions about the how the per-
ception of knowledge workers changes in response to changes in the intrinsic and
extrinsic components of rewards. Keeping employment relationships as backdrop
and inherent work-related needs of knowledge workers into consideration, this
paper makes propositions regarding the possible impact of changes in intrinsic and
extrinsic rewards on ‘a’ or the perceived value of employment in unbalanced
relationships. Knowledge workers are known to be more driven by characteristics
of their work than extrinsic aspects of rewards. Therefore, the paper suggests that
the share of intrinsic rewards must be either more or (at least) equal to that of
extrinsic rewards.

This paper adds to the long drawn debate between the effectiveness of intrinsic
and extrinsic rewards. It draws attention to the need for organizations to focus on
the existing employment relationship and the work-related needs of knowledge
workers while taking reward decisions.
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1 Introduction

Organizations today have realized that their employees are the biggest asset that
they possess. It is only with the performance, intellect and skills of their employees
that organizations can keep their business operations afloat and can combat the
competitive work environment. Therefore, management of organizations has started
to put in considerable effort to hire, develop and retain the best talent available for
as long as possible. They develop policies and practices that are conducive for
employees to put in their maximum effort towards business operations [1].

The employment relationship between organizations and employees has changed
since the Great Recession in the first decade of the twenty-first century. That was
the time when organizations had to resort to headcount management to remain
competitive, to gain flexibility and essentially, to remain afloat [2]. This new
relationship has altered the dynamics between employers and employees and is said
to have an impact on various human resource practices as well [3]. The need to take
a close look at such practices gets more pronounced when it comes to managing
‘knowledge workers’ who have emerged as a key economic resource today [4].
Characteristics of the new relationship make it a challenging task for organizations
to balance their own conflicting priorities with the those of these knowledge
workers, especially since traditional management systems have been found to be
ineffective in retaining them [5].

The new employment relationship is visibly characterized by the absence of a
mutual commitment between employer and employees, unlike what existed earlier
[2, 6]. Organizations have replaced the assurance of a secured job by an agreement
to provide a challenging job, a pre-decided compensation package and learning
opportunities to employees [3]. From employees’ perspective, the notion of a
lifelong employment with one organization has been replaced by a more flexible
and agile relationship. Employees do not always visualize a long-term career with
their employer and continue working so long as the value of their rewards is
commensurate with their contributions [7].

Offered Inducements Expected Contributions

1) Quasi-spot contract 2) Underinvestment

3) Overinvestment 4) Mutual investment

Low/Narrow

High/Broad

Low/Narrow        High/Broad

Fig. 1 Four-quadrant model of EOR (Reproduced from Tsui et al. [12])
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Apart from this, what has emerged as a pressing need for both the employers and
employees in this new equation, is the need for equity in employment. A surge in
the adoption of rewards practices such as ‘pay for performance’ and ‘variable pay’
indicated the desire of organizations to increase focus on critical goals and to reduce
the risk of disproportionate and undeserved bonuses [8]. Employees, too, wish to
equally, fairly and adequately compensated for their efforts. A study conducted on
metal casting workers in 2007 to examine how employers could persuade workers
to increase their productivity revealed that employees’ cooperation towards orga-
nizational activities was short lived, unless their extra efforts were matched by extra
rewards from employers [9]. This highlights the need for employees to be engaged
in equitable employment. The notion that employment is an employer’s prerogative
stands challenged today and employees form an extremely integral part of the
employment relationship [10]. If their needs are not met, employees can then take
steps such as voicing dissatisfaction, reducing performance and adjusting inputs to
match the low value derived or look for employment elsewhere [11].

Therefore, in this new age relationship, rewards play a crucial role in achieving a
balanced relationship and are of paramount importance to both employers and
employees. The objective of this paper is to discuss how skilled knowledge workers
perceive rewards and how they respond when organizations alter their reward
offerings to establish equitable relationships. Following the four-quadrant EOR
framework developed by Tsui et al. [12], this paper hypothesizes about the impact
of changes in the intrinsic and extrinsic components of rewards on knowledge
workers’ perception of inequitable employment relationships. It does so while
taking into consideration their inherent work-related needs and the differing nature
of reward components. It proposes a framework for changes in the employees’
perception of inequitable employee–organization relationship (EOR). We begin by
visiting the four-quadrant matrix developed by Tsui et al. [12] to explore various
employment approaches.

2 Review of Literature

2.1 Employee–Organization Relationships

The term ‘employee–organization relationship’ (EOR) signifies the employer’s
perspective of balance between contributions expected from employees (such as
commitment, performance, etc.) and the inducements (created through a bundle of
human resource practices) to affect those contributions [12]. Most of the research on
EOR is based on the social exchange theory and the inducement-contribution
theory, where the former involves recurring, mutual obligation to exchange benefits
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[13]. The four-quadrant model developed by Tsui, Pearce, Porter and Tripoli in
1997 draws upon the inducement-contribution model and views employment as a
relationship based on exchange of inducements provided by organization in return
for contributions from employees, with reciprocity being its underlying principle
(March and Simon 1958).

The four quadrants refer to the four approaches that organizations can adopt for
rewarding their employees; an approach of overinvestment, underinvestment,
quasi-contract or mutual investment (Fig. 1: Four-quadrant model of EOR).

In an underinvestment approach, contributions exceed inducements, which
makes the approach unfit in the new employment relationship. Providing inade-
quate rewards is disadvantageous to organizations since knowledgeable employees
have the potential to engage in alternative employment [7] and thus may lead to loss
of skilled manpower. It can also impact an employee’s motivation and may
encourage him to take steps such as voicing dissatisfaction, reducing performance
and adjusting inputs to match the low value derived or look for employment
elsewhere [11].

In an overinvestment relationship, inducements offered to employees exceed
contributions expected from them and as discussed earlier, are unfavourable for
organizations. However, this also does not make for a favourable proposition for
organizations as disproportionately high rewards can lead to creation of a
low-performance culture in the organization where poor performers receive sub-
stantial returns without the expectation of performance (Shaw, et al. 2009). It can
also lead to retention of low performers, loss of high performing talent and to a
negative impact on the organization’s financial agility [14] Interestingly, even
though it may seem like a favourable condition for employees, in the long term, it
can cause harm to their employability and work attitude as they get accustomed to
being rewarded highly for mediocre performance.

Fig. 2 Extrinsic and intrinsic rewards
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A quasi-spot contract relationship is short term or temporary in nature and is just
like an economic exchange. Mutual investment approach entails high contributions
from employees in exchange for high inducements from employer. This approach
has been said to be most effective in creating long-term relationships as it is per-
fectly equitable and both entities are equally invested [12].

The inducement and contribution process is a cyclic process where employees
need to contribute to the organization sufficiently to get inducements from the
organization, which in turn needs to be attractive enough for employees to be
motivated enough to contribute [15]. Thus, it is required that organizations
understand the nature rewards, the needs and characteristics of their skilled man-
power and, explore how reward decisions will impact them both the organization
and these employees.

2.2 Rewards

Decisions related to rewards are amongst the most important decisions for orga-
nizations as it allows them to elicit necessary role behaviours from their employees.
Rewards are one of the most critical influences on the quality and effectiveness of
the human capital [16]. Rewards comprise of various elements and, primarily, can
be tangible or intangible, extrinsic or intrinsic. Tangible and intangible rewards are
qualitatively different as the former are more identifiable, demonstrable and mea-
surable as compared to latter which emanate from psychological, internal and
attitudinal components [17]. Intrinsic rewards are said to be directly associated with
doing a task and are intangible [18]. Hackman and Oldham proposed task identity,
task significance, skill variety, autonomy and feedback as dimensions associated
with doing a task that constitute intrinsic rewards or ‘job characteristics’ [19]. The
new age workforce today seeks meaningful work, opportunities to learn and expand
existing skills and the autonomy to do accomplish tasks on their own [20]. Extrinsic
rewards, such as pay, benefits, etc. are external to the work itself, are tangible [21]
and are controlled by external entities [20] such as the management, supervisors and
other stakeholders. These rewards have often been criticized as it is believed by
many that they reduce intrinsic motivation towards the task itself [22]. Social
rewards indicate the workplace interactions that an employee experiences such as
working relationships with superiors, peers, subordinates, etc. [23] (Fig. 2).

For rewards to act as an inducement for employees to compensate the organi-
zation for beneficial treatment, it is important that what is offered to employees is
valued by them [24]. The next section discusses knowledge workers and the
characteristics of rewards that are valued by them.
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2.3 Knowledge Workers and Work-Related Needs

The definition of a knowledge worker remains ambiguous and has been criticized
for the lack of ‘theoretical and methodological rigour’ [25]. Even though the work
of knowledge workers has been found to be undefined and unstructured, it is said to
consist of a few characteristics that demarcate it as a separate category. Such jobs
refer to what Daniel Pink refers to as ‘heuristics’ or jobs which do not work on
set algorithms and require novel solutions as opposed to ‘algorithmic’, which fol-
low a set of established instructions [26].

Knowledge workers include those who engage in complex, analytical and
abstract work. It includes professions where one is required to deal with and
manipulate symbols, concepts and information and is more ‘unstructured and
organizationally contingent’ [25] Such workers form a majority of the workforce in
knowledge-intensive firms where most of the work done is intellectual in nature and
products/services are produced using the knowledge of the personnel as a major
resource [27]. Knowledge workers are said to possess the ability to apply their
advanced education and skills to identify and solve organizational problems [28].
This may include professions such as legal services, accounting, engineering,
researchers, software designers, etc.

Emanating from the characteristics of work performed by knowledge workers,
complex, unstructured and abstract, are the needs of such employees from reward
offered to them. For instance, they are said to value the importance of their skills
more than the formal hierarchy in the organization [29] and are more committed to
their profession than to their organization. Therefore, intrinsic or job-related
rewards have been found to be impactful for their motivation. Owing to the
uncertainty around their work, knowledge workers need to decide how they wish to
schedule, arrange and perform their work. Hence, autonomy is of great importance
[28] Driven primarily by their professions, challenging work is also believed to
impact the intrinsic motivation of knowledge workers [30]. Social networks or
social relationships of knowledge workers with their peers are important for them to
engage in collaborative activities and enhance each other’s skills. A supportive and
collaborative work culture where knowledge sharing and creation is facilitated is
important from the point of view of knowledge workers [31].

Knowledge workers have been said to differ from service-oriented employees in
their need for work characteristics such as involvement in decision-making,
autonomy, skill variety, task significance, etc. Owing to such differences, their
perception of inequitable relationships can also be expected to be different.
Therefore, it will be of value to understand how the context of the employee–
organization relationship impact their intellectually driven employees.

The forthcoming section further builds on the theory of inequitable employment
relationships (overinvestment and underinvestment) using characteristics of rewards
and links it with knowledge workers’ perception of employment.
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3 Attaining Equity in Overinvestment
and Underinvestment Approaches
in Knowledge-Intensive Firms

Both overinvestment and underinvestment employment relationships are unbal-
anced relationships as the former is skewed towards employees and the latter is
skewed towards employers [10]. Changes to rewards in these two relationships to
make the inducements and contributions equitable require substantial thought on
the part of organizations. It will entail deciding which element of rewards needs to
be altered by how much. These decisions are important as different types of rewards
have different influences on employees in the short and the long term. The forth-
coming analysis has been developed to explore the answer to the question of ‘which
element’ regarding knowledge workers. It analyses the expected impact on the
perception of inequitable relationships in the case of knowledge workers, who have
their preferences and fundamental work-related needs. Two time frames have been
explored in the paper since, with time, the impact of changes may get altered—
either magnified or diluted. It hypothesizes the impact of alterations in quantum of
intrinsic and extrinsic rewards in over and underinvestment relationships assuming
that:

• Contribution of employee towards the organization remains constant
• Rewards consist of extrinsic (pay and benefits) and intrinsic (job characteristics)

kinds only; social rewards have not been included
• Intrinsic and extrinsic rewards are provided in equal proportion prior to changes

in the reward combination
• One-time change either to extrinsic or intrinsic rewards (the other component

remains constant) are made only to an extent that establishes equity between
overall inducements and contributions. In other words, an overinvestment
relationship does not get converted to underinvestment relationship and vice
versa.

• Before the change is made, employees do not differentiate between intrinsic or
extrinsic reward

• Short term and long term refer to a period of six months and one year or more,
respectively (Table 1).

a—‘Perceived’ value

a refers to a ‘perceived’ value created in the mind of an employee when the
inducements offered to him are higher than the contributions expected from him.
This value assumes the direction of the aforesaid relationship between inducements

Table 1 Perceived value in over and under investment approaches

Approach Expected contribution Offered inducements Perceived value (a)

Over-investment Low High Positive (a1)

Underinvestment High Low Negative (a2)
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and contributions. In an overinvestment scenario, employee’s contributions are
lower than inducements offered to him and hence a is positive (a1). A negative a
value (a2) is created in an underinvestment approach where an employee’s con-
tribution is higher than the inducements offered to him. In a purely equitable
relationship, a will equal 0. For an employment relationship to sustain in the long
term, it needs to be equitable. a2 (negative a) implies that employees do not
perceive the employment relation as equitable or beneficial, which is the case in an
underinvestment relationship. Therefore, this relationship is unlikely to sustain for
long. a2 is positive, despite being positive and in favour of employees, is an
unfavourable proposition for employers in the long term, as discussed earlier. To
eliminate inequity of either kind, organizations can choose to reduce the quantum of
either intrinsic or the extrinsic component of overall inducements. Owing to dif-
fering nature of these two components, such reduction is likely to lead to different
impacts on the perceived a1 and a2. The impact is also expected to vary as per time
frame in consideration.1

In the section below, we hypothesize the impact of a one-time alteration in
intrinsic and extrinsic components of rewards on a1 and a2, both in the short and
long term. This will eventually determine whether the employee chooses to leave or
stay with the organization.

3.1 Overinvestment

Table 2 depicts the proposed impacts of changes in rewards program in both under
and overinvestment approaches. Although employees favour an imbalance in their
favour (March and Simon 1958), inducements in an over-investment relationship
should be reduced to achieve equity.

3.1.1 Reduction in Intrinsic Rewards

In this favourable employment relationship, employees feel well rewarded with
both intrinsic and extrinsic components. Since intrinsic rewards are intangible and
less demonstrable, their absence is likely to take a while to impact. Therefore, when
intrinsic rewards are reduced, employees may not feel a real or immediate change in
the short term.

Intrinsic needs of employees correspond with self-actualization (Maslow’s Need
Hierarchy Theory), need for growth (Alderfer’s ERG Theory) and need for moti-
vation (Theory X and Theory Y) [32]. This need becomes more heightened in the

1Impact in the short term and the long term refers to the increase or decrease in a in comparison to
the initial value of a; before the change in reward combination.
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case of knowledge workers who are mindful of their skills and value the intrinsic
aspects of their jobs. Therefore, in the long term, these rewards become conspic-
uous through their absence and employees are likely to realize the loss of intrinsic
rewards which they no longer receive. This realization makes a1 significantly
reduce in the long term as knowledge workers perceive a significant deterioration in
their work. The following proposition has been offered below therefore:

Proposition 1a In an overinvestment approach, a decrease in intrinsic rewards is
likely to lead to a marginal decrease in a in the short term and a significant decrease
in a in the long term.

3.1.2 Reduction in Extrinsic Rewards

Financial rewards are a core reward offered by employers and have a significant
impact on the job attitudes of workers [33]. Some researchers have been of the view
that that providing extrinsic rewards leads to creation of an external locus of control
and an external source of motivation as well [34]. In the current context, employees
who were significantly endowed with extrinsic rewards till now lose sight of the
intrinsic rewards that they continue to receive and thus resent this reduction in
extrinsic component. This leads to an immediate and significant decrease in a1
when extrinsic rewards are reduced.

In the long term, a reduction in extrinsic reward is likely to make such
employees regain the concept of why they are working and redirect their focus to
the intrinsic happiness they continue to derive from their work [35]. Extrinsic
rewards have often believed to reduce intrinsic motivation and therefore, this
decrease is likely to rightly shift the employees’ focus away from extrinsic rewards
towards the high quantum of intrinsic rewards they receive. This, therefore, leads to
little or just a marginal decrease in a1.

Proposition 1b In an overinvestment approach, a decrease in extrinsic rewards is
likely to lead to a significant decrease in a1 in the short term and a marginal
decrease in a1 in the long term.

Table 2 Reward alterations in overinvestment approach

Rewards reduced Impact on perceived value (a1)

Short term Long term

Intrinsic Marginal reduction Significant reduction

Extrinsic Significant reduction Marginal reduction
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3.2 Underinvestment

Rewards underline the relationship that the organization wishes to establish with its
employees. In an underinvestment relationship, it becomes clear to employees that
the organization wants to be the relationship to be advantageous to itself rather than
to its employees. This realization sets the foundation for perception of any kind of
changes in the rewards offering (Table 3).

3.2.1 Increase in Intrinsic Rewards

Increase in intrinsic rewards along coupled with expectation of high contribution is
expected to significantly increase a as it may signal to employees that they are
important and indispensable to the organization [10]. Even though intrinsic rewards
have little bearing on employees’ decisions of continuance [36], since intellectually
driven employees value their work and skills, such an increase in intrinsic rewards
is likely to increase a2 significantly in the long run as well.

Proposition 2a In an underinvestment approach, an increase in intrinsic rewards is
likely to create a significant increase in a2 in the short term as well as the long run.

3.2.2 Increase in Extrinsic Rewards

An increase in extrinsic rewards is a highly observable step taken by an organi-
zation, making the relationship more equitable in the employee’s mind. A likely
reason for this is that changes in intrinsic rewards have an immediate effect on an
employee’s perception of employer’s intentions. This is, therefore, likely to sig-
nificantly and immediately improve a2 and to discourage employees from termi-
nating employment, in the short term.

However, extrinsic rewards have been criticized for their ability to ‘foster
short-term thinking’ and due to their ‘addictive’ nature [26]. In the current scenario,
in the long term, employees are likely to get accustomed to the high extrinsic
rewards. Since knowledge workers have a high need for achievement, in the long
term their focus shifts back to the low value of intrinsic rewards that is being
derived out of the employment. The impact of such increase in a2 does not hold for
very long and is later overshadowed by the absence of intrinsic rewards.

Table 3 Reward alterations in underinvestment approach

Rewards reduced Impact on perceived value (a1)

Short term Long term

Intrinsic Significant increase Significant increase

Extrinsic Significant increase Marginal increase

382 S. Shrivastava and S. Kapoor



Proposition 2b In an underinvestment relationship, increasing extrinsic rewards
leads to a significant increase to a2 in the short term but only a marginal increase in
the long run.

4 Implications and Conclusion

The debate regarding the effectiveness of extrinsic and intrinsic components of
rewards has been going on for long. While few researchers have highlighted the
harmful effects of extrinsic rewards on the intrinsic desire of workers, the claim has
also been refuted in various studies [37]. A practical view of the matter is that both
components of rewards serve varying needs of employees and are thus important.
The paper supports the view that employees have multifaceted needs from rewards
and it is unlikely for them to have one extreme driving need [38]. In other words,
needs of employees from rewards cannot be bucketed wholly into one category and
thus need to be viewed in parts and in totality, as a unified model of inducements.
A complex web of factors such as the nature of job, the preference and paying
capacity of the employer organization, etc., also play a role in the determination of
reward elements, their quantum, the mode of payment, etc. This paper adds to the
discussion by adding another factor in the equation; that of the of the existing
employment relationship which sets the foundation of such perception.

Few thoughts emerge from the discussion. First is that skilled employees value
intrinsic attributes of their jobs such as autonomy, feedback, etc. and their absence
is likely to make them more dissatisfied with their job than that of extrinsic rewards.
Therefore, the share of intrinsic rewards must be either more or at least equal to that
of extrinsic rewards. Second, reward decisions in organizations must revolve
around existing employment relationships along with crucial aspect of needs and
characteristics of the workforce. These two aspects determine how the elements of
rewards are observed and perceived by employees. Third, there can be differences
between the perception of employers and employees regarding HR practices and it
is the perception of employees towards adequacy and appropriateness of rewards
that affects the work attitudes and not the objective state of rewards [39, 40]
Therefore, appropriate communication of rewards and the related decisions is also
extremely important. This will help by making employees perceive organization’s
intentions better.

Addressing the debate of rewards with specific reference to certain sections of
workforce (knowledge workers in this case) is likely to get better results and
understanding, especially since the business ecosystem is changing rapidly. The
paper provides propositions which can be further used as directions to study
intrinsic and extrinsic rewards in employment relationships. Inclusion of social
rewards in research studies will be beneficial to understand if they have a bearing on
the morale and perception of employees.
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Employees’ contribution to organizational operations, profits and revenue is of
extreme importance. Therefore, the importance of different types of rewards for
employees and their indirect impact on employees’ mindset should be acknowl-
edged by organizations.
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Tunnel QRA: Present and Future
Perspectives

Jajati K. Jena, Ajit Kumar Verma, Uday Kumar and Srividya Ajit

Abstract With the vision of faster in-land transportation of humans and goods,
long tunnels with increasing engineering complexities are being designed, con-
structed and operated. Such complexities arise due to terrain (network of small
tunnels) and requirement of multiple entries and exits (network of traffics leading to
non-homogenous behaviour). Increased complexities of such tunnels throw unique
challenges for performing QRA for such tunnels, which gets compounded due to
handful number of experiments performed in real tunnels, as they are costly and
dangerous. A combined approach of CFD modelling of scaled down tunnels could
be a relatively less resource intensive solution, nevertheless, associated with its
increased uncertainties due to introduction of scaling multiplication factors. Further,
with the advent of smart system designs and cheap computational cost, a smart
tunnel which manages its own traffic of both dangerous goods carriers and other
passenger vehicles based on continuously updated dynamic risk estimate, is not far
from reality.
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1 Introduction

Tunnels are constructed as a cost-effective and time reducing measure to join two
geographical locations separated by a hill or mountain. Tunnels are bore through
these mountains and hills for easing surface transportation without a long route that
circumscribes them. This not only reduces the cost of transportation but also cuts
down the fossil foil induced CO2 production that has a significant impact on global
warming. One important example is the Gotthard Base Tunnel, 57.09 km long
railway base tunnel through the Alps in Switzerland. It is also the first flat route
through the Alps or any other major mountain range, with a maximum height of
549 m (1801 ft) above sea level, corresponding to that of Berne. Whereas, tunnels
are bore through earth crust for subsurface transportation. One such example is the
famous subsea Channel Tunnel (50.45 km) between France and England. A subset
of subsurface tunnels is the metro railway transportation systems of various big
cities of the world, which are primarily aimed to provide rapid transportation of
daily goers. Among the road tunnels, the Lærdal Tunnel (24.51 km), in Norway is
the longest road tunnel in the world succeeding the Swiss Gotthard Road Tunnel.

As necessity for faster transportation increases, a good number of long tunnels
are under construction or at advanced level of planning. Tables 1 and 2 provide the
list of important upcoming transportation tunnels globally (source Wikipedia).

In a global scale, many long tunnels are being constructed with multiple entry
and exit; with a network of tunnels making these tunnels a complex engineering
system. The design and construction of long tunnels throws unique challenges like
determining the exact path of the tunnel; maintaining structural integrity during
construction while using heavy equipment for boring huge diameter paths; ensuring
structural integrity of the tunnel during a 10,000 year return period seismic event;
designing a ventilation system for providing healthy air for travellers; providing a
safe evacuation path during an accident (especially during fire and explosion);
laying out a fire fighting strategy or an emergency operating procedure for fire-
fighting and rescue operation by firemen during a large size fire arising due to
vehicular collisions; designing a highly reliable firefighting system, etc.

Due to the advancement of hardware technology and computational capability,
the challenges have been analysed, effective solutions have been found and
implemented during construction and operational phase of tunnels. However, due to
inherent space constraint inside a tunnel, increased traffic and the necessity to
transport hazardous commodities using Heavy Goods Vehicles (HGVs), the risk
arising in the tunnel due to fire and explosion caused by vehicular accidents though
have been brought to ALARP region, but have not come down to significant low
level.
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Table 1 Important upcoming tunnels under construction

Name Location, Country Length
(km)

Expected year of
completion

Railway tunnels

Brenner Base Tunnel Stubai Alps, Austria—
Italy

55.00 2026

Semmering Base Tunnel Lower Austria/Styria,
Austria

26.00 2026

Koralm Tunnel Austria Koralpe, Austria 32.90 2022

Follo Line Oslo, Norway 19.50 2021

Ceneri Base Tunnel Lepontine Alps,
Switzerland

15.40 2021

Musil Tunnel Wonju-Jecheon (Jungang
Line), South Korea

25.08 2018

Metro tunnels

Mass Rapid Transit (Singapore):
Thomson-East Coast Line

Singapore 42.00 2024

Paris Metro Line 15 Paris Petite Couronne,
France

75.00 2030

Third Interchange Contour Moscow Metro, Russia 58.30 2019

Road tunnels

Förbifart Stockholm Stockholm, Sweden 16.50 2025

Ryfast Stavanger-Strand, Norway 14.30 2019

Table 2 Important upcoming tunnels at advanced planning stage

Name Location, Country Length
(km)

Expected year of
completion

Railway tunnels

Bohai Strait tunnel Bohai Strait, China 123.00 2023

Mont d’Ambin Base
Tunnel

Cottian Alps, France—
Italy

57.00 2023

Fehmarn Belt Fixed
Link

Germany–Denmark 17.60 2024

Gulf of Finland
Tunnel

Helsinki, Finland-Tallinn,
Estonia

100.00 –

Barrandov Tunnel Prague—Beroun 24.70 –

Metro tunnels

Athens Metro Line Athens, Greece 33.00 2023

Road tunnels

Rogfast Stavanger, Norway 25.00 2023

Fehmarn Belt Fixed
Link

Germany–Denmark 17.60 2024

Agua Negra Tunnel Chile–Argentina 14.00 –
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2 Safety Features of Road and Train Tunnels

Safety requirements [1, 2], safety criteria [3], safety systems, safe operating and
maintenance practices are devised and adopted to safeguard human life and the
tunnel from structural damage. To ensure continuous adherence of safety standards
and practices and to compare the level of safety among important European
Tunnels, yearly tests are conducted by ADAC in conjunction with EuroTap [3].
Important tunnels throughout Europe are tested each year and benchmarked based
on a group of assessment criteria [3] that are devised on the foundation of EU
Directive 2004/54/EC [1]. The safety systems can be grouped into following cat-
egories based on Annexure-I [1] (Table 3).

3 Major Tunnels Accidents

In spite of adherence to both design and operational safety standards and practices,
numerous accidents have occurred in the past, sometimes with fatal consequences.
Table 4 provides the comprehensive list of significant fatal road tunnel accidents [4].

Table 3 EU Directive 2004/54/EC minimum safety requirements on safety systems and their
primary objective

Safety system Primary objective

Lighting • Normal lighting
• Safety lighting
• Evacuation lighting

Crucial for safe evacuation and firefighting

Ventilation • Mechanical ventilation
• Special provisions for
(semi-) transverse
ventilation

Prevention of back-layering and control of
fires; safe breathing during accidental
condition; and toxic gas control

Emergency
stations

At least every 150 m Safe evacuation

Water supply At least every 250 m Firefighting

Road signs Mandatory for all tunnels Safe driving and safe emergency evacuation

Control and
monitoring

• Visual monitoring
• Automatic incident
detection and/or fire
detection

• Control centre

Effective monitoring
Emergency handling

Equipment to
close the
tunnel

• Traffic signals before the
Entrances
• Traffic signals inside the
tunnel at least every
1000 m

Emergency measure to prevent entry into the
tunnel during accidents

390 J. K. Jena et al.



If an accident does happen in a tunnel, the severity of injuries sustained is
significantly higher than on open stretches of motorways. In a tunnel, the risk of
being killed in a traffic accident is higher as on open stretches of motorways. Traffic
safety is significantly higher in tunnels with unidirectional traffic than in tunnels
with bidirectional traffic. In tunnels with bidirectional traffic, the probability of
being killed in a traffic accident is expected to be higher as in tunnels with uni-
directional traffic [5].

4 Risk Assessment of Tunnels

Risk assessment is a systematic scientific investigation process to analyse and
assess potential incidents or accidents, thereby identifying the weak areas in the
engineered system; estimate the damage to human life and assets; and find the scope
of possible improvement of safety to minimize the occurrence probability of
unwanted damaging consequence. Tunnels are expected to cause societal risk, the
risk to a group of people those use it, rather than individual risk, the probability that

Table 4 Road fire accidents involving fire caused casualties, 1978–2017

Accident Country Year Cause Deaths

Sierre Tunnel Switzerland 2012 Coach crash onto the wall 28

Sasago Tunnel Japan 2012 Concrete ceiling collapse 9

Big Dig Tunnel USA 2006 Concrete ceiling collapse 1

Fløyfjell Tunnel Norway 2003 Car fire due to accident 1

St. Gotthard tunnel Switzerland 2001 Two HGV collision 11

Gleinalm tunnel Austria 2000 Two car collision 5

Rotsethhorn tunnel Norway Collision 2

Tauern tunnel Austria 1999 HGV collision 12(4*)

IsoladelleFemmine Italy 1996 LPG tanker collision 4

Pfänder tunnel Austria 1995 Car–truck collision 1

Huguenot tunnel South Africa 1994 Bus fire 1

Serra a Ripoli tunnel Italy 1993 Car collision involving HGV 4

Gumefens tunnel Switzerland 1987 Collision involving HGV 2

L’arme tunnel France 1986 Car collision with trailer 3

Pecorile tunnel Italy 1983 Collision involving fish lorry 9

Salang tunnel Afghanistan 1982 Gas tanker explosion 176+

Caldecott tunnel USA 1982 Car collision involving tanker 7

Sakai tunnel Japan 1980 Truck collision 5

Kajiwara tunnel Japan 1980 Truck collision 1

Nihonzaka tunnel Japan 1979 Collision 7

Velsen tunnel Netherlands 1978 Collision involving HGV 5

Source [4] * = Fire induced
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a person among local population and up to a certain distance from the tunnel dies
due to accidental scenarios in the tunnel. Primarily, this is because the individual
risk is several orders of magnitude less that of the societal risk. The entire risk
assessment process for an engineered system can be divided into three parts [6].

i. Risk analysis: Involves the analysis of possible dangerous scenarios in and
around the engineered facility due to triggering of various internal and external
hazards. Depending upon the cost–benefit, either a qualitative or a quantitative
or both can be performed. However, quantitative risk analysis is performed for
tunnels.

ii. Risk evaluation: The estimated risk values are compared against the relevant
regulatory standards for their acceptability.

iii. Safety management: If the estimated risk is found to be unacceptable,
additional safety measures in terms of safety system or procedure as safety
barrier are proposed.

5 General Approach to Tunnel QRA

Quantitative Risk Assessment (QRA) is a systematic risk analysis method to
quantify the risk associated with an engineering facility (or activity) due to potential
hazards producing undesirable consequence, creating risk to humans and other
assets. A numeric estimate of risk has several advantages as they are unambiguous,
and can be used as absolute criteria or relative criteria to compare the risk levels of
more than tunnels. Therefore, QRA improves confidence in risk-informed
decision-making process.

Traditionally, hazards are characterized by their occurrence frequency or return
period. Risk is defined as the product of hazard occurrence frequency and the
probability of undesirable consequence. Mathematically,

Risk ¼ Hazard occurrence frequency� Probability of undesirable consequence

where, risk as well as hazard occurrence frequency are expressed in per annum.
Probability is a numeric fraction in the closed interval [0, 1].

Risk analysis considers all possible hazardous scenarios (human induced and
natural causes) and their possible prevention, protection and mitigations measures
to ensure that the estimated risk is within acceptable limit based on governing
regulations. Risk analysis considers all realistic protection and mitigation features
and doesn’t credit any very high cost protection or mitigation feature or heroic
actions. If risk analysis outcome shows a risk value (say fatality rate) higher than
the tolerable limit, it recommends additional protection and mitigation feature to be
introduced in the tunnel interms of design feature or operational procedure. Risk
analysis needs to be updated with the newly introduced feature to demonstrate that
the estimated risk is within the tolerable limit as per local regulation.
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For road tunnels, the hazards could be natural like earthquake, accidents causing
fire or explosion arising from hazardous substances carried by various vehicles.
The frequency of hazard occurrence can be estimated by a statistical analysis of
traffic data of each hazard carrier type. The consequence of each hazard type is
estimated based on the consequential scenario analysis that is likely to occur inside
the specific tunnel. The expected consequences are fatalities, severe injuries, minor
injuries, destruction/damage to the tunnel structure and environmental damage, etc.
The scenarios and their impact zones are determined either by performing static
(empirical or semi-empirical) calculations or dynamics simulation of the prevailing
scenario using suitable computational fluid dynamics (CFD) software.

Risk is expressed in two metrics Fatalities per Year (F/N) and/or Expected Value
(EV)

i. Fatalities per Year (F/N): Expected fatalities per year due to a particular hazard
and for a particular system, (say a tunnel) preferably expressed in terms of
Fatalities per Year (F/N or simply FN). The outcome of QRA is presented as an
FN graph, which is a log-log scale graph with the cumulative frequencies (F) of
incidents (in Y-axis) involving N or more units of damage (in X-axis).

ii. Expected Value (EV): The long-term average number of statistically expected
fatalities per year due to all significant hazards inside a tunnel. Mathematically,

EV ¼ Z1

1

F Nð ÞdN ¼
X1
i¼1

F Nið Þ:Ni

Internationally, the norms for acceptable and tolerable risk (or fatality rate F/N)
arising from an engineered facility are 1 death in 100 years and 1 death in 10 years,
respectively. The region above the tolerable limit is termed as non-acceptable
region and the region below the acceptable limit is called acceptable region. The
in-between is called the ALARP (As Low As Reasonably Practicable) region,
where the foreseen benefits are higher than the projected cost estimates. A typical
QRA process for tunnels is presented as a flowchart in Fig. 1.

Following are some of the widely used standards providing guideline for design
and operation of road tunnels. Guideline for the risk analysis is an integral part of
these standards/guidance documents.

• European Directive 2004/54/EC: Directive 2004/54/EC of The European
Parliament and of The Council of 29 April 2004 on minimum safety require-
ments for tunnels in the trans-European road network.

• NFPA 502: Standard for Road Tunnels, Bridges and Other Limited Access
Highways 2008 Edition from the USA (Chapter-7).

• BD 78/99: Design Manual for Roads and Bridges from the United Kingdom.
• ASTRA 19004: Risikoanalysefür Tunnel der Nationalstrassen (2014 V1.01)-

Switzerland
• Fire Safety Guidelines for Road Tunnels: Australasian Fire Authorities

Council (AFAC), Australia.
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Above-mentioned standards though prescriptive about tunnel design but provide
generic guidance on risk analysis. For example: per European Directive 2004/54/
EC - Article -13:

A risk analysis is an analysis of risks for a given tunnel, taking into account
all design factors and traffic conditions that affect safety, notably traffic char-
acteristics and type, tunnel length and tunnel geometry, and forecast number of
heavy goods vehicles per day as well.

In Europe, based on the EU Directive 2004/54/EC, following QRA models were
developed:

• OECD/PIARC DG-QRAM model—First and used by many European countries
• Austrian tunnel risk model (TURISMO)
• Dutch scenario analysis for road tunnels
• Dutch TUNPRLM model
• French specific hazard investigation
• German risk analysis for road tunnels
• Czech risk analysis for road tunnels
• Italian risk Analysis method (IRAM),—A true Risk Model

Most of the QRA models use PIARC developed QRAM to estimate the risk
from transportation of Dangerous Goods (DGs). The QRAM takes into account:

• Accident frequencies (derived from historical datasets)
• Physical consequences of incidents within tunnel(s) and along the open routes
• Escape and sheltering effects
• Effects of hazards (such as heat and smoke) on people

PIARC QRAM identifies 13 accident scenarios (refer Table 5) which are rep-
resentative of key dangerous goods groupings. The hazard impacts of these DGs on
humans and vehicles are in the form of fire causing burning, high pressure (shock
wave) damaging physical bodies or toxic gases harming human beings and struc-
tures those react chemically.

Estimation of fatalities during an accidental scenario is a multistep process. First,
consequence (fire spread, toxic gas dispersion, etc.) area variation with time is
estimated using consequence modelling tools. Next, the number of people (Ns)
within the impact area is estimated which depend upon tunnel traffic characteristics
(e.g. volume, occupancy). Further, escape probability (Pes) through provided escape
route is determined to estimate the number of people Ns (1 − Pes) finally exposed
within the impact area. Depending upon the cause (heat, toxic gas, etc.) of death
specific fatality models are used to estimate fatality rate (ƒ). Meng et al. [7],
discusses the some of the standard fatality rate estimation models and used while
performing the QRA of a Singapore urban non-homogenous tunnel. Gist of such
model is tabulated in Table 6:

A representative F-N curve of a tunnel QRA depicting aggregated risk level
encompassing all analysed scenarios is shown in Fig. 2. For any tunnel, the
quantified admissible risk (residual risk) is accompanied by a set of preventive and
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protective measures (or risk reduction measures) that form the basis of Standard
Operating Procedure (SOP) and Emergency Operating Procedure (EOP)
respectively.

6 Challenges in Tunnel QRA

6.1 Complex Tunnel Fire Dynamics

Fire is ‘the’ most risk potential hazard in tunnels. The dynamics of fire inside is
complex as it is governed by many factors. Some important ones are as follows:
(a) tunnel geometry (e.g. diameter, curvature, length) (b) tunnel topology (e.g.
inclined) (c) fire load (e.g. Styrofoam, hydrocarbon, wood) (d) fire type (e.g. pool,
jet or vehicular) (e) ventilation inside the tunnel (e.g. longitudinal, transverse)
(f) external wind (g) presence of additional fire hazards during an accidental sce-
nario (e.g. other vehicles) (h) presence of physical obstacles inside the tunnel (e.g.
other vehicles) (i) type of fire suppression system (e.g. mist, spray) (j) time of
actuation of fire suppression system.

Table 5 PIARC QRAM hazard scenarios and their impact

Hazard QRAM scenarios Hazard impact

1. Heavy Goods
Vehicle (No DGs)

20 MW fire Fire and burning

2. Heavy Goods
Vehicle (No DGs)

100 MW fire Fire and burning

3. LPG cylinders Boiling Liquid Expanding Vapour
Explosion (BLEVE)

Fire and explosion generating
high-pressure shock waves

4. LPG in bulk Boiling Liquid Expanding Vapour
Explosion (BLEVE)

Fire and explosion generating
high-pressure shock waves

5. LPG in bulk Vapour Cloud Explosion (VCE) Fire and explosion generating
high-pressure shock waves

6. LPG in bulk Torch fire Fire and explosion generating
high-pressure shock waves

7. LPG in bulk Pool fire Huge fire and burning

8. Motor spirit in bulk Pool fire Huge fire and burning

9. Motor spirit in bulk Vapour Cloud Explosion (VCE) Fire and explosion generating
high-pressure shock waves

10. Acrolein in
cylinders

Toxic release Toxic liquid and gas

11. Chlorine in bulk Toxic release Toxic gas

12. Ammonia in bulk Toxic release Toxic gas

13. Liquid CO2 in
bulk

Boiling Liquid Expanding Vapour
Explosion (BLEVE)

Fire and explosion generating
high-pressure shock waves
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Complexities of the tunnel fire dynamics are compounded further because of
very limited number of benchmark tunnel experiments have been performed till
date as they are dangerous and costly. Some of the important outcomes of the
performed as reported in [4] are as follows: (a) Fires in tunnels produce thick smoke
layers which advance faster than walking speed. (b) Smoke stratification is
destroyed by longitudinal ventilation. (c) Smoke stratification is destroyed if
sprinklers are used. (d) Smoke does not remain stratified even in naturally ventilated
tunnels. (e) There is a significant reduction in visibility before the onset of debil-
itating heat. (f) Naturally and semi-transversely ventilated (pool) fires burn slower
than those in the open air. (g) Burning rate is enhanced by longitudinal ventilation.
This is more evident in vehicle fires. (h) The burning rate of some pool fires is
reduced by increased longitudinal ventilation. (i) Vehicle fires exhibit a ‘fast’ rate of
fire development. (j) The heat release rate of car fires in tunnels may be significantly
larger than in the open air. (k) High temperatures (often > 1000 °C) are common in
tunnel fires. (l) High temperatures are only evident in the immediate vicinity of car
fires. In most instances, it is possible to get close to a car fire. (m) High temper-
atures may cause explosive ‘spalling’ of the tunnel lining.

Table 6 Fatality rate models used in tunnel QRA [7]

Cause of Fatality Model Developer

Fire heat FD(t, T) = t/exp[5.1849 − 0.0273T]
Where, t = Exposure time (min)
T = Temperature (°C)

Purser [8]

Explosion A tabular relationship among distance from
explosion site, overpressure caused and the
fatality rate for the equivalence of 1000 kg
TNT

Anet [12]

High CO concentration
generated due to fire

FCO ¼ 8:2925E� 04 � XCO
D � t

where t = Exposure time (min)
D = %COHb at incapacitation (30%)
XCO = CO concentration

Persson [9]
Nelson and Log
[10]
Beard [11]

High CO2 concentration
generated due to fire

FCO2 ¼ t= exp 6:1523� 0:5189XCO2½ �
where t = Exposure time (min)
XCO2 ¼ CO2 concentration

Persson [9]
Nelson and Log
[10]
Beard [11]

Low O2 concentration
due to fire

FO2 ¼ t= exp½8:13� 0:54ð20:9� XO2 Þ�
where t = Exposure time (min)
XO2 ¼ O2 concentration

Persson [9]
Nelson and Log
[10]
Beard [11]

Toxic gases such as
Acrolein, Chlorine,
Ammonia etc.

Pr = a + blnCnt
where Pr = Probit value [13]
t = Exposure time (min)
a, b, and n are constants that have different
values for different toxic gases
C = Concentration of toxic gases (mg/m3)

Wheeler et al.
[14]
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However, the lack of numerous benchmarking experiments can be circumvented
principally in following two ways:

(a) By Computational Fluid Dynamics (CFD) simulations of tunnel fires using fire
dynamics simulators such as Fire Dynamics Simulator (FDS). Fire Dynamics
Simulator (FDS), developed by NIST & VTT (https://www.nist.gov/
publications/fire-dynamics-simulator-users-guide-sixth-edition), models sub-
sonic large combustion problems by solving low Mach number combustion
equations coupled with COM and COE equations for a given domain. This is
commonly known as low Mach number (� 0.3 Mach) Large Eddy Solutions
(LES). FDS simulation for numerous fire accidents in tunnels has been per-
formed satisfactorily.
In spite of the development of the tremendous fast computation facility, CFD
modelling can be used for fire scenarios in tunnels only. The limitation arises
from the fact the numerical solutions of Navier–Stokes Equation for all possible
speeds is untenable with the best computational facility as of now. Thus, dif-
ferent software based on semi-empirical methods issued to model other sce-
narios like BLEEVE, VCE, etc., while performing Tunnel QRA.

(b) By performing scaled down tunnel experiments. Scaled down experiments are
basically a convergence of following three kinds of similarities as demanded by
the scaling laws of physics:

Fig. 2 A representative F-N curve of a tunnel QRA showing the aggregated risk arising from all
modelled scenarios
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i. Geometrical similarity: All linear dimensions must have the same scale
ratio

ii. Kinematic similarity: The flow and model(s) will have geometrically
similar motions in model and full scale

iii. Dynamic similarity: Ratios between different forces in full scale must be
the same in model scale.

Based on BuckinghamP Theorem [15], James G. Quintiere in the paper ‘Scaling
applications in fire research’ [16], derived 14 dimensionless scaling parameters,
which can be applied in designing experiments in fire research. Since, low-speed
fire (diffusion fire) propagation involves primarily gravitational and inertial force,
the conservation of Froude Number (Fn) between real fire test (full scale) and
reduced scale (model) tunnel fire experiment will produce identical effect as surface
waves are gravity-driven implies equality in Fn will ensure that wave resistance and
other wave forces are correctly scaled. If scaling parameter k = Lm/Lf: where, f and
m stand for full scale and model, various multiplication factors in term of the scaling
parameter k derived to obtain the physical quantities in the scaled down model.
Following table provides the Froude scaling physical parameters [17] (Table 7).

Ingason et al. [17] have reported to perform such scaled down model test of
Runehamar tunnel tests [18]. Some of the reported important results are as follows:
(a) the fire growth rate is very sensitive to the longitudinal ventilation velocity [18,
19]. (b) the flame length increases linearly with the heat release rate, and is
insensitive to the ventilation velocity [18, 19]. (c) the back-layering length is
independent of the heat release rate for a large tunnel fire [18, 19].

In spite of significant progress made in the area of tunnel fire real and model
experiments, many issues are still subject of in-depth research. A few important
ones are noted below:

i. Fire dynamics in an inclined tunnel with longitudinal and transverse
ventilation.

ii. Determining effect of water mist and water spray system for fire suppression in
case of various types of fire scenarios.

Table 7 Multiplication
factors based on Froude
scaling

Physical parameter Unit Multiplication factor

Length (m) k

Mass (kg) k3

Force (N) k3

Moment (Nm) k4

Velocity (m/s) k1/2

Heat Release Rate (HRR) (kW) k5/2

Time (s) k1/2

Pressure (N/m2) k

Temperature (K) 1

Acceleration (m/s2) 1
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iii. Drawing correlation between tunnel dimensions (frontal height and area), fire
size and spread length for various types of fire with different types of venti-
lation system.

iv. Developing the empirical relationships for tunnel fire dynamics by combined
use of CFD modelling and Froude scaled down models.

6.2 Effect of Traffic and Evacuation in Very Long Tunnels
for Various Types of Fires

In present day, very long road tunnels (e.g. Lærdal Tunnel, Swiss Gotthard Road
Tunnel) with bidirectional traffic are built for speedy transportation. During acci-
dental scenarios, the spread of traffic (size and number of vehicles) is expected to
largely affect the fire dynamics in such long tunnels and consequently impacting the
evacuation of trapped human beings under different fire types (e.g. jet, BLEEVE,
VCE etc.). Modelling of such scenario is important and a matter of research as it
may significantly impact the risk level estimated in a tunnel QRA.

6.3 Uncertainty Analysis in Various Tunnel QRA
Parameters

The traffic inside a tunnel including normal as well as hazardous goods carriers is
very dynamic. Even under the controlled environmental condition inside a tunnel,
consequence of an accident could be drastically different at different time of a day,
in the presence of different sets of vehicles adjacent to the accident. Therefore,
determining the worst case or even the best estimate scenario involves a huge
uncertainty bound.

Similarly, uncertainty involved in the mitigating actions performed by human
operators based on emergency operating procedure in the control room and
uncertainty in the act of firefighting is a tough challenge in tunnel QRA.

7 Future Tunnel Designs

7.1 Smart Tunnel

A robust tunnel design that reduces the possibility of any accident is better than
having a robust accident management strategy. Smart tunnels using present day
intelligent system doing automatic traffic management with focus on the presence of
hazardous goods carrying vehicles inside the tunnel or tunnel system is likely to be
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essential features of future tunnels. A hazardous goods carrying vehicle can have a
predefined electromagnetic signal or a pre-designated Global Positioning System
(GPS) which will be detected by the smart tunnel traffic management system
(TTSM). This system will find the best possible or most intelligent safe passage
condition for the goods vehicle by taking the dynamic traffic situation as input.
With the continuous input of traffic situation, TTSM can operate the installed tunnel
Traffic Signalling System (TTSS) for the smooth passage of the dangerous goods
carrying vehicle with least possible interaction with other vehicles inside the tunnel.

7.2 Dynamic Risk Monitoring

Pre-emptive actuation of safety systems to prevent accident-prone situation will not
only save precious human lives but also prevent humongous amount of imminent
financial loss due to accidents inside the tunnels. Dynamic risk estimation inside a
tunnel based on live traffic can be performed by suitable identification and cate-
gorization of various vehicle types based on their fire hazard potential with the
modern day high-speed computation capability. Based on the risk level, preventive
measures can be initiated by actuating safe traffic regulating system (a combination
of obstacles, alarms, specific driving instruction over public annunciation system)
that streamlines the vehicular movement inside the tunnel may become the norm of
future tunnels.

8 Conclusions

Tunnels are complex engineering systems from risk analysis point. The biggest risk
to tunnels is fire. The fire dynamics inside the tunnel depends of number of factors
that are intrinsic to tunnels (viz. length, ventilation, size, fire type, etc.) and some
extrinsic factors like ambient temperature, traffic density during an accident etc.).
Since fire and explosion related experiments in tunnels are dangerous and costly,
only a handful numbers of experiments have been performed to understand the fire
dynamics. Alternate methods such as CFD modelling of low Mach speed (<0.3
Mach) accidental fire scenarios and scaled down model tests of tunnels based on
Froude Scaling are used to understand the fire dynamics. In spite of significant
progress made in the area of tunnel fire real and model experiments, many issues
are still subject of in-depth research. A few important ones are noted below:

i. Fire dynamics in an inclined tunnel with longitudinal and transverse
ventilation.

ii. Determining effect of water mist and water spray system for fire suppression in
case of various types of fire scenarios.
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iii. Drawing correlation between tunnel dimensions (frontal height and area), fire
size and spread length for various types of fire with different types of venti-
lation system.

iv. Developing the empirical relationships for tunnel fire dynamics by combined
use of CFD modelling and Froude scaled down models.

Similarly, a good amount of research is required to capture the effect of traffic
and evacuation in present day-long tunnels for various fire types. In future, with the
availability of high speed computational facility and increased application of arti-
ficial intelligence, smart tunnels that regulate the movement of traffic in the pres-
ence of hazardous goods vehicles may become operational. Similarly, with suitable
GPS tagging of live traffic and categorization of vehicle types based on their fire
hazard potential, dynamic risk can be estimated. This risk value can be used to
manage the traffic flow inside a tunnel.
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Software Vulnerability Prioritization:
A Comparative Study Using TOPSIS
and VIKOR Techniques

Ruchi Sharma, Ritu Sibal and Sangeeta Sabharwal

Abstract The ever-mounting existence of security vulnerabilities in a software is an
inevitable challenge for organizations. Additionally, developers have to operate
within limited budgets while meeting the deadlines. So they need to prioritize their
vulnerability responses. In this paper, we propose an approach for vulnerability
response prioritization using “closeness to the ideal” approach. We used TOPSIS
and VIKOR method in this study. Both of these techniques employ an aggregating
function to achieve the ranking of desired alternatives. VIKOR method determines a
compromise solution on the basis of measure of closeness to a single ideal solution
while TOPSIS method determines a feasible solution while taking into account the
shortest distance from the positive ideal solution and the maximum distance from
negative ideal solution. Both these methods share some significant similarities and
differences. A comparative analysis of these two methods is done by applying them
on real-life software vulnerability datasets for achieving vulnerability prioritization.

Keyword Vulnerability � Priortization � Ranking � TOPSIS � VIKOR
Comparison

1 Introduction

With our growing dependence on software products and the gradually increasing
number of software vulnerabilities, efficient mitigation strategies have to be
developed. To maximize reliability and security of a software, the testing team has
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to take care of the order in which the vulnerabilities are fixed. This order is
important especially when the organization has to meet certain deadlines and they
do not have sufficient time to fix all the detected vulnerabilities. It also helps to
design suitable patches.

The security team must identify and assess vulnerabilities across disparate
hardware and software platforms. They need to prioritize these vulnerabilities and
remediate those that pose the greatest risk. A large number of organizations,
companies, and researchers have given rating systems to rank and prioritize them.
Vendors have been using their own methods for scoring software vulnerabilities,
usually without detailing their criteria or processes. In the last few years, the fre-
quency of “zero-day attack” has enhanced radically which further emphasized the
need for prioritizing the process of vulnerability fixation. So practically, there is
always a dearth of time for deployment of updates and patching to shield the
weakness of the software systems creating opportunities for the black hat bearers.
Hence, in order to handle the enormous amount of different vulnerabilities, security
managers must prioritize and rank the vulnerabilities depending on their possible
negative impact on software systems.

In the current literature, prioritization methods are categorized into two broad
groups, viz. quantitative and qualitative. Qualitative systems suggest a rating
approach to define the severity of software vulnerabilities. While quantitative
scoring systems associate a numerical score with each vulnerability. In general,
qualitative methods prioritize the vulnerabilities by dividing them into various
severity levels. On the other hand, quantitative methods generally associate a
mathematical score with the vulnerability. The most commonly used and the first
open quantitative prioritization method is Common Vulnerability Scoring System
(CVSS) [1–3]. The National Vulnerability Database which is the U.S. government’s
repository of standards based vulnerability management data also uses CVSS
scoring for vulnerability categorization [4]. Over the time, it has emerged as a
standard for quantitative vulnerability assessment [1–4]. In addition to these two
systems, hybrid rating system also exists. They give a score for severity of each
vulnerability and also assigns a rating to them by combining the quantitative and
qualitative methods. Vulnerability Rating and Scoring System (VRSS) is one such
hybrid vulnerability rating system [5, 6]. Later, Weighted Impact Vulnerability
Scoring System (WIVSS) was proposed. This system uses the factors used in CVSS
approach while assigning weights to each impact metric instead of treating them
equally. It uses the same six factors that CVSS uses but it considers different weights
for the impact metrics [7]. Another quantitative scoring system named Potential
Value Loss (PVL) introduced seven pointers which indicates the severity of a vul-
nerability to compute the vulnerability score [8]. Researchers have also emphasized
the use of temporal attributes and context information for severity scoring [9–11]. In
recent studies, multi-criteria decision-making techniques have been employed for
ranking software vulnerabilities while considering the relative importance of vul-
nerabilities instead of treating them as independent entities [12]. In recent past, many
researchers have used “TOPSIS” (The Technique for Order of Preference by
Similarity to Ideal Solution) and “VIKOR” (Vlsekriterijumska Optimizacija
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KOm- promisno Resenje) methods for a plethora of decision-making problems [13,
14]. These two methods helps to rank on the basis of different criteria while con-
sidering their relative importance. The TOPSIS method determines the solution by
giving the shortest distance from the ideal solution and with the greatest distance
from the negative ideal solution [13]. The VIKOR method determines ranking based
on the particular measure of “closeness” to an ideal solution giving a compromise
solution. The compromise solution is a feasible solution that is “closest” to the ideal
solution. Here, compromise suggests an agreement established by mutual conces-
sions [14]. Both these methods share some significant similarities and differences.

2 Methodology

In this section, we will describe the two techniques used for comparative study of
vulnerability prioritization. Both these methods take into consideration the distance
from an ideal solution to achieve ranking. The first method is the TOPSIS method
which uses positive and negative ideal solutions to give the final ranking. VIKOR
method, on the other hand, takes in account a single ideal solution approach.

2.1 TOPSIS Method

TOPSIS method was proposed by Hwang and Yoon in 1981 [13]. This method was
first introduced with an idea to offer an alternative for elimination and choice
expressing reality III method. It was later applied by Zeleny suggesting its various
applications [15]. The basic principle suggests that suitable alternatives are present
at a minimum distance from positive ideal solution and maximum distance from
negative ideal solution [13]. So, it is appropriate for the process of decision-making
to achieve maximum profits at minimum risk. A positive ideal solution maximizes
the benefit criteria and minimizes the cost criteria, whereas a negative ideal solution
maximizes the cost criteria and minimizes the benefit criteria. TOPSIS method is
expressed in a succession of six steps as follows:

Step 1: Prepare a decision matrix such that rows consists of the various alter-
natives and columns contain the criteria for ranking.

D ¼

C1 C2 � � � Cj � � � Cn

A1 x11 x12 � � � x1j � � � x1n
A2 x21 x22 � � � x2j � � � x2n
..
.

Ai xi1 xi2 � � � xij � � � xin
..
.

Am xm1 xm2 � � � xmj � � � xmn

0
BBBBBBBBBB@

1
CCCCCCCCCCA
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Here, Ai is the ith alternative and Cj is for jth criteria. xij is the numerical value
corresponding to ith alternative against jth criteria.

Step 2: Calculate the normalized decision matrix. The normalized value rij is
calculated as follows:

rij ¼ xijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPm
i�1 x

2
ij

q i ¼ 1; 2; . . .;m and j ¼ 1; 2; . . .; n: ð1Þ

Step 3: Calculate the weighted normalized decision matrix. The weighted nor-
malized value vij is calculated as follows:

vij ¼ rij �wj i ¼ 1; 2; . . .;m and j ¼ 1; 2; . . .; n: ð2Þ

where wj is the weight of the jth criterion or attribute and
Pn

j¼1 wj ¼ 1.
Step 4: Determine the ideal (A�) and negative ideal (A�) solutions.

A� ¼ max
i

vij jj 2 Cb

� �
; min

i
vij jj 2 Cc

� �� �
¼ v�j jj ¼ 1; 2; . . .; n

n o
ð3Þ

A� ¼ min
i

vij jj 2 Cb

� �
; max

i
vij jj 2 Cc

� �� �
¼ v�j jj ¼ 1; 2; . . .; n

n o
ð4Þ

Step 5: Calculate the separation measures using the m-dimensional Euclidean
distance. The separation measures of each alternative from the positive ideal
solution and the negative ideal solution, respectively, are as follows:

S�i ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXm
j¼1

vij � v�j
� �2

; j ¼ 1; 2; . . .; n

vuut ð5Þ

S�i ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXm
j¼1

vij � v�j
� �2

; j ¼ 1; 2; . . .; n

vuut ð6Þ

Step 6: Calculate the relative closeness to the ideal solution. The relative
closeness of the alternative Ai with respect to A� is defined as follows:

RC�
i ¼

S�i
S�i þ S�i

; i ¼ 1; 2; . . .;m ð7Þ

After the relative closeness values are obtained, rank in the order of preference.
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2.2 VIKOR Method

This method works on the basis of the particular measure of closeness to the
positive ideal solution. It gives a compromise solution that is the closest to the ideal
solution, where compromise means an agreement established by mutual conces-
sions. VIKOR method has following four steps as given by Opricovic and Tzeng in
2004 [14].

Step 1: Determine the best and worst values, which are known as positive ideal
and negative ideal solutions.

f �j ¼ max
i

fij f�j ¼ min
i

fij

if the ith function represent cost then

f �j ¼ min
i

fij f�j ¼ max
i

fij

where fij ¼ value of ith alternative for jth criteria

ð8Þ

Step 2: Calculate the values of Ai andRi using following equations:

Ai ¼
Xn
j¼1

wj f �j � fij
� �
f �j � f�j

0
@

1
A ð9Þ

Ri ¼ max
j

wj f �j � fij
� �
f �j � f�j

0
@

1
A ð10Þ

Here, Ai is the maximum group of utility of the majority of alternative i; Ri is a
minimum of individual regret of the opponent of alternative i, wj is the weight of the
criteria, which expresses the experts’ opinion regarding relative importance of the
criteria.

Step 3: Calculate the following values:

A� ¼ mini Ai; A� ¼ maxi Ai; R� ¼ mini Ri; R� ¼ maxi Ri

Qi ¼ v Ai�A�ð Þ
A��A�ð Þ þ ð1� vÞ Ri�R�ð Þ

R��R�ð Þ
ð11Þ

v is introduced as a weight for the strategy of maximum group utility, whereas
(1 − v) is weight of the individual regret. The solution obtained by mini Ai is with a
maximum group utility and the solution obtained by mini Ri is with a minimum
individual regret of the opponent. The value of v is taken as 0.5 however it can be
taken from 0 to 1.

Step 4: Rank the alternatives, sorting by the values of S, R and Q in decreasing
order.
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The results are three ranking lists. Propose a compromise solution the alternative
A1 which is the best ranked by the measure Q (minimum), if the following two
conditions are satisfied.

(1) Acceptable advantage: Q [A2] − Q[A1] � DQ, where DQ = 1/(M − 1) and A2

is the alternative with second position in the ranking list by Q.
(2) Acceptable stability in decision-making: The alternative A1 must also be the

best ranked by S or/and R. This compromise solution is stable within a
decision-making process, which could be the strategy of maximum group utility
(when v > 0.5 is needed), or “by consensus” (v is approximately 0.5) or with
veto (v < 0.5). If one of the above conditions is not satisfied, then a set of
compromise solutions is proposed which is given as below:

• Alternative A1 and A2 if only condition 2 is not satisfied, or Alternatives A1,
A2,…,AM if the condition 1 is not satisfied. AM is determined by the relation
Q [AM] − Q [A1] < DQ for maximum M; the positions of these alternatives
are “in closeness”.

3 Numerical Illustration

In this section, we present the numerical illustration of both the techniques dis-
cussed in the previous section. The dataset used in this study is extracted from CVE
Details, which is a well-known data source of security vulnerabilities [16, 4].
Dataset consists of 13 different types of vulnerabilities with 3 different categories
namely low (C1), medium (C2) and high (3) based on the severity levels of vul-
nerabilities as per the Common Vulnerability Scoring System (CVSS) values. It
contains the count of vulnerabilities detected over a period of 19 years (1999–
2017).

3.1 Ranking Vulnerabilities Based on TOPSIS Technique

In this study, the initial decision matrix is obtained by dividing the number of
vulnerabilities in each category by the aggregate sum of each column so as to obtain
the values within a range of 0–1. This initial matrix is shown in Table 1. The initial
weightages of the three criteria are also mentioned. These weights are the criteria
weights obtained in [12] using the analytic hierarchy process (AHP).

After the initial decision matrix is obtained, it is normalized using Eq. (1) which
includes dividing each value by the square root of the sum of the squares of each
column as shown in Table 2.

After the normalization is achieved, the criteria weights are multiplied column
wise so as to obtain the weighted normalized decision matrix in Table 3 (Eq. 2).
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Then, the positive ideal solution ðAÞ� and negative ideal solution ð�AÞ are
obtained using Eqs. (3) and (4), respectively. The values are as shown in Table 4.

The prime motive behind evaluating these two ideal solutions is to find the
distance between the ideal solutions to that of individual values to facilitate ranking.
Hence, in the next step, separation measures are calculated from both the negative
and positive ideal solutions using Eqs. (5) and (6) as shown in Tables 5 and 6.

Table 1 Initial decision matrix along with criteria weights

C1 (1–3.9) C2 (4–6.9) C3 (7–10)

Weights (using AHP) [12] 0.065 0.199 0.735

DOS 0.2331 0.219426 0.147787

Code execution 0.0238 0.125736 0.375682

Overflow 0.0440 0.084076 0.165168

Memory corruption 0.0043 0.019841 0.060116

Sql injection 0.004279 0.026321 0.103676

XSS 0.304968 0.204722 0.003241

Directory traversal 0.02068 0.049837 0.016438

http response splitting 0.002615 0.00271 0.000275

Bypass something 0.081768 0.056765 0.035567

Gain information 0.246256 0.128776 0.010507

Gain privileges 0.027573 0.036924 0.051141

CSRF 0.004992 0.029266 0.001375

File inclusion 0.001664 0.015599 0.029027

Table 2 Normalized decision matrix

C1 C2 C3

Weights 0.065 0.199 0.735

DOS 0.498890614 0.589005 0.3227

Code execution 0.050855465 0.337513 0.820319

Overflow 0.094081541 0.225685 0.360652

Memory corruption 0.009154839 0.053259 0.131266

Sql injection 0.009154839 0.070653 0.226381

XSS 0.652473263 0.549535 0.007077

Directory traversal 0.044244469 0.133777 0.035893

http response splitting 0.005594743 0.007274 0.0006

Bypass something 0.174941088 0.152374 0.077662

Gain information 0.52686005 0.345674 0.022943

Gain privileges 0.058991912 0.099115 0.111669

CSRF 0.010680289 0.078559 0.003002

File inclusion 0.003560096 0.041872 0.063382
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Table 3 Weighted normalized decision matrix

DOS 0.032623 0.117459 0.237245

Code execution 0.003325 0.067307 0.603091

Overflow 0.006152 0.045006 0.265147

Memory corruption 0.000599 0.010621 0.096506

Sql injection 0.000599 0.01409 0.166434

XSS 0.042666 0.109588 0.005202

Directory traversal 0.002893 0.026678 0.026389

http response splitting 0.000366 0.001451 0.000441

Bypass something 0.01144 0.030386 0.057096

Gain information 0.034452 0.068934 0.016867

Gain privileges 0.003858 0.019766 0.082098

CSRF 0.000698 0.015666 0.002207

File inclusion 0.000233 0.00835 0.046598

Table 4 Positive and negative ideal solutions

A′ Max 0.04267 0.1175 0.6031

A* Min 0.00023 0.00145 0.00044

Table 5 Separation measure from negative ideal solution

DOS 0.001049121 0.013457901 0.056075895 0.070582917 0.265674457

Code
execution

9.56475E−06 0.004337029 0.363186166 0.36753276 0.606244802

Overflow 3.50387E−05 0.001897047 0.070068941 0.072001027 0.26833007

Memory
corruption

1.33811E−07 8.40918E−05 0.009228383 0.009312608 0.096501857

Sql injection 1.33811E−07 0.000159742 0.027553543 0.027713419 0.166473478

XSS 0.001800566 0.011693663 2.26639E−05 0.013516893 0.116262175

Directory
traversal

7.07763E−06 0.000636422 0.000673256 0.001316755 0.036287125

http response
splitting

1.76941E−08 0 0 1.76941E−08 0.000133019

Bypass
something

0.000125594 0.000837282 0.003209792 0.004172667 0.064596187

Gain
information

0.00117095 0.004553995 0.000269809 0.005994754 0.077425795

Gain
privileges

1.3139E−05 0.000335443 0.006667764 0.007016346 0.083763629

CSRF 2.16752E−07 0.000202084 3.11714E−06 0.000205418 0.014332421

File inclusion 0 4.76058E−05 0.002130408 0.002178014 0.046669198
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The final value of the relative closeness is obtained by using Eq. (7) which uses
the values of separation from positive and negative ideal solutions. Finally, vul-
nerabilities are ranked based on the relative closeness value. Closer is the value to 1
better is the rank. Based on this criteria, all the vulnerabilities are ranked given in
Table 7.

Figure 1 shows the effective share of each vulnerability after the evaluation of
relative closeness.

Table 6 Separation measure from positive ideal solution

DOS 0.00010086 0 0.133843145 0.133944006

Code execution 0.00154767 0.00251523 0 0.004062896

Overflow 0.00133325 0.00524945 0.114206083 0.120788785

Memory corruption 0.00176966 0.011414365 0.256628177 0.269812198

Sql injection 0.00176966 0.010685205 0.190669066 0.203123927

XSS 0 6.19518E-05 0.357470811 0.357532763

Directory traversal 0.00158187 0.008241152 0.332585322 0.342408342

http response splitting 0.00178929 0.013457901 0.363186166 0.378433361

Bypass something 0.00097508 0.007581597 0.298109738 0.306666412

Gain information 6.7469E-05 0.002354666 0.343657911 0.346080046

Gain privileges 0.00150608 0.009543942 0.271433614 0.282483641

CSRF 0.00176127 0.010361724 0.361061276 0.373184272

File inclusion 0.00180057 0.011904664 0.309684396 0.323389626

Table 7 Relative closeness with ideal solution and ranking

Name Relative closeness Rank

DOS 0.420598531 3

Code execution 0.904862367 1

Overflow 0.435687844 2

Memory corruption 0.156675047 6

Sql injection 0.26973849 4

XSS 0.162785985 5

Directory traversal 0.058391644 11

http response splitting 0.000216185 13

Bypass something 0.104461883 9

Gain information 0.116305332 8

Gain privileges 0.136144455 7

CSRF 0.022923785 12

File inclusion 0.075842605 10
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3.2 Ranking Vulnerabilities Based on VIKOR Technique

Using Eq. (9) for vulnerability type 1, we calculate the A1 which is given below

A1 ¼ 0:063591
1283� 981
1283� 7

� �
þ 0:199419

9312� 9312
9312� 115

� �
þ 0:73519

19129� 7525
19129� 14

� �
¼ 0:461783

Similarly A2;A3. . .A13 can be calculated. The values of all Ai are given in
Table 8.

Now using Eq. (10), we will calculate the Ri value. Ri value is given in the last
column of Table 9.

Using the Ai&Ri values from Tables 8 and 9, we found the A�;A�;R� andR�

values which are charted in Table 10.
Now using Eq. (11) and the values from Table 10, we can obtain the Qi values.

Q1 ¼ 0:5
0:461783� 0:146873
0:999795� 0:146873

� �
þð1� 0:5Þ 0:446306� 0:086212

0:73519� 0:086212

� �

Fig. 1 Different vulnerability types and corresponding effective shares using TOPSIS

Table 8 Ai values

1 2 3 4 5 6 7

0.461783 0.146837 0.593084 0.866481 0.775211 0.742913 0.92088

8 9 10 11 12 13

0.999795 0.863874 0.811224 0.863315 0.972692 931832
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Similarly Q2;Q3. . .Q13 can be calculated. Values of Qi are given in Table 11.
Based on the values obtained for Ai;Ri andQi, we have ranked the vulnerabil-

ities given in Table 12. Lesser is the values of Ai;Ri and Qi more is the severity of
vulnerabilities.

Since we have 13 alternatives therefore DQ value is (1/(13 − 1)) = 0.08333 and
Q [A2] − Q [A1] = 0.462051725 0:462051725� 0:083333 which shows that con-
dition 1 is satisfied. Also from the Table 12 we see that Code execution is ranked 1
by all the measures Ai;Ri and Qi. This shows that condition 2 is satisfied. Hence,
the last column of Table 12 gives the ranking of vulnerabilities based on VIKOR
technique.

Figure 2 shows the effective share of each vulnerability on the basis of VIKOR
method.

Table 9 Ri values

Ri value (C1) Ri value (C2) Ri value (C3) Ri value Max (C1, C2, C3)

0.015477 0 0.446306 0.446306

0.060625 0.086212 0 0.086212

0.056269 0.124547 0.412268 0.412268

0.064827 0.183655 0.617998 0.617998

0.064827 0.177693 0.532691 0.532691

0 0.01353 0.729382 0.729382

0.061291 0.156053 0.703536 0.703536

0.065186 0.199419 0.73519 0.73519

0.048121 0.149678 0.666075 0.666075

0.012658 0.083415 0.715152 0.715152

0.059805 0.167935 0.635575 0.635575

0.064674 0.174982 0.733036 0.733036

0.065391 0.187558 0.678882 0.678882

Table 10 Max, min values

A- 0.999795 R* 0.086212

A* 0.146837 R- 0.73519

Table 11 Qi values of vulnerability types

1 2 3 4 5 6 7

0.462052 0 0.512796 0.831562 0.712336 0.844942 0.929353

8 9 10 11 12 13

1 0.867074 0.874022 0.843249 0.982453 0.916779
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4 Result Analysis

The results obtained with both the techniques used in this study gave comparable
results with slight variations in the final ranking of vulnerabilities. Both the methods
ranked code execution vulnerabilities to be the most critical type of vulnerability

Table 12 Ranking based on Ai;Ri and Qi

Ranking Ranking Ranking

Ai Rij Qi

DOS 0.461783 2 0.44630629 3 0.462051725 2

Code execution 0.146837 1 0.0862118 1 0 1

Overflow 0.593084 3 0.41226794 2 0.51279551 3

Memory corruption 0.866481 9 0.61799806 5 0.831562246 5

Sql injection 0.775211 5 0.53269064 4 0.712335639 4

XSS 0.742913 4 0.72938233 11 0.844942252 7

Directory traversal 0.92088 10 0.70353625 9 0.929353262 11

http response
splitting

0.999795 13 0.73519 13 1 13

Bypass something 0.863874 8 0.66607483 7 0.86707437 8

Gain information 0.811224 6 0.7151516 10 0.874022308 9

Gain privileges 0.863315 7 0.63557493 6 0.84324858 6

CSRF 0.972692 12 0.73303616 12 0.982452882 12

File inclusion 0.931832 11 0.67888248 8 0.916778653 10

Fig. 2 Different vulnerability types and corresponding effective shares using VIKOR
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and Http response splitting to be the least critical of all. Gain privileges and CSRF
are also given same ranks in both the methods and are ranked at 7th and 12th
positions, respectively. Denial of service is ranked at number 2 with the compro-
mise solution approach while it is placed at number 3 using TOPSIS. Similarly,
overflow is at rank 3 in VIKOR and at rank 2 with TOPSIS. Vulnerabilities due to
memory corruption are ranked at position 9 and 6 for VIKOR and TOPSIS,
respectively. Sql injection vulnerability type is ranked at number 5 using VIKOR
and 4 with TOPSIS. XSS, Directory traversal, file inclusion, bypass something,
gain information, and gain privilege are at positions 4, 10, 11, 8, 6, and 7 using
VIKOR and 5, 11,10, 9, 8, 7 with TOPSIS, respectively.

Figure 3 shows that almost all the rankings given by these methods are com-
parable except for the memory corruption (V4) and gain information (V10) which
shows a rank difference of 2 or more places using both the methods. Symmetrical
structures are obtained with four points in the graph viz V1, V3, V5, and V6. It
shows that ranks for these vulnerabilities have been swapped in both the methods.
Overlapping points can be seen at V2, V8, V11, and V12 suggesting equal ranks for
these vulnerabilities.

5 Conclusion and Future Research Direction

Both the methods used in this study work on the principle of “closeness to the
ideal” solution. Although the steps involved in both the methods are different, the
rankings obtained are quite close to each other which suggest that no particular
method has advantage over the other. With respect to the number of calculations
involved, VIKOR can be preferred over TOPSIS to minimize the calculations.

Fig. 3 Ranking of vulnerabilities by TOPSIS & VIKOR
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In the current study, we have not considered the uncertainty in the data. In future
research, we can use the fuzzy or intuitionistic fuzzy approach combined together
with the above techniques to get more improved ranking methods.
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