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Preface

This book is intended to discuss a variety of recent and vital technical and
non-technical issues related to the global energy, environment, and socioeconomic
developments for professionals and students who are directly and indirectly
involved in the relevant fields. The impetus for this book comes from our view that
there is lack of a clear vision in the development of technology and policy on how
to reach the mandatory renewable energy targets of the world to reduce greenhouse
gas emission and exhilarate socioeconomic development. The chapters of this book
have been structured in such a way that it provides a consistent compilation of
fundamental theories, a compendium of current research and development activities
as well as new directions to overcome critical limitations. This book will be of
benefit to researchers, planners, policy makers, and manufacturers.

Chapter 1 aims to present the importance of renewable energy, its sources,
present situation, and future prospects. In the modern and fast-growing civilization,
the growth of energy consumption is the measuring parameter of social and eco-
nomic growth. To meet this high energy demand, suggestions are also made to
make the renewable energy more popular among investors. Implementation of these
suggestions will help to increase the smooth penetration of renewable energy
sources in electrical power systems to preserve economy and environment.

It has been becoming obvious that renewable energy can overcome the chal-
lenges thrown by conventional fossil fuel-based power plants. Among renewable
energy sources, the solar photovoltaic (PV) has been gaining a significant popu-
larity since last decade, and nowadays, the cost of electricity generation from solar
PV system is comparable with those from traditional generation systems. By the
end of 2016, the cumulative installed capacity reached around 300 GW, whereas it
was only 17.06 GW in 2010. About 15,000 tons of carbon dioxide emission can be
reduced every year by a 10 MW solar PV plants. The comparative technical
specifications of different components of large-scale solar PV plant, e.g., solar
module, inverter, tracker, and transformer, are presented in Chap. 2. In addition,
necessary factors that influence the selection of a site for a solar PV plant are also
discussed.
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Existing power transmission infrastructures are not robust and less efficient due
to the power loss over long distance. High-temperature superconducting
(HTS) materials and technologies have become available to design and build power
cables. Chapter 3 aims to present basic theoretical background knowledge of HTS
cables. The necessary improvements required have been comprehensively identified
to reach the goal of industrial and board application of HTS cables and transmission
technologies which are potential critical elements for future power system
renewables.

The oceanic wave, also known as a wind wave, has the high-power density
compared to the other popular renewable energy sources. The conventional
machineries are not suitable for the energy conversion from the sea wave. To
extract maximum power, scientists around the world proposed a wide variety of
new electrical machines. Some of such electrical machines with their properties and
the prospects of a high-power density linear generator are discussed in Chap. 4.

A converter is an essential part of a wind energy system. The conventional
rectifier–inverter arrangement contains a giant capacitor and produces harmonics
distortion in its output. A matrix converter is now popular as it does not contain
capacitor which has a bulky size. It can be provided in a simple construction to
provide a wide range of output frequency. Chapter 5 introduces a modified algo-
rithm for space vector modulation that reduces total harmonic distortion of the
output voltage. Moreover, a modified open-loop control of matrix converter with
indirect space vector modulation is introduced to provide constant frequency and
output voltage even if the wind speed changed.

Recent trends of connecting small-scale generator lead to the concept of
micro-grid. In smart grid environment, several micro-grids will work parallel to
support the load demand. It is essential to keep the nodal voltage of grid-connected
renewable energy systems within an acceptable limit. The major advantage that
attracts the matrix converter for grid-interactive applications is its inherent capa-
bility of bidirectional power flow. It can be used as voltage regulators in the
low-voltage (LV) distribution network by adding a series compensation voltage
with a transformer. However, to achieve these functionalities, a proper switching
scheme and commutation process are necessary. The major focus of Chap. 6 is to
discuss different types of switching and commutation strategies for matrix converter
that considers silicon carbide (SiC)-based junction field-effect transistors (JFETs),
MOSFETs, and SiC-based MOSFETs. The experimental results reveal that the
SiC-based MOSFET devices are the best for designing the matrix converter for
micro-grid applications.

In the near future, multiple energy sources having diverse characteristics will
come into play in power systems. When a large number of renewable energy
sources are interconnected with traditional power systems, it arises several critical
challenges for the operation of the system. Intermittent nature of renewable energy
and variable load demand on power systems make the control tasks more chal-
lenging. These challenges might cause the interruption of steady-state operation
of the system and interrupt power supply to consumers. Chapter 7 attempts to
present technical challenges related to the operation and protection that arise due to
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the large-scale interconnection of renewable energy. A detailed discussion on the
necessity of implementation of control techniques is highlighted to ensure the
continuity of service.

Rajshahi, Bangladesh Md. Rabiul Islam
Khulna, Bangladesh Naruttam Kumar Roy
Arlington, USA Saifur Rahman
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Chapter 1
Prospects of Renewable Energy Sources

Naruttam Kumar Roy and Aparupa Das

1.1 Introduction

The power sector has turned the whole world into a global village. With time, the
primary energy usage of the world has risen by 1.8% [1]. To meet this extended
demand, we must find other resources to generate more power, especially electric
power. Again, another important concern is to preserve our environment. The
power generation from fossil fuel emits tons and tons of carbon-di-oxide (CO2). It
also causes environmental damages and risks to public health. We must not for-
get that the fossil fuel is finite resource and leaves hazards for our posterity.
World’s scientists are looking forward to making sustainable development that is to
generate power for social development, preserve the resources for future genera-
tions and hamper the environment as less as possible.

In the year 2015, the global people have witnessed the first effective initiative to
boost up access to technology, related to renewable energy by global communities
like G20 and G7. The United Nations General Assembly (UNGA) has also adopted
a Sustainable Development Goal (SDG) that describes “Sustainable energy for all”
(SDG-07). The largest annual increment ever took place in that year and it was
estimated about 147 Gigawatts (GW), where renewable energy contributed about
19.2% of global energy consumption [2]. To understand the discussion more
deeply, we must learn more about “Renewable or Green Energy”.
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The New Webster’s Dictionary defines [3], “Renewable” as “Replaceable nat-
urally or by human activity. Renewable resources are replenished by the environ-
ment over relatively short period of time. Examples of renewable resources include
trees and other plants, animal populations, ground water, solar energy, wind energy,
etc.”.

According to the Texas Renewable Energy Industries Alliance (TREIA) [4], the
definition of “Renewable energy” is “Any energy resource that is naturally
regenerated over a short time scale and derived directly from the sun (such as
thermal, photochemical, photoelectric), indirectly from the sun (such as wind, hydro
power and photosynthetic energy stored in bio-mass) or from other natural
movements and mechanisms of the environment (such as geothermal and tidal
energy). Renewable energy does not include energy resources derived from fossil
fuels, waste products from fossil sources or waste products from inorganic sources”.

Australian Renewable Energy Agency (ARENA) defines [5], “Renewable
energy” as “Renewable energy is energy which can be obtained from natural
resources that can be constantly replenished”.

1.2 Types of Renewable Energy

In this world, there are different kinds of renewable energy sources (RESs) from
where we can avail renewable or green energy. However, we are commonly well
known with six types of RESs as given in Fig. 1.1. These RESs give us the ways to
generate power not only by alternative means but also in traditional ways. By using
these sources properly, we can move towards a safe and sound environment. These
help us to minimize carbon footprint from the environment. Most of the renewable
energies rely on the sunlight directly or indirectly. The wind power is the effect of
solar radiation. The differential heating of the sun on the earth-surface makes the air
move and this movement of air in known as “Wind”. Hydro-cycle is a result of solar
energy. Hydro-cycle and gravitational flow of water are the fundamental aspects
that establish the system to gain hydro-energy. The solar power is directly

Fig. 1.1 Classification of renewable energy
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converted from sunlight. Collectors or photovoltaic cells convert the sunlight into
electricity. Again, plants collect solar power and these plants are converted to
“Bio-mass”. There are some RESs that do not rely on the solar power such as
geo-thermal and marine energy. In the case of geo-thermal energy, the heat from the
radioactive decay is pulled out from the crust of the earth for power generation. And
when it is the turn of marine energy, conversion of wave, gravitational and potential
energy of water mass, differential salinity are the basic concepts to generate power
from this resource. RESs quickly and effectively replenish themselves and can be
used again and again. For this reason, renewable energies are sometimes termed as
“infinity energy resources”.

1.2.1 Wind Energy

Since 1990 wind energy has been one of the rapidly growing sectors in the globe.
Wind power is generated by the conversion of the kinetic energy of moving air to
mechanical energy and afterwards the mechanical energy is converted to gain
electric power. The working principle of a wind turbine is opposite of a fan. Like a
fan, it does not use electricity to produce wind, rather the wind turbine uses wind to
generate electricity. When air flows, it turns the blades which rotate a shaft and the
connecting generator produces electricity. It captures the wind’s energy by means
of sophisticated blade design or air-foils to gather mechanical energy and then
converts the mechanical energy to electric power. However, the most difficult task
involves in this conversion is to design cost-effective turbines with aeronautic
blades. Current available turbines with shafts can capture only 40–50% of the total
available energy. These wind power plants generally can produce 5–300 MW,
though plants of higher and lower capacity are also seen [6, 7].

According to Global Wind Statistics 2016, the world’s total capacity of wind
energy was 486,749 MW. In comparison with other countries of the world, China
generates the maximum amount of wind energy, whereas Pacific Islands generate
lowest, only 13 MW electricity from wind turbines. In 2016, China installed
23,328 MW (cumulatively) wind based power stations. From the given graph in
Fig. 1.2, we can predict the current generation of power from wind energy around
the world [8].

The generation capacity varies from place to place due to their environmental
condition. Asia has the maximum proportion in this sector as there is a plenty of
availability of wind in Asian sub-continent as shown in Fig. 1.3 [8].

Commonly, there are two types of wind turbines [9]:

• Horizontal axis wind turbine
• Vertical axis wind turbine.

The most easily found wind turbine is horizontal axis. In horizontal axis wind
turbine, there is a tower. The tower holds three airplane propellers blades. Blades
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are connected to the shaft. The shaft is mounted horizontally, parallel to the ground.
When wind hits the blades, the shaft also rotates. The shaft has a gear and it turns a
generator and produces electricity. The real view of horizontal axis wind turbine is
shown in Fig. 1.4 [10].

In vertical axis wind turbine, the shaft is mounted vertically to the ground like an
eggbeater. The Darrieus wind turbine is the most common vertical axis turbine. In
1931, French engineer Georges Darrieus designed this model [9]. It cannot start
itself and needs additional electrical mechanism for star up. Nowadays, vertical axis

Fig. 1.2 World leaders in wind power capacity (in MW)

Fig. 1.3 Percentage of wind capacity around the world

4 N. K. Roy and A. Das



wind turbines are not popular like horizontal-axis turbines for their lower perfor-
mance. The real view of vertical axis wind turbine is shown in Fig. 1.5 [10].

1.2.1.1 Parts of Wind Turbine

Wind turbines have three important parts as shown in Fig. 1.6.

• Nacelle
• Rotor
• Tower.

The nacelle is the main mechanical compartment of the wind turbine. It has gear
box, brake or controlling mechanism and generator. The controlling mechanism
increases energy collection and conversion. A shaft connects nacelle with the rotor
hub. There are three (usually) wing-shaped blades known as rotor. The rotor is
connected with the central hub. The wind strikes the rotor and then it starts moving.
Therefore, the wind’s kinetic energy is captured by the rotor and is turned into
rotational energy. The total system is established on a strong foundation and it is
made enough high so that the blades can gain necessary wind resources. This
system requires a conduit to transfer electricity generated from the wind turbine to
the collection system. Generally, the whole amount of the electricity is transferred
to the national grid. According to the location, wind farm can be classified into two
types: one is on-shore and another is off-shore.

Fig. 1.4 Horizontal axis wind turbine [10]

1 Prospects of Renewable Energy Sources 5



When the wind turbine is located on land, it is called on-shore whereas, off-shore
wind farm is constructed off-shore (sea or freshwater). Off-shore wind farms get
stronger wind speed compared to the land based on-shore wind farms. Therefore,
off-shore wind farm can produce more electricity than on-shore. But the on-shore
wind farm is cost-effective and easier to maintain, on the contrary, the off-shore
wind farm has higher construction cost and its maintenance is also very tough. In
general, the maintenance cost of off-shore wind turbine is 20% higher than the
on-shore one [11]. The main disadvantage of on-shore wind farm is, it needs a back
up supply in the time of insufficient wind strength. In 1991, the first off-shore wind
farm was constructed in Denmark [12]. From on-shore wind farm, UK generated
7 TWh electricity in 2010 [13]. According to the estimations, this can save the
emission of 6 million tons of CO2 gases. The on-shore wind generation will be 30
TWh by 2020 in UK. This phenomenon will contribute greatly in preventing the
emission of greenhouse gases (GHGs) of UK [13].

Fig. 1.5 Vertical axis wind
turbine [10]
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1.2.1.2 Mathematical Model

The notations that used in the mathematical model are given below [14, 15].

E = Kinetic energy (J)
m = Mass (kg)
v = Wind speed (m/s)
P = Power (W)
dm
dt = Mass flow rate (kg/s)
dE
dt = Energy flow rate (J/s)
q = Density (kg/m3)
A = Swept area (m2)
Cp = Power coefficient
r = Radius (m)
t = Time (s)
x = Distance (m)

Fig. 1.6 Energy conversion in a typical wind turbine
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Under constant acceleration, the kinetic energy “E” is equal to the work-done
“w”. Here, an object has mass “m” and velocity “v”, is displaced and covered a
distance “s” with a force “F”, that is

E ¼ W ¼ Fs

According to Newton’s law, we know,

F ¼ ma

Thus,

E ¼ mas ð1:1Þ

According to the third equation of motion,

v2 ¼ u2 þ 2as

Now we get,

a ¼ v2 � u2

2s

Since the initial velocity of the object is zero, i.e., u = 0, so, we get,

a ¼ v2

2s

Substituting it in Eq. (1.1) we get that, the kinetic energy of a mass is:

E ¼ 1
2
mv2 ð1:2Þ

The power in the wind is given by the rate of change in energy:

P ¼ dE
dt

¼ 1
2
v2

dm
dt

ð1:3Þ

Hence, mass flow rate is given by

dm
dt

¼ qA
dx
dt

And the rate of change of distance is given by dx
dt ¼ v,

Therefore, from the Eq. (1.3) the power can be defined as,

P ¼ qAv3
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The density function, q, is given by [14],

q ¼ 1:2925
ðPr � VPÞ

760
273
T

kg=m3 ð1:4Þ

here,

Pr = Pressure in mm of Hg
VP = Vapor pressure of water vapor
T = Temperature in degree Kelvin.

The vapor pressure can be found if the dew point is known. However, the vapor
pressure correction affects the density by less than 1%. Hence, it is usually dropped
from the calculation.

The power in the wind is converted to mechanical power which is transmitted to
the generator. The electrical power output (Pe) is given by,

Pe ¼ CpgmggP ð1:5Þ

where,

Cp = Coefficient of performance
ηm = Mechanical efficiency
ηg = Electrical efficiency.

1.2.2 Solar Energy

The solar energy is generated from the power of sun. It can be done in two ways
[16]:

• Using photovoltaic (PV) cell
• Generating electric power through concentrating solar power (CSP) method.

These techniques are well known around the world and installed in numerous parts
of the world to generate electricity in the last decade [17]. Location is the main
factor for the solar power generation. Direct and diffuse are the two components of
solar radiation. When solar radiation comes to the earth then two things happen—
absorbtion and scattering. In the case of direct radiation, the sun ray directly comes
in a line whereas in diffuse radiation, it is scattered out by different things like
clouds. The total global irradiation of sun is the sum of direct, diffuse as well as
reflected beams. Here,

GHI ¼ DNI cosZ þDHI ð1:6Þ
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where,

GHI = Global Horizontal Irradiance (important aspects for PV)
DNI = Direct Normal Irradiance(important aspects for CSP)
DHI = Diffuse Horizontal Irradiance
Z = The sun zenith angle.

The amount of GHI and DNI differs from place to place. In Africa, the GHI
value lies between 1600–2700 (kWh/m2/year); where the lowest value in Congo
Basin and highest value in Sahara and Namib. The DNI value lie between 900–
3200 (kWh/m2/year); lowest in Congo Basin and highest in Southern Namibia and
North-Western South Africa Deserts [18]. The solar radiation in Bangladesh is
approximately 1700 kWh/m2/year [19].

1.2.2.1 Solar PV Cell

Solar PV is a semiconductor device which directly converts sunlight into electricity.
PV cells are interconnected with each other and the amalgamation of the cells are
called PV module. Generally, a PV module has the capacity of 50–200 W. There
are different kinds of components in a PV module that are inverter, battery, elec-
trical components and mounting system. By connecting PV modules, it is possible
to generate few watts to tens of megawatts. The PV cells with mono-crystalline
silicon have conversion efficiency up to 23% [20]. From the given graph (Fig. 1.7),
it is possible to have a glace of the development of PV solar capacities during
2010–2015 [21].

The global competition is increased in solar PV market. More than thousand
vendors and organizations are working worldwide to supply PV cells and their
modules. The large segments of vendors are from US, Japan, Europe and China
[22]. Many countries invest huge amount of money for increasing their PV
capacity. Among them China is the market leader with generating capacity
43,050 MW in 2015 [21]. Figure 1.8 shows the scenario of worldwide percentage
of PV capacity.

Fig. 1.7 Annual installed PV
capacities in MW projection
from 2010 to 2015
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Solar panels are installed at heights. It could be installed at every individual
house. For commercial uses, the modules are installed for establishing a strong
network within the panels. When sun rays fall on the panels, electrons are emitted.
The flow of electron is controlled with a charge controller. The charges are stored in
a battery. Then the inverter converts the dc current into ac current and thus the
electricity is provided directly to consumers or to the grid as shown in Fig. 1.9.

Fig. 1.8 Worldwide
percentage of PV capacity in
the year of 2015

Fig. 1.9 Schematic diagram of PV system
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The solar PV has two major advantages:

1. The PV modules can be used to produce massive amount of power which gives
the benefit of economies of scale (Economies of scale mean if the production is
in a large scale then its cost can be minimized).

2. Rather than CSP and solar thermal system, a PV is a very modular system that
uses direct sunlight as well as diffuse component of sunlight. It can work even
under unclear sky.

The output current “I” of an ideal PV cell, which consists of a single diode con-
nection in parallel with a light generated current source “Iph”, can be written as [23]:

I ¼ Iph � Is exp
V
nVT

� �
� 1

� �
ð1:7Þ

where,

Is = Cell saturation of dark current
VT = Thermal voltage = KTc/q
K = Boltzmann’s constant = 1.38 � 10−23 J/K
Tc = Cell’s working temperature
q = Electron charge = 1.6 � 10−19 C
n = Identity factor.

1.2.2.2 CSP Plants

In early stage, commercial CSP plants were generating 354 MW in California that
continued to operate commercially till now [24, 25]. In the year 2009, 700 MW
CSP plants were installed and 1500 MW CSP plants were under construction
around the world [26].

In Asian region, India topped in CSP generation. Around the world Spain leads
the CSP market. From the following graphical representation (Fig. 1.10), we can
analyze the facts concerning the power generation using CSP [18].

The CSP is a type of solar thermal technology [16]. It consists of two parts: one
is collector part and another is converter. This type of plant requires large area for
collecting solar radiation. Power tower systems, trough systems, and dish/engine
systems-approaches are used in CSP plants [27].

Fig. 1.10 Installed capacity
of CSP of the top 5 countries
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In tower based CSP plants, the tower is the central receiver. Solar beams are
directly concentrated by lenses or flat heliostats mirrors using the principle of light
reflection to accrue heat in liquid and to turn them into steam, which is then used for
electricity generation. A CSP has mirror (or lenses) converted dishes that are
focused to boil water in a conventional steam generator to produce electricity as
shown in Fig. 1.11.

Trough system CSP plants generally have large U-shaped or parabolic focusing
mirrors. Some pipes are going along with the focal points of the focusing mirrors
which are filled with oil. The mirrors collect the sun rays so that the oil becomes hot
and this hot oil then boils the water. Afterwards, the boiling of water produces
steam which runs the steam turbine and generator and produces electricity [27].

Mirror dishes, which are nearly 10 times larger than a backyard satellite dish, are
set in dish engine system to concentrate solar power onto a receiver. This receiver is
placed at the center of the dish. The receiver moves along the sun throughout day to
capture the highest possible amount of solar power. The receiver has an external
engine which contains helium or hydrogen gases to operate four piston cylinders.
By using the expansion and contraction of helium or hydrogen gas, the heat energy
is converted to mechanical energy and a crankshaft is made to rotate which runs a
generator and thus, the generation of electricity takes place [27].

1.2.3 Hydro Energy

Hydro power is one of the most commonly used renewable energy, which generates
around 16% of the global electricity in 2008 [28]. According to the International
Energy Agency (IEA) in 2008, the world’s hydro power production was 3288 TWh
[29]. In 2015, in the whole world, there has been newly installed 33.7 GW of hydro
power. Therefore, the hydro power has surely become friendlier to the countries,
authorities. And that is why, 16.4% of global energy and 71% energy from RESs,

Fig. 1.11 Schematic diagram of CSP generation
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are generated from hydro. In this sector, the market leaders are shown in Table 1.1
[30].

If the statistics are analyzed, between the years 2005–2015, the upsurge taken
place is 39% and per year this development is 4% on an average. In the year of
2015, the total generation from the hydro power has been found maximum in
China, followed by USA as shown in Fig. 1.12 [30].

The three portions of the world are water. Among them only some portions of
hydro potential are used where maximum potential are in unutilized condition as
shown in Fig. 1.13 [30]. By using this huge potential in future, we can mitigate the
power crisis with a clean environment.

Table 1.1 Global position and installed capacity of top 3 countries in hydro power generation

Position Country Globally installed capacity (Word Market Share) (%)

1st China 26%

2nd USA 8.4

3rd Brazil 7.6

Fig. 1.12 Top 6 countries of hydro power generation in 2015

Fig. 1.13 Top 10 countries of hydro power potential
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Hydro power is the energy that is generated from the potential energy of water at
high level. The solar radiation causes hydrological movement and from the
movement of water the hydro power is generated. We consider the hydro power as
a renewable energy because the water always returns in the plant in cyclic order
from the nature.

In hydro power plant (HPP), the water head is made by constructing a dam
across the river or lake. From the dam water moves towards the turbine through
penstock and the energy of falling water is converted from hydraulic energy to
mechanical energy, where the alternator works to convert the mechanical energy to
electrical energy as shown in Fig. 1.14.

HPPs are classified into three types, based on their operation and water flow:

• Run of River (RoR) HPP
• Storage HPP
• Pumped Storage HPP.

In RoR hydro-plant, water is drawn from the main river flow to generate power. In
this system, the generation is mostly dependent on the river flow, though sometimes
it stores water for short term to maintain demand. Therefore, in RoR HPP,
hydrological cycle of water is the determinant function for power generation.

The plant that has a reservoir is termed as the storage HPP and this stored water
is used for later consumption. Downstream generation stations are connected with
the reservoir by the pipe line. The type and design of reservoir is based on the
landscape.

Pumped storage HPPs are with storage devices where water is pumped from
a lower reservoir to higher reservoir and generally used in off-peak hour.
The working principle is nearly same as the storage HPP. In this system,
though it consumes the net energy generated for pumping water to reservoir, but

Fig. 1.14 Schematic diagram of HPP
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it is very much effective as it provides a wide range of energy storage benefits.
A pumped storage HPP provides the largest share of power in the grid available
worldwide [1].

The physics of hydro power is straight forward. The power carried by the water
mass is given by [31],

P kWð Þ ¼ gQH ð1:8Þ

Here,

g = gravitational acceleration = 9.81 m/s2

Q = flow rate in cubic meters per second
H = height of water fall in meter.

Because 2% error is insignificant in the engineering community [31], it always
takes g = 10 m/s2

Hence in terms of kilowatt,

P ¼ 10QH ð1:9Þ

With the “Francis Turbine”, invented by American Engineer James B. Francis in
1848 [31], the efficiency (η) for converting hydraulic power to mechanical power is
greater than 90%, which makes it one of the most efficient machines. The electric
power generated by the hydraulic system is

P ¼ 10gQH: ð1:10Þ

1.2.4 Bio Energy

The latest data depict that “Bio energy” supplies 10% of global energy. From the
forests, woody bio-mass and wastes supply 56 EJ (1 EJ = Exajoule = 1018 J).
Latin American and Caribbean zones are using bio energy mostly [32].

The bio-energy comes from all organic materials originated from plants, trees,
crops and animals. The term bio-energy covers both bio-mass and bio-fuels.
Bio-mass and bio-fuels are the collection of sun’s energy through photosynthesis as
shown in Fig. 1.15.

The bio-mass can be found from different sources as shown in Fig. 1.16. It is
mainly generated from forest woods and wastes. Agricultural crops are also an
important source of bio-mass. Though the waste from urban areas can be a good
source, but still it is not the dominant sector for supplying of bio-mass [33].

The worldwide bio-mass plant capacity is increased from 66 to 72 GW in 2012.
The average growth rate of it in 2012 was 5%. In long run, the bio-mass generation
as well as waste power generation could be 270 GW by the end of 2030 [34].

Though bio-energy is sustainable and renewable, but it has many characteristics
like fossil resources. Bio-fuels can be stored as well as transported and provide a
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solution to intermittence of the renewable energy. Bio-fuels or bio-mass feedstock
can be converted to bio energy by thermo-chemical or bio-chemical conversion
process which can be sub-divided in various groups like combustion, pyrolysis,
gasification and anaerobic digestion as shown in Fig. 1.17. Not only bio-energy can
minimize the present energy crisis but also provides security for energy worldwide.

Fig. 1.15 Formation of bio-mass and fuel

Fig. 1.16 Share of sources in bio-mass production
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1.2.5 Geothermal Energy

The geothermal energy is one of the most effective, cost beneficial and environment
friendly energy resources. In this process, the renewable energy of the earth is
pulled out to generate power. For this, one mile or more is drilled beneath the
surface level and steam and hot water from the underground is taken out to use in
geothermal power plants. To drive a conventional steam turbine, an underground
vertical pipeline is constructed to make a flow of water and steam. Through one
pipeline water is injected and another supplies steam. The hot vapor or steam
powers an electric generator. The cyclic movement of water in the process helps to
recharge the reservoir. Thus, the whole cycle of renewable energy takes place as
shown in Fig. 1.18.

The geothermal energy is used for various purposes. In many ways, direct or
indirect, this energy is used mostly in heat pumps and green house and space
heating. The usage of geothermal energy is shown in Table 1.2 [35].

Usually we can find three different sorts of geothermal power plants (GPPs) [36]:

• Dry steam GPP (DS GPP)
• Flash steam GPP (FS GPP)
• Binary cycle GPP (BC GPP).

Fig. 1.17 A typical diagram of bio-mass energy synthesis
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The DS GPP draws vapor from the steam reservoir. But both FS GPP and BC GPP
draw from hot water reservoir. The flash steam plants generally use water at tem-
perature >360 °F. The binary cycle plant can operate at 225–260 °F.

Geothermal energy can be classified on the basis of their origin [1] as

• Shallow geothermal energy
• Deep geothermal energy.

The stored solar energy in the earth surface is “shallow geothermal energy”. The
main feature of it is to ameliorate the effectiveness of the electric heaters. The vapor
compressed heat pumps or refrigerators basically increase the workability of electric
heaters.

Fig. 1.18 Schematic diagram of geothermal system

Table 1.2 Usage of
geothermal energy for various
purposes

Purpose Utilization (in %)

Geothermal heat pumps 55.30

Space heating 15.01

Green house heating 4.54

Agricultural pond heating 2.03

Industrial uses 1.78

Bathing and swimming 20.31

Others 1.03
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The stored heat in the center of the earth is known as “deep geothermal energy”.
The temperature of this section might be hundreds of degrees. Various countries
nowadays use this technology to generate electricity. Sometimes the space heating
is also done by deep geothermal energy.

Though geothermal is one of the most efficient ways of power generation, only a
small amount of power is generated as compared with the fundamental energy
consumption of the world. In 2015, the geothermal power capacity was raised to
13.2 GW by adding new 315 MW. The USA has contributed the maximum amount
of power by geothermal process and in this race, Philippines has stood 2nd and
Indonesia in the 3rd position as shown in Fig. 1.19 [35].

1.2.6 Marine/Ocean Energy

We can avail marine or ocean energy by six distinct systems as

• Waves
• Tidal ranges
• Tidal currents
• Ocean currents
• Ocean thermal energy conversion (O.T.C)
• Salinity gradients.

The technology to draw power from the ocean is still not that much developed.
From the experts, it is predicted that the total ocean wave energy in the open sea is
about 10 TW [37]. If we can generate this much energy from the ocean, it will play
a significant role in the total power consumption in the world. Moreover, solar,
wind or other traditional RESs are uncertain as per their availability and to set up

Fig. 1.19 Country wise generation of electricity from geothermal energy in 2015
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them, we really need a very large land area. However, the oceanic energy does not
need excessive area in comparison with other RESs. Again, oceanic wave energy
has potential compared to other RESs and we can have an easy prediction about the
energy availability. Therefore, the power generation from the oceanic wave energy
has become the target area of investment and it will provide comparative advan-
tages over the other forms of renewable sources [38]. But at present, without tidal
ranges, other ocean energies are not improved that it can be used for commercial
purposes. There are many researches undergoing on the technologies to draw power
from oceans. It might be the most extensive source of energy in the future.
Theoretically, it is estimated that the ocean could be an energy source of nearly
7400 EJ/year [39]. This quantity of energy could easily meet future demands and
needs. However, scientists have not been able to draw power effectively from
marine energy resources.

In recent years, marine generates only 0.5 and 1.7 GW is under construction.
The lion portion comes from tidal ranges and that is 99% of marine power. If the
researches remain on the right path at the right speed, then by 2050, it is possible to
generate 748 GW by creating 160,000 jobs. Figures 1.20 and 1.21 show the wave
power and tidal range power capacity, respectively [40].

Fig. 1.20 Wave power installed capacity in 2016

Fig. 1.21 Tidal range power installed capacity in 2016
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1.3 Needs for Renewable Energy

The major need for renewable energy is the sustainability of the resources. It means
it will never run out. The renewable energy facilities generally need less mainte-
nance than traditional generator. The availability of the natural resources makes
them attractive.

The important benefits that we can achieve from RESs can be discussed under
four correlated parameters as shown in Fig. 1.22 [41].

• Energy Security for Future: There is no hard and fast definition of “Energy
Security”. However, it is defined as “the continuous and uninterrupted supply of
energy which is primarily essential for running an economy” [29]. The growth
of economy and energy consumption and supply is inter-related. The access to
energy is the most fundamental aspect in the political as well as technical world.
The development of economy is very much dependent on it. To reduce the
economic gap between developed and developing countries, it is necessary to
ensure the access to stable and continuous energy. If the generation of power is
hampered, the series of economic and basic functionality difficulties arise in
most of the society. The renewable energy is well distributed around the globe
as compared to fossil fuel, so it can be a solution to reduce expenditures on

Fig. 1.22 Co-relations factors for analyzing the need of renewable energy
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imports. The diversification of the supply also ensures energy security. It also
can minimize the economic risks of sustaining the volatility of price. If the
renewable energy is introduced everywhere it can make contribution to increase
the reliability and services can reach the remote areas where there is an insuf-
ficient energy access. Good management and strong system design can create a
diverse portfolio of renewable resources to enhance the energy security.

• Socio-economic Development: It is always seen that there has been a deep
relation between social and economic development with the energy consump-
tion. Therefore, no society can develop until there is a development in the power
sector as it runs all the production and industrial activities. Any positive change
in per capita energy consumption will bring a positive change in per capita
income. It can be surely said that the growth of energy consumption is the
measuring parameter of social and economic growth. When an economic
development takes place, we can also find a social revolution in every aspect. It
creates employment, improves lifestyle and a sustainable growth in the economy
that brings peace and harmony in the society.

The renewable study 2008 has proven that this sector has created a large job market
[41]. Around 2.3 million people were involved in this sector. Gender equality,
reduction in economic disparity, improvement of education, health, sanitation
sector and moreover, the development of environment have taken place with the
increment of job market and quality of jobs.

• Accessibility of Energy: The United Nation has adopted SDG and according to
its goal 7 the UN urges all the countries to ensure an affordable and clean energy
by 2030 [42]. Not only this, UN tries to create a bond among the countries to
provide cheap, clean, sustainable, accessible and available energies for all. And
this goal can only be fulfilled by using and spreading renewable energy.
Renewable sources are distributed across the globe and this makes it easily
accessible to all. Access concerns are hard to be analyzed in the global context
rather in local aspects. It is a common fact that there is a wide difference in
electrification between cities and villages. This problem is very much acute in
Sub-Saharan African countries like Ethiopia, Somalia, and Eritrea and in South
Asian countries like Bangladesh, India, Nepal, etc. If renewable energy is
installed we can easily diminish the difference of electrifications in urban-rural
and develop-developing countries.

• Environmental and Health Impacts: The GHGs like SO2, CO2, etc. could be
reduced, if we ensure renewable sources for the purpose of energy generation.
By adopting RESs, we can make a safe and clean environment. It will reduce
carbon footprint. Again, reducing GHG from our environment, we can also
reduce health hazards as most of the diseases are involved with these harmful
gases.

The bar chart (Fig. 1.23) below describes the most vulnerable countries affected by
environmental changes and deaths due to environmental hazards [43].
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1.4 Advantages and Disadvantages of Renewable Energy

There are some benefits which we can easily avail from RESs. Some common
features of renewable energy beneficial to us are listed here:

• Renewable energy is environment friendly. It does not emit GHG. Again, it does
not pollute water and air as fossil fuels do.

• It has limited or low operation cost, as the resources to operate such plant is
regenerated. Though startup cost may be high, but once a plant is constructed we
can have energy throughout the year without expending much.

• Renewable energy is the agenda of United Nations Development Programme
(UNDP), World Bank and many other international organizations. They want to
push renewable resources. Therefore, to lessen initial investment, government
and various Non-Governmental Organizations (NGOs) and international orga-
nizations provide interest free loan and technical support to this project.

• Fossil fuel is limited and its price is always moving up-down. Whereas, RESs
are infinite and all the countries have access to it. Therefore, all the people
around the world can use this power.

• Renewable energy sector occupies a good number of employees. It helps people
to grow financially maintaining their environment.

• Like fossil fuel extraction, it does not damage land. Not only this, the renewable
energy-based plant is aesthetic in both visual and environmental aspect.

• It can bring development in rural areas. Where the grid connection is nearly
impossible, there renewable energy is the most effective solution.

• It helps to develop local people.
• It ensures sustainable development as renewable energy enables to preserve

energy for the future. Reducing dependency on fossil fuel has economic and
social benefits.

Fig. 1.23 Annual average death for climate changes in most affected countries
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• It is resilient and more reliable in terms of large scale failure. Renewable
resources are modular. Therefore, if any part is any how damaged, we can
expect clean and uninterrupted power from other modules.

The modern world is very much conscious about the renewable energy. Each of the
resources of renewable energy has different types of cost benefits, economic, social
and environmental value. And researchers have worked really hard to minimize the
cost of the accessories for the renewable energy. The Table 1.3 summarizes dif-
ferent types of advantages and disadvantages of various RESs.

Table 1.3 Advantages and disadvantages of renewable energies

Type of
energy

Advantages Disadvantages

Wind
Energy

• No air or water pollution
• Free source of energy
• Wind farms are relatively
inexpensive

• The land of the wind farms
can be used for other
purposes

• Requires constant and significant amount of
air

• Requires significant amount of space
• Have visual impact on landscapes

Solar
Energy

• Infinite source of energy
supply

• No air and water pollution

• Manufacture and implementation of solar
panels are costly

• Storage and back up is mandatory
• Workability depends on the availability of
sun light

Hydro
Power

• Sources are abundant, clear
and safe

• No standby losses
• Relatively inexpensive

• Costly to build
• Can causes flood
• Uncertainty of availability of water

Bio Energy • Cheap to construct
• Burns waste products

• When burns it gives of atmospheric
pollution including GHGs

• Bio-mass is only renewable if the crops are
replanted

Geothermal
Energy

• Potentially infinitive energy
supply

• Produce no air and water
pollution

• Set up and development cost can be
expensive

• Maintenance cost can be tough due to
corrosion

Marine
Energy

• Ideal for Island countries
• Captures energy that would
otherwise not be collected

• Construction can be costly
• Opposes by some environmental groups or
locals as it has a negative impact on marine
eco system

• Needs large space that causes difficulties to
move ships or water vehicles
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1.5 The Economics of Renewable Energy

It has become a key component to use RESs throughout the world to combat
climate change, reduce hazards and pave a way towards sustainable developments.
In the past, the fossil fuel was more cost-effective than renewable energy. However,
nowadays it is a matter of hope that cost benefits of fossil fuel over renewable
energy is being minimized day by day. From the following comparative analysis
given in Fig. 1.24 the facts can be understood [44].

Already RESs are competing fossil fuel in financial terms. The US Department
of Energy portrays this fact with authentic data. Like, from 1998 to 2011, the cost of
installation of solar PV system fell by 5–7% per year on average. Again, there was
another decline in installation by 11–14% between 2010 and 2011 [45]. Analyzing
this trend of fall of price of the PV cells, it can be said that in future the price may
decrease again and the technology will be updated as researchers and scientists are
working day and night for the improvement of this technology [45]. This phe-
nomenon will attract the businessman to invest in this sector. Figure 1.25 shows the
trend in the investment of solar power [18].

From a study we have come to know that only the wind, hydro, and solar power
are capable of providing all new energy by 2030, and by 2050 all the
non-renewable energy sources commonly fossil fuels will be market out as this
place will be captured by renewable resources [46].

Fig. 1.24 Analysis of consumption changes (in percentage) in energy market of fossil fuel and
renewable from 2005 to 2015
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1.5.1 Cost Challenges

We can certainly hope that in future renewable energy will take over the market. To
make this happen renewable resources have to take “Cost Challenges” that include,
net energy of renewable resources, challenges for unavailability of renewable
resources, and dependency on intensive capital.

• Net Energy Analysis and Estimation

Fossil fuels like oil, gas, coal reserve a certain amount of energy. For example, a
gallon of gasoline has a potential energy of about 37 kWh [29]. A typical solar
panel of 3 � 6 ft with 1 hour of bright sunlight can generate about 0.2 kWh [29].
Therefore, it can be easily understood that the energy gain from renewable
resources is too low.

The definition of net energy is given below [29, 47]:
“Net energy is the physical attribute of an energy source, which is the ratio of

energy available for final consumption and energy required to produce it”.

Net Energy Ratio ¼ Available Energy for Final Consumption
Energy Required for Production

ð1:11Þ

The net energy ratio depends on the parameters like the technology of pro-
duction and condition of the energy resource. From the Table 1.4, we can have a
glace of net energy of various forms of resources.

• Challenges for Unavailability of RESs

Renewable energy cannot provide sufficient energy supply as per the requirement as
like the fossil fuel. We know that RESs are intermittent. The availability of the
resources is not constant rather they vary during various periods of day, month and
year. For example, on cloudy days the sun might not be available and it may
interrupt the production of solar energy. In case of wind and hydro power, the

Fig. 1.25 Investments in billion USD in solar sector
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availability of wind and water may vary. At the time of drought, water is
unavailable. If there is a crops failure, we will not have the supply of feedstock and
the production of bio-mass will be stopped. Because of the low capacity of the
renewable energy, the cost of energy from this sources becomes expensive.

In the electricity sector, the supply and demand must be the same all the time. If
the supply becomes less, then load shedding takes place and if the supply is more
than the demand, then it won’t be cost-effective. Along the day, the demand of
electricity varies from time to time. We can control the generation of power
according to the demand by controlling the supply of fossil fuel. However, this
benefit is unavailable for the RESs because they dependent on the nature and we do
not have any control over the supply of them.

To get rid of this intermittency, the energy diversity is an effective solution. To
diverse the energy, the combination of solar and wind energy is an appropriate way,
as in summer solar energy is the strongest source and in winter, the wind energy is
the strongest source. Not only this, the storage of energy is another significant
solution for intermittency.

• Dependency on Intensive Capital

Renewable resources require large investment to start up rather than fossil fuel. And
high investments need high borrowing from money market and this will cost high
interest. When the authorities have to pay high amount of interest, they become
inactive to establish such huge project. Not only this, high investments are involved
with high risks if the project does not work properly.

On the other hand, the operating and maintenance cost of the plants running by
solar and wind energy is comparatively low. After constructing the plant, we can
generate power without spending anything for the resource and the maintenance
cost is too low. When it comes to fossil fuel, it requires a large expenditure to
operate the plant. And if the authority reduces interest rate on renewable resources,
it will become more attractive to the investors.

Table 1.4 Net energy ratios
of various energy sources
[29,47]

Energy sources Net energy ratio

Oil (Global) 35

Natural gas 10

Coal 80

Shale oil 5

Nuclear 5–15

Hydropower >100

Wind 18

Photovoltaic cell 6.8

Ethanol (Sugar cane) 0.8–10

Ethanol (Corn based) 0.8–1.6

Biodiesel 1.3

Farmed willow chips 55
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1.5.2 Impacts on Job Market

With the growing trend of using renewable energy, a new job sector is also created.
The sector of solar technology provides the highest amount of employment and it is
nearly of 2.5 million in the whole world [48]. As the production and establishment
cost of wind plants are falling, many people are now willing to invest and create
new opportunities. From the last count [49], we have come to know that 834,000
people were directly and indirectly involved in this field. China covers nearly half
of the total employees working in the wind industry. IRENA predicts that by
the year of 2030, 16 million people will be engaged with renewable sector [49],
1.3 million people were involved in large scale hydro power plants in the year of
2015. Figure 1.26 and Table 1.5 depict the world employment status of renewable
energy [2].

1.6 Roles of RESs in Environment Protection

Throughout the world “climate change” has become the burning question. There is
no path to protect the climate without adopting the renewable energy in the place of
extensive use of fossil fuels because by adopting the renewable resources we can
reduce the amount of carbon emission from power plants and thus it will help to
build a better environment for us as well as for our future generation. The United

Fig. 1.26 Employment in renewable sector around the world
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Nations Framework Convention on Climate Change (UNFCCC) defines climate
change as follows [50]:

When the climate is being attributed directly or indirectly by human activities that alter the
composition of the global atmosphere and which in turn exhibits variability in natural
climate observed over comparable time periods.

Renewable sources are the ultimate solution to preserve our environment. It
causes no harm to our environment. It does not produce secondary or harmful
wastage. Again from the bio-fuel or bio-mass, we can generate compost fertilizers.
By using resources from renewables, the stress on grid can largely be reduced.
Thus, the customer can be relieved from the pressure of high electricity bill.
Another important thing is, it decreases the demand of non-renewables, and so huge
amount of wealth can be saved by adopting such technologies in our daily life.

Non-renewables create high risk for our environment. When fossil fuels are
burnt, a high level of CO2 releases. This gas can absorb temperature and as a result,
the global temperature is rising. This incident is coined as “Global Warming”. From
a report [51], it is found that the electricity production plants are the reason for 29%
of total US GHG emissions. Another fact is, the CO2 emission by the US power
sector is mostly taking place due to the burning of coal in power plants which is
68% of the total share whereas gas based power plants contribute to 30% [52]. The
carbon emission from fossil fuel is shown in Fig. 1.27 [53].

Table 1.5 Statistics of
employment around the world
in renewable sector in 2015

Industry Total employment in the world

PV Solar 27,72,000

Wind 10,81,000

Solid Bio-mass 8,22,000

Hydro power (Small Scale) 2,04,000

Geothermal 1,60,000

Fig. 1.27 Carbon emission from fossil fuel around the globe
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The rise in the temperature makes the weather condition very whimsical. We
have to face extreme hot weather at the time of summer and less cold in winter. The
periods of seasons are also altered by this change. As the average global temper-
ature is rising, the ice of the North Pole is being melted. This is causing a rise in the
sea level. It is estimated that low lying areas of the world may go under water in the
future. Island countries like Myanmar, Solomon Islands, etc. are at the high risk of
going under the sea.

Our ozone layer is being attacked every moment by CO2, chloro-fluoro-carbon
(CFC) and other gaseous particles. This is destroying the ozone layer. The ozone
layer is the protector of us from ultraviolet (UV) rays of sun and other cosmic rays.
If the ozone layer is damaged, we will be exposed to UV and cosmic rays. This will
increase patients of cancer and other dangerous diseases.

Not only this, fossil fuels exploration pollutes the ground water. At the time of
coal mining and drilling for natural gas various harmful chemicals and heavy metal
particles get mixed with water. If we drink such water, it may take our lives. All
fossil fuel power plants drained the waste and hot water to the river or sea which
damage the ecosystem of water. This not only damages our environment but also
destroys the marine life and the quality of water.

If we adopt and promote the renewables, then the carbon emission will be
slowed down. From a study of “Union of Concerned Scientists” it is estimated that
by 2025 renewable power plants can minimize carbon emission by 277 million
metric tons [54]. In addition, according to the US National Renewable Energy
Laboratory, there is a scope to generate 80% of US electricity from renewable
sources by 2050 and the global warming due to carbon emission can be mitigated
up to 81% [55]. The carbon emission associated with the production, installation,
maintenance, dismantling and discharge of wastage is minimal in case of renewable
energy [26,56].

There are some impacts on environment by RESs. Different types of sources
affect the environment with different factors.

1.6.1 Environmental Impacts of Wind Power

The wind turbine has low environment impacts. It takes a little amount of land for
its construction. It may emit a very tiny amount of GHG at the time of installation
but there is no emission of harmful gas at the time of its operation. It reduces the
net amount of pollution. Recent technologies have made the blade rotation of the
turbine slow and silent. It does not hamper free movement of birds [57]. Nowadays,
the blades are located in upwind rather lower wind. As a result, the level of
infrasound is minimized. Scientists and authorities prove that there is no risk due to
low infrasound [58].
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1.6.2 Environmental Impacts of Solar Power

Unlike other typical power generation station, PV cells are safe. At the time of
operation PV cells do not emit harmful particles. Generally PV module of 100 W
can decrease 2 tons of CO2 emission [59]. However, from PV cells different kinds
of chemicals are disposed to air and water, which sometimes create many problems
in the environment [59]. According to the report of “Toxics Release Inventory
System” of USA, there are 6, among all the other PV cells producing companies,
whose used chemical are not released in reportable quantities [60].

1.6.3 Environmental Impacts of Hydroelectric Power

The hydropower plant is known as a clean source of energy because it does not
produce any kind of pollution. However, in the construction and operation phase,
the dam creates some effects on the eco-system of water. The environmental impact
of a specific hydro power facility requires point to point reviews. We have to
develop new technologies for modeling the hydro power plant so that this problem
can be avoided.

1.6.4 Environmental Impacts of Bio-Mass

In general, we think bio-mass is free from carbon emission as bio-mass gathers
carbon from the environment. However, recent studies have proven that it is not true
at all. Bio-mass emits CO2 and it has little effect on the environment. Again some
people promote harvesting bio-fuels rather food crops. This may lead us towards
insecurity of food production. We also can get bio-mass from the municipal wastage.
This can be a solution if the waste management is properly carried out [61].

1.6.5 Environmental Impacts of Geothermal Energy

If we use a 1 kilowatt-hour (kWh) of geothermal energy in the place of same
amount of non-renewables, then the global warming will be reduced up to 95%
declares by International Atomic Energy Agency (IAEA) [62]. However, the
development of geothermal energy has some negative impacts. Large-scale con-
struction and drilling operations have inverse effects on local area and ecology. In
drilling phase, the important activity is the protection of ground water. During the
construction phase, the main visual impact is the exaggeration of high technological
and powerful machineries. After the construction phase is over, then it is the most
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effective way to generate power with nearly nil emission of GHG. This technology
leaves no carbon footprint and the surrounding atmosphere has the cleanest air.
Geothermal plants emission typically falls below the threshold [63].

1.6.6 Environmental Impacts of Marine Energy

As we all know, the ocean wave energy is free from pollution and very much
promising for the environment. Therefore, we can certainly say that it will reduce
carbon and other harmful gas emission and create a milestone towards saving
bio-chemical resources [64]. Though marine or ocean power plants do not emit CO2

or other GHGs, they cause damages to marine wildlife. Animals living in the sea are
very much disturbed by the large apparatus for generating power. Again, fishes,
marine mammals may collide with the instruments of the power generating plants.

1.7 Smart Grid Technology

Renewable resources are costly to establish and intermittent in nature. Uncertainty
of the renewable sources makes the output hard to be controlled [65,66]. To
improve such barriers, it needs advanced and upgraded technology which can be
met by the “Smart Grid Technology”. At present, we avail power from the national
grid after generation from the plants. However, in future, if we can adopt smart grid
technology, then every house (smart house) will be a generation point as well as a
consumer of that electricity with RESs. The national power grid will not only
supply electricity to house-holds but also buy electricity from them. Therefore,
every entity, like households and grids will become both buyer as well as seller of
electricity as shown in Fig. 1.28.

Fig. 1.28 Smart grid technology: present and future
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Charles F. Brush designed the first automatically operating wind turbine in 1887 to
generate 12 kW power, which was installed in Cleveland, Ohio [67]. This automat-
ically run wind turbine worked for 20 years. At the speed of 6.6 rpm, it worked most
effectively. The output voltage was always kept 70–80 V by the smart technology.
Palmer Putnam developed another wind turbine with a capability of 1.25 MW [68].

The EU’s smart grids technology platform delineates the advantages of smart
grid technology. They are as follows [67,69].

• Gives various easy technology for the connection and operation of generators of
different powers and sizes

• Beneficial to consumers as they can control power consumption
• Give consumers information and knowledge regarding supply which they can

use
• Minimize the atmospheric impacts of the supply system
• Enhance the reliability, quality and security of supply
• Accelerate market integration.

Smart grid technologies can be categorized into four functional portfolios shown in
Fig. 1.29 [70].

Fig. 1.29 The four functions of smart grid technology [70]
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• Collector: In smart grids, various kinds of sensors are used for various pur-
poses. One of them is collecting data. Again, sensors are used for measuring
performance characteristics of different electrical machineries. For instance,
voltage or current meter, temperature, vibration tracking sensors, etc.

• Controller: These components get data. Afterwards, it processes them and takes
necessary steps for controlling the behavior of other devices. The main purpose
of this is to achieve specific targets, like controlling the flow of current and
voltage.

• Displayer and Assembler: This subclass consists of devices which show as
well as analyze information.

• Resource: Technologies associated with generation, storing of energy or min-
imizing the demand for electricity are included here.

1.8 Recommendations for Future Use of Renewable
Energy

Our present energy market is dominated by the coal based power generation.
Though it is cost-effective to startup but the operation cost is high. And, the GHG
emission from the plant costs a significant deterioration to the environment. On the
other hand, a nuclear power plant does not emit GHG, but its startup cost and
maintenance is very high and any accident in the plant would destroy the sur-
rounding area with radiation. Considering all the available facts, renewable energy
is the source that we can use to make sustainable energy and build a better future for
all.

Still investors and authorities are unwilling to invest on the renewable sector. To
make it more popular among the authorities, following suggestions can be effective:

• The energy generation from RESs should be diversified. If we construct hybrid
power plants with solar, wind, and hydro energy, we can create a perfect mix to
achieve continuous and uninterrupted power supply.

• Various incentive programs for the renewable resources should be entertained
and be promoted in developed and developing countries simultaneously. If the
developed and developing countries produce power from renewable sources,
then this will balance the world’s total power generation.

• In developing countries of South Asian and Sub Saharan area, where the grid
connection is not available everywhere, renewable power plants on small scale
can be an ultimate solution. For example, by installing rooftop solar panels and
community based bio-gas plants, we can supply electricity in the remotest
corner of a country.

• Law and Treaties to promote renewable energy should be made and launched in
every country.

• We have to broaden the sectors of using renewable energy. Though it is highly
appreciated in power sector, but in transportation and industrial purposes, it is
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not that much popular. Therefore, vehicles and industrial apparatus should be
designed to run by RESs.

• Carbon tax should be imposed properly. Highly industrialized countries should
pay carbon tax. This money can be used for launching renewable energies and
settling the environmental vulnerable countries and people throughout the
world.

• Authorities should make a detailed plan for introducing renewable sources.
There must be a smooth integration of current technology and future expected
renewable based advanced technology.

• Governments and international organizations should invest as much as possible
in research and development sector to improve the current technology and
invent new and highly efficient technology to generate power from renewable
sources.

• It is essential to incorporate smart grid technologies for an effective supply of
renewable energy. The advanced storage and effective transmission can make
renewable energy more popular. Researchers and scientists should focus to
introduce smart grid transmission and storage technology for renewable energy.

1.9 Conclusions

From the above discussion and analysis, it is true that we cannot expect to sustain in
this planet without introducing renewable energy. Fossil fuels would run out
and the nuclear power is risky. Only the renewable energy gives us a complete
solution for sustainable development. Various economic institutions, agencies,
organizations and governments of various countries like Norway, Germany put
emphasis on the use of RESs and invest and give subsidy to inspire the use of these
resources. GHGs capture heat and increase the global temperature. An increment
in the global temperature causes the ice pole melt which, in turn, rises the sea level.
Extreme emissions of CO2, NO2, NO3, SO3, SO4 and other gases cause air pollution
and acid rain, which are dangerous for all creatures living in this planet. Our total
ecosystem is disturbed by the excess use of fossil fuels. On the other hand, the
renewable energy is very much eco-friendly and cost-effective. It just needs
launching boast; afterwards with a minimal operation cost, it will supply energy for
a long time. People around the world believe that renewable energy technology will
bring a positive change in the environment and current practice of power genera-
tion. Investors, users and supply providers shall also be benefitted if the renewable
energy takes over the fossil fuel. However, still we have a long way to go. All the
parties like academics, technologists and others should focus on renewable sources.
To build a better world, the renewable energy should be promoted and installed by
all. Governments and different agencies should come forward to develop and
inspire this green technology for a peaceful world with birds chirping and blooming
flowers.
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Chapter 2
Solar Photovoltaic Power Plants: Necessity
and Techno-Economical Development

Pejush Chandra Sarker, Md. Rabiul Islam, Alok Kumar Paul
and Subarto Kumar Ghosh

2.1 Introduction

The demand of energy is increasing remarkably with the fast growth of population
and economy in the world [1, 2]. Figure 2.1 shows the total population between
1950 and 2013 [3]. It is observed from the Fig. 2.1 that the number of population
increases with a constant growth rate. It is predicted that this rate will continue in
future. At the same time, the economical growth creates large number of industries,
higher electricity demand and larger transportation requirement. These factors affect
the environment by increasing carbon dioxide (CO2) known as greenhouse gas due
to consuming huge amount of fossil fuel. In 2012, power generation sector was
significantly emitting CO2 which is about 44% of total emission due to fossil fuel
burning [3]. Transportation and industrial sectors represent the second and third
contributors of CO2 emission. In 2012, their shares were about 20.6 and 17.8%
respectively [3].

In 2014, 10,000 million tons of CO2 was emitted from 12,928.4 million ton of
oil equivalent fossil fuel [2]. The amount of CO2 increases significantly every year
which increases global temperature. Figure 2.1 shows the global CO2 emission
from fossil fuels. Figure 2.2 shows the average global temperature and atmospheric
CO2 concentration between 1950 and 2013 [3]. It is observed that up to 1970, the
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average temperature was about 14 °C but next four decades, it rose to 14.6 °C. At
the same time, the concentration of CO2 increased at constant rate. The concen-
tration was about 325 ppm in 1970 whereas by 2013, it was increased to
398.55 ppm [3]. In addition, fossil fuel power plants generate some other green-
house gases, e.g., carbon monoxide (CO), particulate matter (PMx), nitrogen oxide
(NO2) and sulphur oxide (SOx) which also affect the environment. Solid and liquid
disposals of power plants affect surrounding water and soil. Nuclear power plant
does not emit any green house gases but its radioactive operation, fuel and disposal
make the environment radioactive near to the plant and mines.

On the other hand, the increasing energy demand is diminishing the reserve of
fossil fuel. To solve these two major challenges, i.e., energy and environment,
scientists all over the world are looking for alternative energy sources [4, 5].
Renewable energy may become one of the main alternative source which is richly
available almost everywhere. Many countries have set targets for electricity gen-
eration from renewable sources, e.g., solar PV, concentrating solar power (CSP),
wind power, biofuel and geothermal so that a significant amount of total electricity
demand is fulfilled by nonconventional resources. Figure 2.3 shows the renewable
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electricity generation targets taken by various countries. Costa Rica and Iceland
have set their electricity generation targets in such a value that they will not require
any fossil fuel or other fuel based power generation system, i.e., 100% electricity
demand will be obtained from renewable energy by 2021 [6]. Similarly, Brazil and
Fiji also have taken initiatives so that they can generate 80 and 75% of their total
electricity from renewable sources by 2021 and 2025, respectively [6]. Germany,
UK, India, China, Italy, Japan, Philippines have also set their own targets for
different periods as shown in Fig. 2.3.

Due to substantial decline in PV module cost, the annual growth rate of solar PV
plant becoming higher than other electric power generation systems. Now, it is
becoming feasible to install a solar PV power plant with a capacity of more than
500 MWp. Gujarat solar park shown in Fig. 2.4 is one of the biggest solar PV
power plants in the world which is generating more than 856 MWp. In near future,
1000 MWp in capacity solar PV power plant will have thereby become a reality.
Up to 2014, about 1600 PV power plants were already installed all over the world
[2]. It is reported that 4.9–9.1% and 17–21% of global electricity demand will be
met with solar PV power by 2030 and 2050, respectively [2].

This chapter reviews development, construction, and operation of large scale
solar PV power plant technologies which give a brief understanding of its necessity
and techno-economical development. The module cost, tilt angle, inverter, module
arrangement, mounting and tracking system are also discussed which are essential
elements of a solar PV power plant. Atmospheric conditions highly affect the
performance of a solar PV power plant. Therefore, proper monitoring and appro-
priate site selection are really critical issues for a solar PV power plant. This chapter
also covers latest monitoring systems and site selection techniques which help to
design a modern solar PV power plant.
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2.2 The Use of Conventional Fuel

The present world still mainly depends on fossil fuel (coal, natural gas and oil) as
most of the power plants are now using fossil fuel as source of energy. Moreover,
many countries, e.g., France, Slovakia, Ukraine, Belgium and Hungary depend on
nuclear energy as main energy source. Still coal, natural gas, oil and nuclear are the
dominating conventional sources in the world.

2.2.1 Coal

Coal plays a very important role for the generation of electricity all over the world.
Coal fired power is considered as a cheapest source of energy compared to other
conventional energy sources, e.g., oil and natural gas [8]. Due to the lower gen-
eration cost, coal fired power plants generate 41% of the global electricity [9, 10].
Figure 2.5 expresses the consumption of coal for the generation of electricity from
1965 to 2013.

Fig. 2.4 A photograph of Gujrat solar park [7]
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Figure 2.5 also depicts that during 1965–1989, the consumption of coal was
increased with almost a linear rate. After 1989, the coal consumption remained
almost constant until 2003. Since 2003, the coal consumption has been drastically
increasing to meet the rapid demand of electricity. In 2013, the amount of coal
consumption for electricity generation was almost 4000 Million Tons Oil
Equivalent.

2.2.2 Natural Gas

Due to the clean burning nature of natural gas compared to coal, it has become a
very popular fuel for the generation of electricity. Figure 2.6 shows the worldwide
natural gas consumption from 1965 to 2013. Figure 2.6 also depicts that the con-
sumption of natural gas for electricity generation is increasing with a constant rate.

In 2012, about 22% of the global electricity was generated from natural gas.
Literature shows that more than 28% of the global electricity will be generated from
natural gas in 2040, i.e., about 2.7% annual growth rate until 2040 [11]. Natural gas
is the least carbon-intensive fossil fuel which generates almost 50% less CO2 than
that of coal. In addition, natural gas based power generation technologies are more
efficient than coal power generation.

2.2.3 Oil

To meet the growing demand of electricity, oil is the alternative option for pro-
ducing electricity. In 2014, global oil consumption grew by 1.9 million barrels per
day [12]. In 2012, about 5% of the global electricity generation was produced from
liquid fuel. It is predicted that the share of the world electricity generation from
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liquid fuels will fall to 2% by 2040 as the prices of oil is getting higher [11].
Figure 2.7 demonstrates the oil consumption all over the world from 1965 to 2013.

2.2.4 Nuclear Power

In 2014, about 11% of the global electricity generation throughout the world was
generated from nuclear power plants [13]. In France, 72.3% of the total electricity
was produced by using nuclear energy in 2016. In 2016, about half of the total
electricity demand in Slovakia, Ukraine, Belgium and Hungary was met using
nuclear energy [13]. Figure 2.8 demonstrates the global electricity generation by
nuclear power plants from 1970 to 2013.

Figure 2.8 also depicts that electricity generation from nuclear power grew until
2005 with almost a constant rate. In recent years, several nuclear power plants have
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been shut down permanently due to some natural disasters, e.g., earthquake and
tsunami. In 2011, Fukushima Daiichi nuclear power plant was disabled due to
earthquake and tsunami.

2.3 The Environmental Effects of Conventional Fuel
Based Power Plants

The conventional power plants affect the environment by the various ways. The
conventional fossil fuel based power plants emit greenhouse gases during fossil fuel
burning. Moreover, during mining and transportation of fossil fuel, the environment
is also affected. Nuclear power plant does not emit greenhouse gases as like fossil
fuel based power plants. But, radioactive fuel and wastages of nuclear plants are
dangerous for the environment. However, the toxic emission emitted from fossil
fuel based power plants and nuclear power plants can deteriorate the ecosystem of
the area near to the plants.

2.3.1 The Detrimental Effects of Fossil Fuel Based Power
Plants

2.3.1.1 Air Pollution

During the operation of coal based plants, a huge amount of nitrogen oxide (NOX),
sulphur dioxides (SO2), carbon monoxide (CO), carbon dioxide (CO2) are produced
which pollute air and are responsible for acid rain [8, 14–17]. Coal power plants
also produce mercury and some unburned carbon which affects the environment
[8, 14–17]. The natural gas based power plants also affect the environment by
emitting carbon monoxide (CO), particulate matter (PMx), nitrogen oxide (NO2)
and sulphur oxide (SOx). Although, the amount of these pollutants is less compared
to the coal based plants, the higher methane leakage during transportation and
extraction of natural gas from mines jeopardize the climate benefits. Similarly,
fossil oil, e.g., diesel, heavy fuel oil (HFO) and light fuel oil (LFO) based power
plants emit CO, CO2, NOX, SOX which pollute the environment.

2.3.1.2 Health Hazards

Due to the toxic emissions or pollutants from fossil fuel based power plants, people
are suffering from many difficult diseases like as respiratory, cardiovascular, and
cerebrovascular and so on [8, 16]. Mercury is also very toxic element emitted
from the coal fired power plants available in both organic and inorganic forms.

2 Solar Photovoltaic Power Plants: Necessity … 47



The mixture of methyl-mercury (MeHg) with water is harmful for fish and rice as
well. When people are having of that fish and rice, they are at health risk due to its
bio-magnification property of toxic element [18].

2.3.1.3 Global Warming

The greenhouse gases (CO, CO2, NOX, SOX, methane) emission from fossil fuel
increases the global temperature. Scientists and researchers believe that continuous
increase of greenhouse gases create rising sea level, altered ocean current, melting
of glaciers and polar ice caps, climate alternation and severe storms, which sig-
nificantly change the ecosystem [19].

2.3.1.4 Water Pollution

From coal fired power plants, a lot of wastage like as arsenic, selenium, boron,
cadmium and mercury is disposed to waterways. As a result, water is being pol-
luted. These pollutants lead to the negative impacts on nature and environment. Due
to spills and leaks of chemical additives, diesel or other liquids from equipment and
different storages appear as a risk of surface water. Moreover, huge amount water is
used in condenser of a thermal power plant and is finally returned to the river at
warmer temperature. This water affects the water plants, fish, and microbial
activities. Moreover, ground water becomes contaminated with fracking fluid and
gas near the oil and gas wells.

2.3.2 The Detrimental Effects of Nuclear Power Plants

Though nuclear power plants do not produce fly ash or a toxic or harmful gas, the
radioactivity [20] that is released from the nuclear fission seriously affects the
public health and environment [21]. The input of nuclear power plant is uranium
oxide fuel prepared in few steps such as mining and milling of uranium, transport
and reprocessing of irradiated fuel called nuclear fuel cycle. Huge amount of
wastage is produced in each step. The serious impact on land, water and occupa-
tional health hazards during uranium mining and likely to increase cancer incidence
on miners due to radon produced from radioactivity [21].

Moreover, health hazards are occurred due to use of toxic hydrogen fluoride and
fluorine in fuel fabrication process. In addition, the gamma ray is emitted from fuel
fabrication and nuclear fission process. Again, during serious accident, the cask
walls are being ruptured while transporting radioactive materials leads to serious
impact on health and environment [21, 22]. Radioactivity has its long term reaction
on public health. Due to the thermal discharges from nuclear plant, normal life of
biota is affected by hampering reproduction, growth, survival of larval forms,
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juveniles and adults. Similarly, all fisheries are obstructed to lead normal life due to
increase temperature of water by thermal discharge [20, 22].

2.4 Prospect of Renewable Energy

Solar energy is the one of the largest source of renewable energy. In the last decade,
a remarkably change has been observed in solar PV market. In 2007, the total
global installed capacity of solar PV was only 7.6 GW and it exceeded 100 GW in
2012 [23]. In 2013, the growth rate of solar PV was 28%. Up to 2013, roughly 58%
of total capacity of solar PV plants has been installed in Europe. Now China’s
market is growing rapidly. By 2013, the installed capacity in China increased to
13 GW, whereas it was only 0.3 GW in 2009. In Italy, more than 7.8% of total
electricity is generated from solar PV [23]. CSP is a solar thermal power generation
technology that uses solar energy to generate electricity. Up to 2013, the global
cumulative installed capacity of CSP was 3.4 GW [23]. About two-third of this
capacity was installed in Spain. In total 5 MW projects of CSP are currently under
construction in Australia, India, China, Chile, South Africa, Middle East and North
African region. Wind energy is also dominating renewable source. Up to 2013, total
cumulative installed capacity of wind power was 318 GW, whereas it was only
94 GW in 2007. Significant amount of wind power comes from Demark, Germany
and US. At present, more than 240,000 wind turbines are operating in all over the
world [23]. China, India, Brazil, Mexico and South Africa are becoming big
markets for wind power development. Other renewable sources, e.g., biomass and
geothermal are attracted less attention and getting smaller growth rate. In 2013,
geothermal resources contributed only 76 TWh electricity with an installed capacity
of 12 GW [23]. In recent years, the growth rate of geothermal power utilization
remains almost constant at about 3%. The use of biomass in power sector is
increasing every year. The total installed capacity of biomass power increased from
45 GW in 2007 to 88 GW in 2013 [23]. In 2013, the growth rate of biomass power
was 12%. Total installed capacity of different renewable energy is shown in
Table 2.1.

Table 2.1 Total installed capacity in GW [22]

Year 2007 2008 2009 2010 2011 2012 2013

Solar photovoltaic 7.6 13.5 21 40 71 100 139

Concentrating solar power 0.4 0.5 0.7 1.1 1.6 2.5 3.4

Wind power 94 121 159 198 238 283 318

Biomass 45 46 51 70 74 78 88

Geothermal power 10.4 10.7 11 11.2 11.4 11.7 12

Hydro power 920 950 380 935 960 990 1000
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Total investment in renewable sector increases continuously with some varia-
tion. The investment in developing countries also increases every year. In 2015, the
investment in developing countries was USD 156 billion, whereas in 2007, it was
only USD 46 billion [24]. On the other hand, up to 2011, the investment in
developed countries had an increase trend and reached at USD 191 billion. After
that, the investment is decreasing continuously. In 2015, the investment was
decreased to USD 130 billion. Figure 2.9 shows the global new investment in
renewable energy sector. However, solar and wind dominate in the total investment.

2.5 Historical Development of Solar PV Power Plants

A significant growth in solar PV power occurs all over the world in recent decades.
Due to its versatility and advances in solar cell technologies, a substantial decline in
the installation cost of solar PV power plants has been observed. About 80% of
solar cell cost has been reduced in recent decades [25]. Because of huge cost
reduction, it reduces the need for subsidies and helps to compete with other power
generation systems. As a result, the number of PV power plants is continuously
increasing every year in the world.

In recent years, the solar photovoltaic power plants have been gaining significant
attention and show a dramatic growth in its cumulative installations. Figure 2.10
shows the cumulative installed capacity of solar PV power [23]. Till now, devel-
oped countries generate significant amount of total solar power generation. Day by
day, solar PV power is getting popular in developing countries.

Figure 2.11 shows solar-generated electricity in leading countries from 2000 to
2013. Germany is the leading country for the generation of electricity from solar
PV. Every year, in total, 30,000 GWh electricity has been generated from solar PV

108 123 114
164

191
151 136 142 130

46
60 64

75
87

106
98

131 156

2007 2008 2009 2010 2011 2012 2013 2014 2015
Year

Developed Developing

D
ol

la
r i

n 
bi

lli
on

Fig. 2.9 Global new investment in renewable energy (billion dollar) [24]

50 P. C. Sarker et al.



systems, which accounts almost 24% of total global generation [3]. In 2013, Italy
also generated significant amount of electricity from solar PV, which was the
second largest contributor of global solar PV power and accounts for 18%. At the
same time, Spain, China, Japan, US and France generated 10.5, 9.5, 8.6, 7.5 and
3.7% of the global generation, respectively.

Hi-Ren Scenario roadmap reported that future solar PV capacity will see a
dramatic change. By 2030, the total cumulative installed capacity will be 1722 GW
[26]. The report also shows that by 2050, solar PV sector will share about 16% of
the world total power generation. It is expected that by 2050, the total installed
capacity of solar PV system will reach at 4674 GW [26]. At present, Europe is the
largest market of solar PV system. But, by 2030, China will be the leading country
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for generation of electricity from solar PV power plants and will share 36.84% of
total global solar PV power. At the same time, US will be the second leading
country for solar PV power plant installation, which will account for 14.3%, fol-
lowed by EU (11.2%). The prediction shows that China and US will hold their
position in future. The total installed capacity will be reached at 4674 GW in 2050.
A significant change will be observed in India in solar PV power generation. By
2050, India will share about 12.3% of total global solar PV power which will be the
third largest in the solar PV market. Similarly, Africa, Middle East and other
developing countries will generate large amount of power from solar PV power
plants. The future solar PV capacities are tabulated in Table 2.2 [26].

There are many companies that develop the components of large scale solar PV
plants. ASEA Brown Boveri (ABB), Fuji Electric and Siemens are the main leading
companies in the world. Currently, a large number of solar PV plants are in
operation. Some successful projects installed by ABB are listed in Table 2.3.

2.6 Solar PV Modules in Solar PV Power Plant

The solar photovoltaic means producing electricity from sunlight. A PV cell con-
sists of a positive semiconductor layer and a negative semiconductor layer [6].
When photon of sunlight is absorbed by semiconductor layer, electrons form
negative layer are released. If an external circuit is used to interconnect these two
layers, a current is established in it. PV cell technology can be categorized into three
groups: (i) first generation, (ii) second generation and (iii) third generation.

Table 2.2 Solar PV power in different regions by 2030 and 2050 (GW) [26]

Year US EU China India Africa Middle east Others World

2030 246 192 634 142 85 94 329 1722

2050 599 229 1738 575 169 268 1096 4674

Table 2.3 Successful large scale PV plants by ABB [27]

Country Location Capacity (MWp) Structure Year of installation

Italy La Sugarella 24.2 Tracker 2010

Spain Leon 13.3 Tracker 2010

Italy Sicilia 6 Fixed 2011

India Rajasthan 5 Fixed 2011

Italy Puglia 5 Tracker 2011

Bulgaria Poveda 50 Fixed 2012

USA Nevada 24.8 Tracker 2012

Thailand Lopburi 55 Fixed 2013

USA Arizona 146 Fixed 2013

52 P. C. Sarker et al.



Crystalline silicon (c-Si) cells are the first generation cells and thin film cells are the
second generation cells. Concentrated PV, dye-sensitized cells (DSC) and organic
cells are third generation solar cells. Third generation solar cells are not commer-
cially available. First and second generation solar cells mainly dominate in solar
cell market. Currently, c-Si cell technology dominates about 85% of the total PV
market share [28–30]. It has two types, e.g., mono crystalline (Mono-c-Si) and
multi crystalline (Multi-c-Si) cells. Both types are based on silicon wafer. A large
silicon crystal ingot is sliced in a process to make mono-c-Si wafer. Multi-c-Si is
fabricated over a large area and plasma processing is used to absorb larger light.
Multi-c-Si is not as efficient as mono-c-Si.

On the other hand, thin film cells are made of a thin film deposition of a
semiconductor on low cost substrate. One of the advantages of thin film technology
is that it is cheaper than the crystalline silicon. But, the commercial efficiency is still
lower which varies from 7.1 to 11.2%, hence it requires larger area than that of
crystalline silicon [2]. There are mainly four types of thin film cell technologies,
e.g., amorphous silicon (a-Si) cell, amorphous and micromorph silicon
multi-junction (a-Si/µc-Si), copper-indium-[gallium]-[di]-sulfide (CI[G]S), and
cadmium telluride (CdTe) [2]. Because of lower efficiency, solar PV plants based
on thin film modules require larger space compared to plants based on c-Si mod-
ules. It is predicted that the commercial efficiency will achieve to 16% by 2020. It is
surveyed that the life time of all types of solar cell is about 25 years. Performance
of different types solar PV technologies are shown in Table 2.4.

The production of solar PV modules is increasing day by day. It was about
4028 MW in 2007 and increased to 39,987 MW in 2013. China dominates the
production of PV modules. In 2010, China shared 53% of total market. The pro-
duction capacity of PV modules is continuously increased. In 2013, Chinese PV
module shared 64% of the global generation. Annual solar photovoltaic’s module
production by different countries is shown in Figs. 2.12 and 2.13.

The market price of PV modules is decreasing day by day due to the technical
advancement of solar PV technologies. In 2009, the price of high efficiency c-Si
was USD 2.45 per watt whereas in 2012, it was only USD 1.94 [31]. The price of
Japanese c-Si decreased from USD 1.98 in 2010 to USD 1.22 per watt in 2012.
Market price of PV module in Europe is tabulated in Table 2.5.

Table 2.4 Performance of commercial solar PV technologies [2]

PV technology Efficiency (%) Area/kW (m2/kW)

Module Lab Commercial

c-Si Mono-c-Si 13–19 24.7 22 7

Multi-c-Si 11–15 – 20.3 8

TF a-Si 4–8 10.4 7.1 15

a-Si/µc-Si 7–9 13.2 10 12

CI[G]S 7–12 20.3 12.1 10

CdTe 10–11 16.5 11.2 10
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2.7 Inverters in Solar PV Power Plant

Solar PV cell actually generate DC voltage which is variable in magnitude. This
variable magnitude DC voltage requires converting into fixed magnitude AC
voltage before supplying to the grid. That’s why; a power electronic circuit called
inverter is commonly used. In addition, to extract maximum power from PV array,

Japan (6%)

Malaysia (6%)

China (53%)

Others (13%)

Taiwan (3%)

United States (6%)

South Korea (4%)

Germany (11%)

Fig. 2.12 Annual solar
photovoltaics’ module
production in 2010 by
different countries [3]

Japhan (6%)

Malaysia (6%)

Others (11%)

Taiwan (2%)
United States (2%)

South Korea (3%)

Germany (4%)

China (64%)

Fig. 2.13 Annual solar
photovoltaics’ module
production in 2013 by
different countries [3]

Table 2.5 Market price of
PV module in Europe (USD/
Watt) [31]

Year 2009 2010 2011 2012

High efficiency c-Si 2.45 2.21 2.00 1.94

Japanese/western c-Si 1.98 1.66 1.22 1.22

Chinese major c-Si 1.51 1.45 1.39 1.24

Emerging economies
c-Si

1.45 1.43 1.02 1.02

High efficiency thin-film 1.26 1.27 0.93 0.93
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maximum power point tracker (MPPT) is also necessary [32–36]. Inverter can be
classified based on the number of power stages such as single stage inverter, dual
stage inverter and multi stage inverter [37–39]. In single stage inverter system, the
inverter performs both inversion and MPPT operation. In dual stage inverter sys-
tem, the DC-DC converter section performs the MPPT operation and DC-AC
converter section performs the inversion. In large scale PV plant, a high value of
stray capacitance exists which creates dangerous leakage current. This leakage
current may affect system efficiency and output power quality. To overcome these
problems, high frequency isolation transformer based multi-stage inverter is com-
monly used. In multistage inverter, DC power from PV array is first converted to
high frequency AC and then passed through a high frequency transformer. After
high frequency transformer, the high frequency power is converted to DC and line
frequency AC through rectifier and inverter, respectively. Central and string
inverters are two most commonly used inverter topologies especially for large scale
solar applications [5]. In centralized PV inverter technology, a large number of solar
PV modules are connected in series known as string to meet the voltage require-
ments. To obtain larger AC power, multiple numbers of strings are connected in
parallel to an inverter (DC-AC) circuit. Both single stage and double stage
topologies can be implemented in this inverter system. For large scale solar PV
plant, central inverter topology is normally used. A centralized inverter system is
shown in Fig. 2.14.

In DC-DC converter based inverter, many stings of PV modules are used and
each string is connected with an individual DC-DC converter as shown in Fig. 2.15.
The output of all DC-DC converters delivers power into a DC link. The common
DC link voltage performs the input of the inverter circuit (DC-AC) and then the
output of inverter is fed into the utility grid. The efficiency of these technologies is
lower due to much more losses in DC-DC converter which also increases the
component cost that makes system costlier. Only multistage topology is used in this
converter.

There are many vendors who supply a sort of inverters for various power rating.
ABB offers PVS 800 version inverter for power range 100–1000 kW. Central
inverter is used in these types of inverter. Some specifications for a few PVS 800
inverters are tabulated in Table 2.6.
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Fig. 2.14 A centralized
inverter topology [39]
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ABB also provides the ultra utility scale central inverter range from 700 to
1400 kW. It can operate under wide range of operating conditions. High speed
MPPT leads it to obtain maximum efficiency. Ultra-1400-TL is the largest power
inverter among ABB’s inverter product with efficiency up to 98.7%. Some technical
data are listed in Table 2.7.

Siemens is another leading inverter supplier in the PV market. Siemens
offers central inverters SIVERT PVS 600 series with the power capacity range
500–2520 kW for medium and large scale solar PV plants. The maximum effi-
ciency of these types of inverter is 98.7%. They provide five years’ warranty as
standard. These types of inverters are operated according to the master slave
principle. In this concept, PVS inverters are integrated in an inverter station having
a rotating master. It connects or disconnects the inverter subunit depending on the
solar irradiance. Some technical data of SIVERT PVS 600 series central inverter is
depicted in Table 2.8.

Fuji Electric offers a sort of inverters known as power conditioning systems
(PCSs). Some are outdoor self-standing type PCS (PVI1000-3/1000 and PVI750-3/
750) and some are indoor self standing type PCS (PVI500-3/500). Some specifi-
cations of Fuji PCSs are depicted in Table 2.9.

2.7.1 Substations in Solar PV Power Plant

Substation includes all the electrical components connected in between inverter
output and medium voltage utility grid. Step-up power transformer, switchgear,
monitoring system, and metering are basic elements of solar PV substations. Both
power and distribution transformers are used in substation. Power transformer steps
up the inverter output voltage to medium voltage level whereas distribution
transformer is required to meet internal power demand. Transformer for solar PV
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topology with DC-DC
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plant is specially designed to reduce size, weight and losses. There are many
vendors, e.g., ABB, Fuji Electric and Siemens manufactures various transformers
for solar PV plants. ABB supplies both liquid-filled and dry type transformers. They
are designed so that transformers become compact, reliable and high efficient.
Siemens also offers a special transformer, e.g., GEAFOL cast-resin for solar PV
applications. However, there are varieties types of switchgear and protection system

Table 2.7 Specification of Ultra utility scale central inverters [40]

Type
code

Features Ultra-700-TL Ultra-1050.0-TL Ultra-1400-TL

Input
DC

MPPT DC voltage range
at Pacr and Vacr

585–850 V,
750 kW
645–850 V,
780 kW

585–850 V,
1050 kW
645–850 V,
1170 kW

585–850 V,
1400 kW
645–850 V,
1560 kW

Maximum DC voltage 1000 V 1000 V 1000 V

Maximum DC current 1388 A 2082 A 2776 V

Number of MPPT
multi-master

2 3 4

Output
AC

Nominal AC output
power

780 kW 1170 kW 1560 kW

Maximum AC output
power

780 kVA 1170 kVA 1560 kVA

Nominal AC current 650 A 975 A 1300 A

Nominal output voltage 690 V 690 V 690 V

Output frequency 50/60 Hz 50/60 Hz 50/60 Hz

Harmonic distortion
(Current)

<3% <3% <3%

Maximum Efficiency 98.7% 98.6% 98.7%

Table 2.8 Specification of inverters SINVERT PVS 600 [41]

Type code Features PVS 600 PVS 1200 PVS 1800 PVS 2400

Input DC Rated input power 613 kWp 1226 kWp 1839 kWp 12,452 kWp

DC voltage range 570–820 V 570–820 V 570–820 V 570–820 V

Number of DC inputs 3 6 9 12

Maximum DC current 1104 A 2208 A 3212 V 4416 V

Output AC Rated output power 600 kW 1200 kW 1800 kW 2400 kW

Nominal AC current 936 A 1872 A 2808 A 3744 A

Nominal output voltage 370 V 370 V 370 V 370 V

Output frequency 50/60 Hz 50/60 Hz 50/60 Hz 50/60 Hz

Maximum Efficiency 98.7% 98.7% 98.7% 98.7%
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used to provide disconnection, isolation, earthing and protection during mainte-
nance and in case of fault conditions. Up to 33 kV, SF6 and vacuum circuit breakers
are normally used. For over-current protection, string fuse or miniature circuit
breakers are normally used. Different types of transformer protection systems are
used such as Buchholz relay, pressure relieve device, over temperature protection,
and oil level monitoring. All switchgear should be recognized by relevant inter-
national electro technical commission standards and national codes. ABB provides
different range of medium voltage switchgear including air insulated and gas
insulated switchgear [40]. A high level of reliability and personnel safety are
ensured by a sealed string with constant atmospheric conditions.

ABB offers megawatt station PVS 800 which includes two inverters, trans-
former, switchgear, monitoring system and DC connection from solar array. Its
capacity varies from 1 to 1.25 MW. Some technical specifications of megawatt
stations PVS 800 are tabulated in Table 2.10. In addition, ABB provides inverter
station PVS 800 with capability of 1.25–2 MW. For both PVS 800 MWS and PVS
800-IS, central inverter topology is commonly used to convert DC to AC voltage
for medium voltage station. The schematic diagram of an inverter station PVS
800-IS is given in Fig. 2.16.

Auxiliary transformer can be used in case of unavailability of external energy
supply. Some technical data of inverter stations PVS 800-IS are tabulated in
Table 2.11.

Table 2.9 Specification of some PCSs supplied by Fuji Electric [42]

Type code Features PVI1000-3/
1000

PVI750-3/750 PVI500-3/500

Input DC DC voltage MPPT
range

460–950 V 320–750 V 320–700 V

DC voltage range 1000 V 750 V 750 V

Output AC Rated output
power

1000 kW 750 kW 500 kW

Rated AC current 2138 A 2165 A 1444 A

Rated output
voltage

270 V 200 V 200 V

Output frequency 50/60 Hz 50/60 Hz 50/60 Hz

Maximum
Efficiency

98.5% 97.8% 97.7%

Output current
distortion factor

<5% <5% <5%

Step-up
transformer

Capacity 1000 kVA 750 kVA 500 kVA

Number of phase Three-phase Three-phase Three-phase

Cooling system Oil immersed
self cooling

Oil immersed
self cooling

Oil immersed
self cooling
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Due to the demand of the society, ABB and other vendors are trying to develop
high power devices for large scale solar PV power plants. Recently ABB has
developed multi-megawatt system PVS 980 MWS whose capacity varies from 3.6
to 4.6 MW. The electrical connection diagram of PVS 980 MWS is shown in
Fig. 2.17.

2.7.2 Monitoring Systems in Solar PV Power Plant

A monitoring system offers the details information on systems performance, mea-
surement of voltage, current and power. It also provides information for identifying
the different types of faults and control mechanism depending on the weather
condition and plant performance. In addition, monitoring system offers clear
instruction on how to conduct and analyze the measurement and how to determine

Table 2.10 Specification of ABB’s megawatt stations PVS 800-MWS [40]

Type
code

Features PVS 800-MWS-1000 kW-20
1 MW

PVS 800-MWS-1250 kW-20
1.25 MW

Input
DC

Maximum input
power

2 � 600 kW 2 � 760 kW

Dc voltage range 450–825 V 525–825 V

Maximum DC
voltage

1000 V 1000 V

Maximum DC
current

2 � 1145 A 2 � 1145 A

Number of MPP
trackers

2 2

Output
AC

Nominal AC output
power

1000 kW 1250 kW

Nominal AC current 28.9 A 36.1 A

Nominal output
voltage

20 kV 20 kV

Output frequency 50/60 Hz 50/60 Hz

Harmonic distortion
(Current)

<3% <3%

Maximum
Efficiency

98.7% 98.6%

Inverter type
(2 � ABB central
inverter)

PVS 800-57-0500 kW-A PVS 800-57-0630 kW-B

Transformer type ABB Vacuum cast coil dry type
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Fig. 2.16 ABB Inverter station design and power network connection [40]

Table 2.11 Specification of ABB’s inverter stations PVS 800-IS [40]

Type
code

Features PVS 800-IS-1750 kW-B
1.75 MW

PVS 800-IS-2000 kW-C
2 MW

Input DC Maximum input power 2 � 1050 kW 2 � 1200 kW

Dc voltage range 525–825 V 600–850 V

Maximum DC voltage 1100 V 1100 V

Maximum DC current 2 � 1710 A 2 � 1710 A

Number of MPP trackers 2 2

Output
AC

Nominal AC output power 2 � 875 kW 2 � 1000 kW

Maximum AC output
power

2 � 1050 kW 2 � 1200 kW

Nominal AC current 2 � 1445 A 2 � 1445 A

Nominal output voltage 350 350

Output frequency 50/60 Hz 50/60 Hz

Harmonic distortion
(Current)

<3% <3%

Maximum Efficiency 98.7% 98.6%
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whether the system is performing as expected. A schematic diagram of a monitoring
system is shown in Fig. 2.18.

The measurement of DC and AC voltage, current and power in a PV power plant
are done by different types of sensors and transducers, e.g., the Hall Effect trans-
ducer LEM LV25-P is used to sense the DC and AC voltages [43]. The transducers
LA 305-S and LF305-S are used to measure DC and AC current, respectively.
Different types of conditioning circuits are used to regulate the points of the data
acquisition condition. Sometimes, wire sensor network is also used in PV power
plant such as; a wireless sensor network (WSN) is used to record the atmospheric
conditions and power generation related to inverters. A weather station is also
installed for recording rain index, wind speed and direction, pressure and temper-
ature of plant environment. The weather station also includes the wireless remote
sensor incorporated into a computer. To visualize the plant information especially
weather condition, Cumulus software is commonly used. The synchronization
system synchronizes all subsystems and maintains a universal time reference with
high precision for all wireless measurement. A robust communication network is
required for real time monitoring system to ensure the reliability and continuity of
the plant. A supervisory control and data acquisition (SCADA) system is used for
real-time monitoring of the status of the data acquisition equipment and the col-
lected measurements which is called PV–on time system.

Ff
ilt

er

Fi
lte

rs

~3

Control and
monitoring

Ff
ilt

er

Fi
lte

rs

~3
Ff

ilt
er

Fi
lte

rs

~3

Control and
monitoring

Ff
ilt

er

Fi
lte

rs

~3

Control and
monitoring

Medium Voltage

Medium Voltage

Medium Voltage
Grid Connection

Bus bar

Control and
monitoring

Fig. 2.17 ABB megawatt station design and grid connection [40]

62 P. C. Sarker et al.



ABB offers different types monitoring and communication devices, e.g., data
logger VSN 700, Wi-Fi logger cards VSN 300 and the remote monitor
PVI-AEC-EVO [40]. Data logger VSN 700 records data and events from inverters,
energy meters, weather stations, and from other devices. It provides an internet
gateway to transmit data securely and reliably for monitoring and recording data.
There are three types of data loggers VSN 700, e.g., VSN 700-01, VSN 700-03, and
VSN 700-05 data loggers. Among them, only VSN 700-05 is used for utility PV
operation and SCADA integration. On the other hand, logger card VSN 300 is an
advance monitoring and controlling system. Both remote and local monitoring
system is achieved by the Wi-Fi logger card VSN 300. In addition, it offers the
ability to use a standard web browser to access inverter data. The remote monitor
PVI-AEC-EVO is also used for remote monitoring for PV plant with all ABB
devices. The modular and expendable architecture is combined with din rail
mountain system that makes PVI-AEC-EVO suitable for any kind of installation in
PV plant. A proprietary Aurora Protocol is used for communication between remote
monitor PVI-AEC-EVO and ABB devices. To store data for back up, 2 gigabyte
secure digital card flush memory is used. In case of absent of local area network
Ethernet, global system for mobile communication (GSM) can be used in remote
monitoring PVI-AEC-EVO system. A block diagram of remote monitor
PVI-AEC-EVO is shown Fig. 2.19.
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2.8 Mounting and Tracking Systems in Solar PV Power
Plant

PV modules are usually set on a structure with supports and tracking systems. The
tracking system helps to keep their orientation in the right direction. In fixed
position system, PV modules are tilted away from horizontal plane with an opti-
mum angle to get maximum annual irradiance. The fixed system requires less
installation and maintenance cost than that of tracking based system. Tracking
system can extract 30–50% additional energy depending on geographical location
and day time [44]. Tracking system consumes a small amount of power to derive
their motors. There are two types of tracking systems, e.g., single axis and double
axis [45]. Double axis tracking system is more efficient than single axis tracking
system as double axis tracking system can control both orientation and tilt angle
[46, 47]. On the other hand, single axis tracking system can control either orien-
tation or tilt angle. Single axis tracking system is cheaper and higher reliability than
double axis tracker [46, 47]. However, tracking system is normally used for c-Si
modules because of its higher efficiency. A number of vendors have been manu-
facturing controllers especially for tracking systems. Siemens provides tracking
system based on controller SIMATIC S7-1200. Both single axis and double axis
tracker systems can be controlled by this controller. KIPP & ZONEN offers two
types of tracking systems or sun trackers, e.g., sun tracker SOLYS 2 and sun tracker
2AP [48]. Global positioning system is integrated in SOLYS 2 that locates the
position of the sun. The sun tracker SOLYS 2 does not need any additional
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computer or software. The sun tracker 2AP is normally used in the worst envi-
ronment, e.g., high speed wind and snow fall. Pre- programmed movement of
tracker can be achieved by software Win2AP. Some specifications of sun trackers
SOLYS 2 and 2AP are given in Table 2.12.

2.9 Site Selection Criteria for Solar PV Power Plant

Site selection is one of the vital works for installing a solar PV plant which is a
multi objectives problem. Many factors have to be considered during the selection
of a site. These factors are classified into two classes, e.g., analysis criteria and
exclusion criteria [49]. The selection criteria include solar radiation, availability of
land, accessibility, and distance from the utility grid. Since the output of PV cells
mostly depends on solar radiation, the availability of proper solar irradiance is an
important factor to select a site. Land should be low price to reduce investment.
There should be kept a possibility for further extension. Similarly, the exclusive
criteria include local climate, module soling and topography of site, geotechnical
issue. Climate affects the construction of plant. Flood, high speed wind and snow
may affect the support of PV plant [25]. In addition, the efficiency of PV cell
declines with increase of temperature. Efficient output is obtained from solar cells if
they operate in between 25 and 45 °C [49]. In case of topography of site, south
facing slope is preferable for projects in the northern hemisphere. Geotechnical
factors, e.g., resistivity of soil, ground water level, soil pH and load bearing
properties also affects during selection of site [46]. Software geographic informa-
tion system (GIS) is mostly used to select a site for solar PV plant [50, 51]. This
software helps to manage, analyse and to visualize the geographical data. There are
many vendors, e.g., MapInfo, Autodesk, Bentley systems, Eredas Imagine, ESRI,
IGIS, who dominates in supplying software GIS [49].

Table 2.12 Specifications of trackers SOLYS 2 and 2AP [48]

Specifications SOLYS 2 2AP

Pointing accuracy <0.10° passive tracker
<0.02° active tracking

<0.10° passive tracker
<0.02° active tracking

Torque >23 Nm (when sun tracking) >40 Nm (when sun tracking)

Angular velocity Up to 5°/s Up to 1.8°/s

Payload (balance) 20 kg 65 kg

Supply voltage 18–30 VDC
90–264 VAC, 50/60 Hz

24 VDC
115–230 VAC, 50/60 Hz

Power sun tracker 21 W 50 W

Operating
temperature

−20–+50 °C (DC power)
−40–+50 °C (AC power)

0–+50 °C
−20–+50 °C (DC power) (cold cover)
−50–+50 °C (AC power) (Cold and
heater cover)

Dimension
(W � D � H)

50 � 34 � 38 cm 42 � 26 � 38 cm
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2.9.1 Capital Expenditure

Capital expenditure is an important issue for the installation of solar PV power
plants. Although, the cost of PV module decreases substantially, still per unit cost is
higher than the average cost of generation of electricity. The capital cost varies
region to region because of many reasons, e.g., labor cost, the subsidy, taxes and
incentives. The capital cost can be classified into two major categories, e.g., hard
cost and soft cost. Hard cost is the main cost of a PV plant accounting for about
79.3% [52]. It includes the cost of solar module, inverter and balancing of system
(BOS). The cost of BOS covers the cost of transformer, monitoring system,
switchgear, cabling. The PV module cost is the main cost that covers about 55.7%
which is much larger than cost of inverter and BOS accounting for 16.2 and 7.4%,
respectively. On the other hand, soft cost includes the cost of civil cost, engineering
and commissioning (EC), mounting rocks and project management. The share of
soft cost is about 20.7%. In [52], the capital cost of a 100 MW solar PV plant in
Ghana was analyzed. The costs of PV module, inverter and BOS have been
assumed as USD 0.75 per WDC, USD 0.75 per WDC and USD 0.75 per WDC,
respectively. Table 2.13 shows the capital expenditure of a typical 100 MW solar
PV plant. However, different software, e.g., RET Screen modeling software is used
to analyze cost of PV power plant [53].

2.10 Conclusion

This chapter demonstrates the prospect and technical advancement of large scale
solar PV power plants. Solar PV power plant is dramatically getting a platform of
generating electricity all over the world. Till now, it is facing problems due to its

Table 2.13 Capital
expenditure for installing a
100 MW solar PV plant [52]

Category Description USD/
WDC

Total cost
(USD)

Hard
cost

Module 0.75 75,000,000

Inverter 0.218 21,800,000

BOS 0.1 10,000,000

Soft cost Mounting
Racks

0.083 8,300,000

Civil works 0.06 6,000,000

EC contract 0.0336 3,363,889

Contingency 0.0673 6,727,778

Pre-operative
cost

0.0202 2,018,333

Financial cost 0.0135 1,345,556

Total 1.3456 134,555,556
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higher installed cost. But, due to technical advancement, cost reduction and
renewable energy policy, solar PV power will be the one of the leading source of
electricity in near future. International collaboration on research and development
can enhance the success of large scale solar PV plant by reducing module cost,
sharing planning, financing and grid integration. Governments can make policy to
ensure a stable, predictable financial environment as well as to cut the soft cost.
This system not only mitigates the carbon emission or improves the energy security
but also plays an important factor in economy of a country by reducing dependence
on imported fuel. In addition, solar PV plant becomes a field of investment and job
sector. This analysis can play a part of research in the field of large scale solar PV
plant as a de-carbonized energy system.
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Chapter 3
Development of HTS Cable-Based
Transmission Systems for Renewables

Jian Xun Jin, Md. Rabiul Islam and Abdul Goffar Khan

3.1 Introduction

With the economic development and growth of society, the power utility industry
with an ever increasing global demand for electricity is growing, which requires the
increase of capacity, quality, distance and space for electric power transmission
systems. Currently, the traditional power cables are made of copper or aluminum
having resistance and limited current carrying capacity, leading up to 10% power
loss during transmission and also considerable land or space occupied. The annual
electricity energy loss during transmission process is more than hundreds billion
kWh, this invokes an effective technological option. With an estimated hundred
thousand kilometers of underground cables throughout the world, superconducting
cables can potentially provide an immense benefit to the utility industry and con-
sumers with advantages to save energy. The use of superconducting cables also has
striking economics over conventional above ground and below ground transmission
cables, such as near zero environmental impact and higher operating efficiency.

Superconducting cables can offer the advantages of lower loss, higher capacity,
lighter weight, and more compact dimensions as compared with the conventional
cables, consequently they are leading the innovation in future power systems.
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Superconducting materials and technologies developed to date, especially high
temperature superconducting (HTS) materials, have technically made the super-
conducting power cables and transmissions applicable [1–6].

A comprehensive technical description of the HTS power cables is presented
systemically including: (i) HTS cable structure and classification, (ii) HTS char-
acteristics for cables, (iii) HTS cable design, (iv) HTS AC power transmission
system, (v) HTS DC power transmission system, (vi) HTS smart grid, and
(vii) Current development status of HTS cable systems and application prospect.

3.2 Basic HTS Cable Structure and Classification

The basic structure of HTS cables is shown in Fig. 3.1 as an example, where
Fig. 3.1 from inside to outside includes (i) inner support core, (ii) HTS tape layers,
(iii) thermal insulation, (iv) electrical insulation, and (v) shield and protection layer
in general. Figure 3.1a shows a sample HTS cable [7], meanwhile Fig. 3.2 shows
more structural and technical details of HTS cables.

HTS cables can be classified based on various criteria:

(a) By the method of transmission, they are classified as AC cables and DC cables;
(b) By the electrical insulation, they are classified as warm-dielectric (normal

temperature) insulation and cold-dielectric (low temperature) insulation;
(c) By the phase connection and structure, they are classified as single phase HTS

cable, three-phase parallel axis HTS cable and three-phase coaxial HTS cable;
(d) By the superconducting materials, they are classified as LTS wire cables, HTS

first generation 1G Ag clad (Bi,Pb)2Sr2Ca2Cu3O10+x wire cables, HTS second
generation 2G Y1Ba2Cu3O6+x wire cables, and MgB2 cables; further by the
structure of the HTS conductors or layers;

(e) Others include by coolants and cooling methods, etc.

Based on the electrical insulation, for example, HTS cables can be classified into
two categories: warm-dielectric (WD) cable and cold-dielectric (CD) cable.
The WD HTS cable system can use the conventional electrical insulation which is
placed at the outside of thermal insulation. However, it is difficult to reduce the
cable volume. The CD HTS cable is a type of liquid nitrogen (LN2) impregnated
cable, where LN2 on one hand provides electric insulation and in the meantime
provides an effective cooling. Basically the CD HTS cable is similar to the normal
oil-filled (OF) insulation cable. With this arrangement the required cable volume
can be reduced significantly and thus a single cooling pipe can accommodate a
three phase CD HTS cable. Additionally, the power capacity is able to be increased.
A HTS cable can be one of single-core, 2-core or 3-core structures, and its design
has commonly a concentric structure. Figure 3.3 is the summary to classify the HTS
cables.
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(b) HTS DC cable physical model

A – Liquid nitrogen path, B – Corrugate pipe cryostat, C – Protection layer, D – 
HTS shielding layer, E – Electrical insulation, F – HTS conductor layer with for-

mer, G – Protection jacket
(c) Multi-core and cold dielectric type cable

(a) A sample of HTS cables 

Fig. 3.1 Basic HTS cable structure
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3.3 Basic Characteristics and Designs

Electrical power transmission and distribution system using traditional cables incurs
large energy losses, up to 10% of total electricity generation in general. To reduce
line losses and improve the energy efficiency in modern power systems and future
smart grids, HTS materials having very high transport current density and nearly
zero resistance are very attractive for designing electrical transmission and distri-
bution cables. To date, both the AC and the DC cables fabricated from HTS tapes
have made great progress. A number of in-grid HTS cable demonstrations have laid

 HTS  cables

Inner support core

Materials: metal corrugated pipe (coolant channel) or a bundle of copper wires

Function: as a basic support for HTS tapes' winding

HTS conductor

Thermal insulation

Materials: coaxial double layers of metal corrugated pipe made of stainless steel 
or aluminum alloy with flexibility. Pump the corrugated pipe into the vacuum 
and embed multi-layers of metal foil for radiation protection

Function: thermal insulation between HTS and the external environment, ensure 
the working temperature for HTS 

Electrical insulation

 Shield and  protection 
layer

Materials: HTS tapes, generally in multilayers

Function: main path for current transport

Materials: warm dielectric cable's main insulation material is XLPE (located 
outside of thermal insulation layer); cold dielectric cable's main insulation 
material is PPLP (immersed into liquid nitrogen, located inside of thermal 
insulation layer)

Function: conductor and adjacent conductor isolation protection, has high 
dielectric strength and resistance to high temperature

Materials: warm dielectric cable shielding layer material is similar to the 
conventional cable(Cu); cold dielectric cable shielding layer is made of  HTS 
material. Protection layer material are the same with conventional cable

Function: electromagnetic shielding, short circuit protection and physical, 
chemical, environmental protection, etc

Fig. 3.2 Summary of the basic structures of HTS power cables

HTS cables

Electrical insulation
Warm dielectric cable

Cold dielectric cable

Power transmission
DC cable

AC cable

Phase

Single-phase cable

Three-phase parallel axis cable

Three-phase coaxial cable

Fig. 3.3 Classifications of
HTS cables according to
different criteria
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a very firm basis for their use in high-capacity, high-efficiency power transmission
and distribution in the near future.

The core technology of HTS cables is the conductor design and construction.
Because of the conductor characteristics, electrical property, mechanical property
and also geometry are different among various cable conductors. The supercon-
ducting cable conductor design is more difficult than the conventional one.
Combined with the structural characteristics and the basic design method of a
superconducting cable conductor, the design process of a HTS cable conductor
generally follows: (i) cable structure, (ii) HTS layers, (iii) amount of HTS tapes, and
(iv) detailed parameters including self inductance and mutual inductance models to
obtain equal current distribution and also voltage drops.

3.3.1 Rated Current

The 1G HTS wire has achieved high critical current density Jc * 105 A/cm2 at
77 K in self field and with 1 lV/cm criterion, even though the 2G HTS wires come
with much better applicable properties, e.g. Jc * 106 A/cm2. Both 1G and 2G HTS
wires now can be commercially produced having high Jc under low applied
magnetic fields H with long lengths up to several kilo-meters and mechanical
flexibility, which are commonly required for electrical applications. The HTS wires
have been verified for use in various electrical applications with various prototype
devices produced [1, 2].

The practical Jc of the HTS wire is given by Jc = Ic/CSHTS, where CSHTS is the
HTS material cross-section. The HTS wire as a conductor has potential to achieve
engineering critical current density Je = Ic/CS * 104 A/cm2 for self field at 77 K
operation, where CS is the HTS conductor total cross-section. The Je is hundred
times higher than that of the traditionally used resistive Cu conductors having
JCu = 3�102 A/cm2 as the limit for normal applications. The Jc can be defined
simply using V = 1 lV criterion. To decide the HTS cable rated DC current based
on the HTS tape critical current, the d2V/dI2 = 0 criterion can be considered.

The HTS tape’s DC I-V characteristic is essential to the DC cable application,
and can be usually approached by the empirical power-law

V ¼ V0 IHTS = I0ð Þn ð3:1Þ

where IHTS is the current flowing through the HTS core.
I0 is a reference current when the voltage is V0.
n reflects the general shape of the HTS I-V curve and the HTS conductor quality.

Value of n varies between 1 to 100 in general, and such as typical values of 20 for
1G and 30 for 2G HTS wires.

The value of n can be calculated by using criterion points Ec1 = 0.1 lV and
Ec = 1 lV, and the corresponding critical currents Ic1 and Ic, so n can be described as
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n ¼ logEc � logEc1ð Þ= log Ic � log Ic1ð Þ ð3:2Þ

For DC applications of the metal sheathed composite Bi-2223/Ag HTS wire, i.e. the
case of a sinusoidal current frequency f ! 0, the current shearing between the HTS
core and the metal sheath follows the equation

I ¼ I0 V=V0ð Þ1=n þV=Rs ð3:3Þ

where I is the total current of the HTS wire,
Rs is the resistance of the HTS metal sheath.

It can be fitted to the data of the HTS DC characteristic curves to determine the
parameters including n value. Using these parameters with a sinusoidal current, the
rms value of the resistive voltage can also be calculated. If AC ingredient in a DC
system is taken into account, and considering the HTS worked under the critical
magnetic field Bc1, the flux would penetrate to the superconductor, and produce AC
losses. Based on Bean model, when the environment field less than the penetrate
field Bp, the AC loss can be expressed as

P ¼ ð4p2Þ=3½ �l0 I=Peð Þ3Pe f =Jc ð3:4Þ

where Pe is the superconductor perimeter, f is the AC current frequency.
The basic HTS DC cable configuration includes: (i) a protection shell, (ii) a

thermal shield, (iii) an insulation layer, (iv) a HTS layer, and (v) a cooling pipe. The
Je in the level of 104 A/cm2 at 77 K allows the HTS cable with a very high
capability for highly rated transport currents, e.g. this gives 10 kA with
cross-section area S = 2 cm2 and filling factor k (= SHTS/SHTSLayer) = 0.5, and
with surface field constant *40 mT/kA. The rated HTS layer current is generally
given by

I ¼ 1� k Jcð Þ½ �Jc SHTSLayer k ð3:5Þ

where k(Jc) is a coefficient related to (i) self field, (ii) strain, (iii) thermal loss,
(iv) process procedure, and (v) structure.

The HTS DC cable can also combine the power transmission with fault current
limiting functions. In this case, the required SHTS section is determined by the Jc
and Il—the starting point of the current limiting function, i.e. the HTS quench
current; and SHTS = Il/Jc, and SHTSLayer = Il/Je. In order to effectively limit the
current below a maximum value Im, the minimum cable length L is

L ¼ V � SHTSlayer q � Imð Þ�1¼ V � Il � r � Je � Imð Þ�1 ð3:6Þ

where V is the system voltage, q(T) is the resistivity of the HTS cable during its
quenching, Im is the maximum fault current allowed, and the rated current I1 = Je
SHTSlayer.
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3.3.2 Basic Cable Structure

In order to increase the transmission capacity of a HTS cable, the cable conductor
layer has a multilayer structure, and the conductive layer is rounded by a certain
number of superconducting tapes. For the helical structure conductor layer, to
eliminate the axial magnetic field, a conductive layer which between the layers of
tape, reverses coiling the tapes in adjacent layer with the equal pitch. To reduce the
coupling loss, the skeleton and the conductor layers can round with insulation tape.
The schematic view of the 4-layer conductors HTS cable is given in Fig. 3.4.
Shielding layers can be added to the cable outside.

3.3.3 Number of HTS Tapes

If the average critical current of superconducting tapes is Ica at operating temper-
ature and self field, the rated current of HTS cable is IR, and the design margin is m,
which is generally larger than 20%, the number of superconducting tapes N on the
conductor cross section should satisfy Eq. (3.7) as below [8].

x
α

πd1

x=a/cosα
a

(a) Schematic diagram of a cold dielectric type multilayer structure of a 
common AC HTS cable

(b) A multilayer structure (c) A single tape in the layer

Fig. 3.4 Schematic diagram of a cold dielectric type multilayer structure of a common AC HTS
cable
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N�ð1þmÞ � IR = Ica ð3:7Þ

For AC cable, due to the given rated current in rms, the IR should be IR√2
instead.

3.3.4 Number of Layers

Figure 3.4 shows the relation among different physical parameters of a HTS cable,
here d1 is the diameter of the support tube including the electrical insulation layer
and net, a is the width of the tape, and a is the winding angle. The maximum
number n1 of the tapes wound on the layers is expressed as follows

n1 � p d1 cos a1 = a ð3:8Þ

The base diameter of the second layer is

d2 ¼ d1 þ 2 ts þ tið Þ ð3:9Þ

where ts is the thickness of the superconducting tape, ti is the layer space, including
the thickness of insulation film and interspace. If the winding angle of the second
layer is a2, the maximum number n2 of the tapes of this layer is

n2 � p d2 cos a2 = a ð3:10Þ

According to Eqs. (3.8) and (3.10), when the serial number of layers is larger than
2, Eqs. (3.9) and (3.10) can be modified as follows

dk ¼ dk�1 þ 2 ts þ tið Þ ð3:11Þ

nk � p d2 cos ak = a k ¼ 3; 4. . . ð3:12Þ

3.3.5 Winding Design Parameters

After the number of HTS tapes and layers are determined, the most important
design factor is to ensure that the current in each superconducting tapes is equal to
be ideal.

DC superconducting cable conductor design is relatively easier. For AC
superconducting cable conductor design, although the resistance is zero in HTS
tape, the inductance in each layers should be kept the same in order to obtain the
same layer current. The inductance of each layer includes two parts, one is self
inductance, and the other is mutual inductance.
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The conductor layer is regarded as a tightly wound long solenoid. The
self-inductance of the conductor layer can be expressed as follows

Lk ¼ l0
pd2k
l2pk

þ l0
ln ðDdkÞ
2p

ð3:13Þ

where l0 is the vacuum permeability, lpk is the winding intercept determined by
winding angle of superconducting tape, D is the inner diameter of the shield layer,
and dk is the winding diameter.

The mutual inductance between ith layer and jth layer can be calculated
according to Ampere’s law. The mutual inductance per unit length can be expressed
as follows

Mij ¼ Mji ¼ ai aj l0
lpilpj

pd2i þ
l0
2p

ln ðD
dj
Þ ð3:14Þ

where ai and aj are constant, which stand for the winding direction respect to each
other, lpi and lpj is the intercept of ith layer and jth, di and dj is winding diameter of
ith and jth layer, respectively.

Based on the above analysis, if each conductor layer is regarded as a circuit
branch, multilayer superconducting cable can be expressed as an equivalent circuit
consisting of resistance, self inductance and mutual inductance as shown in
Fig. 3.5.

The current distribution and voltage drop (ei) in each layer at steady transmission
state can be expressed as
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Fig. 3.5 Equivalent circuit of a multilayer HTS cable
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where Rn is the resistance of conductor joint, x is the angular frequency, j is the
imaginary unit, In is the current in layer n.

In a parallel circuit, the voltage drop in each branch is equal, that is, e1 = e2 = …
= en. Therefore, in order to obtain equal current in each branch, the impedance of
each branch should be kept equal. The factors affecting impedance of each branch
are: (i) self inductance, (ii) mutual inductance, and (iii) joint resistance. After the
parameters, including the number of HTS tapes and layers, the diameter of winding
and the thickness of insulation, are determined, the only factor affecting the self and
mutual inductance of conductor layer is the wound intercept lp. However, after the
winding diameter d is determined, the winding intercept lp is determined by
winding angle a. Therefore, the winding angle a is the key parameter to determine
the current distribution in the conductor layers.

3.3.6 AC Losses of a HTS Cable

AC losses of a HTS cable mainly include: (i) hysteresis loss, (ii) eddy current loss,
and (iii) coupling loss.

(a) Hysteresis loss. Related to the nature of the superconductivity, power loss will
occur whenever there is a change of magnetic field including both applied
magnetic field and self field by conductor current. Expression for the total AC
loss Qtot includes the transport current loss Qt plus the magnetization loss Qm.
Basically the model describes an ‘infinite’ slab fed with a transport current with
amplitude It, in a parallel applied magnetic field with amplitude Ba and a
constant critical current density Jc. The loss for the normalized magnetic field,
b = Ba/Bp, and the normalized transport current, i = It/Ic, can be formulated.
The penetration field for a typical BSCCO/Ag tape with fully coupled filaments
is around 10 mT, and in most applications b � 1.

(b) Eddy current loss. Eddy current loss mainly comes from the HTS cable metal
support tube, the adiabatic thermostat, and the metal matrix of HTS tapes.
(i) Eddy current loss of the metal support tube: Assume that the cable is
composed of N layers of conductors, the total magnetic field intensity produced
at the support tube is sum of all the layers. The cable support tube eddy current
loss is proportional to the radius of the cube and the thickness of support tube,
but inversely proportional to the resistivity q. (ii) Eddy current loss of the
adiabatic thermostat: A diabatic thermostat generally consists of two coaxial
metal tubes, and the adiabatic thermostat is vacuum. Because adiabatic tube is
outside of the conductor, a magnetic field along the circumferential tangential
direction is produced. A closed-loop current in opposite direction is induced
near the inner side of the metal tube of the adiabatic thermostat. The power loss
of eddy current per unit length of the inner metal tube of the adiabatic ther-
mostat can be calculated. The eddy current loss is inversely proportional to the
resistivity, that is the reason why adiabatic use stainless steel (q = 70 lX),
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instead of copper (q = 0.21 lX) or aluminum (q = 0.25 lX). (iii) Eddy current
loss in substrate of the superconducting tape: The eddy current loss of substrate
mainly depends on the structure and winding way of HTS tape. Theoretical
analysis and experimental data shows that the eddy current loss of the 1G HTS
wire, BSCCO, is small. For a single phase HTS power cable with rated current
2000 A, the eddy current loss of BSCCO can be reduced to 10−4–10−3 W/m.
For the 2G HTS wire, YBCO, the eddy current loss and hysteresis loss is large
than the 1G HTS wire’s. Because the size of metal substrate is larger, and the
Ni alloy brings in hysteresis loss. Except the affect from the material of support
tube and adiabatic thermostat, and the geometric dimension, the following
method can reduce the eddy current loss: (i) Use insulated HTS tape; (ii) Don’t
overlap the uninsulated HTS tapes at the same layer, and ensure the insulation
between the conductor layers; and (iii) Use HTS tape with higher Ic, which can
reduce the amount used and the eddy current loss of HTS tape.

(c) Coupling loss. Coupling loss happens when coupling currents in the pairs of
adjacent HTS tapes, i.e. between HTS tapes or between HTS tapes and metal
base. The coupling loss is proportional to the applied field frequency and the
square of the applied field amplitude. The coupling loss can be reduced by
twisting the HTS tapes to a pitch as small as possible.

3.3.7 Hurdles for Design and Application

On top of the HTS material Jc, hurdles in the HTS cable design do exist to build
practical HTS cables and systematically applications. Some issues as examples are
summarized as follows:

(a) Critical current. Apart from the HTS intrinsic property, how to design and
optimize the structure of the cable is a major effort to maintain a higher Ic.

(b) AC losses. How to design and optimize the cable structure in order to reduce
AC losses.

(c) Refrigeration. How to operate in a low cost for a long distance HTS cable line.
(d) Insulation. Apart from electrical insulation, materials and techniques are nec-

essary to be developed to reduce the heat leak between low temperature section
and normal temperature section.

(e) Reliability. Operational reliability of superconducting cable, monitoring and
protection from fault operation conditions, recovery from over or short circuit
current, and system overvoltage.

(f) Uniform distribution of Ic.

Taking the (f) for example, the current distribution in the parallel HTS tapes is
determined by the resistance and inductance in general. When the HTS cable in
normal state, each the HTS layer has a certain conductor resistance. When the HTS
cable in superconducting state, the DC resistance in each HTS layer is zero, which
has no influence on the current distribution. Inductance is closely related to
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conductor structure. Generally, for a HTS cable, the larger the winding angle is, the
larger the self inductance will be. The mutual inductance is not only related to the
winding angle, but also related to the winding direction. Therefore, theoretically,
the current distribution is determined only by self inductance and mutual inductance
in superconducting state. In order to verify the conclusion, a series experiments
were conducted and experimental current distribution results of the HTS samples
are shown in Fig. 3.6.

The experimental sample is a 3 m long cable having 6 layers HTS cable, and
three different experiments have been made, which is shown in Fig. 3.6. N stands
for normal state, S stands for superconducting state, R stands for resistance, L stands
for inductance, ML stands for mutual inductance, and JR stands for joint resistance.

In the experiment Test 1, the inductance can be regarded the same among
different layers. Theoretically, in superconducting state, the current should be
uniformly distributed amongst all the layers. However, the experiment result is
I6 > I1 > I5 > I2 > I4 > I3, where 1–6 stands for the layer number, i.e. 1st layer is
the innermost layer, and the 6th is outmost layer. From the result, it can be found
that, the current in the outermost and inner most layer is relatively larger, while the
middle layers 3rd and 4th have smaller values. This result disagrees the assumption
“the inductance influences the current distribution among different layers in
superconducting state”.
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R1 R6 R2 R5 R3 R4
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Fig. 3.6 Current distribution among the 6 layers of a multilayer HTS conductor
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In the experiment Test 2, the inductance in each layer is different. Theoretical, in
superconducting state, the current values in the 1st and 6th layer are smaller than other
layers, and the middle layers, such as 4th and 5th layer should have larger values.
However, the experiment result of I6 > I5 > I1 > I2 > I3 > I4, is almost the same as
the Test 1 result. This result disagrees the assumption “the inductance influences the
current distribution among different layers in superconducting state” again.

Experiments of Test 1 and Test 2 have excluded the decisive function of
inductance in determining the current distribution among conductor layers. The
third experiment is made to verify the function of winding direction to determine
the current distribution. The conductor number in each layer and winding angle of
Test 3 is the same as Test 1, but the conductor winding direction is different to the
Test 1. However, the Test 3 result is almost the same as Test 1, which is
I6 > I1 > I5 > I3 > I2 > I4. From Test 3 result, the “winding direction” can be
excluded.

From the above three experiments, although the inductance, winding angle and
winding direction are different among the three tests, the same trend occurs in
superconducting state. It can be concluded that the current in the outermost or
innermost layer is larger than the other layers, i.e. the current in the middle layers is
smaller. This phenomenon is the so called proximity effect. Usually, the inductance
of each layer is first considered in uniform current distribution among HTS layers.
However, experiment results show that the proximity effect is the most important
factor affecting the current distribution. A filament conductor carrying AC current
and generating magnetic field will affect the current distribution of its neighbor
filament conductor, i.e. proximity effect.

Another example is the AC loss reduction. AC loss reduction of HTS power
transmission cables is important to apply the HTS cables in power grid applications.
Methods to insulate the individual HTS filament core or twist the HTS filaments or
tapes, and also other efforts have been presented with applicable techniques
developed. Various variable parameters, such as number of layers, lateral Jc dis-
tributions of coated conductors, and load rate have influences on the AC losses of
the designed cables. For example, a method was proposed to reduce the AC loss by
tailoring the normal HTS tape (4 mm wide) with narrow ones (2 mm wide), and the
reduction is verified experimentally for both monolayer and multilayer cases.

3.4 Power Transmission Systems with HTS Cables

3.4.1 HTS AC Transmission System

Figure 3.7 shows a typical HTS AC cable system. The three-phase AC cables are
normally divided into the three-core parallel-axis cable type and the three-in-one
concentric cable type. Each phase in the three-core parallel-axis cable type has an
independent HTS layer, an electrical insulating layer, and a HTS shield, and all
three phases are installed inside a common warm dielectric layer and a cable sheath.
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Three phase HTS layers and their matched electrically insulating layers are coax-
ially placed in one core, and installed inside a common conventional shield, warm
dielectric layer, and cable sheath.

In additional to the existing flux flow loss, the AC cable also suffers from more
serious hysteresis loss caused by the AC current and field. If the ratio between the
AC current amplitude and the critical current as a factor i, thus the hysteresis loss
Phys can be expressed by the following W. Norris’s AC loss equation

PhysðtÞ ¼ SHTS � l0I
2
c f
p

� ð1� iÞ ln ð1� iÞþ
ð1þ iÞ ln ð1þ iÞ � i2

� �
ð3:16Þ

where f is the operational frequency, typically 50 or 60 Hz.

Electrical insulating layer

HTS layer

Warm dielectric layer 

HTS shield

Cable sheath

Terminal

HTS AC cable

Refrigeration
system

AC system AC system(a)

(b)

(c)

Fig. 3.7 a HTS AC cables and system, b three-core parallel-axis cable type, c three-in-one
concentric cable type
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Figure 3.8 shows a typical hysteresis loss curve of a HTS cable. The hysteresis
loss increases exponentially as the ratio i between the AC current amplitude and the
critical current becomes larger. In contrast to the flux flow loss data from Ref. [1],
the hysteresis loss accounts for the vast majority of the AC loss contributions under
AC condition. For instance, when i = 0.5, the hysteresis loss from the Fig. 3.8 is
about 9.3 kW, whereas the flux flow loss is only 0.93 lW. Therefore, HTS DC
cables are more favored for long-distance high-capacity power transmission in
future power systems.

Figures 3.9 and 3.10 show the HTS cable and its demonstration system at Puji
substation in Kunming, Yunnan Province, China, which Bi-2223/Ag HTS cable
and system’s main parameters are: The rated is voltage 35 kV, rated current is
2000 A, cooling power is 2000 W, conductor AC loss is 1.0 W/m, minimum cable
bending diameter is less than 3 m, total loss of a single terminal is 108 W, and HTS
conductor current uniformity is 81%. The loss of the 33.5 m long demonstration
system is much less than conventional cable, saving 110,000 Chinese Yuan each
year, and for a 110 kV HTS transmission system can save 3.4 million Chinese
Yuan per kilometer each year [7].

After its installation, field tests were carried out including DC resistance, elec-
trical insulation, thermal insulation, AC voltage withstanding, and current carrying
capacity tests. For the cable’s current carrying capacity test, the three ends of the
cables on one side were shorted and powered each phase of the three phases on
the other side. The current source was from boost converters that were connected to
the grid through voltage-regulating transformers. Six boost converters and four
voltage-regulating transformers were used for each phase.

In the test, the initial current was 100 A. Then the current was increased by an
increment of 200 A for each step up to 1500 A. The current was held at 1500 A for
two hours and then raised to and held at 2000 A for 35 min. At each step, the
voltage and the phase angle of each phase were measured. The test results showed
that the system was able to carry AC 2000 A without any signs of quench.

Some field test results are summarized in Table 3.1.
On 19th April 2004, the system was activated in the 35 kV live-grid at a

transmission current of about 600 A. Since the maximum current of the
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Fig. 3.8 Hysteresis loss
curve of a superconducting
cable (SHTS = 10 km,
f = 50 Hz, Ic = 2 kA)

3 Development of HTS Cable-Based Transmission … 85



transformer’s 35 kV outlet was 1350 A, in order to test the actual operating per-
formance of the cable system at the level close to the rated capacity, the substation
central control diverted more power through the bus from another transformer of the
station to go through our cables. The total load of the two transformers at the 35 kV
outlets was in the range from 1600 to 1700 A during the 90 min test period. The
superconducting cable system operated faultlessly in the full load test run. After the
full load test, the central of the substation returned 35 kV lines to normal operation
mode. The superconducting cable system formally started its live-grid operation.

Operation and maintenance includes issues of: operation instructions and regu-
lations; protection strategy; routine operation; system performance; improvement,

Fig. 3.9 HTS cable site at Puji substation in China

Fig. 3.10 Puji HTS AC
transmission scheme
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scheduled maintenance and repair. Those did ensure the HTS cable practically
operated continuously to ten years.

Tables 3.2 and 3.3 list the key specifications and operation parameters of the
cable system [9].

3.4.2 HTS DC Transmission System

AC electric power transmission is currently the main way of power delivery and the
most commonly used, which somehow results to HTS DC cable investigation
lagged to HTS AC cables. The HTS zero resistance is observed only in DC cur-
rents, therefore a HTS DC cable and its DC transmission has better performance
than for the AC case in which HTS AC loss exists. With the use of HTS DC cables,
the transmission line voltages can be lower than conventional cables when the same
power is transmitted because of the greater transmitting current capability.

Table 3.1 The field test results

DC resistance
(cable + terminations, at ambient temperature before system
cooling down)

Phase A 10.6 mX
Phase B 10.1 mX
Phase C 10.2 mX

DC resistance
(cable + terminations, at 74 K of cable conductor after system cooling
down)

Phase A 85 µX
Phase B 84 µX
Phase C 84 µX

DC resistance of a termination (at 77 K, factory) 40 lX

Phase shift between I and V (at 50 Hz, 1500 A, 74 K) Phase A 83.0°
Phase B 84.6°
Phase C 85.1°

AC loss (at 50 Hz, 1500 A, 74 K) 26–30 W/phase

Table 3.2 The parameters of cables and terminations

Rated voltage 35 kV

Rated current 2 kA

Operation temperature 74–78 K

Operation pressure 40–100 kPa

Operation current 450–950 A

AC loss <1.0 W/single phase

Heat load of electrical lead <45 W/kA

Operation thermoelectric of termination electrical lead 70–310 K

Loss of one termination <120 W
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The AC/DC convertors on the termination of the DC transmission cable become
simple and low cost consequently.

HTS cables cannot completely avoid transmission resistive loss in any AC case.
Moreover it is necessary to take measures to solve the problems inherited to
HTS AC cables, such as protecting against short circuit current and solution to
avoid unbalanced AC current in each HTS conductor tape. The HTS DC cable, on
the other hand, utilizes the advantages of superconductivity most effectively, and
shows no such problems inherited to HTS AC cables.

Power transmission cables based on HTS have been designed to replace the
normal conductor cables with advantages of high transport current capability and
low resistive loss in AC power transmission systems. It is expected that the new
type of HTS cables can also provide similar advantages in DC power transmission,
such as much higher current carrying capability, lower energy loss, and more
compact systems. With the development of HTS technology, HTS wires have
achieved the required performances in LN2 temperature region, which not only
benefit the normal AC transmission systems, but also make DC transmission sys-
tems become more practicable, and viable technically and economically. The DC
application of HTS cables can be expected to expand greatly in the future, with the
advancement of AC/DC converters.

To identify the suitability of HTS cable structures, in addition to the commonly
used WD HTS cable, a CD HTS cable system has been developed by SECRI and
installed in Baosteel in 2013 as the first CD HTS cable demonstration project in
China, consisted of three 50 m CD HTS cables, with rated capacity 120 MVA/rated
voltage 35 kV/rated current 2000 A, as shown in Fig. 3.11.

DC electric power transmission has well achieved recently. A ± 1100 kV
UHVDC transmission Changji-Guquan line has been started to construct on 11th
May 2016 in Xinjiang, China. This is currently the highest voltage level with
1.2�104 MW transport capacity. It will be used to send power to central and east
China each year about 66 billion kWh, reducing coal transport 30 million 240
thousand tons, 24 thousand tons emission reduction of smoke and dust, 149
thousand tons sulfur dioxide, 157 thousand tons nitrogen oxides.

Table 3.3 The parameters of cryogenic system

Refrigeration power 2000 W/70 K

Temperature of LN2 entry 74–77 K

Temperature of LN2 exit 75–78 K

Working pressure of heat exchange cryostat
(gauge pressure)

−0.06–0.14 MPa

Flow rate of LN2 (L/h) Phase A 800–1000, Phase B/C
400–500

Working pressure of LN2 pump box (gauge pressure) 0.14 MPa

Temperature of cooling water 15–37 °C

Operation thermoelectric of termination electrical lead 70–310 K

Loss of one termination <120 W
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Figure 3.12 shows a typical HTS DC cable system, while Fig. 3.13 shows
typical HTS DC cable structures. The typical HTS DC cable system consists mainly
of an AC/DC rectifier station, DC cable, a DC/AC inverter station, and a refrig-
eration system. The HTS cables are normally divided into warm-dielectric type and
cold-dielectric type. The coaxial components in the warm-dielectric cable from
inner to outer are the LN2 channel, supporting tube, HTS layer, warm dielectric
layer, electrical insulation layer and cable sheath, respectively. The coaxial com-
ponents in a cold-dielectric cable from inner to outer are the LN2 channel, sup-
porting tube, HTS layer, electrical insulation layer, HTS shield, LN2 return channel,
cold dielectric layer, and cable sheath, respectively.

The total operation losses of a HTS DC cable system mainly include power
electronic devices’ losses from rectifier and inverter stations, heat leakage loss from
the DC cable pipe and flux flow loss from the DC cable itself. According to the E-
J power law, the flux flow loss Pflux(t) can be expressed by [10]

PfluxðtÞ ¼ SHTS � Ec �
Inþ 1
op ðtÞ
Inc

ð3:17Þ

A currently used conventional DC electrical power transmission system is selected
for analysis with replacement by a HTS cable as shown in Fig. 3.14. The HTS
technology brings a resistance-less cable to the DC power transmission system, as

Fig. 3.11 Schematic of a 35 kV 2000 A CD HTS cable

AC systemAC system

DC-AC inverter stationAC-DC rectifier station

HTS DC cable

Refrigeration
system

Fig. 3.12 A typical HTS DC
cable system
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well as consequent changes of the conventional DC transmission system. In the
CIGRE model, the transmission cable inductance L and capacitance C per unit
length are given by L = l0/p [1/4 + ln(D/a)] and C = pe0 [ln(D/a)]−1, where a is
the conductor radius; D is the distance between cables in the two line system or two
times the distance between the cable and ground in the single line system. For
analysis, the diameter of the HTS cable is selected to be 1/2–1/4 of the conventional
cable (i.e. lnD/a = 0.693 − 1.386).

In a CIGRE standard DC transmission model (1 GW/500 kV/2 kA/1360 km),
HTS DC cables with very high Jc and nearly zero resistance have significant
potential to replace conventional copper transmission lines [6]. Figure 3.15 shows
the HTS transmission system loss at various voltage levels. Considering a typical
transmission line loss rate of about 6%, the practically allowable transmission
voltage levels are 50 kV, 150 and 500 kV when the equivalent line resistances per
km are set as 0.1, 1 and 10 mX, respectively. The currently mature HTS DC cable
technology can achieve a reduction of 10 or 1% in the total line resistance even

Cable sheath

Electrical insulating layer Cold dielectric layer 

HTS shield Cable sheathElectrical insulating layer

HTS layer

Supporting tube

LN2 channel

LN2 return channel

Warm dielectric layer

HTS layer

Supporting tube

LN2 channel

Fig. 3.13 HTS DC cable structures: (left) warm-dielectric type; (right) cold-dielectric type

Fig. 3.14 HTS DC electrical
power transmission model
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considering the practical thermal leakage from the long-distance cable pipeline.
Therefore, it can be definitely expected that high-voltage power transmission levels
can be reduced from the present 500–1000 kV to 110–220 kV in future smart girds.

3.4.3 Specification of HTS Cable System

Figure 3.16 shows a practically developed CD HTS cable transmission system [9].
HTS AC loss of the cable and termination was tested by measuring the evaporation
of LN2. The thermal loss of the flexible cryostat is about 2 W/m, and the AC loss of
the HTS cable under 2000 A current is about 1.2 W/m. The thermal loss of one
HTS cable termination is about 200 W.

The 35 kV/2000 A HTS cables system is mainly comprised of 3 cables, 6
terminations and cryogenic system, and Table 3.4 shows its key specifications [9].

Cryogenic system is a mandatory requirement in order to provide the appropriate
low temperature operating conditions for HTS cable. Figure 3.17 presents the
schematic of refrigeration system for 35 kV/2000 A HTS cables.

The refrigeration system consists of cryocooler, circulation pump, Dewar vessel,
heat exchanger, LN2 tank and vacuum pump. As shown in Fig. 3.17, the subcooled
LN2 that provided from cryogenic system is divided into two equal parts, then
parallelly flows through the phase B and C cables, and last return to cryogenic
system from phase A cable. During the process, the LN2 absorbs the energy into the
circuit and returns it to the cryogenic refrigeration, which removes the absorbed
heat and cools downs to initial temperature. The cryogenic system was designed
combination of open and closed refrigeration. The G-M cryocooler was selected as
closed refrigeration, and would have long-time running, meanwhile the open

Fig. 3.16 35 kV 2000 A CD HTS cable terminal
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system was back-up refrigeration and would be used while the G-M cryocooler
need maintenance or has a failure. Two circulation pumps are designed in parallel,
one is used to circulate the LN2 flowing along the cables and the other for
redundancy.

The heat load of system is the basis for design of cryogenic system. Usually, it
comes in two forms: heat leaks from the surroundings and the heat generation in the
device. Firstly, the heat generation includes AC loss of HTS cable, and joule loss
generated in resistive components in cable system. Secondly, the head leak consists
of 4 parts: the current lead loss, the conduction heat loss, the radiation heat loss and
residual gas conduction loss.

Current lead loss: the current lead connects the superconducting cable and
conventional cable, and operates between the room temperature and LN2 temper-
ature. The current lead loss can be calculated by an approximate equation.

Table 3.4 35 kV 2000 A
CD HTS cable specifications

Items Design value

Rated voltage (kV) 35

Rated current (A) 2000

Rated transmission capacity (MVA) 120

Length (m) 50

Total cooling power (W) 4000

Cable inlet temperature (K) 70–73

Cable outlet temperature (K) 73–76

LN2 flow rate (m3/h) 2.4

Fig. 3.17 Schematic diagram of the cryogenic system
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Q1 ¼ ðkðTÞA dT
dz

þ qðTÞI2 dTdz
A

Þ
����
z¼l

ð3:18Þ

where T and A are the temperature and the cross-section at z = l, while k(T) and
q(T) are the thermal conductivity and electrical resistivity of material at
T temperature, and I is the operation current.

Conduction heat loss: the conduction heat loss means that the heat leaks from the
surroundings to interface of LN2 along the solid material. It appears in the termi-
nation, cold box, pump box and joint of LN2 channel in the system.

Q2 ¼ kADT
L

ð3:19Þ

where k is the thermal conductivity of the material, A is the cross-section, DT is the
temperature difference between room temperature and LN2 temperature, L is the
heat transfer distance.

The HTS cable can only be run under an appropriate low temperature condition,
the total loss of the HTS cable system need to be taken away by the circulation of
LN2 which flows through the cable. Therefore, it is important to estimate the
pressure drop and associated pump power. The mass flow rate m and pressure drop
Dp of the LN2 are the key parameters for choosing circulation pump. The mass flow
can be determined by

m ¼ Qtol

c To � Tið Þ ð3:20Þ

where Qtol is the heat load of the cables system, and can be calculated from above in
paper, c is specific heat of LN2, Ti, To are the inlet and outlet temperature of the
cable.

Dp ¼ f
qt2L
2d

ð3:21Þ

where f is the friction factor, q is the density of LN2, t is the velocity of the LN2,
L is the length of the channel, d is the equivalent diameter.

A warm-dielectric type 10 kA/1.5 kV/360 m HTS DC power cable has been
installed in Henan province, China, to supply a bus bar for an electrolytic aluminum
workshop, and it has been in operation since 2014 [11]. The conductor consists of 5
layers of Bi-2223 HTS tapes and inter-layer insulation tapes. The inner and outer
diameters of the cable conductor are 41.0 and 46.2 mm, respectively, representing
two concentric corrugated stainless steel tubes. Testing shows that heat loss of the
cryogenic envelope is about 1.0 W/m. The cryogenic envelope was fabricated by
jointing 8 segments, with each joint between 2 segments constructed by means of a
dual vacuum layer insertion, leading to a lower thermal loss of 3 W for each joint.
This kind of jointing technique for cryogenic envelopes would be useful in the
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development of long distance HTS cables in the future. The termination consists of
a main body, a current lead, and a chamber, which are designed and manufactured
separately, so that it is easy for transportation and integration. For the 10 kA current
lead, the ratio of length to cross section is 318.5 m−1, and the length is 2.9 m, this
design can reduce the heat losses from the lead to 43 W/kA. Sub-cooled liquid
nitrogen at about 70 K is used to cool the cable system. In order to maintain the
temperature difference within 70–77 K, the system’s pressure is in the range of
1–5 bar, and then the backward flow of liquid nitrogen is cooled down by a
four-cylinder Stirling refrigerator with cooling power of 4 kW at 77 K and about
3.3 kW at 70 K.

After installation shown in Fig. 3.18, the cable was tested. At 77 K, the Ic by
1 lm/cm was up to 12.0 kA. The voltage drop in the cable was changed as the
current was increased, and repeated tests showed the same result. 2 h of operation at
10 kA showed that the voltage drop in the cable is stable.

The loss in the 10 kA cable system is calculated by

P ¼ Cp �M � T2 � T1ð Þ ð3:22Þ

where Cp is the specific heat of liquid nitrogen, M is the flow rate of liquid nitrogen,
and T1 and T2 are the inlet and the outlet temperature of the cable system
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Fig. 3.18 10 kA HTS DC power cable system
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respectively. So, through accurate measurement of the cable inlet and outlet tem-
peratures, the cable system loss can be precisely calculated, for example, for
T1 = 66.21 K, T2 = 69.01 K, and M = 24.24 kg min−1, then P = 2262 W.

Summary of the advanced HTS DC transmission is made as follows. The HTS
DC electrical power transmission, as analyzed both for its steady state and dynamic
state characteristics, shows that it becomes a suitable technology with great
advantages of energy saving, and possibly higher system stability by reducing
voltage and therefore lower system cost. More superior features are possible to
combine HTS fault current limiting and HTS switching concepts to the technology.
Based on the HTS Je values, which has over 100 times of the normal conductor’s
value, the high current capacity of HTS cables practically allows up to ten times of
the power for the DC transmission systems to be delivered at equivalent voltages, or
equivalent power to be delivered at reduced voltages. Losses in a HTS AC cable
system can be divided mainly into the following components: HTS conductor AC
loss, thermal leak through thermal insulation, induced losses in shield and in
thermal insulation. However, for a HTS DC cable system, only the heat leak is left
as the predominant loss source. Other losses in the HTS DC transmission systems
do exist such as the loss from the power electronic devices. Reduction of energy
consumption using this HTS DC cable in normal operation is substantial in net-
works. HTS cables ideally make RLId

2 = 0. This significantly reduces the conven-
tional cable resistive loss, for example,*8% i.e. 96.4 MW resistive power loss in a
system (500 kV/1200 MW/1080 km/0.0155 W/km) with normal cable. Not only
the HTS DC cables have the high transport current density and high power delivery
capability, but also more significantly is this delivery without resistive loss and
could result in lower system voltages. To lower the system voltage levels, means
the significant reduction of the network costs, avoiding very expensive costs from
high voltage insulation and converter stations.

3.5 Smart Grids with HTS Transmission Systems

3.5.1 Principle of the Low-Voltage Rated DC Power
Transmission Network

A sample analysis of a smart grid HTS DC power transmission system. An inte-
grated low-voltage rated HTS DC power system has potential with multifunctions
to suit smart grids. Due to the energy intermittency from renewable energy sources,
various energy storage systems are utilized to allow increased power capacity and
stability. As compared to other energy storage systems, superconducting magnetic
energy storage (SMES) system is highlighted for fast speed response and high
power density. The continuous SC and SMES developments make it convinced to
introduce the SMES into a superconducting DC power transmission system. To
have both the high-power high-efficiency power transmission and fast-response
power compensation features integrated in one superconducting power system, a
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novel low-voltage rated DC power transmission network integrated with DC SCs
and SMES devices is proposed and studied. The system fault current limitation and
power fluctuation compensation characteristics is then investigated.

The low-voltage rated DC power transmission network is presented in Fig. 3.19.
The network is able to take advantage to implement the hybrid energy transfer of
the hydrogen and electricity. As an alternative cooling method, the liquid hydrogen
(LH2) transferred can not only be used to provide hydrogen energy for the fuel cells
(FCs) such as FC vehicles (FCVs), but also can be used as the refrigeration fluid for
cooling the SCs and SMES devices.

For the SC system, a main DC cable is used to transfer the electric power from
the utility grid and RESs to local residential and industrial areas, while N branch
DC cables are used to distribute the electric power to various power loads. The
RESs mainly consist of AC output type distributed generators (DGs) such as wind
turbines and hydro turbines, and DC output type DGs such as photovoltaic
(PV) cells and FCs. The two types of DGs are connected with the main DC cable
through the operations of AC/DC and DC/DC power conversions, respectively.

For the SMES system implanted, it is in one of three types: (i) The first type
connected with the utility grid and RESs is used to locally compensate the transient
output power fluctuations from the utility grid and RES themselves; (ii) The second
type connected with the AC loads, DC loads and electric vehicles (EVs) is used to
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serve as fast-response uninterruptible power supplies (UPSs) for improving the
output power quality; (iii) The third type connected with the bus line between the
main cable and N branch cables is used to bridge the utility grid and RESs with
various distributed loads, and thus to buffer the power fluctuations from the utility
grid and RESs and to compensate the load fluctuations from the distributed loads.

To evaluate the performance of the integrated SC and SMES systems under
short circuit and power fluctuation conditions, the SC model system includes one
200 V/100 kA/20 MW main cable and five 200 V/20 kA/4 MW branch cables.
The third type SMES model system includes one 0.06 H/15.5 kA/7.2 MJ coil
assembly and one bridge-type chopper assembly. The coil assembly has twenty
1.2 H/775 A/360 kJ solenoidal units in parallel. Each unit is connected to the bus
line between the main cable and five branch cables through one bridge-type
chopper unit. To suit such a high current capacity, a solenoidal coil with
step-shaped cross-sectional shape can be introduced and designed.

3.5.2 System Circuit Modelling

The simulation model is built with the Matlab/Simulink software, as shown in
Fig. 3.20. A controllable voltage source (CVS) is used to simulate the electric power
generated by various ESSs. Six PI section line blocks and their series-connected
lossy resistance modules are used to simulate one 200 V/100 kA/20 MWmain cable
and five 200 V/20 kA/4 MW branch cables. Four 200 V/20 kA/4 MW resistive
loads from Load 1 to Load 4 are used to simulate the distributed loads located in the
terminals from the branch cable 1 to branch cable 4. Three 200 V/10 kA/2 MW
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resistive loads from Load 5 to Load 7 are used to simulate the distributed loads
located in the terminal of the branch cable 5. The SMES system is connected to the
bus line between the main cable and branch cables to compensate the real-time
power fluctuations.

3.5.3 Fault Current Limitation by SC

To evaluate the fault current limitation characteristic of the superconducting cable,
an additional breaker 4 is used to simulate a short-circuit fault in the branch cable 5.
In the simulations, the cable inductance and cable capacitance per unit length are set
as 2 mH/km and 8.6 pF/km, respectively. The total lengths of the main cable and
each branch cable are set as 10 and 3 km, respectively.

Figure 3.21 shows the simulated result of fault current Ifault(t) through the branch
cable 5. If the FCL function is not applied, Ifault(t) increases rapidly to about 50 kA
at 1.86 s and continues up to about 105 kA at 6 s. In the case of the FCL function is
applied, the exponential growth in the superconducting resistance R(t) can limit the
fault current effectively. Figure 3.22 shows the load current Iload(t) through the
branch cable 1.

3.5.4 Power Fluctuation Compensations by SMES

Three 200 V/ 10 kA/2 MW resistive loads from Load 5 to Load 7 are connected or
disconnected to the cable terminal by controlling the three series-connected
breakers from Breaker 1 to Breaker 3. Three operation states of the connected
resistive loads are consequently achieved: (i) When one of the three breakers closes,
the connected resistive load is operated in a power swell state; (ii) When two of the
three breakers close, the connected resistive loads are operated in a rated power
state; (iii) When all the three breakers close, the connected resistive loads are
operated in a power sag state.

0 1 2 3 4 5 6 7 8 9 10 11 12
20

25

30

35

40

t [s]

I fa
ul

t(t
) [

kA
]

Without FCL
With FCL

Fig. 3.21 Fault current
Ifault(t) during a short-circuit
fault

98 J. X. Jin et al.



Figure 3.23 shows the simulated load voltage Uload(t) during the power sag
period from 0.5 to 3 s. If the SMES system is not applied, the load voltage
Uload(t) will decrease rapidly to about 183.8 V at 1.5 s and then increase gradually.
At the time t = 3 s when two of the three breakers close, Uload(t) increases expo-
nentially to about 203.3 V at 3.8 s. In the case of the SMES system is applied, the
twenty bridge-type chopper units are operated in the discharge-storage mode to
compensate the shortfall power from the bus line. As a result, Uload(t) is maintained
around its rated voltage with a maximum voltage ripple of about 198.8 V at 3 s.
Figure 3.24 shows the simulated load voltage Uload(t) during the power swell period
from 0.5 to 3 s. From the result, the SMES system can protect the load voltage
effectively under both power sag and power swell conditions.

3.5.5 Fault Current Limitation by SC and SMES

From the simulation results and analyses under a short-circuit fault condition, the
DC SC having the self-acting FCL characteristic can simultaneously protect the
load voltage and current of the adjacent branch cables, but there are still
unavoidable load voltage and current drops after the fault occurrence. This is
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because the quenching degree becomes increasingly serious as the fault current
rises, and thus the resulting superconducting resistance increases exponentially
from zero to a maximum value along with the quenching time.

To achieve a better protection effect, the SMES is applied to cooperate with the
DC SC. The DC SC and SMES are equivalent to a fault-current-dependent
increased voltage source Usc and a decreased current source IL, respectively.
A load-voltage-dependent switch is closed to switch on the SMES when the bus
voltage Ubus is lower than its rated value. Thus, the increased Usc offsets the line
voltage to limit the fault current, while the discharging current protects the voltage
and current drops across the adjacent branch cables. As shown in Fig. 3.25, the load
current Iload(t) remains around 20 kA from 0.5 to 1 s. This means that the fault has
virtually no impact on the adjacent branch cables if the fault time duration is less
than 0.5 s. From 1 to 3 s, Iload(t) drops gradually to a minimum load current of
about 18 kA and then remains nearly unchanged. As compared to the load current
curve with the FCL function only, the ratio between the minimum load current and
rated load current increases from about 0.8–0.9. Moreover, the maximum load
current after the fault disappearance drops from about 21.5–20.5 kA. Figure 3.26
shows the fault current Ifault(t) with the FCL function only and with the cooperative
FCL and SMES functions.

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6
195

200

205

210

215

220

t [s]
U lo

ad
(t)

 [V
]

Without SMES
With SMES

Fig. 3.24 Load voltage
Uload(t) during a power swell
period

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6
16

17

18

19

20

21

22

t [s]

I lo
ad

(t)
 [k

A
]

With FCL
With FCL&SMES

Fig. 3.25 Load current
Iload(t) with the FCL function
only and with the cooperative
FCL and SMES functions

100 J. X. Jin et al.



It should be noted that the introduction of SMES also results some negative
effects for the fault current limitation. The maximum fault current is about 41 kA,
which is about 2.5 kA higher than that with the FCL function only. Due to the
higher fault current and its resulting energy consumption, the dissipated LH2

increase to about 0.062 L/m before 2 s and about 0.295 L/m after 2 s. When the
fault is removed at t = 3 s, the fault recovery pathways are nearly the same.

3.5.6 System Performance Summary

A low-voltage rated DC power transmission network integrated with supercon-
ducting DC cables and SMES devices is a valid solution as analyzed. During a
fault, the maximum fault current and minimum load current in the case presented
are about 1.9 times and 0.8 times of the rated load current. The ratio between the
minimum load current and rated load current can be increased from about 0.8–0.9
when the SMES is applied to cooperate with the superconducting DC cable. During
a power fluctuation, the designed high-power SMES device enhances the power
quality effectively. The minimum load voltage during a power sag period and
maximum load voltage during a power swell period are about 0.9 times and 1.1
times of the rated load voltage.

3.6 Practical Development of HTS Cables and Their
Power Transmissions

3.6.1 Impact of HTS Cables to Power Grids

For more than ten years, several HTS cables have been tested in real grid appli-
cations worldwide. The experience gathered in these tests shows that all technical
requirements are fulfilled so far, and a high reliability can be assured. The HTS
systems are on the verge of commercialization, which however will essentially
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depend on the price of the HTS material as well as its cable technological devel-
opments. The large scale and wide application of HTS power cables will change the
transmission concept and structures, and will significantly impact to the plan,
design and operation of electric power grids.

The development of HTS cables is invoked by present requirements of
increasing system voltage or/and current in the power systems, which losses can be
largely reduced in a long distance with high current and voltage transmission.
Concentric HTS cables for MV applications are very compact, exhibit a very good
electromagnetic compatibility, and are thermally independent from the environ-
ment. For concentric HTS cable systems, the required right of way is much smaller
and the installation is easier compared to conventional cable systems.

In some countries especially European countries, cities’ power is supplied pre-
dominantly through high, medium and low voltage power cable systems. Many of
these cables as well as associated substations are approaching the end of their
lifetime. Employing HTS systems, which consist of cables and FCLs, as replace-
ment for conventional cables could be an interesting option.

Various HTS cable application fields can be summarized as:

(a) Load centers in big cities: to meet the increase of power supply capacity
requirement; to save the inability to expand the scope of cable laying.

(b) Large current buses: to simplify the power systems and increase reliability with
low cost.

(c) Bottleneck sections of power transmissions: to replace unsuitable or unsur-
vivable overhead lines and special cases such as to cross river.

(d) DC power buses: huge current e.g. electric furnace to avoid high loss.
(e) Efficiency and safety enhancement: to incorporate with SMES and power

transmission with AC or DC fault current limiting reactors.
(f) Novel concept: to design a HTS energy pipeline to combine electric power and

liquefied natural gas or hydrogen transportation.

3.6.2 Impact of HTS Cables to Power Grids

3.6.2.1 Railway Application

There are various proposals to apply the HTS cables, for example, HTS DC cables
for railway applications. Three different schemes of HTS power cables for railway
applications:

(a) In a conventional feeding networkwith up and down train lines, theHTSDCcable
using a single core type is placed parallel to the feeder and connected to the
substation. In this case, the HTSDC cable is cooled by sub-cooled liquid nitrogen
to ensure the HTS DC cable to be able carrying e.g. a current of 5 kA in a
continuous power transmission linewith a voltage class of 1.5 kV. In this scheme,
a large quantity of HTS wires are needed, meanwhile radiation heat also occurs.
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(b) A double core or a two-in-one type cable is used to connect the up and down
tracks. Because separate cooling paths with the same coolant are needed, a large
quantity of HTS wires and a larger cable diameter are required, which results a
higher radiation thermal load.

(c) The third scheme is the same with the second one except for the type of HTS
cable. A single-core HTS cable utilizing a counter flow cooling system is used
to connect up and down tracks in the third example. In this case, the cost of the
cryostat is minimized and the amount superconducting wire is reduced.

(d) From analysis, the third scheme is not only an effective solution for cooling the
superconducting cables but it also brings a substantial reduction of the length of
the expensive superconducting wire. In addition, the results also show that the
prototype DC superconducting cable used in a feeder network is feasible.

3.6.2.2 Naval Applications

Large DC current bus bars and networks are required by large ships. Degaussing
cable as another application is mainly used on naval ships to reduce their magnetic
field, which forbids them from being detected by the magnetic sensors and mag-
netic mines. The HTS degaussing cable has the total length of 142 ft. It can deliver
4100 A current, and reached the general level of the ship degaussing conventional
copper wires. At the same time the voltage of the cable was 0.5 V less than copper
wires, or 1000 times lower than copper wires. And most importantly, the weight of
the HTS degaussing cable was only 20% of the ordinary copper wires degaussing
cable. Therefore, the HTS degaussing cable has definite advantages on low weight
and small volume, which enables the cost of degaussing system reduce by 40%.
Besides, benefit from the characteristics of zero resistance of the HTS wire, it only
needs little energy to run the HTS degaussing system.

3.6.2.3 Spacecraft Charging Applications

Novel solar cell configurations and cover glass materials promise to make arcing,
both of the primary electrostatic discharge (ESD) type and sustained arcing between
cells or strings. Superconducting cables may obviate the high voltages that lead to
arcing. If superconducting cables are used in spacecraft charging, there may be no
need for high power system voltages, with the concomitant differential current
collection that leads to differential charging. That is, the design goal of all parts of
the spacecraft being at the same potential may become feasible. This may eliminate
the root cause of ESD and sustained arcing.

Increasing power requirements may require longer transmission cables, which
may increase the need for higher voltages to prevent efficiency losses. If super-
conducting cables become feasible and sufficient long cables the efficiency problem
will not be presented.
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However, if superconducting cables used in spacecraft charging, the only way
that large amounts of power may be transmitted, is by transmitting large currents,
which produces strong magnetic fields. For example, if the international space
station power were transmitted at 5 V, instead of 160 V, the current would go up by
32 times. The increased magnetic field may then become more important for
spacecraft control and stability.

3.6.2.4 Novel and Trend of HTS Power Transmissions

While looking into the prospect of HTS electric power transmissions, various
concepts of the future HTS power transmission models are proposed, and form the
development trend of the future HTS power grids.

For example, the concept of ‘SuperCable’ proposed by experts from USA, can
simultaneously transport hydrogen and electricity. Each ‘cable’ delivers half the
total hydrogen power. Furthermore, an idea about a ‘SuperCity’ connected with the
‘SuperGrid’ was also proposed, which is from only to transport electricity to
simultaneously to transport electricity and hydrogen, from power transmission and
distribution to power utilization.

In ‘SuperCity’ both hydrogen and electricity are produced centrally in a nuclear
power plant, supplemented by roof-top solar photovoltaics and perhaps the com-
bustion of waste biomass, and distributed throughout the community via a
‘SuperCable’ conveying cryogenic hydrogen and electricity using superconducting
wires refrigerated by the former.

As another case, a low-voltage rated DC power transmission network integrated
with superconducting DC cables and SMES devices is potentially an option as
introduced above.

A kind of combined energy transmission concept can be developed; energy
pipeline is also a promising application, which deliveries fuel energy with inte-
gration of HTS DC electric power transmission in the energy pipeline. Natural gas
in this case is utilized as the coolant of the HTS cable.

3.6.3 Development Status of HTS Cables

What the HTS wires have brought to an advanced electric power cable? HTS cables
can achieve larger power transmission capacity and lower power loss with a
compact size in general. This is effective in reducing the costs of cable system
construction and operation. As environmental features, HTS cables are able to
reduce energy consumption because of lower transmission loss. In addition,
because HTS cables are cooled with liquid nitrogen that is used as an insulating
material, the HTS cables are non-flammable and non-explosive in nature.
Moreover, superconducting shield layers lead to no leakage of the magnetic field at
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the outside of the cable. Therefore, the HTS cable doesn’t affect its outside with any
electro-magnetic influence.

Reliability is one of the most important factors for the power cables which work
for a long time as a component of the infrastructure. The primary factor of
degradation in conventional cables is considered to repeated expansion and con-
traction of the cable itself due to temperature change caused by load fluctuation and
ambient temperature change throughout a day or a year. On the other hand, HTS
cables are operated at the almost constant temperature in liquid nitrogen so that they
are not expected to have any damage due to thermo-mechanical motion during their
operation.

There are a few countries which have initiated HTS cable development pro-
grams, the world’s first applicable HTS cable 30 m/12.5 kV/1.25 kA with three
single phases developed by the Southwire in USA, were constructed during the first
two quarters of 1999, installed by the third quarter of 1999, energized on January 6,
2000, and inauguration on February 18, 2000. The second superconducting 30 m/
30 kV/104 MW cable system designed with a room temperature dielectric has been
developed, installed and operated in the public network of Copenhagen Energy in a
two-year period between May 2001 and May 2003. The third HTS cable project for
a 30 m/35 kV/2 kA, 3 phases, warm dielectric HTS cable system is operated in
China, which has been installed in the China southern power grid at the Puji substation
in Kunming, Yunan province, in 2004. Table 3.5 shows the parameters of the first
three HTS cables running in practical power grids or networks. Other countries such as
Japan, Germany, and Korea also ploughed into the investigation and development of
HTS AC cables, their early object and hope is to realize short distance (<500 m), low
loss, and high capacity power transmission. Other HTS AC cables developed include
American Southwire/DOE-305 m, AMSC/DOE/Nexans-600 m, IGC/Sumitomo-
350 m, and CRIEPI/Furukawa/METI-500 m reached in Japan.

In China, for example, the Chinese first and world’s third HTS power cable
project was started in the second half of 2002 and on site system installation was
finished at Puji Substation of China Southern Power Grid in March 2004. This
cable system consists of three 33.5 m, 35 kV 2 kArms cables, six terminations, and
a closed cycle liquid nitrogen cooling station. The conductors of the cables were
made of 4 layers of Bi-2223 HTS tapes. Off grid field testing and live grid trial
operation have been carried out since the completion of the installation.

Table 3.5 The first three HTS cables running in networks

Nations America Denmark China

Rating 12.5 kV/26 MW 36 kV/104 MW 35 kV/121 MW

Refrigeration structure CD D-channel WD S-channel WD D-channel

Running temperature 70–80 K 76.5–79.5 K 70–76 K

Termination loss 230 W/ea. 150 W/ea. 108 W/ea.

HTS tape Bi-2223 Bi-2223 Bi-2223
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The 35 kV cable system had delivered more than 8 � 108 kWh of electricity to
4 industrial customers before its operation was suspended.

3-phase, 10.5 kV/1.5 kA/22 MVA/75 m HTS AC power cable prototype was
developed by the IEE CAS, which was installed and demonstrated in a distribution
grid of Changtong Power Cable Factory in Baiyin, China at the end of 2004. Each
cable consists of 36 Bi-2223 tapes spirally reeled into two layers on the corrugated
pipe and soldered to the copper terminals by low-melting-point alloy solder.

A 1.3 kV/10 kA/13 MVA/360 m HTS DC cable prototype was developed and
tested by IEE CAS in 2012. The cable is used to connect the substation and the bus
bar of an aluminum electrolyzing workshop in Henan Zhongfu Industrial Co. Ltd.,
as shown in Fig. 3.27. In addition to normal operation, testing analysis and
demonstration have also been conducted. The HTS conductor consists of 5 layers of
Bi-2223 tapes.

Another example is the most recent case. In Essen, Germany, the
AmpaCity HTS system will be installed to connect substations of Dellbrügge and
Herkules, and a 1 km cable system having capacity of 10 kV/40 MVA and con-
sisting of a resistive type FCL has been tested in the end of 2013. In Essen, the
connection of the substations is mostly realized with 110 kV underground cables
(UGC), and a few overhead line (OHL) links. Through introducing medium voltage
cables, especially HTS cables, for connecting 10 kV busses of different substations,
a new grid concept becomes feasible. The intention of this measure is to simplify
the grid in reducing the amount of 110 kV cable systems and the number of
transformers. In the simplified system two substation types can be found, switching
substations without any transformers and therefore transformer substations. In
comparison to the grid concept with conventional 110 kV cables, in total 12.1 km
of 110 kV cable system, five 40 MVA transformers as well as the associated 110
and 10 kV switchgear become dispensable. Instead, 23.4 km of 10 kV HTS cable
system, the associated switchgear for the eight cable connections, and three 10 kV
bus ties are required. The electric power supply with medium voltage supercon-
ductor cable systems in city centers offers technical and economical advantages
compared to conventional high voltage technology.

Fig. 3.27 10 kA HTS DC power cable and system in Henan, China
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Worldwide development of HTS cable systems are summarized in Table 3.6,
while Table 3.7 shows the HTS wires and cable structures used in the projects
shown in the Table 3.6.

Table 3.6 The main project of HTS power cable in the world

Research institute Length
(m)

Rated voltage (kV)/
current (kA)

China Innopower Superconductor Cable Co., Ltd. 33.5 35/2

IEE CAS
Baiyin

75 10.5/1.5

IEE CAS
Henan

362 1.3/10

American Southwire/DOE/Oak Ridge NL 30 12.4/1.25

Albany: SP/SEI/BOC/NGPC 350
(320 + 30)

34.5/0.8

Columbus: Southwire/NKT/ AEP/ORNL/
Praxair/AMSC

200 13.2/3

Long Island Power Authority LIPA SPI:
DOE/AMSC

600 138/2.4

Denmark NKT/TUD/RNL/DETA 30 30/2

Japan Sumitomo Electric Industries/TEPC 100 66/1

CRIEPI/CEPC/Furukawa 500 77/1

Korea KEPCO 100 22.9/1.25

Russia FGCUES/RDCPE 430 � 2 20/2.5

Germany Nexans, KIT, German Federal Ministry of
Economics and Technology

1000 10/2.3

Table 3.7 HTS wires and structures used in the main projects worldwide

Material Type Year connected to grid

China Bi-2223 3 phase AC WD 2004

Bi-2223 3 phase AC WD 2004

Bi-2223 DC WD 2012

American Bi-2223 3 phase AC CD 2000

Bi-2223 + Y-123 3 phase AC CD 2006

Bi-2223 3 phase AC CD 2006

Bi-2223 3 phase AC CD 2008

Denmark Bi-2223 3 phase AC WD 2001

Japan Bi-2223 3 phase AC CD 2001

Bi-2223 1 phase AC CD 2004

Korea Bi-2223 3 phase AC CD 2005

Y-123 DC CD 2014

Russia Bi-2223 3 phase AC CD 2013

Germany Bi-2223 3 phase AC CD 2014
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AC HTS cables and systems have been well developed but the DC HTS cables
and systems are not practically developed yet. HTS DC cables are with the
advantages of high transport current capability, no resistive loss and compact
system, therefore high-power and high-efficiency transmissions for delivering the
electric power directly from various renewable energy sources (RESs) to power
consumers can be achieved. The continuous developments of the HTS BSCCO,
YBCO, and medium temperature superconductor (MTS) MgB2 have increased the
potential of DC SCs to be industrialized. As for the low-voltage high-current power
distribution and utilization, hundreds of kA can be delivered and technically veri-
fied in combination with LH2 delivery, or conceptually designed for supplying
commercial buildings such as internet data center. As models presented and ana-
lyzed, HTS techniques become available with substantial advantages, and will form
a new generation system for DC electric power transmissions.

HTS technologies are available to build HTS cables, and a number of HTS
cables have been practically built by some countries. Development of HTS power
cables provides an effective solution for the electric power systems of mega-
lopolises and various special applications. In the near future, the HTS cable
applications are forecasted, where the demand for electricity is rising rapidly but the
installation of added transmission lines is impossible or environmentally undesir-
able for many cases. In the long run, opportunities for HTS cable may also include
long distance transmission and distribution of electrical power energy, particularly
in a high capacity DC power grid and a smart grid.

3.7 HTS Power Transmissions with Energy Efficiency
Improvement

The most important and unique property of superconductors is the zero-resistance.
So, application of HTS devices has become an effective way to efficiency
improvement. Like various HTS devices such as HTS cables, HTS transformers,
HTS generators, and HTS SFCL, SMES can be used for efficiency improvement in
power generation, transmission, distribution, and utilization systems. The higher
energy efficiency brought about by HTS devices is mainly achieved by improve-
ment in generation efficiency and power-network loss reduction. HTS generators
and transformers have higher efficiency compared to conventional devices. About
50–60% of energy losses can be reduced by replacing conventional cables with
HTS cables because of its zero-resistance characteristic. An active power loss
comparison between HTS cable and conventional cable for 1000 kV ultra-high
voltage (UHV) and ±660 kV high voltage DC (HVDC) transmission lines is
presented in Fig. 3.28.

The power transmission efficiency is greatly improved by HTS cables. The more
transmitted power there is in the HTS cables, the more the power losses are
reduced. For typical transmitted power 4000 MW in a UHVAC transmission line,
the power loss will be reduced by about 41.04 MW with HTS cables, and since the
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annual operation time of transmission line is 5000 h, the total amounts of energy
conservation will be 205,200 MWh. The potential of HTS devices to improve
energy efficiency is significant, but there are also some challenges related to cost,
reliability, and the coordination between HTS devices and power systems.

3.8 Energy Efficiency Case Analysis and Carbon Dioxide
Reduction of a HTS Power Network

HTS power devices are favored to improve the energy utilization efficiency in
modern power systems. For instance, high-capacity and high-efficiency HTS DC
cables have significant potential to deliver electricity directly from distant renew-
able energy sources to local power consumers, whereas high-power and
high-efficiency SMES devices have obvious advantages in both momentary and
peak power compensation for achieving a high-quality power supply.

In the 10 kV/1.15 kA/20 MW conventional AC network case in Fig. 3.29a, the
20 MW of electric power that is delivered from one 20 MW/10 km main AC cable
is firstly transformed to the 0.4 kV user-side voltage level through ten 10 kV/
0.4 kV/2 MVA transformer units, and it is then distributed through ten 2 MVA
branches to various distributed loads through ten 20 MW/1 km branch AC cables.
According to the Chinese National Standard for conductors in insulated cables
(GB-T3956-2008), the lossy resistances from the copper cores result in about
510 kW transmission loss in the main AC cable and about 1298 kW transmission
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Fig. 3.28 Power loss comparison between conventional cable and HTS cable
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loss in the ten branch AC cables. The total electricity dissipation will be
15,838,080 kWh per year.

To reduce the conventional transmission and distribution loss, one
0.2 kV/100 kA/20 MW/10 km and ten 0.2 kV/10 kA/2 MW/1 km HTS DC cables
can be applied to form a superconducting DC network with the same capacity, as
shown in Fig. 3.29b. Considering the heat leakages from the long-distance
cable pipelines and high-capacity current leads located at the main and branch cable
terminals, the total lossy power value for the main DC cable and ten branch cables
is about 20 kW at 77 K. The loss for corresponding realistic power in total is about
800 kW consumed by the practical refrigeration systems. Therefore, the total
energy conservation can be summed up to 8,830,080 kWh per year compared to the
conventional AC network. Table 3.8 shows the main specification comparisons
between the conventional AC network and the superconducting DC network.

In addition, the ten 10 kV/0.4 kV/2 MVA conventional transformer units also
cause relatively high electricity wastage. According to the Chinese National
Standard for dry-type power transformers (GB-T10228-2008), the ten transformer
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10kV
20MW
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10km 10km

1km 1km
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20kWh20kWh

10kV/
0.4kV

(a) Conventional AC
network   

(b) Superconducting
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Fig. 3.29 Schematic
diagrams of two sample
power distribution networks

Table 3.8 Main specification comparisons between conventional AC network and supercon-
ducting DC network

Items 20 MW cable 2 MW cable

Conventional AC network Rated voltage (kV) 10 0.4

Rated current (A) 1155 2886

Lossy power (kW) 510 1298

Lossy energy per year (kWh) 4,467,600 11,370,480

Superconducting DC network Rated voltage (kV) 0.2 0.2

Rated current (A) 100,000 10,000

Lossy power (kW) 400 400

Lossy energy per year (kWh) 3,504,000 3,504,000
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units with a full-load loss of 17.1 kW per unit will generate about 1,497,960 kWh
per year. In comparison, such large electricity wastage can be removed completely
in the superconducting DC network. Even when the ten conventional transformer
units are replaced by superconducting units in a superconducting AC network with
the same capacity, the operational loss from each 10 kV/0.4 kV/2 MVA super-
conducting transformer unit is only about 7.2 kW. This means that the total energy
conservation can be summed up to 867,240 kWh per year compared to the ten
conventional transformer units.

To carry out dynamic energy managements in the superconducting DC network,
one 2 kWh SMES device and one 20 kWh battery energy storage (BES) device
could be integrated to form an economical hybrid energy storage system. If this
SMES device is upgraded to full-scale 20 kWh capacity, the capital cost will sharply
rise from about 3.56 M$ to 16.95 M$. Moreover, the typical charge-discharge
efficiencies of the SMES and BES are about 90 and 70%, respectively. Assume that
the 2 kWh SMES device carries out 100 full charge-discharge operations per hour
and thus, that the total energy consumption from the SMES per year is about
350,400 kWh. If a sole BES device is applied, however, its energy consumption will
add up to an extra 700,800 kWh per year.

In sum, the total transmission losses (Psup, Pcon) in the superconducting LVDC
network and the conventional AC network can be estimated by

Psup ¼ gsupNcableScable þ gleadNleadPcable þ gsmesPex ð3:23Þ

Pcon ¼ gconNcableScable þ gtranNtranPtran þ gbesPex ð3:24Þ

where ηsup is the unit lossy power per km of superconducting DC cable; Ncable, the
number of main or branch cables; Scable, the length of the main or branch cables;
ηlead, the unit lossy power per kA of current lead; Nlead, the number of main or
branch cables; Pcable, the delivered power of the main or branch cables; ηsmes, the
unit lossy power per kW of SMES device; ηcon, the unit lossy power per km of the
conventional AC cables; ηtran, the unit lossy power per kW of the branch trans-
formers; Ntran, the number of branch transformers; Ptran, the delivered power of the
branch transformers; and ηbes, the unit lossy power per kW of the BES device.
Considering the in-grid operations for a whole year, the total energy consumption
comparisons between the conventional and HTS power devices are shown in
Table 3.9. As compared to the conventional power devices with the same

Table 3.9 Energy consumption comparisons between conventional and superconducting power
devices

Items Conventional Superconducting Saved energy

20 MW cable 4,467,600 kWh 3,504,000 kWh 963,600 kWh

10 � 2 MW cable 11,370,480 kWh 3,504,000 kWh 7,866,480 kWh

10 � 2 MW trans. 1,497,960 kWh 630,720 kWh 867,240 kWh

20 kWh ESS 1,051,200 kWh 350,400 kWh 700,800 kWh
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capacities, the superconducting cables, superconducting transformers, and SMES
devices in the 20 MW power network can save about 8,830,080 kWh,
867,240 kWh, and 700,800 kWh respectively. Based on the rate of 1 kWh–1 kg
CO2 emission, this single 20 MW HTS cable system will reduce about
10,398,120 kg of CO2 emissions per year. Therefore, conclusion can definitely be
made that the applications of HTS power devices have significant effects on the
system energy efficiency enhancement.

3.9 Summary and Conclusion

This work has gone through the HTS cable techniques from HTS material prop-
erties, HTS cable design, HTS AC transmission, HTS DC transmission, and then
HTS smart grid. The achievement of HTS cables and transmissions to date has also
briefly described with the focus on their practical grid applications.

HTS cable techniques have been both theoretically and practically verified to be
viable for broad industrial applications. HTS wires have been identified for the HTS
cable application with satisfied electrical properties at an economical operation
temperature. HTS materials are technically available and have been applied for
various model HTS cable design and operation.

Advantages of HTS AC transmissions have been practically verified with a
number of trial lines in operation. On top of energy saving and high efficiency, the
impact of the HTS AC transmissions to modern power grids also includes: to meet
the increased power supply capacity requirement; to save the inability to expand the
scope of cable laying in big cities; to replace the current un survivable lines; to
solve bottleneck sections of power transmissions; to simplify the power systems
and increase reliability with large current buses at low cost.

The HTS DC cable represents a very attractive alternative to HTS AC cables.
The HTS conductor loss in a DC HTS cable is negligible when operated below its
critical current. In a DC power transmission cable, there is no reactive power and no
loss in the insulation, and there is also no HTS AC loss. The DC cable is also more
compact. These make the design of a DC HTS cable much less complex than the
AC case. HTS cables are consequently developed to build DC power transmission
systems with the advantages of high transport current capability, no resistive loss
and compact systems. The zero resistance of HTS materials is observed only to
work with a DC current, while transmission loss is generated with an AC current.
Moreover, it is necessary to take measures to solve the inherent problems of
HTS AC cables, such as protection against short circuit currents and avoiding
unbalanced AC current in each HTS conductor tape. A HTS DC cable, on the other
hand, is a cable that utilizes the advantages of superconductivity most effectively
without HTS AC cable’s inherent problems. Also to lower the system voltage
levels, means the significant reduction of the network costs, avoiding very
expensive costs from high voltage insulation and converter stations. The application
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field of DC HTS cables ranges from low-voltage and high-current to high-voltage
and large-capacity applications, from back-to-back to interconnection applications,
and other applications.

Besides the electric power distributions and transmissions, there are a number of
novel HTS cable applications proposed, such as applications in railway, navy,
spacecraft, energy pipeline, and a concept of supergrid. Unique HTS characteristics
or functions can be best utilized, such as superconductor quench or persistent
current. A sample case has been studied in detail and presented in which a
low-voltage rated DC power transmission network integrated with HTS DC cables
and SMES devices. As analyzed, it forms a smart HTS grid. Apart from high
transport current capability, the HTS DC cable implanted has demonstrated to
achieve the self-acting fault current limitation during its quench, and also to protect
the voltage and current of adjacent cables under a short-circuit condition. During a
power fluctuation, the designed high-power SMES device enhances the power
quality effectively. Therefore, the cooperative operations of HTS DC cables and
SMES devices are favored for retaining high-safety and high-stability electricity,
and can be well expected to achieve smart DC power transmissions in future smart
grids.

A number of HTS trial transmission lines are presented and analyzed which
verify and identify that HTS cables and transmissions are not only scientifically and
technically available, but also their practical application and manufacture are pos-
sible to achieve.
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Chapter 4
Advanced Electrical Machines for Oceanic
Wave Energy Conversion

Omar Farrok and Md. Rabiul Islam

4.1 Introduction

The ocean is one of the biggest sources of the renewable energy sources (RESs) and
a number of countries are surrounded by this ocean. The energy of the oceanic wave
is harvested in different techniques [1]. The total wave power is estimated 10 TW in
the ocean, which can contribute the total electrical power generation in the world
[2]. It is available in most of the time with wave power of 20–30 kW/m in each year
on average [3]. In the European Union, the wave power ranges from 20–60 kW/m
on average in each year from the Atlantic Ocean. For this reason, the oceanic wave
energy (OWE) can be considered a vital RES. The OWE has the energy of nearly
8000–80,000 TWh in each year [4]. According to the report of Electric Power
Research Institute (EPRI), it is found that, there are tremendous potential of wave
energy resource of the coastal areas of U.S.A. which is 2640 TWh/year. This
energy is approximately two third of the electrical energy generation of 4125 TWh
in U.S.A. in 2010. The amount of total extractable OWE is 1170 TWh/year, which
is composed of 160 TWh/year for the East Coast, 250 TWh/year for the West
Coast, 620 TWh/year for the Alaska, 60 TWh/year for the Gulf of Mexico,
80 TWh/year for Hawaii, and 20 TWh/year for the Puerto Rico [5]. OWE also
demonstrates its great potential to feed the existing energy demands of electrical
power.
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At present, most of the electrical machines are connected to various types of
hydro-electrical power plants. These conventional machines are of rotating type and
need to drive with high angular velocity due to their design topology. For these
reason additional mechanical gear arrangements are required to drive these gen-
erators because the velocity of water is low in nature. Moreover, the natural source
of suitable hydropower is limited. Therefore, the continuously increasing demand
of electricity inspired the researchers to find some alternatives. Such an alternative
is the linear generators (LGs) which are shown in Fig. 4.1.

In this consequence, advanced electrical machineries have been invented, tested
and applied such as different types of LGs. Figure 4.1 represents that, each of the
LGs is connected to a buoy for the wave energy conversion (WEC) system. The
Oscillating Water Column (OWC), Archimedes Wave Swing (AWS), Pelamis
structure, Mighty Whale, Wave Dragon are some prominent wave energy devices
for wave energy conversion (WEC) [7–9]. The AWS usually contains a hollow
cylinder and a cap fixed on the sea-bottom filled with air, called a float as shown in
Fig. 4.2. The float changes its position in vertical direction. When sea waves come,

Linear generators

Connectors 

Buoy

Fig. 4.1 LGs connected to the buoy [6]

Fig. 4.2 LGs connected to
the AWS type converter [12]
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the float sinks because of increase of the weight of the water above, while the
pressure of the air in the cylinder increases and vice versa. In the power buoy, the
bobbing motion of the float is linearly moved; the wave energy is extracted which is
further converted into electrical power. The point absorber is basically a floating
body which vertically moves to each other relatively owing to the wave action
using the change in the wave height at a single point for WEC. The relative up and
down motion caused by passing waves is utilized to drive hydraulic or elec-
tromechanical energy converters for power generation [10, 11].

At present, the direct drive system (DDS) has been widely accepted owing to
direct capture of sea wave energy because its efficiency is more compared to the
traditional wave energy converters [13]. LGs are engaged for directly transforma-
tion of the low speed mechanical energy into electricity. DDS thus eliminates
intermediate mechanical arrangements e.g. translators, a crank, a linkage or con-
verters. The LGs have high power density than the rotating generators and they are
highly efficient, therefore, the involvement of LGs is increasing [14]. The generated
voltage from the PMLG can be further regulated as described in [15] where a fuzzy
logic controller was incorporated.

4.2 Traditional Machines for Energy Conversion

The Oscillating Water Column (OWC) is a WEC which contain a hollow tunnel
containing a turbine connected to the generator. With the incident of the oceanic
wave, there is a lot of air pressure variation due to the hollow structure submerged
in the ocean. This pressure variation makes the turbine to rotate which in turn
generates electrical [16]. Such type of WEC using OWC is illustrated in Fig. 4.3.

The water column channel is horizontal which is facing out of the waves that
imposing on the buoy and the motion of this device itself. The reason is the
fluctuation of the hydrodynamic pressure to the opening of the water column due to
wave action. This fluctuation of pressure induces the oscillating motion in vertical
orientation in the chamber submerged in the ocean.

This partially submerged chamber filled with water where the water column rises
and falls in response to the pressure from ocean waves. Both the upward and
downward movements of the column generate force to drive air through a turbine,
as a result the turbine drives a generator for electricity production [18]. Several
strategies of turbine control have been explored in the field of PTO control for
OWC devices. Most of these issues are needed to consider fixing OWC systems. An
arrangement of Wells turbine combined with blow-off valve airflow control is
discussed in [19] for speed control that uses hydrodynamic models of the Azores
Pico plant. High moment of inertia is assumed for which the control of the gen-
erator torque is required. The optimum speed–torque control law is used in this
control, considering the averaged torque of the turbine and the averaged torque of
the generator are equal for some of the oceanic wave periods, with instantaneous
variations which are absorbed by this high moment of inertia. Similar control
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techniques are used in [19] for developing a model of an OWC which consists a
series blow off valve to control the air flow and Wells turbine speed control.

Most of the conventional methods for WEC have some of the common demerits.
The demerits are the complex and costly structure, difficult in maintenance, has the
low conversion efficiency. As a result the electrical power production is ineffective
for these methods [20].

4.3 Modeling of Wave Energy Sources

In most of the cases, constant speeds or Sinusoidal speeds are common approxi-
mations for simulating LGs. The typical range of vertical velocity of wave is 0–
2 m/s with a time period of wave from 4–6 s [21]. The linear wave has been
considered in the mathematical model of ocean wave. The vertical wave dis-
placement of is similar to sinusoidal function, assuming linear wave the vertical
position of wave and velocity can be expressed as given in the following.

pðtÞ ¼ Hm sin
2p
Tw

t � hi

� �
ð4:1Þ

vðtÞ ¼ Hm
2p
Tw

cos
2p
Tw

t � hi

� �
ð4:2Þ

Air tunnel

TurbinePartially submerged 
chamber  

Fig. 4.3 A rotational type generator installed to a WEC system [17]
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Here, p(t) and v(t) represents position or displacement of wave and velocity
respectively. Hm, hi and Tw represent height, initial phase angle and period of the
oceanic wave respectively. If, the translator velocity is represented by vt and the
pole pitch of the PMLG is represented by Ps the generated frequency, fg of
the PMLG is determined by:

fg ¼ vtðtÞ
2Ps

ð4:3Þ

The variation of magnetic flux, U with respect to time can be expressed as
following:

UðtÞ ¼ U sin
p
Ps

pðtÞ � hi

� �
ð4:4Þ

If, kw is the winding factor, N is the turn number, and Фag (wb) is the air gap
flux, the induced emf/phase, Ep can be found by:

Ep ¼ p
ffiffiffi
2

p
fg N kw Uag ð4:5Þ

Figure 4.4 represents the block diagram by MATLAB/Simulink software which
was represented in [12]. All of the significant parameters were considered in this
block diagram. These parameters are made variable before and during simulation
time. As the frequency and amplitude of the oceanic wave vary on time, the
function “Random” has the purpose of changing the wave parameters. This function
has a closer interpretation of the real oceanic wave rather considering fixed wave
parameters. A PMLG was also simulated in [12] using this block diagram. Different
selector switches namely S1, S2, S3, and S4 were used for different mode selec-
tions. Such as, S1 selector switch sets the mode of either equal length of the stator
and translator (Equal_S) or longer stator (Longer_S).

Fig. 4.4 Block diagram of the WEC and PMLG [12]
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4.4 Research and Development in Designing
New Machines

In recent years, researches have been carried out on the basis of direct driven
method. By the extraction of OWE directly, the translator of an LG is connected
directly to the slower motion of wave energy devices. This arrangement reduces
intermediate mechanical connections and makes the system able to generate elec-
trical power directly. A modern LG connected to a power buoy is shown in
Fig. 4.5. The LG shown in Fig. 4.5 is known as DDS which has been considered
very efficient [22].

A number of modern LGs contains permanent magnets (PMs) are used generally
in the translator for magnetic field generation. For this reason, these LGs are called
the PMLG. Most of the PMLG are of synchronous generator type. The PMs can be
placed either in the translator or in the stator. If the PMs are placed in the translator,
the armature is placed in the stator such as in [23]. On the other hand, as the
translator is moving, the armature winding is placed in the stator rather than in the
translator. Flux switching PMLG is such an example where both the PMs and
the armature are placed in the stator. Electromagnetic LGs [24] are not being used
commercially for WEC for much loss in the copper winding. However, most of the
existing LG need a voltage regulator [25] to produce regulated electricity form
irregular oceanic wave. The modern effective LGs are, Vernier hybrid machines
[27], Flux switching PMLG, and switched reluctance generators [21]. Because of

Float/buoy

Fig. 4.5 Upper portion of the
power buoy [26]
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the low and variable speed of wave energy devices, the conversion efficiency is low.
The magnetic flux of a PM used in LGs is not adjustable which has bad effect on
voltage regulation.

4.5 Superconductor Based Compact and Lightweight
Machines

Very recently, the superconductor based generators for WEC are incorporated with
DDS. The superconducting magnet (SM) has the property of very high magnetic
flux density compared to the conventional PMs. Therefore, the generator consisting
SMs can generate electricity more effectively. A tubular type linear generator has
been proposed [28] where the laboratory made MgB2 superconducting winding has
been used due to the advantage of simple manufacturing, isotropic feature, and low
cost. The bending radius of the MgB2 is small, that is why it is suitable for the
electric machine windings. The refractory glass fiber has been implemented to
achieve inter-turn insulation of MgB2. The current density of MgB2 superconductor
is greater than 104 A/cm2 under the condition of 2 T of magnetic flux density. The
resistance of MgB2 becomes nearly to zero at 40 K or lower temperature. The ring
superconductor windings structure has been used in the proposed generator. One
phase construction of this LG with superconducting winding is shown in Fig. 4.6.

A flat type superconducting magnetic linear generator (SMLG) has been pro-
posed in [29]. The SMLG is constructed with a translator and stator. The stator sets
exists both of the left and right side of the translator. Second generation high
temperature superconductor (HTS) has been used to create superconducting mag-
nets (SMs). The field excitation using SMs have been placed inside the stator that
has existed on both sides of the translator. Figure 4.7 shows the construction with
dimension and magnetic flux density of the stator and translator of the proposed
SMLG. The HTS tapes of relative permeability of 0.4 have been used for raping the
steel core to form SMs which is excited by direct current. The SMLG has been
constructed of ten windings and twenty coils. The winding contains a coil pair with
180° phase shifted to each other, where one coil is wounded in counterclockwise

Fig. 4.6 A tubular LG
containing superconductors
[28]
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Fig. 4.7 Design of the proposed SMLG: a the construction, b stator core flux density, c translator
core flux density and d dimensions [29]
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direction and another coil is wounded in clockwise direction. The windings are
slightly phase shifted by a specific value for reducing the cogging force and force
ripples. The 3D Cartesian coordinate system has been considered to explain the
direction of different forces. The applied force, Force_z is working vertically along
z axis. Forces along x axis and y axis are symbolized by Force_x and Force_y,
respectively. The cogging force and force ripples of the SMLG are very low, a vital
criteria for preventing the damage of bearings and related moving accessories. The
generated voltage, current and power of the SMLG are shown in 8–10 for the
translator velocity of 1 m/s, air gap length of 1 mm and a resistive load of 3 X.

The superconductor (SC) can also improve the performance of a flux switching
PMLG (FSPMLG). The FSPMLG design has been newly optimized and simulated
both for copper conductor (CC) and SC. In the previously and newly optimized
FSPMLG, ordinary CC has been used in the stator windings. Due to the internal
resistance of the CC there are some voltage drops across the copper coils, which
results loading effect power loss. Application of the SC can resolve these problems
as CC has no internal resistance. The comparison of the terminal voltages, currents,
and powers of the FSPMLG are shown in Figs. 4.8, 4.9 and 4.10, respectively.

Fig. 4.8 Comparisons of the terminal voltages

Fig. 4.9 Comparisons of the load currents
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In Fig. 4.8, Voltage_SC_ANO represents the terminal voltage for using SC in the
stator coil after newly optimization has been carried out. Voltage_CC_ANO rep-
resents the terminal voltage for using CC and new optimization. Voltage_CC_BNO
stands for the terminal voltage for using CC and before new optimization.

In Fig. 4.9, Current_SC_ANO and Current_CC_ANO represent the load cur-
rents for using SC and CC, respectively in the stator coil after newly optimization
has been carried out. In Fig. 4.10, Power_SC_ANO represents the output power for
using SC in the stator coil after newly optimization has been accomplished.
Power_CC_ANO and Power_CC_BNO represent the output powers of the
FSPMLG before and after newly optimization have been done, respectively.
Simulation results show that using of SC (second generation high temperature
superconductor) instead of CC improves the performance of the newly optimized
FSPMLG noticeably.

4.6 High Power Density LG

In the conventional LG, the existence of cogging force that requires structural mass
and complicated design makes the generator to heavy, therefore, the weight is very
large [30–32]. A number of linear generator technologies developed in small-scale
rating are summarized in Table 4.1 that represents the weight per kW power
generation of different LG.

Fig. 4.10 Comparisons of the output powers

Table 4.1 Power densities of
some of the conventional LGs

Type of the LG Power density (Kg/kW)

Columbia PT. iron cored LG [31] 1878.13

Spar and Float iron cored LG [33] 1446

Multi-phase air cored LG [34] 351.42

Novel topology air cored LG [31] 256.5
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If, m is the mass of an object, q is the density of the object and h is the height
then, the potential energy, Ep = mgh = qVgh, but, for the ocean wave the volume of
the water changes with time. The potential energy of the oceanic wave, Epw depends
on the volume and height of the sea water and the volume depends on. The wave
energy flux or wave power per unit of wave-crest length, Pw can be calculated from:

pw ¼ qg2

64p
H2

wT ffi 0:5
kW
m3s

� �
H2

wT ¼ 0:5H2
wT

kW
m

ð6Þ

The above formula states that, wave power is proportional to the wave energy
period and to the square of the amplitude of the sea wave [35, 36]. When the
significant wave height is given in meters, and the wave period in seconds, the
result is the wave power in kilowatts (kW) per meter of wave-front length.
The energy of a horizontal area depends mainly on the wave height for a particular
location. In that case, q and g may be considered constant. For the horizontal
surface of 1 m2, the total energy per unit area (1 m2) can be expressed as:

EW ¼ 1
8
qgH2

w ¼ 1
2
qgA2

w ð7Þ

which indicates that, according to the linear wave theory, the average energy
density per unit area of gravity waves on the water surface is proportional to the
wave height squared. If, T is the wave energy period, then the wave power, Pw per
unit horizontal area (1 m2) can be calculated from Pw ¼ Ew

T . Therefore, considering
1 m of wave height and 5 s of time period, the oceanic wave surface has the
potential of approximately 1 kW/1 m2 for the specific gravity of 1.025 of sea water.
This high energy potential can be coped with the higher power density of LG
mounted to a point absorber type PTO system.

4.6.1 Construction of the High Power Density LG

The proposed high power density PMLG (HPDPMLG) contains some PMs in the
stator situated both sides of the translator as shown in Fig. 4.11. The North Pole
(N) and the South Pole (S) of the PM are facing to the pole shoe of red and green
colors, respectively. Copper coils are wounded on the steel cores. The dashed red,
blue, and green rectangles represent phase-A, phase-B, and phase-C, respectively
that are basically the translator part. The dimension and some parameters of the
PMLG are given in Table 4.2.
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Permanent magnets

Pole shoes 

Copper windings 

Steel cores 

Translator moving 
direction 

Phase A of stator 

Phase B of stator 

Phase C of stator 

Stator 

Fig. 4.11 Cross sectional
view of the HPDPMLG

Table 4.2 Parameters of the
HPDPMLG

Name of the item Value

Translator and stator pitch (mm) 21

Width of the translator (mm) 40

Width of the stator (mm) 40

Pitch factor of pole shoe 0.381

Turn number of copper coil (turns) 50

Number of coils in a winding 2

Cross section of the conductor (mm2) 2.5

Winding factor 0.6

Depth of the PMLG (m) 0.1

Width of the PMLG (mm) 124

Thickness of PM (mm) 13

Width of PM and Pole shoe (mm) 40

Thickness of pole shoe (mm) 8

Ratio of translator and stroke length 2

Velocity/speed of the translator (m/s) 0.5–2

Air gap length (mm) 1.5–3.5

Internal resistance of windings (Ω) 0.2

Load resistance (Ω) 2–5
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4.6.2 Working Principle of the HPDPMLG

The PMs, pole shoes, air gaps, and the direction of induced current through the
conductor are shown in Fig. 4.12. The working principle of the proposed generator
can be realized from Figs. 4.12 and 4.13. As the translator is moving vertically with
the oceanic wave, therefore the position of the translator varies and the direction of
magnetic flux changes.

If the movement of the translator is considered upward direction, the position of
the translator changes as in Fig. 4.13 from the position according to that shown in
Fig. 4.12. Hence, the magnetic flux direction according to Fig. 4.12 is opposite for
the translator position as in Fig. 4.13. Therefore, directions of the induced current
through the conductor are opposite to each other and thus ac voltage is induced in
this conductor.

Fig. 4.12 Direction of
current induced in the
HPDPMLG’s coil for a
particular time

Fig. 4.13 Direction of
current induced in the
HPDPMLG’s coil after some
intervals
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4.6.3 Selection of Materials for the HPDPMLG

NdFeB PMs with magnetic coercivity of 835 kA/m, remanence of 1.132 T, and
relative permeability of lr = 1.044 are used in the proposed PMLG, to produce
magnetic flux and the winding coils are made of copper conductors. The commonly
used steel core is selected for stator and translator which is of high magnetic
saturation point, available, and low cost. The magnetization curve of the steel core
used in the PMLG is given in Fig. 4.14.

4.6.4 Equivalent Circuit Diagram of the HPDPMLG

The equivalent circuit diagrams of the proposed HPDPMLG for Δ-connected and
Y-connected loads are shown in Figs. 4.15 and 4.16, respectively.

The equivalent series resistance of each phase is considered equal and denoted
by Ra. Ea, Eb, and Ec, represent the generated voltages of phase-A, phase-B,

Fig. 4.14 Magnetization curve of the steel core

Generator Load

Fig. 4.15 Equivalent circuit diagram of the HPDPMLG for the Δ-connected load
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and phase-C, respectively. The magnetic excitation is fed from the PM array as
shown in Fig. 4.16. Terminal voltages are measured across the load.

4.6.5 EMF Equations and Vector Diagram

According to Fig. 4.16 the emf equations may be represented as

Ea ¼ Raia þ Ls
dia
dt

þ va ð8Þ

Eb ¼ Rbib þ Ls
dib
dt

þ vb ð9Þ

Ec ¼ Rcic þ Lc
dic
dt

þ vc ð10Þ

where va, vb, and vc are the terminal voltages, ia, ib, and ic are line currents, Ls is
synchronous reactance. On the other hand, the induced voltages depend on the
translator velocity. Therefore, the voltage induced per phase winding, eU may be
expressed as:

eU ¼ KE cos
p
s
z

� �
v tð Þ ð11Þ

where KE, is the voltage constant depends on the number of turns per coil, the air
gap flux density, common depth of the stator and translator and average velocity or
speed of the translator; s is the pole pitch, z is the vertical displacement, and v(t) is
the translator velocity. The vector diagram of the PMLG connected to a resistive
load is shown in Fig. 4.17. The angle between the induced voltage and terminal

Generator Load

Fig. 4.16 Equivalent circuit diagram of the HPDPMLG for the Y-connected load
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voltage is denoted by b. The induced voltages per winding per phase of the pro-
posed three phase generator may be written as follows.

Ea ¼ eU ¼ KE cos
p
s
z

� �
v tð Þ ð12Þ

Ec ¼ KE cos
p
s
z� 2p

3

� �
v tð Þ ð13Þ

Ec ¼ KE cos
p
s
z� 2p

3

� �
v tð Þ ð14Þ

4.6.6 Simulation Results of the HPDPMLG

The PMLG design is represented using 3-D Cartesian coordinate system in this
simulation. The applied force is denoted by Force_z working along z-axis, so, the
translator moves along z-axis as shown in Fig. 4.18.

The width and depth of this design are along y-axis and x-axis, respectively.
Cogging forces are working along y-axis and is denoted by Force_y. To generate
electricity it is needed to apply force along z-axis and during the operation Force_x
and Force_y are generated which is of no use. Therefore, they are the force com-
ponents and should be maintained to a possible lower value.

Vt

Eg

β

Ia jXL

Ia Ia Z

Ia Ra

Fig. 4.17 Vector diagram of
the HPDPMLG for a resistive
load

Force_y

Force_z 

Force_x

Fig. 4.18 Direction of
different forces of the
HPDPMLG
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4.6.7 Variation of Load of the HPDPMLG

The induced voltage and current in a winding for a 4 Ω load, 2 mm air gap length,
and 1 m/s translator speed are shown in Fig. 4.19. The induced voltage and currents
are in opposite phases. The terminal voltage, load current, and power of the
HPDPMLG for the same load and air gap length are shown in Fig. 4.20. The
terminal voltage and current are in phases due to the resistive load. The applied
force and magnetic flux linkage of the HPDPMLG for the same load and air gap
length are shown in Fig. 4.21.

As the generated voltage is almost sinusoidal, the waveform of applied force and
magnetic flux are also sinusoidal. The load currents and powers of the HPDPMLG
for 2, 3, and 5 Ω loads are shown in Figs. 4.22 and 4.23, respectively. With the
increase in load, the value of current and power are increased.

Fig. 4.19 Induced voltage and current waveforms of the HPDPMLG

Fig. 4.20 Voltage, current, and instantaneous power of the HPDPMLG
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4.6.8 Variation of the Air Gap Length

The terminal voltage and current in a winding for a 3 Ω load, 3 mm air gap length
and 1 m/s translator speed are shown in Fig. 4.24. The terminal voltage, current,

Fig. 4.21 Force and flux linkage of the HPDPMLG

Fig. 4.22 Current waveforms of the HPDPMLG

Fig. 4.23 Generated powers of the HPDPMLG
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and flux for the same condition are shown in Fig. 4.25. The applied force and force
components for the same condition are shown in Fig. 4.26. The terminal voltages,
load currents and powers are tabulated in Tables 4.3, 4.4 and 4.5, respectively for
different air gap lengths. These tables show numerical values of peak to peak, rms,
and period of the voltage, current and power waveforms for different air gap

Fig. 4.24 Terminal voltage and load current of the HPDPMLG

Fig. 4.25 Voltage, current, and flux linkage of the HPDPMLG

 

Fig. 4.26 Different forces of the HPDPMLG

4 Advanced Electrical Machines for Oceanic … 133



lengths. The terminal voltage, load current, and generated power decrease with
increase in air gap length. The waveforms of the terminal voltages, load currents
and powers quantified in Tables 4.3, 4.4 and 4.5 are illustrated in Figs. 4.27, 4.28
and 4.29, respectively.

Table 4.3 RMS voltages of the HPDPMLG for different air gaps

Legend name Air gap (mm) RMS value (V) Peak to peak (V) Period (ms)

Voltage_1 1.5 16.4634 46.151 42.0127

Voltage_2 2 17.7229 51.1591 41.9883

Voltage_3 2.5 14.9847 41.4976 41.9883

Voltage_4 3 13.4612 37.41 42.0127

Voltage_5 3.5 12.0443 33.7957 41.9883

Table 4.4 Numerical values of currents of the HPDPMLG for different air gaps

Legend name Air gap (mm) RMS value (A) Peak to peak (A) Period (ms)

Current_1 1.5 6.5487 18.9478 41.9355

Current_2 2 6.0838 17.0929 38.0557

Current_3 2.5 5.5376 15.3695 38.1045

Current_4 3 4.9746 13.8555 38.129

Current_5 3.5 4.4508 12.5169 38.129

Table 4.5 Generated powers of the HPDPMLG for different air gaps

Legend name Air gap (mm) RMS value (W) Peak to peak (W) Period (ms)

Power_1 1.5 134.5276 224.5864 21.0029

Power_2 2 113.4839 182.6241 20.9932

Power_3 2.5 92.8963 147.8794 21.0225

Power_4 3 74.8811 120.1866 21.0029

Power_5 3.5 60.2209 98.1558 21.0127

Fig. 4.27 Voltage waveforms of the HPDPMLG for different air gaps
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4.6.9 Variation of Translator Speed

The terminal voltage and load current in a winding for a 2.5 Ω load, 2 mm air gap
length and 0.75 m/s translator speed are shown in Fig. 4.30 and the generated

Fig. 4.28 Current waveforms of the HPDPMLG for different air gaps

Fig. 4.29 Generated powers of the HPDPMLG for different air gaps

Fig. 4.30 Voltage, current, and flux linkage of the HPDPMLG for 0.75 m/s speed
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Fig. 4.31 Power, force, and flux linkage of the HPDPMLG for 0.75 m/s speed

Table 4.6 Terminal voltages of the HPDPMLG for different translator’s speeds

Legend name Speed (m/s) RMS value (V) Peak to peak (V) Period (ms)

Voltage_1 0.5 8.2455 23.1818 84.0254

Voltage_2 0.75 11.8908 35.3018 56.0073

Voltage_3 1 16.7929 46.463 42.0147

Voltage_4 1.25 20.9472 57.7374 33.602

Voltage_5 1.5 25.089 69.3107 28.0079

Voltage_6 2 33.2258 91.3839 21.0012

Table 4.7 Load currents of the HPDPMLG for different translator’s speeds

Legend name Speed (m/s) RMS value (A) Peak to peak (A) Period (ms)

Current_1 0.5 1.5807 4.458 76.3045

Current_2 0.75 2.284 6.7888 53.4895

Current_3 1 3.2243 8.9352 42.0059

Current_4 1.25 4.0202 11.1034 32.1449

Current_5 1.5 4.8134 13.329 27.9952

Current_6 1.75 5.5662 15.4615 23.0015

Current_7 2 6.3687 17.5738 20.1416

Table 4.8 Numerical value of powers for different translator’s speeds

Legend name Speed (m/s) RMS value (W) Peak to peak (W) Period (ms)

Power_1 0.5 8.9438 24.8715 41.9941

Power_2 0.75 20.8328 57.7811 27.9982

Power_3 1 35.0388 100.2655 20.9969

Power_4 1.25 54.4378 154.5444 16.7959

Power_5 1.5 78.7741 226.5885 13.5302

Power_6 1.75 106.0557 303.2046 11.5974

Power_7 2 139.6225 393.0912 10.1399
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Table 4.9 Magnetic flux linkages of the HPDPMLG for different translator’s speeds

Legend name Speed (m/s) RMS value (Wb) Peak to peak (Wb) Period (ms)

Flux linkage_1 0.5 0.1112 0.3152 84.0665

Flux linkage_2 1 0.1104 0.3149 42.0024

Flux linkage_3 1.5 0.1092 0.3139 28.0079

Flux linkage_4 2 0.1093 0.3129 21.0012

Fig. 4.32 Generated voltages of the HPDPMLG for 0.5, 0.75, and 1 m/s speeds

Fig. 4.33 Generated voltages of the HPDPMLG for 1.25, 1.5, and 2 m/s speeds

Fig. 4.34 Current waveforms of the HPDPMLG for 0.5, 0.75, and 1 m/s speeds
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power, force, and flux for the same condition are shown in Fig. 4.31. Tables 4.6,
4.7, 4.8 and 4.9 represent simulated results of the voltage, current, power, and
magnetic flux linkage, respectively, for different speeds/velocity of the translator.
The induced voltage waveforms for different translator speeds are shown in

Fig. 4.35 HPDPMLG’s current waveforms for 1.25, 1.5, 1.75, and 2 m/s speeds

Fig. 4.36 Generated powers of the HPDPMLG for 0.5, 0.75, and 1 m/s speeds

Fig. 4.37 Generated powers of the HPDPMLG for 1.25, 1.5, 1.75, and 2 m/s speeds
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Figs. 4.32 and 4.33. The currents for different translator speeds are shown in
Figs. 4.34 and 4.35. The instantaneous powers for different translator speeds are
shown in Figs. 4.36 and 4.37. The magnetic flux linkages for different speeds are
shown in Fig. 4.38.

4.7 Summary

In order to improve the WEC system, there is no other alternative without
chronological progress of the existing generators. Modern LGs play an important
role in eliminating the additional mechanical gear arrangement. Thus the WEC
systems incorporating LGs using DDS are advantageous and more feasible in
economic aspect. Optimization methods are very important for generation of more
electrical power for the same LG which were represented in [37, 38]. Simulation
results show that, LGs can effectively generate electrical power even at lower
velocity of rising and falling water surface. Moreover, new implementation of
superconductor and SMs in the LG opens a new opportunity in developing WEC
system. Use of SMs helps to make the LG compact and of high power density.
Finally, using the HPDPMLG, more electrical power generation with less PMLG
size is possible. Various characteristics of the HPDPMLG are shown in detail in the
simulation results. The simulation results represented in this chapter is highly
consistent with the ANSYS/Ansoft and MATLAB/Simulink software packages.
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Chapter 5
Wind Energy System with Matrix
Converter

Kotb B. Tawfiq, A. F. Abdou and E. E. EL-Kholy

5.1 Introduction

Nowadays, there are more and more concerns over fossil fuel exhaustion and the
environmental problems caused by fossil fuel based conventional power generation.
To solve those problems renewable energy is widely accepted as one of the
appropriate alternatives, in particular, the wind and the solar energies. Some load
centers like ships, islands and remote villages require their own electric power
supply like stand-alone electric generators for the excitation required for their local
loads. These requirements encourage researchers to search and develop a method
for providing the required excitation by a simple technique for longest time like
renewable sources of energy. The significant favorable advantage of utilizing
renewable sources is the absence of harmful emissions. The Wind Energy
Conversion System (WECS) is bit-by-bit gaining interest as a suitable source of
renewable energy. There are two types of Wind Turbine (WT): horizontal axis
configuration and vertical axis configuration. A Squirrel Cage Induction Generator
(SCIG) is preferable in isolated load application as it is cost-effective. The SCIG
also has the ability to self-protection against short circuits and does not require
routine maintenance. So, it is used to convert the captured mechanical energy from
the WT into electrical energy. Different types of AC-AC power converters will be
introduced in this chapter. A Matrix Converter (MC) is used to control the rms
value and frequency of the load voltage. An indirect space vector modulation
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(ISVM) technique will be introduced, in addition to showing how to transform from
the indirect matrix converter to direct ones. Moreover, a modified algorithm for
space vector modulation (SVM) will be introduced [1]. The advantage of the
modified algorithm, as well as the ability of MC to give a wide range of output
frequency, controlling the phase angle between the input current and voltage and
achieving a unity input displacement factor will be discussed [2, 3]. A modified
open loop controller for the SVM of MC provides output voltage and frequency
with constant values even if the wind speed changes. Finally, experimental and
simulation results are discussed for each part in this chapter (Fig. 5.1).

5.2 Wind Energy Conversion Systems

This part introduces a short description of WT types, WTs and SCIG’s advantages,
and disadvantages, characteristics and modeling.

5.2.1 Wind Turbine

The function of the wind turbine is transforming the wind kinetic energy into
mechanical energy. A WT can spins about either a vertical or a horizontal axis.
Therefore, there are two types of WT, the vertical axis and the horizontal-axis
turbines.

5.2.1.1 Horizontal Axis–Wind Turbine

Figure 5.2a shows the construction of the horizontal-axis wind turbines (HAWTs).
The electrical generator is at the top of the tower. To obtain a suitable speed to drive
the electrical generator a gearbox must be used to turn the blades slower rotation

Wind

SCIG

Lf

Cf

Matrix 
Converter

Load

IsA

IsB

IsC

ia

ib

ic

Input Filter

n

Fig. 5.1 Block diagram of matrix converter in wind energy system
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into quick rotation [2]. HAWTs have a tall tower base which enables to collect a
large amount of energy compared to the short tower base. Every 10 meters up the
ground, the wind speed increases by 20% and the output power increases by 34%.
A HAWT has a variable blade pitch, which enable the blades of the turbine to have
the optimum angle so that it can collect the maximum amount of wind energy.
Moreover, it has a high efficiency, as the moving of the turbine blades is perpen-
dicularly to the wind. The disadvantage of HAWT is the tower requires enormous
construction so that it can hold the gearbox, generator and the heavy blades.
Moreover, it has a high cost as it requires very tall and expensive cranes to carry the
shaft of the turbine and the generator. HAWTs cause disrupting of the environ-
mental landscapes due to their tall height. It affects radar installations and creating
signal clutter due to the reflections from the tall tower. An additional control
mechanism is required to turn the blades toward the wind [3, 4].

5.2.1.2 Vertical Axis–Wind Turbine

The rotor shaft of vertical-axis wind turbines (VAWTs) is arranged perpendicularly
to the ground. The advantage of VAWT is it does not need an additional control
mechanism to move the blades to the suitable side for the wind. The generator and
gearbox are in the ground as shown in Fig. 5.2b. The advantage of that is making
the maintenance process easy. The VAWT can install in different places such as
highways and roofs. It has a low speed compared to HAWT and low speed means
less noise. It does not kill wildlife and birds as it is more visible and has a low
speed. The disadvantages of VAWTs are the lower efficiency compared to HAWTs,
lower speed rotation because the turbine blades are near the ground and this does

Fig. 5.2 a HAWT,
b VAWT [1]
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not take the advantage of higher speed as in HAWT, so the output power in the
VAWT is small compared to the HAWT [5–8].

5.2.1.3 Modelling of Wind Turbine

The produced mechanical power generated from the WT is calculated from
Eq. (5.1).

P ¼ 1
2
qCpArv

3
w ð5:1Þ

The power coefficient Cp depends on the rotor blade pitch angle b and the tip speed
ratio k according to Eq. (5.2)

Cp k; bð Þ ¼ 0:73
151
ki

� 0:58b� 0:002b2:14 � 13:2
� �

ð5:2Þ

ki ¼ 1
1

k�0:02b � 0:003
b3 þ 1

ð5:3Þ

k ¼ xrRr

vw
ð5:4Þ

where, P is the mechanical power, q is the density of air in g=m3, Ar is the rotor
area of WT in m2, (Ar ¼ pR2

r , where Rr is the radius of rotor blade) and vw is the
wind speed in m/s. Figure 5.3 illustrates the calculated wind turbine power-speed
characteristics at different wind speeds. Figure 5.4 shows the implementation of a
wind turbine using MATLAB Simulink [3, 4].

Fig. 5.3 Wind turbine
power-speed characteristics
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5.2.1.4 Self-excited Induction Generator

The induction machine is a popular machine, which may be utilized as a motor or
generator. An induction machine will generate electrical power if it is driven at a
speed slightly above its synchronous speed while being connected to the supply.
This part introduces principles of operation of the induction machine, equivalent
circuit, torque-speed characteristics and torque equation. The value of the generated
voltage is dependent on the value of the capacitance required to provide reactive
power for the excitation [3, 5]. The SCIG is suitable for isolated operation due to its
ruggedness, low cost of construction, less maintenance, and it is an inexpensive
alternative to synchronous ones. For an isolated generation in remote areas, a
variable capacitor is required to build up the voltage in a SCIG [3].

5.2.1.5 Excitation Method

Induction motors and generators require reactive power for their excitation. They
can take the required reactive power for excitation from the grid if they are grid
connected. An induction generator usually used to supply the remote loads that are
not connected to the grid, and the generator can take the required reactive power for
excitation from a capacitor bank. Due to the residual magnetism, when the rotor
speed increases above synchronous speed, small voltage and current will be pro-
duced in the capacitors that are connected to the terminal of the stator. The function
of the capacitor bank is to provide the reactive power required for excitation in
addition to the reactive power needed for the load. The suitable value for the
capacitor bank required for SCIG was calculated as described in [2] (Fig. 5.5).

5.2.1.6 Modeling of Induction Generator

All electrical machines can be expressed by the same equation sets regardless they
operate as motors or generators. These equations can be divided in two groups;

Fig. 5.4 Simulink model of wind turbine torque
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torque equations and voltage equations. The following assumption is used to deal
with the machine equations: neglecting the saturation of iron [6], the magnetic
permeability of iron is assumed to be infinitely compared to the air gap perme-
ability, which means that the magnetic flux is radial to the gap. Neglecting all iron
losses, symmetric and balanced three-phase induction machine and constant air gap,
stator and rotor windings represent distributed windings that always generate a
sinusoidal magnetic field distribution in the gap.

All the explained hypotheses enable to use the following set of equations which
describe the dynamic behavior of the induction machine [7, 8].

Vabc
s

Vabc
r

� �
¼ rabcs 0

0 rabcr

� �
iabcs
iabcr

� �
þ d

dt
kabcs
kabcr

� �
ð5:5Þ

where, Vabc
s is the voltage vector of stator’s winding, Vabc

r is voltage vector of
rotor’s winding, iabcs is current vector of stator’s winding, iabcr is current vector of
rotor’s winding, kabcs is stator’s winding flux linkage vector, kabcr is rotor’s winding
flux linkage vector. rabcs and rabcr are the resistance vectors of stator’s and rotor’s
windings. The flux linkage can be described as a function of stator and rotor
currents as given in Eq. (5.6) (Fig. 5.6).

kabcs
kabcr

� �
¼ Labcss Labcsr

Labcrs Labcrr

� �
iabcs
iabcr

� �
ð5:6Þ

Fig. 5.6 One-phase equivalent circuit of induction generator
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Fig. 5.5 Torque-speed characteristics for induction machine
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where, each term represents a 3-dimensional matrix or a three-dimensional vector.
The vector can be described as:

Vabc
s ¼

vsa
vsb
vsc

2
64

3
75; Vabc

r ¼
vra
vrb
vrc

2
64

3
75; iabcs ¼

isa
isb
isc

2
64

3
75; iabcr ¼

ira
irb
irc

2
64

3
75

Labcss ¼
Lss þ Lls Lsm Lsm
Lsm Lss þ Lls Lsm
Lsm Lsm Lss þ Lls

2
64

3
75; rabcs ¼

rs 0 0

0 rs 0

0 0 rs

2
64

3
75

Labcrr ¼
Lrr þ Llr Lrm Lrm
Lrm Lrr þ Llr Lrm
Lrm Lrm Lrr þ Llr

2
64

3
75; rabcr ¼

rr 0 0

0 rr 0

0 0 rr

2
64

3
75

Labcsr ¼ Labcrs

� 	t¼ Lsr

cos hr cos hr þ 2p
3


 �
cos hr � 2p

3


 �
cos hr � 2p

3


 �
cos hr cos hr þ 2p

3


 �
cos hr þ 2p

3


 �
cos hr � 2p

3


 �
cos hr

2
64

3
75

ð5:7Þ

where, Lss: the stator winding self-inductance, Lsm: stator winding mutual induc-
tance, Lrr: the rotor winding self-inductance, Lrm: rotor winding mutual inductance,
Lsr: mutual inductance between stator and rotor winding maximum value, Lls: stator
winding leakage inductance, Llr: rotor winding leakage inductance.

5.2.2 AC-AC Converter

An AC-AC converter can be classified into two groups as depicted in Fig. 5.7. The
first group is an AC Voltage regulator which can control the rms value of voltage at
a constant frequency. The second one is the frequency converter which can control
the voltage rms in addition to control the frequency. The frequency converter can be

Fig. 5.7 AC-AC Converters
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classified in two groups, firstly a cycloconverter which is a converter that has
naturally commutation with the ability of bidirectional power flow and it does not
have a limitation on its size like in SCR inverter with commutation elements. The
cycloconverter main limitations are:

1. The range of frequency for sub harmonic-free with efficient operation is limited;
and

2. Input displacement factor at low output voltages is poor.

The second one is the MC by which the output frequency can be controlled with
values that may be equal, greater or less than the input frequency, in addition to, can
control the rms value of the load voltage and. the phase angle between the input
current and voltage as well as the value of the input displacement factor with a unity
value could be achieved [9].

5.3 Matrix Converter

The MC is a set of a nine-bidirectional switches which help to connect the load
directly with the three-phase input voltage with no need for any dc link. Therefore,
it can be designed in a compact and simple form. The MC provides the advantage
of power flow in both direction and the displacement factor at its input with a unity
value can be provided. Also, it has minimal energy storage requirement, which
permits to dispose of massive and lifetime-constrained capacitor, but the MC does
not take its suitable place in the industry due to the disadvantages of the limited
input output voltage transfer ratio which is 0.866 [10]. Because of the bi-directional
switch, some MC types need more number of switches compared to the conven-
tional rectifier inverter type [11]. Input filters are required to reduce the high fre-
quency harmonics and clamping circuits are needed to protect switches from over
voltages due to energy stored in inductive loads. The main structure of MC as
shown in Fig. 5.8 consists of:

Fig. 5.8 The main structure
of MC
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1. Matrix switches.
2. Input filter.
3. Clamping circuit.

5.3.1 Matrix Switches

A bi-directional switch is required for MC. It has the ability to connect the current
in both directions, but these switches are not available in our markets so far. Thus,
conventional unidirectional can be used to obtain bi-directional switches as pre-
sented in Fig. 5.9. The bi-direction switch used in this prototype is shown in
Fig. 5.9a [12].

5.3.1.1 Diode Bridge with a Single Switch

This switch consists of four ultra-fast diodes with a controllable unidirectional
switch as described in Fig. 5.5a. The advantage of this switch is that it has a simple
construction and requires only insulated-gate bipolar transistor (IGBT). The dis-
advantage of this switch is it requires 36 ultra-fast diodes and nine isolated power
supply as shown in Table 5.1 [2].

5.3.1.2 Common Emitter Bi-directional Switch

This switch consists of two ultra-fast diodes with two controllable unidirectional
switches as presented in Fig. 5.9b. The advantage of this switch is that it can control

Fig. 5.9 a Bridge of diodes with single IGBT, b Common emitter bi-directional switch,
c Common collector bi-directional Switch
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the current through switch. The disadvantage of this switch is it requires more gate
drives power supplies and more IGBTs as shown in Table 5.1 [3].

5.3.1.3 Common Collector Bi-directional Switch

This switch consists of a two ultra-fast diode with two controllable unidirectional
switches (IGBT) as shown in Fig. 5.9c. This switch has the same advantage of the
common emitter one, but it requires only six isolated gate power supplies. The
disadvantage of this switch, compared to diode bridge with a single switch, is it
requires more IGBTs.

5.3.2 Input Filter

As all power electronic-based converters, the MC injects harmonics into the grid,
which affects other equipment connected to the same system. The power converter
must meet the requirements given in IEEE 519. This standard refers to the
allowable injected harmonic contents into the electrical network. Therefore, the MC
requires a suitable input filter to reduce these harmonic components. To reduce the
current harmonics in the supply, an LC low-pass filter can be included, as shown in
Fig. 5.10. The input filter has to meet the following main requirements: high effi-
ciency, small size and low cost and very small voltage drop across the filter
inductance [13].

5.3.3 Clamp Circuit

The clamp circuit protects matrix switches from over voltages. Figure 5.10b shows
the clamp circuit used to protect matrix switches. When all switches of the MC are
turned off, the inductive load has to discharge the energy stored in it without

Table 5.1 The difference between bi-directional switches

AC-Switch MOSFET Diode Isolated gate
supplies

Gate
signal

Bridge of diodes with single
Switch

9 36 9 9

Common emitter bi-directional
switch

18 18 9 18

Common collector bi-directional
switch

18 18 6 18
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making any dangerous over voltages. Therefore, the energy stored in the inductive
loads can be discharged through the clamp circuit [6].

5.3.4 Control of the Matrix Converter

The MC comprises of nine-bi-directional switches which allow connecting all input
lines to connect with all output lines. If the switches of MC are arranged as shown
on Fig. 5.11a, the MC power at its input must be the same output power as there is
no any energy storage element. An ISVM technique is the control method used with
the MC [10, 14].

5.3.4.1 Transformation from Indirect to Direct MC

Figure 5.12b shows that the ISVM technique deals with the MC as a rectifier-
inverter converter with a virtual dc link. The indirect MC consists of two stages, the
first stage is a current source rectifier based on switches S1–S6, second stage is
voltage source inverter, which has a standard three phase voltage source topology
based on six switches S7–S12 [15, 16].

Fig. 5.10 a Input filter,
b Clamp circuit
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VDC ¼ E�Vabc; VABC ¼ N�VDC VABC ¼ N � E � Vabc; K ¼ N � E ð5:8Þ

E ¼ S1 S3 S5
S2 S4 S6

� �
; N ¼

S7 S8
S9 S10
S11 S12

2
4

3
5; K ¼

SaA SbA ScA
SaB SbB ScB
SaC SbC ScC

2
4

3
5 ð5:9Þ

Fig. 5.11 a Direct topology of MC, b Indirect topology of IMC

Fig. 5.12 Transformation from Indirect MC to Direct MC in phase A
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SaA SbA ScA
SaB SbB ScB
SaC SbC ScC

2
4

3
5 ¼

S7 S8
S9 S10
S11 S12

2
4

3
5 S1 S3 S5

S2 S4 S6

� �
ð5:10Þ

where, the matrix N represent the transfer function of the inverter, matrix E rep-
resent the transfer function of the rectifier and K represent transfer function of MC.
This method deals with MC as a rectifier-inverter converter. Therefore, the space
vector of the inverter output voltage and space vector of the rectifier input current
can be decoupled to control the direct MC. As shown in Eq. (5.11), the output
phases can be compounded by the product and sum of input phases through rectifier
and inverter switches S1 � S6 and S7 � S12, respectively. The output phase A can
be obtained from the input phases a, b and c for direct MC as shown in the first row
of the matrix in (5.12) using the ISVM and this can be illustrated again in graphical
viewpoint as shown in Fig. 5.12 [17, 18].

VA

VB

VC

2
4

3
5 ¼

S7 S8
S9 S10
S11 S12

2
4

3
5 S1 S3 S5

S2 S4 S6

� � va
vb
vc

2
4

3
5 ð5:11Þ

VA

VB

VC

2
4

3
5 ¼

S7S1 þ S8S2 S7S3 þ S8S4 S7S5 þ S8S6
S9S1 þ S10S2 S9S3 þ S10S4 S9S5 þ S10S6
S11S1 þ S12S2 S11S3 þ S12S4 S11S5 þ S12S6

2
4

3
5 �

va
vb
vc

2
4

3
5 ð5:12Þ

5.3.4.2 Indirect Space Vector Modulation

The main idea of the ISVM is to decouple the controlled output voltage of the
inverter and the input current for the source rectifier. In this section, SVMs for
current sources rectifier and voltage source inverter are introduced, then the two
modulations can be decoupled to control the direct MC [19, 20].

Space Vector of the Current Source Rectifier

The current source rectifier consists of six switches S1–S6, as shown in Fig. 5.13.
The rectifier has to generate constant dc voltage from three phase input voltage. The
virtual dc link voltage and input currents can be calculated from the rectifier transfer
function as follows [21, 22].

V þ
DC

V�
DC

� �
¼ S1 S3 S5

S2 S4 S6

� � Va

Vb

Vc

2
4

3
5 ð5:13Þ
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Ia
Ib
Ic

2
4

3
5 ¼

S1 S2
S3 S4
S5 S6

2
4

3
5
T

Ip
In

� �
ð5:14Þ

The input current space vector IIN can be expressed as:

IIN ¼ 2
3

Ia þ a:Ib þ a2:Ic

 � ð5:15Þ

There are only allowed nine switching states for the virtual rectifier so that an open
circuit can be avoided in rectifier dc link. These nine switching states can be
classified into three zero input current vectors I0 and six active input current vectors
I1 � I6 as described in Fig. 5.14a. The current space vector state I1 (a b) means that
input phase a is connected to the positive terminal of the virtual dc link (VDC+) and
input phase b is connected to the negative terminal (VDC−). Table 5.2 lists the
possible switching states and relevant switching vectors. In addition, amplitude and
angle of the input current space vector are evaluated for six active vectors and three
zero vectors [3, 23]. Figure 5.14a shows the configuration of the discrete seven
space vectors of the input current in a hexagon complex plane and the reference
input current vector I�IN within a sector of the input current hexagon. The I�IN can be
obtained by impressing the adjacent active vectors Ic and Id with the duty cycles
dc and dd, respectively, as shown in Fig. 5.14b. By using the current–time product
sum of the adjacent active vectors, the reference input vector can be expressed as
follows [2, 24].

I�IN ¼ dcIc þ ddId þ docI0 ð5:16Þ

Fig. 5.13 Current source
rectifier
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The duty cycle of the active vectors can be described as in [2]:

dc ¼ mc: sin
p
3
� hc

� 

ð5:17Þ

Fig. 5.14 a Space vector of current source rectifier, b Composition of the reference input current

Table 5.2 Switching states and vectors for current source rectifier

Type On switch Vectors S1 S3 S5
S2 S4 S6

� �
Ia Ib Ic IIN \IIN

Active S1S4 I1 1 0 0
0 1 0

� �
Ip �Ip 0 2ffiffi

3
p Ip

�p
6

S1S6 I2 1 0 0
0 0 1

� �
Ip 0 �Ip 2ffiffi

3
p Ip

p
6

S3S6 I3 0 1 0
0 0 1

� �
0 Ip -Ip 2ffiffi

3
p Ip

p
2

S2S3 I4 0 1 0
1 0 0

� � �Ip Ip 0 2ffiffi
3

p Ip 5p
6

S2S5 I5 0 0 1
1 0 0

� � �Ip 0 Ip 2ffiffi
3

p Ip �5p
6

S4S5 I6 0 0 1
0 1 0

� �
0 �Ip Ip 2ffiffi

3
p Ip

�p
2

Zero S1S2 I0 1 0 0
1 0 0

� �
0 0 0 0 0

S3S4 I0 0 1 0
0 1 0

� �
0 0 0 0 0

S5S6 I0 0 0 1
0 0 1

� �
0 0 0 0 0
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dd ¼ mc: sin hcð Þ ð5:18Þ

d0c ¼ 1� dc þ dd

 � ð5:19Þ

where, the angle of the reference vector for input current can be represented by hc.
The mc represent the modulation index of the required input current vector and
define such as;

mc ¼ I�IN
IDC

ð5:20Þ

Space Vector of the Voltage Source Inverter

The Voltage Source Inverter (VSI) consists of six switches S7 � S12 as shown in
Fig. 5.15. This VSI has to give three-phase output voltages from constant virtual
DC input voltage [25, 26]. The output voltage can be represented as a function of
DC input voltage and transfer function of the inverter as given in Eq. (5.21). The dc
link current can be derived by using the transposed of the transfer function of the
inverter as in Eq. (5.22)

VA

VB

VC

2
4

3
5 ¼

S7 S8
S9 S10
S11 S12

2
4

3
5 VDC

2�VDC
2

� �
ð5:21Þ
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In

� �
¼

S7 S8
S9 S10
S11 S12

2
4

3
5
T IA
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IC

2
4

3
5 ð5:22Þ

Fig. 5.15 Voltage source
inverter
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The output voltage space vector Vout can be expressed as follows:

Vout ¼ 2
3

VA þ a:VB þ a2:VC

 �

; a ¼ 1 � ej120 ð5:23Þ

There are only eight switching states allowed for the inverter switches, so the output
must not be short and the load must not be opened at any instant [27, 28]. These
eight permitted combinations can be classified into six active nonzero output
voltage vectors V1 � V6 and two zero output voltage vectors Vz. The voltage space
vector V1 (100) means that the output phase VA is connected to the positive
terminal of the virtual dc link (VDC+) and the phases VB;VC are connected to the
negative terminal (VDC−). Table 5.3 lists the possible switching states and relevant
switching vectors. In addition, the amplitude and angle of the output voltage space
vector are evaluated for six active vectors and two zero vectors [24, 29].

Figure 5.16a describes the configuration of the hexagon of the discrete seven
space vectors of the inverter in a complex plane. The vector of the reference output
voltage V�

O can be generated from the vector sum out of the seven discrete vec-
tors,V1 � V6 and Vz. This hexagon can be classified into six sectors. The duty
cycles da and db for active vectors Va and Vb, respectively. The reference voltage
vector V�

O within a sector of the voltage hexagon can be derived from Fig. 5.16b.

V�
o ¼ daVa þ dbVb þ dzVz ð5:24Þ

da ¼ Ta
Ts

¼ mv : sin
p
3
� hv

� 

ð5:25Þ

Table 5.3 Switching states and vectors for voltage source inverter

Type On Switch Vectors S7 S9 S11
S8 S10 S12

� �
VA VB VC Vout \Vout

Active S7S10S12 V1 100ð Þ 1 0 0
0 1 1

� �
VDC
2

�VDC
2

�VDC
2

2
3VDC 0

S7S9S12 V2 110ð Þ 1 1 0
0 0 1

� �
VDC
2

VDC
2

�VDC
2

2
3VDC

p
3

S8S9S12 V3 010ð Þ 0 1 0
1 0 1

� � �VDC
2

VDC
2

�VDC
2

2
3VDC

2p
3

S8S9S11 V4 011ð Þ 0 1 1
1 0 0

� � �VDC
2

VDC
2

VDC
2

2
3VDC

p
1

S8S10S11 V5 001ð Þ 0 0 1
1 1 0

� � �VDC
2

�VDC
2

VDC
2

2
3VDC

�2p
3

S7S10S11 V6 101ð Þ 1 0 1
0 1 0

� �
VDC
2

�VDC
2

VDC
2

2
3VDC

�p
3

Zero S8S10S12 Vz 000ð Þ 0 0 0
1 1 1

� � �VDC
2

�VDC
2

�VDC
2

0 0

S7S9S11 Vz 111ð Þ 1 1 1
0 0 0

� �
VDC
2

VDC
2

VDC
2

0 0
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db ¼ Tb
Ts

¼ mv : sin hvð Þ ð5:26Þ

dz ¼ Tz
Ts

¼ 1� da þ db

 � ð5:27Þ

where, Ta;Tb and Tz are the total duration times of the vectors Va;Vb and Vz,
respectively, and hv indicates the angle of the reference output voltage vector within
the sector of the hexagon. The mv represents the modulation index of the vector of
the output voltage and it is defined such as [30];

mv ¼
ffiffiffi
3

p
vo;max
VDC

ð5:28Þ

where, Vo is the desired output line voltage, T0 ¼ Tz
2

5.4 Modified Symmetric Sequence Algorithm

This section proposes a modified symmetric sequence algorithm for SVM. The
proposed algorithm reduces THD of the output voltage. When the required refer-
ence vector for the output voltage of the inverter lies in sector 1 as shown in
Fig. 5.16b, the inverter switches S7 � S12 does not have a state that represents this
position, so this position can be represented by adjacent vectors Va, Vb and Vz with
duty cycles da; db and dz. The main distinction between PWM algorithms that
utilize adjacent vectors is zero vector selection, sequence in which the adjacent
vectors are applied and splitting of the duty cycle of each adjacent vector.

Fig. 5.16 a Inverter voltage hexagon, b Reference output voltage vector composition
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5.4.1 Conventional Symmetric Sequence Algorithm

One of SVM algorithms is symmetric sequence algorithm that has a low THD as
shown in Fig. 5.17a. The duty cycles of each vector Va, Vb and Vz (da; db and dz)
is calculated during each switching time Ts. In the conventional symmetric
sequence algorithm, the duty cycle of vector Va (da) is divided to two equal

periods, db also and dz is divided to three periods dz
2 ; dz

4 and dz
4 . The sequence in

this method is Vz � Va � Vb � Vz � Vb � Va [2].

Fig. 5.17 a Conventional symmetric sequence algorithm, b Modified symmetric sequence
algorithm
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5.4.2 Modified Symmetric Sequence Algorithm

In this section, a modified symmetric sequence algorithm will be proposed, the
sequence in which the vectors are applied. The modification in this algorithm will
be the number of divisions of each duty cycle for each vector. In the modified
algorithm the duty cycle of Va (da) is divided to four equal periods, db also and dz
is divided to five periods dz

4 ; dz
4 ; dz

4 ; dz
8 and dz

8 . The sequence in the proposed
algorithm is as follow Vz � Va � Vb � Vz � Va � Vb � Vz � Vb � Va � Vz �
Vb � Va � Vz as shown in Fig. 5.17b.

5.4.3 Implementation of Modified Symmetric Sequence
Algorithm

This part introduces how to implement the SVM for VSI with modified symmetric
sequence algorithm by using MATLAB Simulink. Figure 5.18a shows how to
transform the reference output voltage into vector angle and vector amplitude. By
using the angle of the reference output voltage, we can know number of sector in
which the reference output voltage is located. If the required reference vector for
the output voltage of the inverter lies in sector 1 as shown in Fig. 5.18a the
inverter switches S7 � S12 does not have a state that represents this position, so this
position can be represented by adjacent vectors Va, Vb and Vz with duty cycles
da; db and dz. After calculating the duty cycles of each adjacent vectors, the
modified symmetric sequence algorithm will be used. Figure 5.18b shows the trend
of implementation modified symmetric sequence algorithm in MATLAB Simulink.
The first step after calculating duty cycles for each adjacent vector in the modified
symmetric sequence algorithm is to apply the zero vectors for a time equal to
one-fourth of its period. This can be achieved by comparing the one-fourth of zero
vectors duty cycle with a ramp signal with a switching time equal to 2 µs as shown
in Fig. 5.18b. The second step is to apply the first vectors for a time equal to
one-fourth of its period. This can be achieved by comparing the ramp signal with
two signals as shown in Fig. 5.18b. The third step is to apply the second vectors for
a time equal to one-fourth of its period. This can be achieved by comparing the
ramp signal with two signals as shown in Fig. 5.18b and so on.

5.4.4 Simulation Results for Symmetric Sequence Algorithm

Simulations were done using the MATLAB/Simulink software package. The
simulation results for a MC interfaced 50 Hz three-phase supply with an isolated
R-L load (R = 144 Ω, L = 0.25 H) will be presented. The modified symmetric
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sequence algorithm is used with indirect space vector to control the MC. The
modified algorithm reduces the THD for the output voltage as shown in Fig. 5.20,
also THD for output voltage with conventional symmetric sequence is shown in
Fig. 5.19. The simulation results showed that the THD of output voltage is reduced
with the proposed algorithm. The proposed method decreases the THD of the
output voltage, so decreases cost and size of the required filter. The THD of the
output voltage is shown in Table 5.4.

Fig. 5.18 Implementation of the modified symmetric sequence algorithm
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5.5 Modified Open Loop Control of MC

The MC can control the rms value of output voltage and frequency, but the output
voltage of it in case of open loop control is a percent of the input voltage. If q (the
ratio between output voltage and input voltage) = 0.4 in the open loop control,

0 0.05 0.1 0.15 0.2 0.25
Times (s) 

0.3 0.35 0.4 0.45 0.5

-100
0

100

Selected signal: 12.5 cycles. FFT window (in red): 12 cycles
V

A
  [

V
]

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
0

5

10

15

20

Frequency (Hz)

Fundamental (25Hz) = 151 , THD= 37.91%

M
ag

 (%
 o

f F
un

da
m

en
ta

l)

FFT analysis

Signal to analyze

Fig. 5.19 THD for 25 Hz output voltage for conventional symmetric sequence algorithm
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Fig. 5.20 THD for 25 Hz output voltage for modified symmetric sequence algorithm

Table 5.4 THD for conventional and modified symmetric sequence algorithm

Method THD of output voltage (%)

Conventional symmetric sequence 37.91

Modified symmetric sequence 18.88
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input voltage = 100 V, the output voltage will be 40 V but with the required fre-
quency. If the input voltage changes from 100 to 50 V, the output voltage will be
20 V. If we need to obtain constant output voltage, the q ratio must be changed
from 0.4 to 0.8, so the q ratio must depend on the input voltage and this can be
achieved by modified open loop control. The modified open loop control takes a
signal from three-phase input voltage and q ratio can be calculated from Eq. (5.29).

q ¼ V�
out

VIN
ð5:29Þ

From Table 5.5 and Eq. (5.29), the q ratio in case of modified open loop control
depends on the input voltage where if the input voltage decreases, the q ratio
increases so that a constant output voltage is obtained. Figure 5.21 shows the
proposed modified open loop control of ISVM. Figure 5.21a shows the block
diagram of the ISVM with the modification and Fig. 5.21b shows the modification
in the MATLAB Simulink model.

5.5.1 Simulation Results for Modified Open Loop Control

Simulations were done using MATLAB/Simulink software package where the MC
interfaced wind energy conversion system is used to feed an isolated R-L load
(R = 2 Ω, L = 1 mH). The used output LC filter has a value of L = 2.3 mH,
C = 100 µf [3]. To obtain the desired output voltage and frequency, the MC is
controlled using ISVM with a modified open loop control. Figures 5.22 and 5.23
show the simulation results at different wind speeds with the open loop control. In
the modified open loop control, the output voltage and frequency remains constant
to 220 V, 50 Hz even if the wind speed changed. In case of the open loop control,
the output voltage is a ratio of input voltage and therefore, the output voltage
changed with speed as shown Fig. 5.22c. Table 5.6 gives the magnitude of voltages
and frequency with the variation of wind speeds. Figures 5.22a and 5.23a show the
wind velocity with time, where the speed of wind changed from 7 to 12 m/s at
t = 0.3 s, from 12 to 9 m/s at t = 0.6 s, from 9 to 6 m/s at t = 1 s. Figure 5.22b
shows the input voltage to MC (generated voltage), Fig. 5.22c shows the simulation
results of output voltage of 50 Hz with the open loop control. It is clear from
Fig. 5.22c that the magnitude of the output voltage is not constant.

Table 5.5 Modified open
loop control and open loop
control

VIN Open loop
control

Modified open
loop control

q Vout q Vout

100 0.4 40 0.4 40

50 0.4 20 0.8 40
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Figure 5.22d shows the simulation results of the output current at 50 Hz with the
open loop control. Figure 5.23b shows the input voltage to MC (generated voltage),
where for t = 0:0.3 s the generated voltage is 320 V, 25 Hz, at t = 0.3:0.6 s the
generated voltage is 460 V, 46 Hz, at t = 0.6:1 s the generated voltage is 380 V,
34 Hz, at t = 1:1.5 s the generated voltage is 280 V, 21 Hz. Figure 5.23c shows the
simulation results for the desired output voltage of 220 V, 50 Hz with the modified
open loop control. It is clear from Fig. 5.23c that the magnitude of the output
voltage is constant and equal to 220 V. Figure 5.23d shows the simulation results
of output current at 50 Hz with the modified open loop control.

(a) Block diagram of model

(b) Simulink of modification in the Model

Fig. 5.21 Modified open loop control of ISVM
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a- Dynamic response of wind speed

b- Input voltage at different wind speeds

c- Output voltage at 50 Hz

d- Output current at 50 Hz
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Fig. 5.22 Simulation results for open loop control of a matrix converter

5 Wind Energy System with Matrix Converter 167



a- Dynamic response of wind speed

b- Input voltage at different wind speeds

c- Output voltage at 50 Hz

d- Output current at 50 Hz
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Fig. 5.23 Simulation results for modified open loop control of a matrix converter
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Table 5.6 Variation of
generated voltage and
frequency with wind velocity

Wind velocity (m/s) Voltage (V) Frequency (Hz)

6 280 21

7 320 25

9 380 34

12 460 46

a- Speed response
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Fig. 5.24 Experimental results with open loop control with output frequency 50 Hz
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5.5.2 Experimental Results for Modified Open Loop Control

Experimental results were performed using DSP1104, with an isolated, static load
of (R = 20 Ω, L = 40 mH). The field and the armature voltage of dc motor is
controlled to control its speed to simulate the wind turbine. Figure 5.24 shows the
experimental results for change in speed at a time 20 s in case of the open loop
control with 50 Hz output frequency, where Fig. 5.24a shows the change in speed
where it from 1535 to 1675 rpm by increasing the armature voltage. Figure 5.24b
shows the input voltage, where the rms value and the frequency of the input voltage
increase with the increase in speed and the input frequency increases from 30 to
35 Hz as shown in the zoomed view of the input voltage in Fig. 5.24c.
Figure 5.24d shows the output voltage for the open loop control and Fig. 5.24e
shows the zoomed view of output voltage which has 50 Hz frequency. The output
frequency does not change even if the input frequency changes. The rms value of
the output voltage is a percent of the input voltage, so the rms value of the output
voltage changes with a change in input voltage as shown in Fig. 5.24e.

Figure 5.25 shows the experimental results for a change in speed at t = 18.5 s in
case of the modified open loop control with a 50 Hz output frequency, where
Fig. 5.25a shows the change in speed where the speed changes from 1528 to
1653 rpm by increasing the armature voltage. Figure 5.25b shows the input voltage
where the rms value and frequency of the input voltage increase with the increase in
the speed. The input frequency increases from 29.3 to 33.5 Hz approximately as
shown in the zoomed view of the input voltage in Fig. 5.25c. Figure 5.25d shows
the output voltage in case of the modified open loop control. Figure 5.25e shows
the zoomed view of output voltage which has frequency of 50 Hz. The output
frequency does not change even if the input frequency changes. The rms value of
the output voltage is a percent of the input voltage, so to obtain a constant rms value
of the output voltage with the change in input voltage as shown in Fig. 5.25e; the
reference output voltage must be inversely changed with change in input voltage.
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a- Speed response
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Fig. 5.25 Experimental results with modified open loop control with output frequency 50 Hz
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5.6 Conclusion

This chapter introduces performance improvement of the MC fed from a wind
energy system. A theoretical analysis is carried out supported by numerical anal-
ysis. The results have been carried out using a designed complete prototype
setup. According to the initiating problems and aims mentioned in the introduction,
the following are the achieved four scenarios. The first analysis has been done for
using the MC to control the voltage and frequency of a static R-L load fed from
WECS. The angle between the input voltage and current of MC is controlled and
the input displacement factor with a unity value is achieved. The model produces a
very good waveform on the output side with a wide range of frequency changes.
Secondly, the analysis of transforming from the indirect to direct MC is introduced;
in addition to introducing analysis for the ISVM. Thirdly, a modified symmetric
sequence algorithm for SVM is proposed. The proposed method is compared with
the conventional algorithm and it has a lower output voltage THD. Fourthly, a
modified open loop control of the ISVM is proposed which improved the perfor-
mance of the MC with a variable speed operation of the wind turbine. Finally, all
measured results showed good correspondence with those obtained by simulation.
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Chapter 6
Matrix Converter Switching
and Commutation Strategies for Grid
Integration of Distributed Generation

Md Sawkat Ali, M. Mejbaul Haque and Peter Wolfs

6.1 Introduction

For the practical implementation of MCs, one of the challenges is the commutation
process. In this chapter, solutions for the commutation process are developed. Two
switching topologies are available. These are classified as the one degree of freedom
topology (with one active device) and the two degrees of freedom topology with
two active devices.

Different types of commutation processes are explored in this chapter as shown
in Fig. 6.1. Initially, the discussion focusses on the overlap and dead-band com-
mutations and then, based on their limitations, examines two-, three- and four-step
commutation processes.

However, as these existing procedures still have limitations, an improved
four-step current sensing-based commutation process is proposed. The commuta-
tion process is extended on the ‘n’-time switching arrangement. For a clear
demonstration of the proposed improved commutation methods, the state machines
and switching tables are shown in two- to ‘N’-leg commutations, with a set of
logical agreements developed for safe switching commutation [1]. The industrial
success of the MC will depend not only on the commutation but also be contingent
on the connection between them and the switches.
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This chapter also discusses switching categories on the basis of their switching
degrees of freedom. To explain the changes in MC switching, a chart is presented in
Fig. 6.2. This chart illustrates the first and second degrees of switching freedom,
with the tree span introducing their different semiconductor-based switches.

6.1.1 Commutation Strategies

A MC is normally operated with voltage stiff sources at its input terminals and
current stiff loads connected to its output terminals. This causes a dilemma. The
continuity of the output current sequences requires that at least one switch con-
nected to each output terminal is closed at all times. This implies switches must
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overlap during commutation. However, a short circuit must not appear across the
input terminals. This implies switches must not overlap during commutation. This
dilemma can be resolved and this is the focus of this chapter.

6.1.1.1 Overlap Commutation

An overlap commutation process is introduced in [1] in which the concept is to
make switches overlap. A two-leg switching process is presented in Fig. 6.3. The
switching sequence is shown in the state machine diagram in Fig. 6.4 and in
Table 6.1. In the overlap commutation switching sequence, the output leg is always
connected via the SW1 and SW2 switches and, as a result, a short circuit current is
produced. If the short circuit current exceeds the switching tolerable limit, then
some form of current restricting is needed. Inductor can play the current controlling
obligatory role but, an extra input voltage clamping circuit is required for the MC.
Therefore, this process is not a preferred way for the MC’s commutation.

6.1.1.2 Dead-Band Commutation

Dead-band commutation is the inverse process of overlap commutation which is
discussed in [1] and illustrated in Fig. 6.3. Commutation is based on the idea of
breaking switch SW2 before switch SW1. Figure 6.5 and Table 6.2 clearly
demonstrate how the commutation process follows the switching path. In this
process, no overlap switching is established but, at a certain time, the output phase
turns into a non-conducting mode, and a clamping process will be needed. To

Load

D1

D2

D3

D4

SW2

V
1

V
2+

--

+

Fig. 6.3 Basic two-leg
switching diagram
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Fig. 6.4 Diagram of overlap commutation process with timing

Table 6.1 State and switches
for overlap commutation

State/switches Sd1 S1r S2d S2r

Saa 1 1 0 0

S1 1 1 1 1

Sbb 0 0 1 1
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Fig. 6.5 Diagram of dead-band commutation with timing
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overcome the limitation that this commutation switching does not follow the MC’s
basic rules, a snubber circuit can be introduced on every switch. Nevertheless, this
proposed explanation is not a viable solution for the experimental setup on a MC as
it will introduce a great deal of power loss on the system.

6.1.1.3 Two-Step Commutation

Based on the above limitations, a two-step commutation technique has been
introduced in [2, 3]. In the two-leg switching combination shown in Fig. 6.8, the
switching sequence follows the output load current approach. In bidirectional
switching, it is necessary to know the current direction which leads to determining
the switching that will operate at a particular given time.

In the experimental setup, the current measuring transducers [Hall Effect (HE)]
are positioned at the output terminals. At high currents, the current direction is clear
[4]. A transducer always has a zero offset error. At low currents, the direction will
be uncertain. For positive current, switches S1d and/or S2d conduct and, at the
same time, switches S1r and S2r are in the off mode. Similarly, for a negative
current, switches S1r and S2r are gated on and the IGBTs turned on to allow the
current to flow in the reverse direction. If the current is very small, and less than the
accuracy of the measurement transducers to clearly determine the current direction,
dead band commutation must be used. In this case, a small, low power, output
voltage clamp is applied. A two-step current commutation switching pattern with
positive, negative and zero current flows and switch state vectors are presented in
Figs. 6.6 and 6.7 respectively.

However, there are the following limitations to two-step commutation:

• In the presence of internal switch commutation, dead-band and overlap com-
mutation are created in the two-step method;

• Reducing the commutation step will decrease the time required for the whole
switching process but increase the logical computational load [5]; and

• Determining the current sign is a vital challenge for the current reference-based
two-step commutation process for which a short circuit may be considered.

6.1.1.4 Three-Step Commutation

The results obtained from the above commutation strategies, being controlled by the
direction of the output current, are not sufficiently robust for reliable MC operation.

Table 6.2 State and switches
for dead-band commutation

State/switches Sd1 S1r S2d S2r

Saa 1 1 0 0

S0 0 0 0 0

Sbb 0 0 1 1
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For the non-hazard switching sequences, a new three-step input voltage and output
current reference based commutation technique is introduced. This three-step
commutation process takes less commutation time than the four-step one.

It is flexible in terms of the step-time settings whereby different steps follow
different time intervals. The sum of the total time for the switching sequence is
reduced. Diagrams of a three-step voltage-sensed current commutation and state
switching sequences are presented in Figs. 6.8, 6.9 and 6.10. The three-step
commutation indicates how the commutation steps occur based on the directions of
output current and input voltage.

For I0 > 0 and V12 > 0 conditions in Fig. 6.10, the switching steps are organised
as follows:

• Initial step [Saa (1100)]: switches S1r and S1d are turned on.
• Step 1 [S1 (1100)]: switch S1r, which does not carry the output current, is turned

off.
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Fig. 6.6 Switching sequence for two-step current commutation: a initial step; b 1st step; and
c 2nd step
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• Step 2 [S5 (1100)]: switch S2d, which carries the output current, is turned on.
• Step 3 [Sbb (1100)]: switch S1d is turned off and switch S2d takes its place by

being switched on, with both processes activated at the same time.

This switching sequence shown in Fig. 6.9 for three-step commutation can be
similarly performed for other voltage and current reference combinations.

The advantage of this method is that it has one less step than four-step
commutation.
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Fig. 6.7 Diagram of two-step two-leg current commutation switching state
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The three-step commutation process discussed above can achieve a non-hazard
proper switching by the use of dual reference signals. However, it still has the
drawbacks that:

• Its sequence is complex as two controlling variables influence the sequence of
switching states; and

• It is more likely that a short circuit pathway may take place if the measured
voltage changes its direction at the time of commutation.

6.1.1.5 Four-Step Commutation

Discussions are continued on the commutation process and, based on this, a
developed four step commutation is illustrated in Fig. 6.11. Two by two degrees of
freedom SiC-MOSFET switches are used to control the forward and reverse
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Fig. 6.8 Three-step two-leg switching sequence when I0 > 0, VAB > 0: a initial step; b 1st step;
c 2nd step; and d 3rd step
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conduction within the switching system. In the two-leg commutation in Fig. 6.12a,
the switches turn on and turn off to follow the load current polarity. For the proper
switching, safe switching combinations as shown in Table 6.3 are needed. Two
states are observed in this table, i.e. one being main states that are unconditional and
the other being intermediate ones that rely on the current flow direction. It is
assumed that there would be a positive current sign when I0 > 0 and a negative
when I0 < 0 and, if the current is indeterminate, the switching sequence will adopt a
dead band commutation. For the abnormal condition of current measurement, each
switch is linked with a zero state for the extra safety of the switching commutation.
This developed state machine graph is illustrated in Fig. 6.11 in which the
switching trail can be clearly understood for each current path and the dead band
situation.
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Fig. 6.9 Three-step two-leg switching sequence when I0 > 0, VAB < 0: a initial step; b 1st step;
c 2nd step; and d 3rd step
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For four-step commutation with the condition of I0 > 0, the following switching
steps are conducted:

• Initial step: the SiC-MOSFET’s switches S1d and S1r are in the on position. In
Fig. 6.12a, the dotted line indicates the current flow path. The switching
arrangement of this initial step is ‘1100’.

• Step 1: Fig. 6.12b, follows the ‘1000’ switching sequence. In this step, the
SiC-MOSFET’s switch (S1r) is deactivated because the switching sequence is
independent of reverse load current. To visualise the effect of this step, a dotted
line showing the conduction path is provided in the switching diagram
(Fig. 6.12b).

• Step 2: Fig. 6.12c represents the ‘1010’ switching sequence. In this step, switch
S2r is activated where the current flows from source to load side. For more
visualisation, the dotted lines show the conduction paths.

• Step 3: Fig. 6.12d illustrates the ‘0010’ switching sequence. In this step, switch
S1d is in the off position and conducts the output current flow inside the off
going bidirectional switch. The active switching path is also marked by the
dotted lines in Fig. 6.12d.

• Step 4: Fig. 6.12e shown the ‘0011’ switching path. In this switching sequence,
switch S1r is turned on and active switch does not take part in the flow of the
current on the incoming switch. The active switch ‘0011’ is marked by a dotted
line in Fig. 6.12e.

Similarly, for the I0 < 0 current condition, another four step current commutation
can be developed.

For more visualisation of the switching arrangements, a combined state and
switching diagram is provided in Fig. 6.13. Where the explanation is continued
based on the different current polarity.
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Fig. 6.10 Diagram of three-step two-leg switching
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In a similar way, four step three- and four leg commutations are explained. The
explored three- and four leg commutations are depicted in Figs. 6.14 and 6.15
respectively and no hazard in main and intermediate switching states is found in all
cases in Tables 6.4 and 6.5 respectively.

Based on technological developments, a CAS series LEM was used for mea-
suring the output currents [4]. However, if errors cause the current direction to be
inaccurately assessed, the wrong sequence may be followed. To better protect
against this unexpected condition, a dead-time commutation is used at low currents.
Another limitation of four-step commutation is for any commutation outside
between the inputs phases; gate drives have the capability to ensure that the correct
devices turn on during the bidirectional switching operation for a normal current
flow. This is resolved by setting a proper threshold level.

For N-leg four-step commutation, the switching sequences are shown in
Table 6.6, where the main and intermediate states are introduced. The state diagram

S4
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S3

S1

Saa

S0

S5S6

Sbb

I0<0 I0>0

Fig. 6.11 Four-step two-leg state diagram
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in Fig. 6.16 shows the different current direction conditions. For the positive current
direction, from the A to B phases, the state transition follows the Saa-S1-S9-S3-Sbb
pathway and, similarly for the B to C and N phases, the transition path is as shown
in Fig. 6.16. In a comparable way, the negative current direction takes a different
state pathway which is also shown in Fig. 6.16. Additionally, an antiparallel
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Fig. 6.12 Switching diagram for four-step two-leg current commutation: a initial step; b 1st step;
c 2nd step; d 3rd step; and e 4th step
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arrangement for bi-directional switching of the N phases MC scheme has also been
shown in Fig. 6.17.

From the discussion of different types of commutation, it can be summarised that
the improved four-step commutation should be a good option for a MC. In the next
section, different switch implementations are discussed.

6.1.2 Switching Topologies

6.1.2.1 One Degree of Freedom Switch

For the design of a forced commutated cyclo-converter, four diodes and a gate
turn-off switching device were considered in [6], where the switch operates with
one degree of freedom. The arrangement developed in [7] consists of a bridge
rectifier with a controllable device. The bi-directional diode bridge with one device
is proposed in [8]. In Fig. 6.18, the IGBT is active all the time that the switch is in
the on state [9].

This structural diode bridge-switching arrangement has the advantage of pro-
viding one active device that is needed to complete bilateral switching [10], but this
also has drawbacks [10, 11]. The drawbacks are:

• As current will flow the IGBT and two diodes (D1, D4 forward and D3, D2
reverse direction current flow respectively), these three devices are active at the
same time with greater associated conduction loss; and

• As the IGBT diode bridge-switching module continuously provides the current
flow path, the direction of the current flow cannot be controlled. Therefore,
when the direction of the current changes, the switch current direction does not
change due to the associated diodes.

For more flexible operation, the zero switch loss IGBT-based bi-directional switch
proposed in [12] has a bi-directional blocking capability and less switching loss.

Table 6.3 Switching
sequence for two-leg
four-step commutation

State/switches/current
sign

S1d S1r S2d S2r I0

Saa 1 1 0 0 ±

Sbb 0 0 1 1 ±

S1 1 0 0 0 +

S3 1 0 1 0 +

S5 0 0 1 0 +

S2 0 1 0 0 −

S4 0 1 0 1 −

S6 0 0 0 1 −

S0 0 0 0 0 ±
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A resonant turn off allows zero switch loss [13] using some passive elements, as
shown in Fig. 6.19. The proposed switches are turned on at zero current and turned
off at the zero voltage at the same time.

The advantage of this system is that there is zero turn on current due to ‘L1’ and
zero turn off voltage due to capacitor ‘C’.
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Fig. 6.13 Diagram of four-step two-leg state and switching
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6.1.2.2 Two Degree of Freedom Switch

Si IGBT Switches

To overcome the limitation of the one degree of freedom diode bridge-switching
process, a common emitter (CE) and common collector -based two degrees of free-
dom IGBT switch with an antiparallel of diodes was proposed in [10]. In Fig. 6.20,
CE- and common collector-based switching cells are shown, the diodes of each of
which have a reverse voltage-blocking capability. The benefit of CE systems is that
they have the same gate driver ground point, that is, two IGBTs are driven at the same
point [9]. Two IGBTs allow independent control of switching for each current
direction. These anti-parallel arrangements fulfil the basic criteria for a safe

Saa

Sbb

Scc

S10 S9

S0

S1

S7

S3

S11

S5

S2

S8

S4

S12

S6

I0 I0< 0>0

Fig. 6.14 Four-step three-leg state diagram
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commutation process by eliminating local snubber circuits and reducing the
switching loss [14]. Furthermore, two degrees of freedom switching incurs less
conduction loss, that is, only one diode and one switch will conduct at a particular
given time.

Furthermore, in the complex six-pack CE IGBT-based switching module
building process discussed in [10], the system provides a lower stray inductance
effect on the commutation path. A more detailed discussion of CE and common
collector is provided in [15], where the proposed switching occurs without a central
common connection. However while, for the CE arrangement, only a six-pack
isolated power supply is required to run the gate drivers.

The following are possible disadvantages of the common collector:

• To make a three by three MC, nine bi-directional common collector switches are
neededwhich require a switchingarrangementwith18 isolatedpower supplies; and

• For antiparallel common collector bi-directional IGBT switches, an external
body diode is needed; for a compact circuit arrangement, this switching concept
is not viable.

Si-MOSFETs and Si-GaN Switches

Silicon-MOSFETs and IGBTs have been the workhorses of power electronics.
However, they have limitations on speed, forward drop and reverse recovery.

Table 6.4 Switching
sequence for four-step
three-leg commutation
(positive, negative and zero
current conditions)

State/
switches/
current
sign

S1d S1r S2d S2r S3d S3r I0

Saa 1 1 0 0 0 0 ±

Sbb 0 0 1 1 0 0 ±

Scc 0 0 0 0 1 1 ±

S1 1 0 0 0 0 0 +

S2 0 1 0 0 0 0 −

S3 0 0 1 0 0 0 +

S4 0 0 0 1 0 0 −

S5 0 0 0 0 1 0 +

S6 0 0 0 0 0 1 −

S7 1 0 1 0 0 0 +

S8 0 1 0 1 0 0 −

S9 1 0 0 0 1 0 +

S10 0 1 0 0 0 0 −

S11 0 0 1 0 0 0 +

S12 0 0 0 1 0 0 −

S0 0 0 0 0 0 0 ±
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New wide band gap (WBG) materials offer improvements. A new cascaded GaN
and the Si-based semiconductor switching for achieving zero voltage switching that
has the advantage of a WBG high-speed switching frequency is provided in [14],
with a low-voltage Si-based MOSFET connected in series to control the GaN on/off

Table 6.5 Switching sequence for four-step four-leg commutation (positive, negative and zero
current conditions)

State\Switches\ 
Current sign  

S1d S1r S2d S2r S3d S3r S4d S4r I0

Saa 1 1 0 0 0 0 0 0  

Sbb 0 0 1 1 0 0 0 0

Scc 0 0 0 0 1 1 0 0

Sdd 0 0 0 0 0 0 1 1

S2 1 0 0 0 0 0 0 0

S4 0 0 1 0 0 0 0 0

S6 0 0 0 0 1 0 0 0

S8 0 0 0 0 0 0 1 0

S10 1 0 1 0 0 0 0 0

S12 1 0 0 0 1 0 0 0

S14 1 0 0 0 0 0 1 0

S16 0 0 1 0 1 0 0 0

S18 0 0 1 0 0 0 1 0

S20 0 0 0 0 1 0 1 0

S0 0 0 0 0 0 0 0 0  

Saa  1 1 0 0 0 0 0 0  

Sbb 0 0 1 1 0 0 0 0

Scc 0 0 0 0 1 1 0 0

Sdd 0 0 0 0 0 0 1 1

S1 0 1 0 0 0 0 0 0

S3 0 0 0 1 0 0 0 0

S5 0 0 0 0 0 1 0 0

S7 0 0 0 0 0 0 0 1

S9 0 1 0 1 0 0 0 0

S11 0 1 0 0 0 1 0 0

S13 0 1 0 0 0 0 0 1

S15 0 0 0 1 0 1 0 0

S17 0 0 0 1 0 0 0 1

S19 0 0 0 0 0 1 0 1

I>0 

I=0 

I<0 
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Table 6.6 Switching sequence for ‘N’-leg four-step commutation (positive, negative and zero
current conditions) switching sequences for positive, negative and zero current conditions

State/switches/current
sign

S1d S1r S2d S2r S3d S3r S4d S4r Snd Snr I0

Saa 1 1 0 0 0 0 0 0 –– 0 0 ±

Sbb 0 0 1 1 0 0 0 0 –– 0 0 ±

Scc 0 0 0 0 1 1 0 0 –– 0 0 ±

Sdd 0 0 0 0 0 0 1 1 –– 0 0 ±

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮

Snn 0 0 0 0 0 0 0 0 –– 1 1 ±

S1 1 0 0 0 0 0 0 0 –– 0 0 +

S2 0 1 0 0 0 0 0 0 –– 0 0 –

S3 0 0 1 0 0 0 0 0 –– 0 0 +

S4 0 0 0 1 0 0 0 0 –– 0 0 –

S5 0 0 0 0 1 0 0 0 –– 0 0 +

S6 0 0 0 0 0 1 0 0 –– 0 0 –

S7 0 0 0 0 0 0 1 0 –– 0 0 +

S8 0 0 0 0 0 0 0 1 –– 0 0 –

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ –– ⋮ ⋮ ±

Sn1 0 0 0 0 0 0 0 0 –– 1 0 +

Sn2 0 0 0 0 0 0 0 0 –– 0 1 –

S9 1 0 1 0 0 0 0 0 –– 0 0 +

S10 0 1 0 1 0 0 0 0 –– 0 0 –

S11 1 0 0 0 1 0 0 0 –– 0 0 +

S12 0 1 0 0 0 1 0 0 –– 0 0 –

S13 1 0 0 0 0 0 1 0 –– 0 0 +

S14 0 1 0 0 0 0 0 1 –– 0 0 –

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ –– ⋮ ⋮ ±

Sn3 1 0 0 0 0 0 0 0 –– 1 0 +

Sn4 0 1 0 0 0 0 0 0 –– 0 1 –

S15 0 0 1 0 1 0 0 0 –– 0 0 +

S16 0 0 0 1 0 1 0 0 –– 0 0 –

S17 0 0 1 0 0 0 1 0 –– 0 0 +

S18 0 0 0 1 0 0 0 1 –– 0 0 –

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ –– ⋮ ⋮

Sn5 0 0 1 0 0 0 0 0 –– 1 0 +

Sn6 0 0 0 1 0 0 0 0 –– 0 1 –

S19 0 0 0 0 1 0 1 0 –– 0 0 +

S20 0 0 0 0 0 1 0 1 –– 0 0 –

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ –– ⋮ ⋮ ±

Sn7 0 0 0 0 1 0 0 0 –– 1 0 +

Sn8 0 0 0 0 0 1 0 0 –– 0 1 –

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ –– ⋮ ⋮

Sn9 0 0 0 0 0 0 1 0 –– 1 0 +

Sn10 0 0 0 0 0 0 0 1 –– 0 1 –
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switching state (Fig. 6.21). However, a problem can occur between the interactions
of the two switching devices as a large parasitic effect is created and the switching
system becomes more unstable [14]. To minimise these effects, a chip-on-chip
technique is explored in [14].
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SiC-JFETs Switch

The SiC-based power switching devices provide a much faster switching rate than
Si-based semiconductor ones. A SiC Schottky diode switch eliminates the reverse
recovery effect in many applications. Replacing a traditional diode with a SiC
Schottky diode may reduce the switching loss by approximately 30–50% which
follows the hard switching condition [16–19]. Although the hybrid (Si-IGBT–SiC
Schottky) Si-SiC reduces the switching loss, its limitation is that its power density
and efficiency are not transferable to those of a traditional Si-based IGBT.
A SiC-JFET has been introduced in [11]. Basically, it was developed based on the
WBG semiconductors in which the dielectric breakdown field’s strength and
thermal conductivity are higher than those of Si-based switching devices [20, 21].
Due to its faster-switching speed, it has gained greater attention as a suitable
switching device. However, its much faster-switching speed creates increased
Miller currents within the switching circuit [22]. To eliminate this, a
layer-optimised single-switch double-pulse tester technique and vertical channel
SiC-JFETs have been introduced in [23–25]. Nevertheless, it has still lagged
regarding reverse recovery characteristics [26]. An enhanced reverse characteristic
SiC-JFET model is explored in [27]. However, it does not completely satisfy the
high-temperature issue. To overcome that, normally-off SiC-JFETs are proposed in
[28]. The proposed switching device follows an arrangement of no external
anti-parallel diodes [29, 30]. The switching arrangement is shown in Fig. 6.22. This
device has the potentiality to block the voltage and handle the current-carrying
capability in both directions. However, the SiC JFETs still has some limitations.

The limitations are [20, 31]:

• Their switching devices are not economically viable as they require power
modules which are more expensive than those of other switching devices;

• The switching performances of SiC power devices are often a trade-off between
the complexity of the gate driver and the desired performance which is espe-
cially true for SiC-BJTs and -JFETs; and

• Another challenge is starting them properly, that is, ensuring that a control
supply is available before the grid is connected since they are normally on the
state which can be resolved using a battery backup cell.

D1

D2
SJ2

SJ1

Fig. 6.22 SiC-JFETs switch
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SiC MOSFETs Switch

The SiC-MOSFET has been identified as a potential device in a power electronic
converter [32]. A great deal of research has recently been conducted on aspects of
SiC-based MOSFET devices, such as higher switching efficiency and also high
power density [33–38]. The switching performance of the SiC is improved in [39]
in which the development of minimum gate-drive complexity is explored [30]. An
evaluation taking into account SiC-MOSFET MC switching [40] shows that it has
the capability to operate over a wide temperature range [41]. Structurally, a
SiC-MOSFET’s has the advantages of lower on state resistance, a much lower
switching loss, higher switching speed and higher temperature operating range
[42, 43]. Basically, it has much lower drift resistance and minor tail current gain
[11] which enables a higher switching frequency and also maintains a very low
body diode’s recovery loss. The more specific advantages of a SiC-MOSFET are:

• Increased switching efficiency because of its reduced switching loss; and
• A reduction in the size of passive components, such as inductors and capacitors,

due to its increased switching frequency.

6.1.3 Experimental Set-Up for Switching and Commutation
Strategies

An experimental set-up was built to test the behaviour of the switching device and
its commutation strategies. In this experiment, dc voltages were applied to the input
terminals of the MC to operate the system operating as a dc-dc buck converter at
fixed duty cycles type operation. Figure 6.23 shows a two-leg switch and load
which would be used for Si-MOSFETs and SiC-MOSFETs with three state
switching [44].

6.1.3.1 Si-MOSFETs Switching Strategies

Period 1: The switch S2r and the body diode of switch S2d conducts while switch
S1r remains open.
Period 2: In this period, the body diode of switch S1r and S1d conduct. As the
Si-MOSFET’s reverse recovery response is slow, a high current flows from switch
S1r to S2r via the body diode of the switch S1d and S2d.
Period 3: In this period, reverse recovery of switch S2d is completed. The current
flows through switch S1r to the load via the body diode of switch S1d.

For the better visualisation of period 1, period 2 and period 3 conduction paths,
dotted lines are provided on Fig. 6.23.

198 M. S. Ali et al.



S1d

S1d

S1d

Load

Load

Load

Body diode

Body diode

Body diode

Body diode

Body diode

Body diode

I0

I0

I0

Fig. 6.23 Experimental setup for different switching arrangements
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6.1.3.2 SiC-MOSFETs Switching

Period 1: In this switching process, switch S2r and the body diode of switch S2d is
convoying, at that moment switch S1r is not in conduction mode. For the better
visualisation of this period, a current conduction path is provided which marked by
a dotted line.
Period 2: In this case, the body diode of the switch S1r and S1d conducts. However,
due to the SiC MOSFET’s faster reverse recovery capability, no current will flow
from the switch S1r to S2r via the body diode of the switches S1d and S2d. The
dotted line shows the direction of current flow in this case.
Period 3: The current flows from switch S1r to the load through the body diode of
switch S1d, which is shown by a dotted line.

To test the viability of the switching device performance, the MC is first imple-
mented and tested with Si-MOSFETs switches. Figure 6.24 shows the switching
responses where the top, middle and bottom traces represent the gate to source
voltage, the drain to source voltage and the drain to source current respectively.

Based on the switching combinations, the response of the switches are divided
into three periods. In period-1, no current drifts through the active switch S1r and
the body diode. In Period-2, a tremendous amount of current flows from the switch
S1r to S2r via the S2d switch’s body diode. In continuation, for the huge generated
current, switch S1r gained higher turn off voltages. The current overshoot is
illustrated in the bottom trace in Fig. 6.24, which is around 15 A. To minimise the
reverse recovery issue, a switch modification is done by the SiC MOSFETs.
The modified switches have the faster response capability of the body diodes and
the reverse recovery is much lower. Figure 6.25 shows the switching modification
impact. The figure illustrates that there is no ringing on the switching rising edge.

Fig. 6.24 Switching responses using Si MOSFETs
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On that figure, the switching current overshoot is 1.5 A which is 10 times less than
the Si-MOSFET based switching.

Another experiment is conducted to test the MC for proper commutation as
shown in Fig. 6.26. The experimental setup is designed to supply DC inputs of 15,
10 and 5 V on the A, B and C phases respectively with the SiC-MOSFETs device.
The results are presented in Fig. 6.27 and demonstrate that the commutation pro-
cess follows the proper staircase arrangement. This means that it follows the proper
switching sequence.

Fig. 6.25 Switching responses using SiC MOSFETs

Matrix Converter
• SiC MOSFETs

A= 15Vdc

B= 10Vdc

C=5Vdc

Resistive Loads
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Fig. 6.26 Experimental
setup for checking proper
commutation steps
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For the experimental validation of the improved four-step commutation process,
an experimental setup is developed and the experimental results show that the line
to line output voltages for a matrix converter operating with AC input voltages
produces the three phase output AC waveform shown in Fig. 6.29. The physical
converter is shown in Fig. 6.28, which is a four by four matrix for LV voltage

5V/Div

Time (10 us /Div)

0 V

15 V

10 V

5 V

Fig. 6.27 Proper commutation steps

DSP-
TMS320F28377D 

Transducers

Input ports

Output ports

Bidirectional 
Switch -SiC 
MOSFETs 

FPGAs

Fig. 6.28 MC prototype
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regulation operations. The MC is controlled by a Texas Instruments Delfino
TMS320F28377D processor and FPGAs (FS609) are used to implement the
commutation state machines. The simulation model was also developed and anal-
ysed. Figure 6.30 shows the simulation response of the line to line AC output
voltage which closely follows the experimental response.
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Fig. 6.29 Experiment response of output voltage with AC supply and balanced load
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Fig. 6.30 Simulation response of output voltage with AC supply and balanced load
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6.2 Summary

In this chapter, various two-, three- and four-step commutation strategies were
investigated for proper switching of the MC. After considering their limitations, a
four-leg four-step commutation strategy was selected. Both the advantages and
limitations of each switching process were presented which led to a new switching
process being followed in the application of the MC. Finally, it was determined that
four step commutation based SiC-MOSFETs were the best choice for MC appli-
cation. The prototype’s responses from the commutation process with different
current conditions, positive, negative and zero, were examined in the FPGA plat-
form. An experimental setup with different types of switching combinations was
also built in the MC application, with the experimental results showing that the
reverse recovery time of a SiC-based MOSFET was much faster than the Si-based
MOSFETs. The responses clearly demonstrated that there was no distortion on the
rising edge of the step transition. However, there was a parasitic effect which led to
slight ringing. To minimise this, an RC damper was introduced in the experimental
hardware. The simulation and experimental results reveal that the SiC- MOSFET
based MC can be applicable for the mitigation of power quality issues in LV and
MV networks with distributed generation.
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Chapter 7
Control of Renewable Energy Systems

Nasif Mahmud, Ahmad Zahedi and Md. Shamiur Rahman

7.1 Introduction

The storage of conventional energy sources is getting depleted rapidly and the
consumer demand is gradually increasing. The only thing that can mitigate this
imbalance is the utilization of renewable energy system (RES). The interconnection
of renewable energy sources is becoming a popular tradition nowadays to satisfy
the ever increasing energy demand and to ensure green energy consumption.
However, because of the stochastic nature of the renewable energy sources (such as,
solar energy, wind energy etc.), a large-scale accommodation of RES introduces
some critical dynamics in the traditional three-phase distribution network which
have adverse impact on the operation and protection of the system [1–3].

The integration of large-scale RES in the power electric networks has stronger
impact on low voltage distribution networks comparing to transmission networks.
The reasons are [4]:

• When the low-voltage distribution networks were built, they were designed in
such a way that power would always flow unidirectionally from the generation
side towards the consumer side. However, when we integrate large-scale RES in
the distribution network, the surplus power after satisfying the consumer
demand, flows back to traditional grid. As a result, the power flow does not
remain unidirectional anymore; rather it becomes bidirectional that has adverse
impact on the operation and protection of the system.
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• Distribution networks work in radial topology.
• The resistance to reactance ratio of low-voltage distribution network is relatively

higher than the transmission network. As a result, the active power flow has
more impact on the network comparing to the reactive power.

Besides, as RESs are connected close to consumer loads, they have significant
effects on the distribution network’s operation, stability and economy [5–7].

7.2 Issues that Arise Due to Increased Penetration
of Renewable Energy Systems

An increased accommodation of RES arises several issues in the system. These
issues can be classified into three categories, which are [3]:

(1) Technical issues.
(2) Commercial issues.
(3) Regulatory issues.

The technical issues are discussed in brief below:
The technical issues can be classified into four major categories, which are:

(1) Power quality issue.
(2) Protection issue.
(3) Voltage regulation issue.
(4) Stability issue.

These technical issues are discussed in brief below:

7.2.1 Power Quality Issue

Renewable distributed generators (DG) are connected very close to the consumer
loads. If a significant portion of the consumer load is satisfied by the renewable
DGs, the drawn power from traditional grids will be significantly reduced. As a
result, the power loss through the distribution system will also be proportionally
decreased which enhances the power delivery efficiency [8].

7.2.2 Protection Issue

A large-scale integration of RES has impact on the magnitude and direction of fault
current which may cause wrong actions of protections relays and fuses. The
bi-directional power flow caused by the interconnection of renewable energy sys-
tems affects both fault location and service restoration functionality. Fault current
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generated by the renewable energy systems triggers fault indicators between the
fault and the renewable energy system locations which leads to wrong fault location
diagnosis.

7.2.3 Voltage Regulation Issue

The integration of RES into the traditional distribution network is not yet problem
free. The voltage regulation issue is the most significant issue that actually limits the
penetration of renewable energy system into the grid. Due to the reverse excess
power flow during high renewable DG generation, there is a voltage rise along the
feeder. The voltage rise generally gradually increases from the substation trans-
former towards the feeder length depending on the DG locations and percentage of
penetrations.

The voltage regulation challenge that arises when increased amount of renew-
able DGs are interconnected depends on several parameters, which are [9]:

1. Topology of the distribution network system.
2. Voltage level varies along with the length of the distribution feeder: Usually, the

voltage gradually increases along the feeder length during high generation
period and decreases during high load period. The effect of the interconnection
depends on the feeder voltage level where the renewable energy source is
connected.

3. Percentage of penetration of RES: Previously, the interconnection of renewable
energy systems was not any significant concern as the percentage of penetration
was not significant and the impact of penetration was small. However, nowa-
days a significant amount of RES is being interconnected which is posing huge
impact on the operation of the low voltage distribution system.

4. Amount of customer load demand at any given time: If the power that is
generated by the RES is consumed by the load totally, there is no voltage rise
issue taking place. However, there is always an unbalance between power
generated by RES and load demand.

7.2.4 Stability Issue

The stability of the distribution network is a significant concern nowadays due to
the rapid increase of RES integration. The stability issues can be categorized as:

(1) Voltage stability: Voltage stability of the low-voltage distribution system can
be affected by high DG penetrations. Considering the stochastic characteristics
of RESs and grid regulations and depending on the penetration of RESs, the
system can experience both advantageous and harmful effects from the view of
steady state stability.
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(2) Frequency stability: High penetration of RESs with zero inertia and higher
ramp rate can affect the frequency stability of distribution system. If large-scale
PVs are integrated into the system, a consequential amount of synchronous
generators are replaced which result in reduced system inertia. In that case, the
conventional generators existing in the system will provide torque and inertia to
prevent any instability events. This can arise the frequency instability issue.

Many researchers are working on the optimized limit of RES penetration per-
centage. However, this limits the amount of penetration and is not welcome by the
DG manufacturers [10].

7.3 Voltage Regulation Challenge of Distribution Network

Voltage regulation issue is the most noteworthy issue that arises while integrating
large amount of RESs into low and medium voltage distribution network [11–13].
The voltage through the low-voltage distribution feeder needs to be within an
allowable zone for the stable operation of the system. Usually, the allowable
voltage variation along the system is ±6% [14]. However, this range may vary from
utility to utility. Let’s consider a conventional two bus distribution system.

Figure 7.1a shows a 2-bus conventional distribution feeder. Where,

VG Grid side voltage,
VPCC Voltage at point of common coupling (PCC),
R Resistance of the distribution feeder,
X Reactance of the distribution feeder,
OLTC On-load tap changer,
PL Active power consumed by the load,
QL Reactive power consumed by the load.

In Fig. 7.1b, renewable distributed generator (DG) has been connected with the
consumer bus which causes voltage rise at PCC. Let’s consider that,

PDG Active power generated by renewable DG,
QDG Reactive power generated by renewable DG.

The voltage at PCC in Fig. 7.1b is,

V̂PCC ¼ V̂G þ ÎðRþ jXÞ ð7:1Þ

where,

V̂PCC Phasor quantity of DG bus voltage (PCC voltage),

V̂G Phasor quantity of grid voltage,

Î Phasor quantity of current.
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The power flow through the feeder can be written as,

Pþ jQ ¼ V̂PCC ð7:2Þ

So, the current flow through the feeder,

Î ¼ P� jQ

V̂�
PCC

ð7:3Þ

So, Eq. (7.1) can be expressed as,

V̂PCC ¼ V̂G þ P� jQ

V̂�
PCC

ðRþ jXÞ ð7:4Þ

¼ V̂G þ RPþXQ

V̂�
PCC

þ j
XP� RQ

V̂�
PCC

ð7:5Þ

The angle between DG bus voltage and grid voltage is very small. Therefore, the
voltage drop along the feeder is approximately equal to the real part of the voltage

Fig. 7.1 A 2-bus distribution feeder, a conventional, b with DG
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drop. If we consider the DG bus voltage as reference bus, the angle of DG bus
voltage is 0. As a result, Eq. (7.3) can be approximated as,

DV � VPCC � VG � RPþXQ
VPCC

ð7:6Þ

where, DV Voltage drop across the distribution feeder.
VPCC can be assumed as unity, if we consider it as base voltage. So, Eq. (7.6) can be
written as follows,

DV � VPCC � VG � RPþXQ ð7:7Þ

where,

P ¼ ðPDG � PLÞ;
Q ¼ ð�QDG � QLÞ

So, Eq. (7.7) can be written as,

VPCC � VG þRðPDG � PLÞþXð�QDG þQLÞ ð7:8Þ

We can calculate the allowable maximum percentage of penetration of DGs
without affecting the feeder voltage. Two worst case scenarios need to be consid-
ered to calculate it, which are:

(1) Maximum generation minimum load (PDG = PDGmax, PL = 0, QL = 0)
(2) Maximum load minimum generation (PDG = 0, QDG = 0, PL = PLmax).

For the first worst case scenario, (7.8) becomes,

VPCC � VG þRPDGmax ð7:9Þ

Or; PDGmax � VPCC � VG

R
ð7:10Þ

Let’s consider, VPCCmax is the allowable maximum voltage at DG bus.
Therefore, to retain the feeder voltage within allowable zone, PDGmax needs to be,

PDGmax � VPCCmax � VG

R
ð7:11Þ

For the second worst case scenario, (7.8) becomes,

VPCC � VG � RPLmax ð7:12Þ
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Or; PLmax � VG � VPCC

R
ð7:13Þ

Let’s consider, VPCCmin is the minimum allowable voltage across the feeder. So,
to retain the bus voltage within allowable zone, PLmax needs to be,

PLmax � VG � VPCCmin

R
ð7:14Þ

Distribution network operators prefer to connect the RES at higher voltage level
in the feeder where the effect is weaker. On the other hand, the DG developers
prefer to connect the renewable DGs at the lower voltage level where connection
expense is lesser [15, 16].

7.4 Voltage Control Strategies

There are many strategies to control the feeder voltage. They are discussed briefly
as below.

7.4.1 Traditional Voltage Regulators

Voltage regulation through the low-voltage distribution feeder is usually done by
some traditional voltage regulators, which are:

(1) On-load tap changer (OLTC)
(2) Switched capacitors (SC)
(3) Step voltage regulator (SVR).

A brief description of each is given below:

(1) On-load tap changing transformer (OLTC): OLTCs adjust their taps to
regulate the voltage through distribution system by measuring current through
feeder and estimating the voltage drop. When large-scale RES are intercon-
nected with the network, the overall situation through the feeder is unpre-
dictable and uncontrollable by OLTCs [10]. Besides, due to RES’s stochastic
output and dynamic behavior of loads, the voltage variations along the feeder
occur so rapidly that traditional OLTCs cannot regulate as fast as they require.
New solid states OLTCs provide coordinated control capability with commu-
nication with lesser maintenance cost [17].

(2) Step voltage regulator (SVR): Step voltage regulators (SVR) are located along
the feeder and they regulate the feeder voltage by changing taps like OLTCs.
SVRs have the similar limitations of slow operation comparing with the fast
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system dynamics when intermittent renewable DGs are connected. Moreover,
the increased frequent mechanical contacts those are needed for the tap changes
reduce the device lifetime significantly.

(3) Switched capacitors (SC): A switched capacitor (SC) is an electronic cir-
cuit element that works by moving charges into and out of capacitors when
switches are opened and closed.

7.4.2 Voltage Regulation Strategies

Several strategies with different controllable components have been discussed to
mitigate the feeder voltage deviation issue. They are discussed briefly below:

(a) Generation curtailment: This is the simplest method to resolve the voltage
deviation issue. A voltage rise across the system basically occurs because of the
reverse power flow through the distribution feeder when generated power is
more that the consumers’ loads. The excess power, after satisfying the con-
sumers’ demand, flows back to the grid. If that excess power is curtailed, the
voltage rise problem is mitigated. However, this strategy causes wastage of
generated power.

(b) Reactive power control: This is another efficient strategy to regulate the dis-
tribution feeder voltage. The DG interfacing inverters inject/absorb reactive
power for voltage control during the time of voltage deviations. However, the
reactive power capacity of DG interfacing inverters is restricted and the
injected/absorbed reactive power causes power loss through the system [18].

(c) Area based OLTC coordination: The Voltage along the distribution feeder is
regulated using the coordinated operation of the OLTCs. However, they are not
efficient enough for voltage control when large-scale RESs are connected into
the system.

(d) Consumption shifting and curtailing: Consumption shifting or curtailing by
RESs can be another approach for voltage deviation mitigation.

(e) Energy storage: The utilization of battery energy storage system (BESS) is
another efficient strategy for voltage control. Voltage across the distribution
feeder can be regulated by controlling the charge/discharge of the BESS.
However, charging/discharging of BESSs frequently decreases the life-span
and regulating voltage with BESS require big investment [19].

These control solutions can be implemented in different structures. They are as
follows:

(i) Centralized control structure.
(ii) Decentralized control structure.
(iii) Distributed control structure.

They are discussed briefly as follows:
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7.4.2.1 Centralized Control Structure

In this control strategy, control actions are performed by the central control body.
Information from different network locations is sent to the centralized controller.
The centralized controller analyzes the information and initiates control action if
there are any deviations from reference. To implement the appropriate control
action, the centralized controller needs to know information from all the network
locations which is hardly available in distribution systems. In that case, estimated
measurements compensate the absence of real time measurements. Transmission
systems utilize state-estimation algorithm in an efficient way for unavailable data
[20]. However, the state-estimation algorithm for transmission systems cannot be
used for distribution systems straightaway.

Centralized control strategy is the most efficient control strategy for small size
networks with unidirectional power flow. However, this strategy is losing its
popularity for some causes. They are mentioned below:

• Centralized control strategy needs large investments in communication infras-
tructure as information from all over the network needs to be conveyed towards
the centralized control body. This strategy is not economically feasible for
large-interconnected systems.

• A huge number of variables need to be controlled by a single control body
which causes increased computational burden.

• Power flow solution is requires in this strategy at each time step.
• This control strategy does not support ‘plug and play’ property.

7.4.2.2 Decentralized Control Structure

A decentralized control strategy is applied based on local information implemented
by local controllers. Corresponding voltage controllers take information from their
surroundings, analyse the data and take control action on local variables in cases of
deviations from the reference value [21]. A decentralized control strategy does not
need to ensure large communication network to operate. However, this control
strategy has some drawbacks as well. They are as follows:

• Control capabilities of the decentralized controllers may not be fully utilized.
• Decentralized controllers have no understanding among one another and start to

compete in controlling the voltage.

Decentralized controllers experience high stress.

7.4.2.3 Distributed Control Structure

In distributed control structure, the voltage controllers communicate with only the
neighbouring controllers and implement a coordinated control action to mitigate the
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voltage deviation. This structure does not require large communication infrastruc-
ture to operate and the controllers do not operate only considering local measure-
ments. Therefore, this structure has the benefits of both centralized control structure
and decentralized control structure which makes it popular nowadays. Some basic
definitions of MAS concept, which has been introduced recently as a potential
technology for coordinated voltage regulation, along with its application in power
system have been discussed in [22].

7.5 Islanding Operation

7.5.1 Microgrid Control

The integration of multiple numbers of intermittent renewable sources and
emerging loads like electric vehicles (EVs) into microgrid, introduce new technical
and economical challenges. Appropriate control and proper coordination of
microgrids are extremely important in order to address these challenges [23]. As a
result, this section and other following sections of this chapter will try to explore
related literatures on various microgrid control strategies.

7.5.1.1 Expected Features of Microgrid Controllers

Control challenges mentioned in the previous section needs to be handled by the
designed microgrid controller. Expected features of the control system to ensure
reliable, consistent and efficient operation of the microgrid involve:

Output control: Output refers to the voltage and current generated by various DG
units in a microgrid. Desired microgrid controller should have the capability to
control these outputs. A microgrid’s control should control the output voltage and
current so that all associated DG units track their predefined or generated set points/
reference values and oscillation is accurately damped.
Power balance: Associated RES units in a microgrid should be capable of meeting
load requirements even under extreme conditions like faults. It is expected that
microgrid controller will control both active and reactive power and initiate nec-
essary steps of power sharing and storage commands to balance overall power
profile and simultaneously keeping voltage/frequency deviations within allowable
levels.
Demand side management (DSM): Demand side management (DSM) is the
mechanism to modify the consumer demand for energy by means of financial
incentive and education. Generally, the objective of DSM is to motivate consumers
to use less energy during peak hours, or to shift the time of energy consumption to
off-peak hours for instance night time and weekends. Economical DSM strategies
should be integrated within microgrid controller in order to ensure load frequency
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control and active participation of prosumers. This will increase controllability over
a portion of load [24, 25].
Economic dispatch: A proper and economical way to dispatch DG units particu-
larly in islanded mode can contribute immensely in reduction of the operational
costs and maximization of the profit by taking reliability into consideration.
Durable operational mode transient: An intelligent and reliable microgrid should
operate in grid-tied, islanded and transition between these two modes. Various
control techniques are applicable for grid-tied and islanded operation. To achieve
seamless operation during transition between these two modes require fast islanding
detection and proper transient performance. As a result a microgrid’s controller
should be properly responsive to the islanding detection signal and have robust
transient handling capability [26].

7.5.1.2 Controlled Variables

Controllable variables for microgrid controllers are rather straight forward, which
are: voltage ðVÞ, frequency ðf Þ, active ðPÞ and reactive power ðQÞ. In the grid-tied
operation, the frequency and the voltage are determined and controlled by grid
itself. During this mode, microgrid’s controller handles and shares active and
reactive power generated by RESs and supplies loads. Reactive power generated by
individual DGs (i.e. wind turbine, diesel generators, etc.) or by interfacing voltage
source converters (VSC) for solar modules, fuel cells, etc. can be injected to meet
reactive power demand, voltage control and for power factor correction purpose. As
it is mentioned in IEEE standard 1547 for interconnecting RESs with distribution
systems, RES units are not allowed to regulate or control the PCC voltage during
grid-tied operation to avoid interaction with conventional controllers [27].

In islanded mode of operation, the microgrid functions as a self-governing
entity. Since system voltage and frequency are no longer controled by the grid, thus
separate voltage and frequency controller need to be activated. An active power is
balanced either by central controller or by local controller. Local controllers of DG
units use local measurements to generated reference, on the other hand, central
controllers generate reference values centrally and communicate these set points to
DG associated local controllers. The main reason of such scheme is to ensure the
contribution of all units to supplying the load by tracking pre-specified set points.

7.6 Hierarchical Microgrid Control Structure

Microgrid can operate in both grid connected mode and islanded mode. Microgrid
control is a complicated topic to be addressed as it is desired that it will operate
seamlessly during the transition between grid-tied to islanded mode or vice versa.
The main objectives of microgrid controllers are [28]:
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(1) Voltage and frequency regulation (in both operating mode)
(2) Proper load sharing and DER coordination (in both operating mode)
(3) Resynchronization of the system with main grid (transient mode)
(4) Power flow control between the microgrid and the main grid (grid connected

mode)
(5) Optimizing the microgrid operational cost.

It is important to standardize microgrid control structure to correlate with new grid
codes. In order to do so the standardized structure for automated interface between
multiple enterprise and control systems given in ISA-95 is adopted [29]. According
to [30, 31] the microgrid control structure shown in Fig. 7.2 would be as follows:

(1) Level 3 (Tertiary Control): Tertiary control level is responsible for import and
export power to/from the grid.

(2) Level 2 (Secondary Control): Secondary control level is responsible for the
restoration or synchronization of microgrid with grid. It is also responsible for
maintaining all electrical levels within acceptable region.

(3) Level 3 (Primary Control): Primary control level is responsible for parallel
power sharing between multiple distributed generators (DGs) and stabilizing
voltage and frequency using a droop or similar methods.

(4) Level 0 (Inner Control Loops): This level is responsible for handling voltage
or current regulation issues associated with each module.

In following sections, a brief review on existing literatures regarding these
control structures is presented.

Fig. 7.2 Hierarchical
microgrid control structure,
a Primary, secondary and
tertiary microgrid control,
b Hierarchical microgrid
control with inner control
loops
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7.6.1 Primary Control

The objectives of primary controls are:

(1) Stabilizing voltage and frequency. During islanded mode, voltage and fre-
quency instability may appear due to the mismatch of power generation and
power consumption.

(2) Ensuring plug-and-play property for RES and sharing the active and reactive
power appropriately among them preferably without communication.

(3) Mitigating circulating currents that can cause over-current phenomenon in the
power electronic devices and damage the DC-link capacitor.

There are an extensive amount of research work has been going on the optimum
primary microgrid control due to unpredictable, non-linear and even sometimes
identical dynamics of connected DERs. Some state-of-the-art primary microgrid
controller structure and their features have been explored below.

7.6.1.1 Droop Based Method

Droop control is a commonly utilized local/primary control technique for microgrid
application. These controllers are simple in structure and easy to practically
implement. Droop control is preferred mostly because of its autonomous control
and wireless structure without communication links between converters.
Conventionally active power is controlled via frequency droop characteristics and
reactive power is controlled via voltage droop characteristics. A brief overview of
different droop characteristics adopted in literatures are given below.

An inverter based DG can be considered as an AC source itself if we neglect
switching ripples and high frequency harmonics drawn in Fig. 7.3. Now let us
consider if the converter output voltage is E\d and the common AC bus voltage is
Vcom\0 and the line impedance is Z\h then the complex power S delivered from
inverter based DGs to the common AC bus/grid would be,

S ¼ VcomI
� ¼ VcomE\h� d

Z
� V2

com\h
Z

ð7:15Þ

Fig. 7.3 Simplified diagram
of a converter connected to
the microgird
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From Eq. (7.1), the real and reactive powers can be acquired using Euler’s
identity theorem i.e. eih ¼ coshþ i sinh as

P ¼ VcomE
Z cosðh� dÞ � V2

com
Z cosh

Q ¼ VcomE
Z sinðh� dÞ � V2

com
Z sinh

(
ð7:16Þ

Considering the line impedance to be purely inductive i.e. h = 90° so Eq. (7.16)
becomes

P ¼ VcomE
Z sind

Q ¼ VcomE cosd�V2
com

Z

(
ð7:17Þ

Considering the phase difference between converter output voltage and common
AC bus voltage (i.e. d) to be very small then we can assume that sin d � d and
cos d � 1 then Eq. (7.17) becomes

P ¼ VcomE
Z ðdÞ

Q ¼ VcomE�V2
com

Z

(
ð7:18Þ

From Eq. (7.18) we can conclude that active power is dependent on the phase
difference between the converter output voltage and the common AC bus voltage
(i.e. d) and reactive power is dependent upon converter output voltage (i.e. E). As
angular frequency, x ¼ dd

dt , the conventional droop equations become [30, 32–37]

x ¼ x� � DPP
E ¼ E� � DQQ

�
ð7:19Þ

where DP and DQ are droop coefficient, x� and E� are angular frequency and RMS
value of DER output voltage respectively at no load condition which will be
considered as reference values later on this literature. Now the value DP and DQ are
set considering two factors, they are maximum allowable deviation in voltage or
frequency magnitude and converter power rating. So for a microgrid with N number
of DGs in it the relation between active power, reactive power and their corre-
sponding droop coefficients have to follow following relations [38, 39].

DP1P1 ¼ DP2P2 ¼ � � � ¼ DPNPN ¼ Dxmax

DQ1Q1 ¼ DQ2Q2 ¼ � � � ¼ DQNQN ¼ DEmax

�
ð7:20Þ
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where P1;P2; . . .;PN nominal active power rating of N DGs

Q1;Q2; . . .;QN nominal reactive power rating of N DGs

DP1;DP2; . . .;DPN and DQ1;DQ2; . . .;DQN are corresponding active and reactive
power droop coefficient respectively.

DEmax and Dxmax are maximum allowable voltage and angular frequency
deviation. Primarily Eq. (7.14) is used to calculate corresponding droop coefficient
in a microgrid.

During grid connected operation, angular frequency x and output voltage E of
associated DGs in microgrid are imposed by the grid. Therefore, active power
reference Pref and reactive power reference Qref are adjusted through x� and E�

respectively [40] as Eq. (7.21) (Fig. 7.4)

Pref ¼ x��x
DP

Qref ¼ E��E
DQ

(
ð7:21Þ

For analysing the dynamic response and transient performance of the primary
controller the system in Fig. 7.5 can be linearised with respect to angular frequency
ðxÞ or phase deviation ðdÞ to get the linearised transfer function of the active power
controller and with respect to VSC output voltage (E) to get the linearised transfer
function of reactive controller. For example, the linearised active power controller
equations derived from Eqs. (7.17) and (7.19) are

DP ¼ GPDd
Dx ¼ Dx� � DPDP

�
ð7:22Þ

Fig. 7.4 Conventional droop control method

7 Control of Renewable Energy Systems 221



where,

GP ¼ Vcom0E0

Z
cosd0

Dd ¼
Z

Dxdt
ð7:23Þ

In Eq. (7.23) E0;Vcom0 and d0 are initial operating points. As a result the small
signal transfer function for the active power controller can be obtained by per-
turbing Eq. (7.22) and Eq. (7.23)

DPðsÞ ¼ GP
sþDPGP

Dx�ðsÞ ð7:24Þ

Similarly by linearising the second portion of Eqs. (7.11) and (7.13) with respect
to inverter output voltage E we can get reactive power controller equations like
below,

DQ ¼ GQDE
DE ¼ DE� � DQDQ

�
ð7:25Þ

Fig. 7.5 Conventional droop based power control of microgrid
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where,

GQ ¼ Vcom0

Z
cosd0 ð7:26Þ

Thus from Eq. (7.25) we can derive transfer function of the reactive power
controller as below,

DQ ¼ GQðDE� � DQDQ|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
DE

Þ

) DQðsÞ ¼ GQ

1þDQGQ
DE�ðsÞ

ð7:27Þ

The small signal models of both active and reactive power control using droop
method are illustrated in Fig. 7.5. Advantages and disadvantages of conventional
droop control method are pointed out below [41–48]:

Advantages:

(1) Simple structure.
(2) Ease in practical implementation.
(3) No communication links required.

Disadvantages:

(1) As there is only one controlled variable which is either DP or DQ for active or
reactive droop control, multiple control objectives cannot be achieved.

(2) Only applicable for networks with high X=R ratio (i.e. highly inductive net-
works) thus not suitable for mostly resistive low voltage distribution networks.

(3) Reactive power may affect voltage regulation for critical loads as there is no
global set point for voltage as opposed to frequency which may be 50 or 60 Hz
throughout the network.

(4) It is not suitable for nonlinear loads. It cannot detect current harmonics gen-
erated by nonlinear loads which adversely affect DGs’ output voltage.

(5) It utilizes average active and reactive power over a cycle which may show poor
transient performance or instability

(6) Susceptible to large and fast load variance as load dynamics are not considered
in controller design

(7) Unable to black start-up after major system collapse, system restoration
requires additional endowment

(8) Due to uncertain output impedance across DERs local power sharing among
different DGs are not ensured.

(9) Various loading condition affects its capability to impose a fixed global system
frequency.
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7.6.1.2 Non-droop Based Method

Active load sharing or communication based centralized methods have been used as
primary controller as an alternative to droop based methods. Current or active/
reactive power reference point is determined via different approaches. For example,

(a) Centralized control: In this method the average load current is evenly dis-
tributed among different DGs by providing same current set points for their
corresponding converters [49, 50].

(b) Master-slave control: In this method one converter is considered as a master
and works as a VSC to regulate the output voltage on the other hand the slave
converters act as individual current source converters that actually follow the
current pattern of the master converter [40, 50].

(c) Average load sharing control: In this method, the current reference for
individual converters is continuously updated without considering the load
current. [51, 52].

(d) Circular chain control (3C): In this method all the modules are interconnected
like links in chains and current references are determined by the reference of the
previous converter [53].

Advantages and disadvantages of non-droop based control method are pointed
out below:

Advantages

(1) It results in fast transient mitigation (centralized control).
(2) It features plug and play facility for DGs providing that generation and load is

balanced and the dominant DG is present (Master-slave control).
(3) It offers appropriate current sharing.
(4) High power quality can be achieved.

Disadvantages:

(1) It requires communication links.
(2) Associated control loops require high bandwidth.

7.6.2 Secondary Control

Secondary control of a microgrid is also considered as the energy management
system (EMS). The main task of microgrid secondary control is to ensure power
quality, mitigate voltage and frequency deviation and coordinate DG units. These
functionalities can be achieved by centralized operation or by decentralized coor-
dination. A centralized operation relies on a central control body. The central
control body enables the implementation of online optimization routines. It should
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be noted that for successful operation of this approach requires simultaneous
accumulation of all the relevant information at a single node. Conversely, the
decentralized coordination allows interaction among various DG units within a
particular microgrid in order to expedite a distributed decision making process.
Apart from the difficulty in high level coordination among various DG units, the
decentralize approach actually facilitates plug-and-play feature without making
further change in controller setting. Usually, centralized control structure is more
appropriate for isolated microgrid that has critical demand-supply balancing with a
fixed infrastructure. On the other hand, a decentralized coordination is more
appropriate for grid-tied microgrids with multiple owners. A detail review on
existing literatures based on secondary microgrid controller is presented below [45].

7.6.2.1 Centralized Operation

A centralized secondary control structure consists of a central control body and
multiple agents associated with it. For proper functionality, it requires simultaneous
accumulation of all the relevant information regarding DG units, load and network
related information. This information includes cost functions, technical
characteristics/limitations, network parameters and operational modes. Information
related to forecasting such as load demand, wind speed, solar irradiance etc. can
also be considered as relevant information which helps determining an appropriate
unit commitment (UC) and dispatch of the DG resources targeting selected
objectives to ensure reliable microgrid operation. The central control body can
operate based on either online calculations of the optimal (or near optimal) oper-
ation or pre-built and continuously-updated databases with information of suitable
operating conditions. Hajimiragha and Zadeh [54] illustrates a practical example of
this approach. A generalized architecture of secondary controller using centralized
approach is shown in figure where the inputs fed to the central controller are,

(1) Forecasted power output of non-dispatchable DG units for N consecutive
periods

(2) Forecasted local load for the N consecutive periods
(3) State of charge (SOC) of the energy storage system (ESS)
(4) Operational limits of dispatchable generators and ESS
(5) Security and reliability constraints of the microgrid
(6) Utility grid interconnection status based on various islanding detection method
(7) Forecasting of the grid energy prices

The outputs of the secondary controller by analysing and controlling fed inputs
are

(1) Command to controllable loads (DSM) On/Off/Shift
(2) Reference point for dispatchable DG units for next period.
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7.6.2.2 Decentralized Operation

A decentralized secondary control of a microgrid provides maximum possible
autonomy for different DGs and loads while solving the energy management
problem. Even though the control variable decisions are taken by local controller,
decentralized secondary microgrid controller can use hierarchical structure to
exchange information among multiple clusters of local controllers. The hierarchical
structure of a secondary microgrid controller is composed of three levels namely
Distribution Network Operator (DNO), Microgrid Central Controller (MGCC) and
Local Controllers (LCs) [55, 56]. The DNO is a part of the tertiary control. It
manages the interaction between microgrid and distribution network/utility grid. It
also manages the communication among multiple microgrids. The MGCC is
responsible for the coordination of the combined operation of DG units and their
associated loads. It is also in charge of the economical and reliable operation and
maintains continuous communication with the grid. The main tasks of LCs are to
control DG units within single or multiple microgrids. The LCs also maintain
communication with higher level controllers to achieve local and global objectives.
Under decentralized structure, an LC has the liberty to communicate with MGCC
and other LCs. Through this interaction LCs can share knowledge, request/offer a
service, communicate expectations and exchange any relevant information that is
required for microgrid operation. Primarily decentralized secondary controllers
have been designed using the multi-agent system (MAS) concept in literatures.
MAS concept can be narrated as a system that consists of multiple intelligent agents
that communicate local information among one other in order to achieve a global or
local objectives. The connectivity, functionalities, responsibilities of each agent and
the characteristics of sharable information play a vital role in system performance.
Agents are entities that have the ability to act on environment, possess communi-
cation ability, certain level of autonomy and limited knowledge of the environment
and the global objective. An intelligent agent is expected to be reactive to the
change in environment, proactive in seeking opportunities and social by depending
on communication. These characteristics differentiate intelligent agents from con-
ventional power system elements like relay, transformer etc. In order to address
limited knowledge of agents, state estimation theory has been employed in power
system. In spite of being communication capable, most of the control parts are done
locally in smart agents.

7.6.2.3 Distributed Operation

A distributed cooperative control method is actually an extended version of
multi-agent control scheme. This method is inspired by natural phenomena like
swarming in insects, thermodynamics law, flocking in birds and synchronization in
a physical system. In this system each agent communicates with other agent by
exchanging limited information through restricted communication protocols and
cooperates with each other to achieve a global or local objective. This control and
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coordination can be achieved in various ways like using uni-directed graph, by
solving average consensus problem or rendezvous problem or by flocking.

7.6.3 Tertiary Control

Tertiary control is the last control level of the hierarchical microgrid control
structure. Tertiary microgrid control ensures economical and optimal operation and
contributes in power flow management between microgrid and the host grid. Power
flow between the main grid and microgrid during grid connected operation of
microgrid can be achieved by adjusting and regulating amplitudes and frequency of
the voltages of DG units. Initially microgrid active and reactive power ðPG & QGÞ
are measured. Later these measured values are compared with their corresponding
references ðPref

G & Qref
G Þ to obtain references for the voltage and frequency ðxref &

Eref Þ respectively. The equations to achieve these objectives are,

xref ¼ KTertiary
PP ðPref

G � PGÞþKTertiary
IP

R ðPref
G � PGÞdt

Eref ¼ KTertiary
PQ ðQref

G � QGÞþKTertiary
IQ

R ðQref
G � QGÞdt

(
ð7:28Þ

where KTertiary
PP , KTertiary

IP , KTertiary
PQ and KTertiary

IQ are proportional and integral gains.
Generated references are fed to the secondary controller. Another task of the tertiary
microgrid control is to ensure economical and optimal operation. For example, an
optimal economic operation can be achieved if all DGs operate at equal marginal
costs, Copt, where marginal cost is defined as the ratio of the variation of total cost
to variation of generated power. This objective can be achieved by gossiping
algorithm. In this method, a random output power reference, P0

i and P0
j , are con-

sidered for the ith DG unit and its random gossiping partner, jth DG unit,
respectively. Later, based on the marginal cost curve the optimal output power is
determined for associated DG units. Each of the associated DGs changes their
output power to reach optimal point. The same technique is followed for other pairs
of DGs until all DGs operate optimally.

7.7 Applications of Distributed Controller in Microgrid

7.7.1 Application in Voltage Regulation

The main objective of the microgrid voltage controller is to provide a flat voltage
profile in the microgrid by maintaining the voltage level in different nodes within an
acceptable range. Insignificant line impedance in transmission and distribution lines
causes large current flow even under minuscule voltage differences across busses.
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To prevent this, proper voltage regulation strategy is mandatory. Voltage controller
can be designed either centrally or locally. Local voltage controller performs
voltage regulation directly utilizing droop method through inner control loop (i.e.
PI, PR, LQG etc.). A centralized or distributed clustered controller will update
reactive power set point and communicate these references with local controllers of
DGs. For low voltage (LV) and medium voltage (MV) grids, voltage control
requires determination of active power set points in addition to reactive power set
points due to their resistive network behaviours.

7.7.2 Application in Economic Power Coordination

Economical power coordination and optimal power flow (OPF) are important
operational concerns. Conventional distributed optimization schemes usually do not
take into consideration issues like time variability of communication links as they
may lead to high computational burden. This may hamper OPF for microgrid
application.

7.7.3 Application in Frequency Regulation

The main objective of microgrid frequency control is to have all associated DG
units converge to a global frequency set point. Frequency control is applicable
when DG units are electronically interfaced and have independent controllability on
frequency and the microgrid is in an islanded mode. During frequency control
operation at least one unit has to act as master unit with fixed frequency set point
and other DG units should follow that unit as slave units. Every unit may have its
own minimum and maximum allowable power and terminal voltage values. In
conventional power system, there exists precise coupling between rotor angular
speed and electrical frequency to aid frequency regulation. As previously men-
tioned in microgrid control challenges majority of renewable energy sources do not
have inertia, as a result emulating a virtual inertia for these DG units are required to
imitate the operation of synchronous generators.

7.8 Summary

Increased penetration of RES into traditional distribution system raises several
crucial concerns in the operation and protection of the system and these concerns
are being more significant rapidly. In this chapter, we presented the impacts of
large-scale RES penetration and the control strategies to mitigate the issues. The
implementation of advanced control strategies is the fundamental key of
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accommodating large amount of intermittent RES without violating the steady state
operation of the system. Different control strategies and methods along with their
advantages and disadvantages for grid interconnected RES and islanded micro grid
have been discussed.
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