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Preface

This LNNS volume contains high-quality papers presented at the WS4 2017: World
Conference on Smart Trends in Systems, Security and Sustainability. The
conference was held during 15-16 February 2017, London, UK, and organized
communally by G R Foundation, Computer Society of India Division IV—
Communication and IT Buzz Limited. It targets state of the art as well as emerging
topics pertaining to ICT, Systems, Security, Sustainability and effective strategies
for its implementation for Engineering and Intelligent Applications. The objective
of this International Conference is to attract a large number of high-quality
submissions and stimulate the cutting-edge research discussions among many
academic pioneering researchers, scientists, industrial engineers, students from all
around the world and provide a forum to researcher; propose new technologies,
share their experiences and discuss future solutions for design infrastructure;
provide common platform for academic pioneering researchers, scientists, engineers
and students to share their views and achievements; enrich technocrats and
academicians by presenting their innovative and constructive ideas; and focus on
innovative issues at international level by bringing together the experts from
different countries. Research submissions in various advanced technology areas
were received, and after a rigorous peer-review process with the help of programme
committee members and external reviewer, 31 papers were accepted with an
acceptance ratio of 0.198. The conference featured many distinguished personalities
like Mr. Amarjit Dhillon, GROUP CIO, Turning Point, London, UK, Prof. Xin-She
Yang, Middlesex University, London, UK, Prof. Jodo Manuel R.S. Tavares,
Faculdade de Engenharia da Universidade do Porto, Portugal, Mr. Aninda Bose,
Senior Publishing Editor and part of Global Acquisition Team at Springer,
Germany, and Prof. Wim J.C. Melis, University of Greenwich, London, UK.
Separate invited talks were organized in industrial and academia tracks on both
days. The conference also hosted few tutorials for the benefits of participants. We
are indebted to G R Foundation, CSI Division IV and IT Buzz Ltd for their
immense support to make this conference possible in such a grand scale. A total of
four sessions were organized as a part of WS4 2017 including two technical, one
plenary and one inaugural session. A total of 24 papers were presented in two

xi



xii Preface

technical sessions with high discussion insights. The total number of accepted
submissions was 31 with a focal point on ICT and Systems, Security and
Sustainability. Our sincere thanks to all sponsors, press, print and electronic media
for their excellent coverage of this conference.

London, UK Prof. Xin-She Yang
Liverpool, UK Prof. Atulya K. Nagar
Gujarat, India Mr. Amit Joshi

February 2017



About the Book

The volume deals with sustainability transitions which are transformations of major
socio-technical systems of provision and use in areas such as energy, water,
mobility, and food, towards more sustainable ways of production and consumption.
The book provides insights of World Conference on Smart Trends in Systems,
Security and Sustainability (WS4 2017) which is divided into different sections
such as Smart IT Infrastructure for Sustainable Society; Smart Management
prospective for Sustainable Society; Smart Secure Systems for Next Generation
Technologies; Smart Trends for Computational Graphics and Image Modelling; and
Smart Trends for Biomedical and Health Informatics. The book volume contains 31
high-quality papers presented at WS4 2017.
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MITIGATE: A Dynamic Supply Chain
Cyber Risk Assessment Methodology

Spyridon Papastergiou and Nineta Polemi

Abstract Supply chain services and logistic chains of the modern era have become
dependent on ICT assets establishing a complex, interrelated and interactive cyber
ecosystem. Isolated vulnerabilities in any of the cyber assets may have catastrophic
impact in the whole supply chain. In this context, the paper proposes an
evidence-driven Supply Chain Risk Assessment methodology which relies on high
quality scientific and experimental based proofs and findings, (including simulation
results and indicators, e.g. CVE) to optimize the evaluation and mitigation of the
supply chain related risks and cyber threats.

Keywords Attacks - Vulnerabilities «+ SCADA - Cyber risks
BPMN model

1 Introduction

Logistics and supply chain services have become globally distributed, intercon-
necting authorities, ministries, companies, industry, agencies, Critical Information
Infrastructures (ClIlIs) (e.g. transport networks, energy networks, telco networks),
people, processes, services, products, and other elements that rely upon an inter-
connected web of transportation infrastructure and pathways, information tech-
nology, cyber and energy networks. A plethora of distributed ICT assets from these
various supply chain business partners interrelate and interact; their isolated threats

The paper presents results from the E.C. project MITIGATE that the authors are in the Technical
Management Team.

S. Papastergiou (=1) - N. Polemi

Department of Informatics, University of Piraeus, 80, Karaoli & Dimitriou str.,
18534 Piracus, Greece
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2 S. Papastergiou and N. Polemi

and vulnerabilities may propagate in the whole supply chain putting in danger the
whole supply chain.

In this context, the lack of visibility and traceability in the often-opaque pro-
cesses and practices used to develop and acquire ICT related products and services
from each actor increases the risk of not being able to detect and remediate
intentional and unintentional compromise that may be introduced through a variety
of means, including counterfeit materials and malicious software. Since, in our
interconnected, automated electronic age, the modern supply chain itself is
ICT-enable; its processes should also be protected from disclosure and exploitation.

Overall, there is a clear need for targeting, sophisticated global risk assessment
frameworks to deal with the cascading effects risks, threats and vulnerabilities,
associated with the ICT-based logistics and supply chains.

In this context, the paper introduces a rigorous, rational approach to risk man-
agement, which will produce high quality scientific and experimental based proofs
and findings, (including simulation results, indicators and recommendations) to
assist supply chain operators to evaluate and mitigate their risks. The paper presents
a novel integrated collaborative Supply Chain Risk Assessment methodology,
which enables the involved supply chain business partners to collaborate in the
identification and classification of the various risks, while at the same time facili-
tating them in risk resolution and the creation of related supply chain plans.

2 Supply Chain Risk Assessment

The traditional goal of risk management [1—4] is to protect the business assets of an
organization and minimize costs in case of failures and thus it represents a core duty
of successful company management. Hence, risk management describes a key tool
for the security within organizations.

However, risk management [5—13] is essential in the provision of logistics and
supply chain services where a plethora of assets from various organizations interact
and need to be protected from those threats that have impact in the whole supply
chain. The estimation of risks and the development of appropriate protective
measures for all (cross-partner) assets involved in the supply chain is required in the
generation of a supply chain security policy ensuring the secure operation of any
logistic chain or the secure provision of any supply chain service.

There is a family of ISO standards addressing the security management of the
supply chains (including ISO 28000:2007 [14], ISO 28001:2007 [15], ISO/IEC
27005:2008 [16], ISO/IEC 27001:2005 [17], 27002:2005 [18]). However, their
objectives are not to constitute a risk management method but, rather, to fix a
minimal framework and to describe requirements, for the risk assessment process
itself, for the identification of the threats and vulnerabilities allowing to estimate the
risks, their level and then to be in a position to define an effective treatment plan.
The generic nature of the above standards does not include aspects that promote the
collaboration among the users. Although efforts have been made to standardize
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Supply Chain (SC) security risk assessment, there is a lack of targeted method-
ologies. Lately the Medusa project (http://medusa.cs.unipi.gr/), developed a novel
SC risk assessment methodology, compliant with ISO28001, ISO27001 and ISPS.
Medusa can be used in order to assess the risks of a SC service. The derived overall
risk values are used in order to generate a baseline SC security policy, identifying
the least necessary security controls for each participant in the SC. In addition,
Medusa assesses the risk of cascading threat scenarios within a SC. This enables the
SC participants to fine-tune their security policies according to their business role as
well as their dependencies. The Medusa methodology [18] concentrated on the
business needs and requirements of the maritime SCs and a user friendly tool has
been developed (MEDUSA tool (accessible via this link medusascsra.cs.unipi.gr))
that implements the methodology enabling port operators and SC business partners
to perform risk assessments of the SC services that are involved. The ongoing
CORE project (http://www.coreproject.ecu/) aims to develop an innovative approach
to designing global supply chains resilient (in real-time) to major disturbances
caused by high impact events. However, CORE does not plan to provide a concrete
risk assessment methodology for the global SC. Finally the ongoing project
MITIGATE (http://www.mitigateproject.eu/) aims to realize a radical shift in SC
risk management methodologies towards a collaborative evidence-driven approach
(MITIGATE methodology) that alleviates the limitations of state-of-the-art risk
management frameworks. The project will also integrate, validate and commercially
exploit an effective, collaborative risk management (RM) system that will be
parametrized for ports’ SC services; the SC partners will be able to analyze all
threats arising from their SC cyber assets, including threats associated with port
CIIs interdependencies and associated cascading effects. In this paper we will
outline the main steps of the MITIGATE methodology [19] which is compliant with
ISO28000, ISO28001 and ISO27005 and can be used by SC business partners in
order to estimate the cyber risks of their SC services; it lays a special focus on the
cascading effects in multi-sector environments. Special emphasis will be paid in the
provision of support for security processes associated with the dynamic (ICT-based)
SCs. Therefore, we will include technical, policy, techno-economic and usability
perspectives into the risk assessment process thus taking the viewpoints of a variety
of stakeholders into account.

3 MITIGATE Supply Chain Risk Assessment (SCRA)
Methodology

3.1 Goals and Assumptions

MITIGATE is a Supply Chain Risk Assessment (SCRA) methodology which aims
to estimate and forecast the cyber risks of any Supply Chain Service (SCS) that its
provision/delivery requires the interaction of various cyber assets from various
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business partners (cross-partners’ cyber assets). The multi-objectives of the
MITIGATE methodology are to: (a) identify and measure all cyber threats within a
Supply Chain (SC) service; (b) evaluate the individual, cumulative and propagated
vulnerabilities; (c) predict all possible attacks/threats paths and patterns within the
SC cyber system (which consists of cross-partners’ cyber assets); based upon
specific propagation rules which consider the various attackers’ profiles, the
existing vulnerabilities and the cyber assets’ dependencies; (d) assess the possible
impacts; (e) derive and prioritize the corresponding cyber risks of the SC cyber
assets; and (f) formulate a proper mitigation strategy.

In order to achieve the abovementioned objective, we make the following
assumptions: the business processes of the SCS are linear (not cyclic) and thus the
cross-partners’ cyber assets are interconnected in one-way directed, linear paths
(thus cyclic attacks are not possible); the cross-partners’ cyber assets are used only
for the provision/delivery of the SCS and are isolated from the partners’ individual
ICT infrastructure.

3.2 General Structure of the Methodology

The MITIGATE Supply Chain Service Risk Assessment (SCRA) methodology is
triggered by any specific SCS and follows the standard RA Six (6) main blocks (i.e.
Boundary Setting, Threat Analysis, Vulnerability Analysis, Impact Analysis, Risk
Estimation, Mitigation Strategy).

The realization of each block contains several Steps (Sj) and Sub-steps (Si.j) as
presented in the above Table 1. The main Steps of the proposed methodology are
described in details in the following Sections.

3.2.1 Step 1: Boundary Setting

In this step, the Supply Chain Service (SCS) under examination will be decom-
posed (Step 1.1) and all the business partners involved are identified (Step 1.2). The
next step (Step 1.3) is the identification and modeling of the main cyber or/and
physical (controlled/monitored by a cyber system) processes that comprise the
examined SCS. In this context the, following activities are performed: (a) Activity I:
Supply Chain Service’s Business Processes (SCSBPs) Identification: All cyber
or/and physical processes are defined and recorded; (b) Activity 2: Business part-
ners Association: The business partners are linked to the defined SCS Business
Processes; (c) Activity 3: SCS cyber Assets Identification: All cyber assets required
for the provision of the examined SCS and the corresponding SCSBPs are identified
and reported. The assets can be categorized into various types like Application
Server, Desktop Application, Enterprise/Web Application, Mobile Application,
Web Server, Operating System, Web Browser etc.; and Activity 4: Assets Inter-
dependencies Modeling: Specification and Illustration of the interconnections that
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Table 1 Mapping between SCRA main blocks and Sub-steps

Boundary setting | SCS cyber SCS vulnerability SCS impact | SCS Risk Mitigation
threat analysis analysis estimation
analysis
S1.1: Goal and S2.1: SCS S3.1: Identification | S4.1: S5.1: S6: Risk
Objectives of the | cyber of Confirmed Individual Individual Mitigation
SCS threats’ Individual Asset Asset Risk
identification | Vulnerabilities Impact Assessment
Assessment
S1.2: SCS S2.2: SCS $3.2: Identification | S4.2: S5.2:
business partners | threat of Cumulative | Commutative
and participants | assessment Potential/Unknown | Impact Risk
identification (zero-day) Assessment | Assessment
Vulnerability
S1.3: SCS $3.3: Individual S4.3: S5.3:
Modelling Vulnerability Propagated | Propagated
Assessment Impact Risk
Assessment | Assessment
S3.4: Cumulative
Vulnerability
Assessment
S3.5: Propagated
Vulnerability
Assessment

exist between the entities and the assets comprising the SCSBPs by taking into
consideration the defined types of dependencies (e.g. hosting, exchange
data/information, storing, controlling, processing, accessing, installing, trusted).

3.2.2 Step 2: SCS Cyber Threat Analysis

All threats related with the SCS cyber Assets reported in the previous step will be
identified (Step 2.1) and evaluated (Step 2.2) in terms of their likelihood of
occurrence. The methodology uses a five-tier scale (Very Low = 20%, Low =
40%, Medium = 60%, High = 80%, Very High = 100%) and the evaluation is
based upon the following criteria: (i) the expected frequency of appearance based
on the history of previous incidents; (ii) the participants’ intuition and knowledge;
and (iii) information retrieved from social media and existing repositories will be
used in order to gather peripheral information and draw conclusions. Assume that
for the particular threat T, a participant believes, based upon his expertise that the
probability of occurrence of the scenario T to asset A is about 50% (corresponding
to the threat level “Medium”. Taking into consideration the information retrieved
from the social media, he concludes that the probability is about 70%. In addition,
he/she replies that T has a history of one incident in the last 12 months (corre-
sponding to the threat level “High”). Thus, based on the answers of the participant
and on the used scales, the Threat level assigned is High = 80%.
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3.2.3 Step 3: SCS Vulnerability Analysis

The purpose of a vulnerability analysis is to identify, quantify and prioritize the
vulnerabilities that exist in the cyber assets of the SCS under examination. The
vulnerabilities fall into two categories: (i) confirmed vulnerabilities (Step 3.1) that
have been reported and can be retrieved from the online databases (e.g. https://web.
nvd.nist.gov, http://www.cvedetails.com); and potential/unknown (zero-day) vul-
nerabilities (Step 3.2) that exist in the assets but have not been disclosed yet. The
vulnerabilities of both categories will be accompanied with specific attributes
(Access vector, Access complexity, Authentication, Threat and Vulnerability Cat-
egories, Exploitable) defined by the CVSS.

Then the severity of all (confirmed and zero-day) vulnerabilities is estimated
(Step 3.3). For the calculation of the Individual vulnerability levels, we use the
CVSS metrics (the Access Vector (AV), the Access Complexity (AC) and the
Authentication (Auth)) retrieved from the online databases; in particular, it is used a
qualitative mapping from the CVSS metrics onto one category of the five-tier scale
(ranging from “Very Low” (VL) to “Very High” (VH)). For example, taking a
vulnerability V with an Access vector “Adjacent”, an Access Complexity “Med-
ium” and an Authentication “Single”, the resulting Individual Vulnerability Level
coming from the mapping is “Medium”.

In addition to the Individual vulnerability level, the methodology introduces the
following metrics: (a) the Cumulative Vulnerability Level (CVL) (Step 3.4) that
measures the probability that an attacker can successfully reach and exploit each of
the (confirmed and zero-day) vulnerabilities in a given vulnerability chain (the
chain of sequential vulnerabilities on different assets that arise from consequential
multi-steps attacks); and (b) the Propagated Vulnerability Level (PVL) (Step 3.5)
that measures the weakness of the vulnerability chains to be exploited due to
exposure of a specific vulnerability.

3.2.4 Step 4: SCS Impact Analysis

Impact analysis refers to the assessment of the expected consequence if a malicious
action is realized. Thus, this step estimates the impact of the successful exploitation
of each individual vulnerability (confirmed and zero-day) to an asset. In order to
calculate the Individual Impact level (Step 4.1) for each vulnerability on the asset,
the CVSS metrics retrieved from the online databases are used; in particular, a
qualitative mapping from the three-security criteria Confidentiality (C), Integrity
(D) and Availability (A) covered in the CVSS Impact metric onto a five-tier scale
(ranging from “Very Low” (VL) to “Very High” (VH)) has been defined.
Similarly to the vulnerability analysis, the methodology proposes/introduces:
(a) the Cumulative Impact Level (CIL) (Step 4.2) defined as the impact that occurs
after a specific asset/vulnerability combination has been exploited by an attacker
(cf. the Cumulative Vulnerability Level in Step 3.4); and (b) the Propagated Impact
Level (PIL) (Step 4.3) defined as the overall impact that occurs when an attacker
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exploits a specific asset/vulnerability combination and further moves on into the
network (cf. the Propagated Vulnerability Assessment in Step 3.5).

3.2.5 Step 5: SCS Risk Estimation

In this Step, various risks estimations will be performed. After collecting all Threat
levels (Step 2), Vulnerability levels (Step 3) and Impact values (Step 4) for a
specific asset we calculate the following:

o The Individual Risk level (Step 5.1) that represents how dangerous all threats are
to a specific asset.

e The Commutative risk level (Step 5.2) that refers to the risk of a threat s
occurring due to a vulnerability z that exist in the asset given that all inde-
pendent vulnerability chains starting from other assets have been exploited.

e The Propagated risk level (Step 5.3) that refers to the risk of a threat s occurring
due to a vulnerability v that exist in an asset given that v may cause the
exploitation of various vulnerability chains.

4 Conclusion

Although there is a plethora of cyber security and Supply Chain Security standards
and conventions (e.g. ISO27001, 27005, NIST Framework, ISO28000, ISO28001,
ISPS) there no specific user friendly Supply Chain Risk Assessment methodology
implementing these standards that the business partners in a logistic chain can use
to estimate and manage its risks and their cascading effects. MITIGATE targets to
contribute to the effective protection of the ICT-based supply. In the literature, and
its main characteristics are:

e Holistic view: provides a holistic view of the ICT infrastructure required for the
provision of the supported SCS in order to identify and evaluate all SC cyber
threats and risks within the SC.

Collaborative: aims to promote collaboration between business partners.

e Business-centric: The importance of the business partners in the provision of the
supply chain service is considered (providing more targeted risk assessment
results).

o Compliance with standards: is compliant with a range of existing standards such
as ISO/IEC 27005, 27001, 27002, ISO 28000, 28001 and IMO ISPS, as a means
of increasing its adoption and longevity.

o [mplementable: adopts a sequential step-by-step approach with clear inputs and
outputs so it can be easy be implemented in an ICT tool.

e Sector-independent: could be applied in various sectors (e.g. maritime, business,
health, transport) where supply chain services are offered.
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e Auditable: The results produced may be easily compared with other risk

assessment methodological approaches since it uses standardized notations.

e Privacy aware: The Signed Security Declaration legally binds the business

partners to privacy aware SCSRA.
The MITIGATE methodology will be implemented in a collaborative tool

during the MITIGATE project, enabling all business partners within a SCS to
perform their SCRA. It will be localized in the maritime sector so maritime
stakeholders can test its functionality and performance.
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Applied to MIMO Systems
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Abstract This paper uses a concatenation of small Polar Codes length (N=32) and
Space Time Block Code, this Polar-STBC is applied to no diversity (SISO), SIMO,
MISO and MIMO systems. Minimum Mean Square Error using Successive Inter-
ference Cancellation (MMSE-SIC) is a soft output used to the receiver in order to
improve Bit Error Rate (BER) and finally Successive Cancellation Decoder
(SCD) is placed to the decoder in order to improve the BER and Frame Error Rate
(FER). Comparison between several STBC without concatenation schemes and this
small Polar-STBC shown that the proposed allows minimizing the BER and FER
performances.
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1 Introduction

The diversity spatial is one of methodologies using the capacity in MIMO systems
to combat channel fading. The principle is to convey several replicas of the same
information through each antenna. By doing this, the probably of losing the
information decreases exponentially [1].

STBC provides full spatial diversity in the collocated MIMO systems, but it
doesn’t have the coding gain over fading channels. In the documentation many
approach of concatenate STBC techniques to other codes have been proposed [2—
4]. In [5, 6], a concatenation scheme of good encoding and decoding named Polar
Codes in with STBC called Polar-STBC of long length have been discussed and
achieved sufficient gain due to this concatenation. In [7] the authors propose the
antennas detection and reduce the complexity of the receiver by offering Maximum
Likelihood detection algorithm. In [8] we proposed propose a linear filter detection
MMSE-SIC using a small Polar Code which allowed to reduce the complexity
while maintaining the BER performance.

This paper proposes a small length Polar-STBC scheme presented in [6, 9]. We
applied it with a soft output MMSE-SIC at the receiver at first time followed by a
Successive Cancellation decoder (SCD) to compare the BER and FER performance
between Polar-STBC and STBC only with small Polar length.

The rest of the paper is organized as follows. Section 2 gives a brief review of
Polar codes. The system model Polar-STBC and the Soft Output detector are
presented in Sect. 3. Section 4 gives firstly numerical simulations of the
Polar-STBC and STBC only systems using MMSE-SIC at the receiver, and sec-
ondly the SCD algorithm results using Polar-STBC and several STBC are applied
to the detector. While Sect. 5 conclude the document.

2 Polar Codes

Polar codes are defined as the first codes that achieve the channel capacity [5]. PC
(N, K) denotes a polar code of block length N = 2" and dimension K, W is a
Binary-input Discrete Memoryless Channel (B-DMC), I(W) is the symmetric
capacity [5] and Z(W) is the reliability parameter. Let A and its complementary in
{1, ..., N} A® respectively denote information and frozen bits sets. The construction
of polar codes is based on channel polarization [5, 8].

Polar coding

The relations of polar coding are

X =u)Gy (1)
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GN=BN[GN/2 0 }

Gu/2 Gu/2 @)

By denotes a permutation matrix, G; = [1], ullv an information set, x’lV a code word,

y’l\’ the received word, Gy a generator matrix, and uflv ={u,uz, ...,uy}. In polar

coding if u}’ follows a uniform distribution then Wls,i) is the channel really seen by u;

[5]. The most reliable channels W,E,’) are used to carry the information bits and the
least reliable contain frozen bits Z (WI(\,i)) <z (W,E,J )), with i € A and j € A°[10].

3 System Model

In our system model, we propose double encoding, a small polar coding following
to STBC, after their concatenation. The items are sent to the MIMO systems. To
cooperative diversity system, Rayleigh channel and Additive White Gaussian Noise
(AWGN) are also use. We used the same encoding offer to the first section.
Alamouti MIMO system is shown in Fig. 1, where N, represents transmit antennas
and N, receiver antennas, BPSK modulated data stream is used in this model.

After polar encoding, these polar code words are STBC encoded and fed to the
N, transmitting antennas by using

(x ) ®

where x;{i=1, ..., N,} are the ith transmit antenna and Nf” represents AWGN
which is modeled by independent and identically distributed (i.i.d) samples with
variance oy/2. The received signal at the time t is y,” such that:

I Rpm,l=m=M, ls=n=sN

I

N, Transmit antennas N, receiver antennas

Fig. 1 The system detailed diagram block
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N,
n= '21 hy, i+ R (4)
i=
hj ; is the gain of frequency between the ith transmit and the jth receive antenna, and
H is the MIMO matrix channel.

We adopt in this paper this strategy, the rows of each coding scheme represents a
different time instant, the columns are the transmitted symbol. Assuming that each
symbol has duration T, then at time ¢+ 7, the symbols —x; and x; where )
denotes the complex conjugate, are transmitted from antenna 1 and antenna 2
respectively.

Suppose that we have two receive antennas, the receivers symbols are developed

in [9, 10].
o (hi ma\ (a1 —Xx N,
= (hz,l hz,z) (xz x| I ®)

The STBC decoder provides the followings signals:

X =h; DRy Ry oy Yy (6)
’f2=h;, 1)’% _hl,IYé*_hl,Z)’%*"'h%;y% (7)

which after changing in (14) and (15) we obtained:

/JZ] = <|h1, 1 |2 + |h2, 1 |2 + |l’l1’2|2 + |h2,2\2)x1 +h1ﬂ!1Ni +/’l2, 1?‘%* +/’ZT’2N% +l’l2,2N%

(8)
%= (|h1, P Vo [P + o + |h2,2\2)x2 — R R R 4y N 4R N
)

After these two encoding, a soft output as MMSE-SIC is placed to the output,
the proposed algorithm is presented to the following section

4 Proposed MMSE-SIC Receiver

The MMSE-SIC principle is to detect signal in one iteration by nulling out other
co-Channel Interference. The idea is to use MMSE detector in order to exploit this
combining weight matrix [11]. If the signal is detected, it is immediately fed back to
the linear combining process and its contribution is cancelled from the received
signal in the next detection iteration and found the next the minimum MSE as
shown [8].
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In [8], the matrix W satisfies WH = 1. The MMSE detector is replaced by:
W= (HOTHO +.627) o (10)
The final decision is given by:
MSED =2 (1 - (Hl(i>le<i>) (11)
The decision for each antenna is given by
fp =wily, (12)
3 = sign{Real (w'y;) } (13)

where H}Z) represents the first column of the channel matrix H O wil) denotes the
weight matrix of first antenna, k7 is the transmit signal of antenna .

The MMSE-SIC algorithm during a STBC encoding (at time T and T+1) can be
described as a recursive procedure as follows.

Algorithm 1: the recursive MMSE-Algorithm
Initialization: set i =L

fori=1tolL"

Step 1. compute the weight matrix using (10)

Step 2. Determine MSE for each antenna / using (12)
Step 3. Determine [; =argmin; ¢, {MSE.,}

Step 4. Determine the estimate (12)

Step 5. Update the receiver by cancelling the contribution of
estimate from received signal

Step 6. yis1 =y —H3"

Step 7. i=i+1, return to Stepl.

This algorithm allow us to determine the first BER performance of MMSE-SIC
on SISO, SIMO, MISO and MIMO in Simulation 1.
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Table 1 Polar-STBC and STBC only Parameter with SC Decoding

Parameters

Value

Decoding algorithm

Successive Cancellation

Channel characteristic

Rayleigh fading

Polar codes length 32
Polar codes rate (r = k/N) 0.5
ftt size 64
Modulation BPSK

Number of transmitting and receiving antennas of Polar-STBC

(N;=2and N, =2)

Number of transmitting and receiving antennas of STBC only

N, =2 and (N, = 2,N, = 3)

»
w0 1 1 T

BER

@ Mo diversity{Mt=1,MNr=1
=8-=MMSE-SIC(Nt=1,Nr= 2)
== MMSE-SIC(Nt=2,Nr= 1)
== MMSE-SIC(Nt=2 Nr =2)

SNR(dB)

Fig. 2 Comparison between the different diversity schemes

5 Polar Successive Cancellation Decoding

In essence, the SC algorithm is an efficient method of calculation N = 2" Proba-
bility pairs, corresponding to n recursively defined channels. The SC decoding
algorithm is wholly described in [5, 12]. We use this algorithm for computing the

code word in this paper.

The parameters simulation are placed on the Table 1.

6 Simulation Results 1

In this section, we present the BER results for the proposed MMSE-SIC receiver

using Polar-STBC in Fig. 2.
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BER performance of Polar-STEC VS STEC only
T T T T

Bit Error Rate {(BER)

SNR (dB)

Fig. 3 BER performance between small polar-STBC and STBC only

For instance, at an SNR = 20 dB, the SISO system (1Tx, 1Rx) gives a
BER = 5 x 10~? while the SIMO (1Tx, 2Rx) gives a BER =2 x 5 1073, the
MISO system (2Tx, 1Rx) gives a BER = 8 x 1073 while the MIMO (2Tx, 2Rx)
gives BER = 3 x 107, Further at 10~ we noted an improvement over the SISO
(1Tx, IRx), SIMO and MISO respectively.

7 Simulation Results 2

In Fig. 3, BER performances is analysis at 6 x 1072 for Polar-STBC using N, = 2
and N, = 2 versus STBC only using N; =2 and N, =2 and N; = 2 and N, = 3.

We noted a big improvement when the BER is 6 x 1072, the SNR for
Polar-STBC 2 * 2 MIMO antennas is about 1 dB improvement over the STBC
only using N, = 2 and N, = 2 and better than STBC only using N; = 2 and N, = 3
around 0.3 dB improvement.

At the other hand we introduces the frame error rate performance versus SNR
per receiver antenna (e.g. SNR = 2 * E;/Ny) in Fig. 4.

Its shown that the FER at 6 x 1072, a slight improvement of Polar-STBC using
N; =2 and N, = 2 versus OSTBC only using N, = 2 and N, = 2 about 1.7 dB, but
also outperform STBC only using N, = 2 and N, = 3 MIMO around 0.4 dB. These
results illustrate that the STBC used in MIMO provide transmit diversity com-
munication over fading channel, but also the coding gain is improved by using
polar channel coding.
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FER performance of Polar-STEC VS STEC only

Framea Ermmor Rate{FER)

SNR{dB)

Fig. 4 FER performance between small polar-STBC and STBC only

8 Conclusion

In this paper, after concatenation of small polar codes and STBC codes in order to
obtain maximum diversity gain and coding gain, MMSE-SIC receiver is used at the
output to further exploit the soft values. In addition, applying successive cancel-
lation decoding the BER is further reduced. The results obtained show that the
Polar-STBC has better performance than the STBC even with more antennas. This
proposed scheme inherits the advantages of Polar Codes that have both low
encoding and decoding complexity but also the advantage of good receiver
MMSE-SIC and very good decoding SCD. Indeed, this task is particularly chal-
lenging. This proposition open many perspectives such as architecture implemen-
tation for small Polar-STBC codes.
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Target Tracking in Wireless Sensor
Networks Using NS2

Umair Shafiq Khan, Nazar A. Saqib and Muazzam A. Khan

Abstract Wireless sensor network has enormous number of sensors spread over a
geographic zone. Each mote in WSN has the ability to communicate with other
motes and can process the data in limited capacity. Localization is a technique in
which we estimate the location of sensor nodes. In wireless sensor network, nodes
locations are not fixed. So to track the target, many solutions come to the mind like
GPS, RFID, Bluetooth, Multilateration and Trilateration. In this paper, we use a
simple algorithm which reduces the energy usage by minimizing the communica-
tion overhead and track the target efficiently.

Keywords Object tracking - Wireless sensor network - NS2

1 Introduction

Day by day improvements in technology have made the deployment of efficient,
small, less power and distributed devices. These independent devices are known as
nodes. The cost and implementation of these nodes are not much expensive, so it is
an active research area. These nodes are also known as motes. Each sensor node can
transmit the data and has limited processing capability. When the multiple nodes
coordinate with each other, they make a sensor network, which has the capability to
process a large data in very detail. As sensor networks are deployed on Ad hoc
basis and co-ordinate to carry their task.

In the past, sensor network contains a small number of sensor nodes, which used
to directly connected to central location through a gateway. But as the requirements
are increasing and the number of nodes are also increasing, it is not practically
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possible to transmit all the data to the central processing station, because every node
has a battery and to transmit data for a long distance more and more power is
required, that’s why the more focus is on the distributed nodes processing, so the
nodes can process the information and can co-ordinate with other nodes. It is
possible only when each and every node is connected with the network.

In the Sensor networks, nodes are required to find and known the exact location
of other sensor nodes to communicate and share the data with those nodes. So,
normally nodes are designed to overcome different environmental conditions and
line of sight constraints like reflection, refraction etc. Mostly we do not have fixed
infrastructure of environment for the communication purposes of the sensor nodes.
So, nodes should be efficient to overcome this problem (Fig. 1).

To find the approximate location of nodes, a technique is used, which is Mul-
tilateration. It is also known as Hyperbolic Navigation in radio navigation army
systems. In multilateration each node broadcast its location, so the calculation is
made on the basis of distance which requires the frequency of the waves received
and after how much time it is received.

This paper comprises on four sections. Section 2 includes the literature review
and previous research. In Sect. 3, Proposed methodology is described whereas
Sect. 4 is related to simulation and Sect. 5 concludes the results and future work.

Applications
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Fig. 1 Wireless sensor network [23]
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2 Literature Review

Object tracking in WSN is a difficult task. People proposed many techniques to
track the object or node in WSN. Braginsky and Estrin proposed the solution to find
the object in Wireless Sensor network by using GPS [1]. But there are numerous
solid reasons against the use of GPS in Sensor nodes. Firstly, GPS is an expensive
module which increases the cost as well as the size of Sensor node. Secondly, GPS
works on the phenomenon of Line of sight (LOS); it means GPS works only in
outdoor environment. The topography of location and foliage also effects on the
results, which a GPS device produces.

Some other tracking techniques like Infrared, Ultrasound and Radio proposed by
Saikat Ray and Rachanee in the IEEE INFOCOM [2]. In Infrared, a unique RF
identity is broadcasted by the nodes. Other nodes receive this RFID and track the
location on the basis of distance. Other technique is by using Ultrasound, it is also a
distance based technique, but gives the better results as compared to Infrared
because it measures the time of flight of Ultrasound w.r.t the reference of Infrared.
Another proposed solution is by using Radio wave; systems used the signal strength
of radio waves to measure the location. It also gives a better approximation due to
the ability of penetration through various materials (Fig. 2).

Recursive trilaterations/multilaterations are the most proposed techniques for
localization [3]. In this, an upper hierarchy is organized for the network. Some
nodes know the positions of other nodes and they act as a beacon for the other
nodes who doesn’t know the locations and send their location periodically. It is
quite possible that beacons are not connected to all the nodes present in WSN. So,

) __ anchor node -
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o (i) communication link
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A e | el @)
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A 4 { ‘ |
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Fig. 2 Localization in WSN to find unknown node [24]
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such nodes which will receive information from beacons, those nodes calculate its
own position and act like as beacons for others. It is also known as iterative
multilateration.

Trilateration is the most commonly used algorithm for localization. GPS also
works on this principle [4].

Wensheng Zhang proposed a tree-based algorithm for WSN [5]. When node
sense the target, a tree is constructed in which root collects the data and process it.
When target moves, tree is reconstructed if necessary. Some other tree-based target
tracking techniques like Dynamic Object Tracking (DOT) [6], Deviation Avoidance
Tree (DAT) [7], and Optimized Communication and Organization (OCO) [8] have
been proposed to overcome the time and energy consumption issues of centralized
approaches. In [9] Nguyen suggested energy-efficient algorithm by adding some
features to LEACH [10]. To avoid the node failure during target tracking, MZA
Bhuiyan, suggested a monitor and backup scenario for WSN target tracking [11].

Elham Ahmadi proposed adaptive clustering method for target tracking which
collects the data and select the cluster-head according to the structure [12]. There
are some other methods used for dynamic clustering are IDSQ [13], DELTA [14],
and RARE [15]. To track the high-speed targets Youngwon Kim introduced an
algorithm which uses Doppler effect to calculate the target location and he also
studied the signaling delays at different sampling time [16].

Some hybrid techniques like HPS, DCAT [17] and DPT [18] also exists which
overcomes the issues presents in one technique and fulfils the requirements of more
than one proposed techniques. Most of these hybrid techniques are based on vor-
onoi diagrams/divisions and predicts the location of target using least square
method.

B. Thiyagarajan et al. studied some centralized, distributed and existing tech-
niques for target tracking in wireless sensor networks [19].

2.1 Global Positioning System (GPS)

In Global Positioning System (GPS), 24 satellites are working together and operate
in orbit around earth. Each satellite is 20.200 km away from the each and complete
two circles every day around the earth. These satellites work in such a manner that
four satellites cover one location or region each and every time. The technique used
to estimate the location of nodes is called Time of Arrival (TOA) in which GPS
receiver is constantly receiving the information being sent by the four satellites and
finally another technique called trilateration is used to compute the position of
vehicle. Using Time of Arrival technique, receiver is also able to measure its
latitude, altitude and longitude. This method is less costly, as generally all vehicles
are outfitted with GPS beneficiary. Be that as it may, this system prompts some
undesirable issues, for example, not generally accessible, or it works only for
outdoor application (Table 1).



Target Tracking in Wireless Sensor Networks Using NS2 25

Table 1 Target tracking techniques comparison

Technique Accuracy Availability Synchronize Security
GPS No No Yes Yes
RFID No Yes Yes Yes
Bluetooth No Yes Yes No
Multi-lateration Yes Yes Yes No
Trilatera-tion Yes Yes Yes Yes

To ascertain the area of hub, for 2D situating GPS collector needs to access no
less than three satellite signs and for 3D no less than four satellite signs are required.
The signs created by satellite can without much of a stretch be irritated or blocked
which thus cause the mistake in position of hubs or inaccessibility in urban thick
situations. Additionally, not all GPS beneficiaries will give precise result since GPS
recipient can have restriction blunder of +10 to 30 m. So this position worth is not
helpful in the application which requires precise restriction data. This sort of
mistake can be minimized with the assistance of Differential GPS (DGPS) tech-
nique. In this strategy, GPS collector figures its position with reference to definitely
known physical area. At that point, the telecom of this distinction is done in the
system and every single adjacent GPS beneficiary right their registered position data
taking into account the differential data communicated by any one GPS recipient.
The impediment of this strategy is that it requires some altered ground-based ref-
erence station for data broadcasting [20].

2.2 RFID

In this technique, nodes communicate with each other with the help of RFID.
Remote Sensor Node communicates bundle to its neighbor having separation of one
hop utilizing radio channel. All the while, it trades the information with neighbor
utilizing portable RFID tag/user set [21]. Eun-Kyu Lee at el. has assumed that only
few nodes have GPS receiver and remaining have an RFID tag/reader set. There
were different tags used in this technique.

2.3  Multilateration

This technique is used for the target tracking in Wireless Sensor Networks. In
which, a node sends the signal to the other nodes at the defined time and measures
the distance from the other nodes. Multilateration is the most common technique
used in the army navigation system, where it is also called as hyperbolic navigation.
These systems are not very secure, as these systems sends the signal at defined time,
so the signal can be observed by using oscilloscope and can be hacked.
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2.4 Trilateration

Trilateration is the technique is which location of nodes exactly or relatively
measured by using the triangles, circles and spheres. This technique doesn’t mea-
sure the angles and it has practical application like Global Positioning System.

We use different methods to measure the precise distance among those different
nodes in WSN.

1. Time of Arrival (TOA)

In Time of Arrival, we measured the time, speed and distance between two
different nodes. The most important thing is that both nodes should be synchronized
to use this technique.

2. Time Difference of Arrival (TDoA)

In this technique, a wave is transmitted from different emitters, the difference of
arrival time of those transmitted waves is calculated and on that basis, we measure
the distance of nodes from other nodes.

3. Received Signal Strength Indicator (RSSI)

In the method, we use the attenuation model. Signal attenuation is calculated
during the transmission and then on the basis of that attenuation, distance is
measured by using the formula of that specific environment attenuation model.

3 Proposed Methodology

Sensor nodes have limited capability of data processing and life time of network is a

very important factor which cannot be ignored. So most of the techniques described

above, rather they have much communication overhead or they consume excessive

energy. There is need of a simple and efficient algorithm which track the target

accurately and enhance the network life by minimizing communication and compu-

tational overhead. To make it simple some assumptions have to be made at this point.
Assumptions:

1. Every node knows its own location.
2. Every node knows the location of its neighbors.
3. All nodes are distributed uniformly.

Nodes communication range is double form their sensing range. When a node
sense the target, it calculates the distance based on RSSI and sends the information
to cluster-head. Cluster-head predicts the node movement direction based on pre-
vious node information which sensed the target. Then cluster-head calculates the
co-ordinates of target in that direction by simply using distance formula.

Basic flow chart is shown in the Fig. 3.
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4 Simulation and Results

To evaluate the proposed algorithm, we simulate this algorithm in NS2 with the
following parameters (Table 2).

Simulation study shows the proposed methodology gives better results as
compared to the base [22]. Tracking error significantly reduced by using different
patterns of clustering and adjusting the sensing range between nodes as shown in
Figs. 4 and 5.

Cluster-head predicts the movement of target on the basis of previous node
information. When the algorithm starts, initially cluster-head doesn’t have any
information regarding the previous node. So, the error reduces once cluster-head
gets the previous node information.

Routing packets have to travel within the cluster, which reduces the routing
overhead and it has direct impact on the life time of network.
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Table 2 Simulation
parameters

Fig. 4 Target location

Fig. 5 Tracking error

U. S. Khan et al.

Parameters Values
No. of nodes 52
Channel Wireless
Routing protocol AODV
Antenna Omni
Energy model Energy model
Node energy 3]
Transmission power 0.175 W
Receiving power 0.175 W
Movement model Random-Way point
400
Target Location
350 i hase
proposed

Distance (m)

Time (s)

% Distance Error

Time (s)
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Simplicity of algorithm reduces the end-to-end delay as it can be shown in
Fig. 7. However, there are some spikes in the graph when the target moves from
one cluster to another there is a short delay between switching.

Energy consumption of network reduces as it has to process less data rather than
complex calculations. And processing is distributed between all nodes present in
the network. Every node calculates the distance after sensing the target and only
sends the calculated value which significantly reduces the communication overhead
and saves the battery life of network nodes.

Figures 6 and 7 illustrates that proposed methodology minimize the routing
overhead and end-to-end delay and increased the network life as shown in Fig. 8.



30

Energy (J)

Fig. 8 Network life-time

Table 3 Simulation results
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Topology Tracking error Network Normalized routing E-E delay
(%) life-time (s) overhead (ms)

Base 7.468 73.09 1.31 35.29

Proposed 5.189 74.85 1.1 11.81

5 Conclusion and Future Work

In this paper, we studied different techniques of target tracking and proposed a
simple methodology for target tracking. Evidences in Table 3 shows significant
improvements in results.

Future work can be extended with the feasibility of this algorithm with different
protocols. And somehow tracking error can be reduced by working on different
patterns of sensor nodes distribution.
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Taking Away the Green Screen—A Brief
Discussion of a Multidisciplinary
Approach to IoT via, Smart Parking

and Interaction Design

Muftah Fraifer, Helen Hasenfuss and Mikael Fernstrom

Abstract “See a need, Fill a need” Wedge et al. (Robots 20th Century Fox, [1])
though these words can aptly sum up an entrepreneurial spirit, they are also a
potentially good attitude for finding relevant solutions to global environmental
issues. The important question that arises is how the need is filled? Long term,
sustainable and creative solutions are required to reduce the impact of the human
footprint. A multidisciplinary approach has great potential, as it is capable of
combining a variety of domains and enriching the knowledge base. This paper will
discuss a smart parking project to address the issues of carbon emissions, time
management and congestion in cities whilst the 2nd project portrays a new
approach to interacting and designing computers inspired by efficient biological
systems.

Keywords I[oT - Self-organizing + Smart parking « Sustainability
Future computing « Video processing

1 Introduction

The Internet of Things (IoT) is a trending topic in current research, as are the means
by which this concept can be successfully implemented. This paper describes two
very diverse projects that attempt to demonstrate the considerations of designing
technology for today and for tomorrow. Section 1 describes a smart parking system
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based on the Internet of Things (IoT) whilst Sect. 2 illustrates a theoretical
approach to 3D computing that aims to improve interactivity and efficiency through
the application of self-assembly. The advantage of examining such projects is that
the current considerations and designs can inform the development of intricate
systems such as the IoT. For example, in the exploration of self-assembly, qualities
such as the ability to self-repair or build new pathways can be useful in a contin-
uously growing network. The remediation of existing technologies to catry out new
functions is a trait explored in the smart parking project. To briefly clarify reme-
diation refers to the trend in the cultural arts/media domain: to blend the old and
new or to make the old new again. Both projects address concepts such as sus-
tainability and conscientious energy usage and how the ability to affect these
concepts must be accessible to all stratas of society. This approach requires plan-
ning, thought, effort, time and most of all energy. It is also clear that this approach is
currently in conflict with the manner in which modernised society is expected to
live. Life is fast-paced, with new gadgets, games, apps, products emerging every
few months and technology has become disposable.

The smart parking example highlights the potential to re-use CCTV technology,
by integrating the present infrastructure and combining it with a new approach of
handling data—the Internet of Things. The example of a self-assembling computer
predominantly attempts to illustrate that the investment of time and energy is
translated into a more meaningful relationship with technology and its dispens-
ability. Despite the diversity of each project mentioned, a common element is Time.
It is an important consideration and how it can be used more efficiently.

2 Towards Internet of Things Framework

The International telecommunications Union (ITU) recommended four dimensions
for IoT as it is explained in different applications, which are:

Item idenification (“tagging”).
Sensor and wireless sensor networks (“feeling”)
Embedded system (“thinking”)
Nano-technology (“shrinking”)

Most Internet connections worldwide are currently devices used directly by
humans, such as laptops and mobile phones, which most people experience as a
mainly human computer-human interaction [2, 3]. As the Internet of Things
(IoT) model emerges there may be possibilities of connecting all the objects that
surround us to the network, in one form or another. The modern IoT landscape can
be broken up into seven key verticals of adoption as in Fig. 1.
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Fig. 1 The IoT ‘landscape’
and how it is expanding, i.e. -
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The IoT will have smart objects that exchange information between themselves
and the number of the objects connected to the Internet will continue to grow
exponentially. This idea of IoT is possible with the Internet protocol IPv6, which
can handle a larger number of addresses (IPv4: 232, Ipv6: 2128) in order to support
the new Internet-enabled devices. IPv6 also removes the need for Network Address
Translation, provides for automatic configuration, better routing, real Quality of
Service measurement and improved privacy and security due to built-in authenti-
cation [3, 4]. As we move into this new era of ubiquity, a future scenario of
telecommunications will be dominated by machine to machine (M2M) communi-
cation instead of people accessing information or requesting a service through
his/her mobile device. The IoT may facilitate control of physical things and new
services may be developed that derive information by connecting between virtual
and physical devices. The traditional paradigm was anytime, anywhere connectivity
for anyone, however it will now include connectivity of anything as well [5, 6].
Such a technological transition will require continuous development of new
applications and new business models to meet new needs and expectations.

Some key requirements that need to be considered for the infrastructure of the
IoT systems. Firstly, IoT must facilitate people’s needs, including open governance,
security, and privacy, scalability and flexibility. The IoT should be an open
worldwide infrastructure, similar to the present Internet. Secondly, the IoT is about
interacting with the objects around us, including static objects, and potentially
augmenting them [7]. Thirdly, designing an open, scalable and reliable infras-
tructure requires open standards. It will be a enormous network, considering that
every object will have its own address and identity (IPv6). Moreover, the IoT will
need to be flexible to adapt to changing requirements and technological develop-
ment, and be sustainable to provide a basis for essential investments [7]. Fourthly,
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the IoT can also be a profitable venture for stakeholders, and various businesses not
limited solely to the IT sector [7].

Any user benefiting from the IoT will incite interest and motivate other partic-
ipants. By enabling businesses across different industries to develop valuable ser-
vices, a new term has emerged recently called Industry 4.0, that indicates to a fourth
industrial revolution that is peer to peer. It enables systems and smart manufac-
turing by connecting machines so that an industry can create networks along the
entire life-time chain of a product or service. This can improve business by con-
necting people to the right information, via the right device at the right time. In the
community IoT technology can be applied to different areas in the environment, e.g.
Bins, street lighting, community parks, traffic control, art projects, etc. Since this
encompasses a wide variety of people from different technologically knowledgeable
backgrounds, it ensures that the technology maintains an approachable standard.
A significant advantage of the IoT is its ability to recycle existing technology and
also to be embedded into the environment. Embedded technology is not always
seen and enables user augmentation rather than user de-skilling. It is important that
technology does not render the user useless but rather aid them in achieving more or
becoming more efficient in their tasks. For example, smart parking reduces the time
spent looking for a space, reduces the emissions, contributes to a positive emotional
state (driver does not become frustrated, angry, pressurized, etc.).

Involving communities in IoT projects also ensures that the technology and
knowledge of it, is accessible to a larger number of people. It promotes a sense of
“socio-technical responsibility” and emphasises the fact that the more care that is
given in maintaining and understanding the IoT, the better the network works [8].
By working together knowledge is maintained and spread with respect to improving
existing system, finding creative solutions when something goes wrong, or how to
protect it.

3 Smart Parking System Prototype: A Design, Scenario,
and Prototype as an Example

Parking in capitals is a significant challenge in particular in areas where the public
transport facilities are not as extensively available. Carbon emissions, available
spaces, waiting and driving time are just some of the factors that affect resources
and would greatly benefit from the application of well-designed technology.
Fraifer and Fernstrom [9] designed a medium fidelity prototype where parking
and CCTV-nodes are emulated in an office environment (using toy cars). The
prototype has been implemented in out-door environment as well. They have
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acquired very promising results that confirm the feasibility of using this parking
system using Galileo board as microcontroller to interact with all entities. Figure 3
shows out-door environment during implantation process.

3.1 System Prototype

The prototype contains 3 components [9]: an Android App that connects the user
with a parking server (PS). And an IoT cam (web-camera) that is connected to a
microcontroller (Intel Galileo) and Lastly, a Parking Server which hosting a data-
base of the system.

The IoT cam uses a DHCP connection to connect the PS, which is on a fixed
IP. A simple blob-detection algorithm (using OpenCV library) as computer vision
monitors and reports changes in a defined grid of polygons [9].

IoT cams connect to the Parking Server (PS), which aggregates the data and
updates the database of available car parking spaces in close to real-time. It should
be possible to define and redefine parking areas by system operators. The system
will operate in close to real-time, we can aim to improve the parking experience
rather than forcing and regimenting it.

3.2 Technique of Sensing

ISODATA method is used for thresholding (Classification) to obtain a high grade of
accuracy, and to consistently find the contours for each rectangle (car). Each camera
(node) must be placed vertically to cover the desired locations as shown in Fig. 2.
The camera, in a real and simulated environment (CCTV nodes), is fixed in position
with a side view of the parking space as in Fig. 2. The proposed system depends on
the OpenCV Algorithms, which has been used to detect vacant parking spaces [9].
The system can identify available vacant parking spots, the process of finding the
vacant parking process explained below in Sect. 3.6 in Pseudo code. A virtual
reality (VR) environment was created, as shown in Fig. 3, to test and evaluate the
prototype in a laboratory setting (also, the University’s Ethics Committee suggested
a potential insurance issue while conducting experiments). During the experiment,
the test subject drove the car and attempted to use the app to search for a parking
space. The Moderator observed and listened (Think-Aloud Method) during these



38 M. Fraifer et al.

Fig. 2 OpenCV algorithms
design for each parking spot

activities. The analysis of all 7 experiments combined these observations and the
data streaming live from each camera (node), using either the main PC or Galileo
board.

3.3 Interaction with MySQL Database

Linux, Apache, MySQL, PHP (LAMP) server has been used as platform to interact
with all entities. The system has real-time communication between the mobile app
and the server, using a RESTful API. Figure 4 shows the detection process of
in-door and out-door environments.
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Fig. 3 VR environments
using emulator during testing
the protptype

Fig. 4 The testing scenario of our prototype (admin GUI) during run the code



40 M. Fraifer et al.

Fig. 5 An activity GUI of
shows status of parking

3.4 Implementation

An IoT parking prototype based on CCTV-Camera (nodes) have been proposed and
tested in indoor and out-door environments.

2 codes written in Java programming language, SystemApp (OpenCV) is used to
detect the statue or changes of the car park and send it every 60 s to the database in
almost real-time and the other iApp (GUI) is used to retrieves these changes to the
user. Both codes are interacting via the MySQL database

Figure 5 shows the implementation of the system shows red and green bottoms
where the user can reserve the park space.

3.5 Graphical User Interface (GUI)

Through the app, car parking information and services can be delivered to the user
in a functional and user-friendly way. When users register with the system they are
given unique IDs.
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3.6 Program Code (Pseudo-Code for the Detection
Algorithm)

//These variables are for checking the car in park. If
there is a car on parking spot 1, “occupied” is true. If

there is no car “occupied” is false
boolean occupiedl = false, occupied2 = false,...

occupied20 = false;
// If a contour is detected in the parking spot the
contour represents a parked car (occupied parking)
if (contours.size() != 0 )
{
// checking each contour
for(int idx = 0; idx < contours.size(); idx++)
{
//To get bounders of rectangular of contour.
Rect contourRect=Imgproc.boundingRect (contours.get (idx)) ;

// If bounding rect is between the two aspect ratio x,y.

if ((contourRect.width < min x) || (contourRect.height <
min y) || (contourRect.width > max x) || (contourRect.height
> max_y))

continue;
// Get aspect ratio.
double ratio = [ (double)contourRect.height
/ (double) contourRect.width];
if ((ratio < x) || (ratio > vy))
continue;
If (The detected contour is a car)
{
// Draw rectangle of the car.
R = rectangle of car,
// Get the position of each car.

P; = center position of car(i),
// Give each occupied parking spot an ID.
ParkID (i) = occupied parking spot (i),

}

4 Future Computing

What does efficiency mean? The dictionary definition states: (esp. of a system or
machine) achieving maximum productivity with minimum wasted effort or expense
[10]. Designing, working or living efficiently means therefore taking only what is
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needed and not living in excess. Many systems already exist which embody this
concept. They are biological systems and provide a vast resource of inspiration for
science and technology developments. For example, the Euplectella aspergillum
(venus flower basket) is a silicone based lifeform that has created a tower structure
with maximum strength through optimum use of materials. This lifeform has
inspired structural engineering concepts as well as advances in fiber optics [11].
Similarly, when encountering technology that explores self-assembly or
self-organization the core inspiration originates from ant, termite or bee colonies.
These systems are efficient and represent many concepts that can be adapted to
man-made systems. Another important consideration with respect to creating a
more efficient computing network/system is contained in the technological poten-
tial. To demonstrate, even though the following comparison is not altogether fair as
stated by the author it does highlight the vast quantity of computing power available
to the average user in today’s society: “The iPhone 6 uses an Apple-designed 64-bit
Cortex A8 ARM architecture composed of approximately 1.6 billion transistors...
Put simply, the iPhone 6’s clock is 32,600 times faster than the best Apollo era
computers and could perform instructions 120,000,000 times faster” [12].

Most of us have access to technology that is so powerful but we only access and
use a small percentage of it. It can be considered very inefficient. Therefore, what
about a type of computer that could adapt to the functions that the user requires, a
computer that you could simply add more components to in order to increase
computing capacity or vice versa? In 2002 Butera suggested a paintable computer
that could do this [13]. It is a computer made up of many smaller mini-computers
that work together to create something greater than the individual—very similar to
our perceptual Gestalt that ‘the whole is greater than the sum of its part’ [14].
Ideally this type of multiagent computer could learn and adapt to a user’s
requirements. It would provide only the functions that the user needs and thereby
not wasting energy, storage capacity or computing power on extraneous functions.

e How would it learn? Communication protocols between self-assembling agents
are still current research topics [13, 15-17]. Similar to neural networks or an ant
colony each individual agent has its programming (behavior, learning ability,
reactions). When it comes in contact with other agents it can communicate and
interact. In this interaction messages are passed which contain instructions (e.g.
build a cube, build a bridge, fill a gap, build a keyboard, etc.) that allow the
agents to decide whether to assemble or dis-assemble and which functionality to
represent (act as a pressure sensor, pulse relay, etc.). Since these agents would
adapt to the user, they would learn the most used functions the user requires and
become more efficient in creating the required interface.

e What would it be made of? The scale at which these mini-computers are
envisioned to exist are around the 2-6 mm. This means that there is vast scope
for the use of smart polymers and bio-degradable materials [18-20].

e How would it be made? The matter of designing an agent that carries out the
physical tasks suggested is still open for experimentation. Current agent designs
have favoured geometric shapes such as the cube or thombus dodecahedron
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[17, 21, 22] due to their reduced complexity with respect to programming and
their affordance to self-assemble. However other avenues of interest incorporate
origami [21], biologically inspired features [23—27] or based on magnetics [28].
The advantage of a system that can to an extent behave autonomously is the
reduced energy required as input into the system. Rather than instructing each
individual agent: where to be, when to carry out a task and what it has to do, it is
more efficient to let the agents interact with each other and figure out the most
optimum method or path to take in order to complete the task. Concepts such as
self-repair and working without a hierarchical chain of command are worthwhile
elements that can be adapted into other domains such as IoT or cloud
computing.

In the line of research of micro- and nanobots the question of power is also a
significant obstacle. However, advances in this area will be of greater benefit for the
area of green technology. Since on these scales it is not possible to rely on tradi-
tional powering solutions like batteries concepts like electrolytes, polymagnets,
piezo- or triboelectric generators are being explored. Similar to using the energy
from the surrounding (solar, wind, waves, etc.) exploiting the piezoelectricity found
in cells, sound, friction or light outside the visual spectrum are possible avenues of
research. The methods of extracting this energy may then also be applicable in other
areas. This is the benefit of multidisciplinary exchange. The overarching concept
for such an approach to computing is that the user invests time into teaching the
agents and thereby is more emotionally invested in the technology. If time effort,
energy and care are invested there is a greater likelihood that the system or object
which results, will last longer. It is no longer a throwaway item. Since it is a new
avenue of research it is possible not only to design for the function but to design for
sustainability with respect to materials, recycle-ability, reusability. Since people
have experienced a computer-wave it is possible to learn from its development and
consider more greener approaches particularly in the manufacturing domain. In
relation to the designing so that the user is encouraged to invest time and care, it is
necessary to create an emotional connection. Since human is emotional creatures it
is a key element of design. It can have many benefits, for example evoking positive
effect in users will enable problems to be solved creatively and with an open mind
but also will improve tolerance and coping strategies when technology does not
work according to expectations [29].

5 Conclusion

Two projects have been described in order to highlight that addressing today’s
problem is as relevant as considering how to shape tomorrow’s technology in order
to avoid past mistakes. Work done in the area of self-assembling or self-organising
networks may be of benefit for large-scale IoT projects that require flexibility with
respect to adapting to expanding or reducing components. Similarly, to the
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above-mentioned IoT community projects, if there is shared interest and investment
into a project it has a higher probability of success and being maintained. A sig-
nificant trend of developing technology is that it should ideally cater for the
beginner as well as the expert. Whilst this is not always possible, ideally for new
systems to take hold they must be robust, stable and accessible. Defining a common
protocol or approach that underlies the IoT will be useful in integrating global
communities as well as creating a stable system. Lastly another important change in
the development of the IoT is the environmental consideration. It is an important
element that influences the types of project currently being considered (traffic,
community areas, home, health, etc.) but also attempts to highlight the attitude
towards technology. With finite resources, it is vital to adopt a more sustainable
approach. Rather than accepting the attitude that technology is disposable, systems
that incorporate physical and functional adaptability have the potential to shift this
focus.
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Modeling SCADA Attacks

Eleni-Maria Kalogeraki, Nineta Polemi, Spyridon Papastergiou
and Themis Panayiotopoulos

Abstract SCADA systems play a vital role in the efficient operations of the ports’
Critical Infrastructures (CIs) and their Maritime Logistics and Supply Chain Services
(MLoSC). In this paper we provide a process-centric modeling approach using BPMN
2.0 specification in order to visualize an attack likely to be detected on SCADA systems.
The SCADA model serves as a study on how security concepts (e.g. security paths,
vulnerabilities, propagation of attacks) can be represented with modeling notations.

Keywords Attacks - Vulnerabilities « SCADA - Cyber risks
BPMN model

1 Introduction

Industrial Control Systems (ICS) are critical components of industrial automation
systems designed to collect and store data, to delineate and control industrial
processes [1]. ICS systems are mainly distinguished into Distributed Control Sys-
tems (DCS) and Supervisory Control and Data Acquisition (SCADA) systems.
SCADA are systems that monitor and control dispersed assets of industry plant via
centralized data acquisition and supervisory control techniques [2].

SCADA infrastructures, used in several industrial sectors such as oil refineries,
Liquefied Natural Gas, (LNG), power plants, manufacturing, transportation,
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pharmaceutical pulp etc. [2—4], play a vital role in the maritime industry [5]. Most
physical processes within a MLoSC service (e.g. vehicles and cargo
loading/unloading, LNG distribution and storage) are executed with autonomous or
semi-autonomous mechanical physical systems and machineries (e.g. ships, trucks,
cranes, electronic gates/fences) under the control of sophisticated SCADA systems.

The importance of SCADA systems in the operations of ports’ Critical Infras-
tructures (CIs) and the high impact of a SCADA security breach, attracts the
attention of adversaries to perform malicious activities including damage, corrup-
tion, piracy, terrorism, robbery and physical/cyber-attacks, causing human casu-
alties, economic loss, political disruption, environmental harm [1, 6].

Attacks in the SCADA systems hosted in ports or maritime transport companies
may cause disruption or damage of critical mechanical devices (e.g. container
cranes, safety and mechanical systems that operate locks and dams) and even worse
they may cause loss of life, stealing of cargo, destruction of ship. The effects (in
terms of thermal radiation, overpressure blast wave and flying shrapnel) of the
explosion of an LNG tanker or in the ports’ LNG storage facilities or terminals due
to a hacked SCADA system, could lead to lack of energy stock, which could be
critical during cold waves, affecting the environment (degradation, fragmentation or
loss of ecosystems), the economy and more important the citizenship wellness and
health integrity.

In this paper, we model security concepts of an attack scenario occurring in
SCADA systems by structuring a BPMN model of a credible attack scenario on
SCADA assets in the Maritime Industry. The critical MLoSC Vehicle Transport
Service (VTS) serves as the demonstration scenario that the attack is performed in
this paper; in particular we focus on the vehicles and transportation processes of the
VTS that are facilitated by SCADA systems. Following a process-centric approach,
we visualize the operations of these SCADA systems using Business Process
Management Notation (BPMN), a de facto ISO standard for business process
modeling. We then decompose the involved SCADA systems and identify their
individual components/assets, their interrelations, interactions and interdependent
sub-processes. Finally we use this BPMN-model (SCADA model) in order to reveal
the propagation effects of a specific attack. The aim of the paper is to reveal the
usability of a process-centric BPMN—modeling in attack simulations.

The remaining of the paper is structured as follows: Sect. 2 refers to work related
on SCADA security issues and risk assessment process models. Section 3,
describes the business model of SCADA systems architecture. Section 4, includes
the description of the attack scenario and the development of the SCADA BPMN
model and its viewpoints. In Sect. 5, we draw conclusions and directions for further
research.
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2 Related Work

Until the previous decade, SCADA systems were operating as stand-alone systems
via private networks. In recent years, their network topology has changed. SCADA
systems are performing through large and long-distant networks communicating
with a majority of heterogeneous systems [7]; this interconnection increases the
security threats and their cascading effects requiring a rigorous protection of their
security [1].

Currently, supply chain security risk assessment methodologies contribute
towards the estimation of physical and cyber risks of the supply chains and of the
individual business partners involved [8]. However, the individual risks of all
interdependent ICS assets involved in a supply chain is a complex problem [9]
requiring advanced risk assessment methodologies at asset level based upon graph
and modeling theories as proposed by the new European Commission project
MITIGATE.'

Estimation of security risks on SCADA systems, assumes deep analysis and
comprehension of parameters such as the attacker’s profile, the causes of vulner-
abilities and the prominent cyber-attack vectors. The attacker’s profile in SCADA
networks appears to have one or a combination of the following characteristics:
terrorist, disgruntled employee and insider, state or non-state hacker, malware for
Confidentiality, Integrity and Availability (CIA) purposes, hobbyist and script
kiddie chasing challenge, hacktivist intruding for political reasons [4, 7].

The underlying causes of vulnerabilities in current SCADA system architecture
are the following: (i) the misconfiguration of the wireless devices, (ii) the high level
of interdependency among transportation infrastructure systems, (iii) deficiencies in
security controls as lack of cryptography policies used in SCADA networks [3] or
unskilled, naive employees revealing passwords to colleagues ignoring the potential
risk [7], (iv) the accessibility of the ports’ transportation systems via networks,
devices and software components either directly (wired) or remotely (wireless) for
scheduled or corrective maintenance purposes.

Some remarkable cyber attack vectors against SCADA systems are database
attacks; backdoors and holes in the network perimeter; Cinderella attack on time
provision and synchronization, communications hijacking and man-in the middle
attacks. These attacks fall in five categories: (i) on the Communication stack, (ii) on
the UDP port (attacks appear on the transport layer), (iii) at application layer (lack
of security control to many of the SCADA protocols, (iv) on the hardware, (v) on
the software.

BPMN global standard is undoubtedly a good practice for modeling such
security attacks; there is a considerable work on modeling attack scenarios using the
Business Process Modeling Notation (BPMN) specification. A BPMN representa-
tion aims on cyber mission impact assessment (CMIA) [10]; a Model-Based Sys-
tems Engineering (MBSE) human-centered approach is proposed for designing

"http://www.mitigateproject.eu/.
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interventions to improve the delivery of maritime security services and to under-
stand the use and generation of security information in support of cargo unloading
operations at a marine terminal [11]. It presents unloading port operations and sets
security measures but it does not include SCADA architecture operations and attack
scenarios models. The domain model for information systems security risk man-
agement (ISSRM) is used to present how possible attack scenarios and counter-
measures are defined with BPMN [12]. It analyzes the security requirements and
represents risk treatments in BPMN, although, some concepts are not presented
arguing that extensions in BPMN are required. The process-centric and technical
centric approach proposing an architectural methodology by establishing collabo-
ration between the service providers and potential users of the collaboration tool
[13]. The methodology is established in the Norwegian SW national initiative MIS
project. An analysis and evaluation of security aspects in BPMN is described in
[13], initiating security-related extensions in BPMN.

Finally, a process-centric threat model in BPMN 2.0 is developed to maintain a
security level in an ever-changing Internet of Services avoiding downtime [14]. Our
work is based upon this process-centric approach applied to MLoSCs threats and it
concentrates on modeling the process-threats in SCADA internal system operations
according to the SCADA topology. During our attack analysis scenario, we model
security threats using current elements of BPMN 2.0. We also consider visualizing
security concepts at lower level such as representing types of SCADA vulnera-
bilities with the BPMN 2.0 specification.

3 SCADA Technical Model for Maritime Industry

SCADA systems, as described in Sect. 1, facilitate maritime and shipping opera-
tions, as they provide services referring to vessel control and monitoring, steve-
doring and cargo warehousing. Thus, our SCADA model provides procedures
within the MLoSCS to support the VTS, namely, to unload vehicles from the vessel
and transport them to car terminal. The SCADA model infrastructure is divided into
four successive levels: the bottom level is known as field or technological level
including sensors, amplifiers etc.; the distribution level consists of remote control
stations; the supervision level, is the core of SCADA system, comprises of the
Master Terminal Unit (MTU) and the Human Machine Interface (HMI); finally the
top level is the enterprise level communicating with the Port Community System
(PCS) of Port Authority.

A SCADA system in a port’s CI can serve as a common process automation
system, used to gather data from sensors and instruments located at remote points
and to transmit them at a central point for either control or monitoring purposes.
The system is, thus, able to analyze and display information improving the per-
formance of vehicles shipping operations, reducing waste of time and providing
cost saving. In order for a SCADA system to meet its objectives it incorporates a
bundle of components (Fig. 1): (i) Human Machine Interface (HMI) regarding
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Fig. 1 SCADA system overall infrastructure used for stevedoring; loading/unloading vehicles
from vessels and their transportation to car terminals

input-output devices that act as central point of human monitoring and control of
the vehicles’ unloading processes, storing databases, and display of statistical
control charts, and reports; (ii) Programming Logic Controllers (PLCs), solid-state
computers reading signals from devices such as sensors, switches, keyboards
capable of monitoring the motion of objects and automating harsh industrial pro-
cesses by providing electromechanical operations during vehicles’ loading and
unloading of the vessels; (iii) Remote Terminal Units (RTUs) devices are con-
verting electrical to digital signal, microprocessors electronic devices connecting
physical equipment with the supervisory stations via WLAN and receive messages
from the master station to control the interconnected objects; (iv) a SCADA Master
Terminal Unit (MTU), which is, typically, a real-time data repository; (v) a data
historian Database for storing data commands; (vi) Supervisory stations which are
responsible for communicating between SCADA equipment such as RTUs or PLCs
and HMI feeding telemetry data to the central monitoring station of a SCADA
system; RTUs are considered microprocessors electronic devices connecting
physical equipment with the supervisory stations via WLAN and receive messages
from the master station to control the interconnected objects; (iv) a SCADA Master
Terminal Unit (MTU), which is, typically, a real-time data repository; (v) a data
historian Database for storing data commands; (vi) Supervisory stations which are
responsible for communicating between SCADA equipment such as RTUs or PLCs
and HMI software for data acquisition and (vii) Trailer Cranes and Forklifts for
vehicles unloading from the vessel which are also monitored and controlled via
sensors of the SCADA system. All communications between the aforementioned
SCADA components are performed using wired and/or wireless network connec-
tions. RTUs perform better in large geographical areas than PLCs, owing to their
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great wireless communication. PLCs are capable of multiple inputs and outputs;
hence, they have better performance in local control activity with wired
communication.

4 A Model for SCADA Attacks

Using the BPMN 2.0 specification, a credible attack scenario is modeled, likely to
occur in SCADA systems over maritime and shipping operations. As SCADA asset
operations are composite and complex, the developed BPMN model includes some
abstract representative functions. Current attack scenario occurs while the vessel
unloading and vehicles transportation to the car terminal are in progress. The attack
scenario falls into the following description:

“The criminals manage to compromise some critical elements of the SCADA system by
exploiting various vulnerabilities, one of which is especially interesting as the MTU user is
a domain administrator with elevated privileges to most SCADA assets at port. The
criminals use the credentials of the MTU administrator to gain remote access to the
SCADA system and by exploiting the vulnerability that allow them to execute code, they
penetrate into the HMI system. As a consequence, they identify the precise location of the
relevant vehicles within the port and some especially valuable truck-based transports.
Then, the hackers send their location and delivery times to their own drivers and change
the relevant data to collect the vehicles.”

The BPMN model is structured along the four successive levels of SCADA
architecture, described in Sect. 3, assumed as the discrete parts of different SCADA
users operations within the process, depicted with the swimlane element of BPMN.
The process analysis refers to the operations taken via SCADA to move the vehicles
initiating from sensors sending the geolocations to RTUs/PLCs; then remote control
devices transfer the message to supervisory station assets which they record, pro-
cess and send additional directions to remote control stations. The latter converts
the signal in a way that it is readable from actuators, which they finally transmit the
information to sensor mechanisms of trailer cranes and move the vehicles.

In the current attack scenario, criminals because of the limited security controls,
penetrate into the HMI system, and alter the geo-location of vehicles according to
their mean purposes. To achieve this, they exploit two types of vulnerabilities,
found in HMI hardware; the gain privileges and code execution types; Fig. 2 shows
the BPMN model of the attack scenario. The attacker’s performance over the
process is depicted with the event BPMN elements. More specifically, gain the
MTU administrator privileges and execute code to penetrate into the HMI system
shown with the escalation (circle) event element of BPMN 2.0. The potential of
such attack generates alternative paths in the process, initialized from the exclusive
gateway diamond element of BPMN 2.0 after the vehicles delivery event message
(Fig. 2): (i) the normal path, where criminals have not performed the attack on
SCADA assets, ends up with the vehicles transport to car terminal (shown with the
terminate end event of BPMN 2.0 in Fig. 2.) (ii) the improper path where criminals
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Fig. 2 Execution steps of the “vehicles robbery” attack during vessels unloading

have performed the attack and process closes with the gang committing the vehicles
robbery (shown with the error end event of BPMN 2.0 also depicted in Fig. 2).
In the described attack scenario, attackers exploit two types of vulnerabilities;
gain privileges, execute code, which are both presented in the BPMN model with
the throwing escalation event of BPMN 2.0. This is because both vulnerabilities
reach an escalation in order to be exploited. Likewise, we propose to express some
important types of vulnerabilities that are possible to appear in SCADA assets with
the boundary event elements of BPMN 2.0, namely, events that appear in bound-
aries of BPMN task elements, as shown in Fig. 3. For example, the vulnerability
type “directory traversal” is expressed with the interrupting conditional intermediate
event, as it declares the condition that a part of the application is vulnerable. Alike,
a “Denial of Service (DoS)” is characterized with the interrupting cancel event as in
this case the user is deprived of the services. Vulnerability types such as “memory
corruption” or “SQL injection” are presented with the interrupting error event as
they generate errors. Additionally, we could estimate the profile of the attacker
which can be one or a combination of the ones described in Sect. 2 (terrorist,
disgruntled employee etc.); here could be a terrorist. Attacker can be presented in
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Fig. 3 Left image: mapping SCADA vulnerabilities with BPMN events. Right image:
vulnerabilities of SCADA assets

BPMN in two ways; showing his activity with annotations as depicted in Fig. 2;
represented by a different pool and recorded his activities into successive tasks.
Depending on the use case, the business analyst can decide each time which way of
model to adopt. In our SCADA model, we followed the annotation representation to
show the exact impact of the adversary’s attacks on the SCADA assets. In Fig. 3,
the left image shows vulnerabilities mapping with the BPMN boundary events,
while the right image illustrates the exploitation of vulnerabilities that impacts on
SCADA assets; HMI, MTU are affected explicitly, though SCADA Db/Data His-
torian, PLC, actuators/sensors are affected implicitly as a cascading effect. The
alteration of the geolocation in the HMI platform is shown in the right image of
Fig. 3 with red “X”.

5 Conclusions

SCADA systems are critical components of current industrial automation systems
underlying highly security risks. SCADA systems are mainly used in Ports’ Critical
Infrastructures (CI) and their Maritime Logistics and Supply Chain Services
(MLoSC) providing cost reduction and saving time of their operations and pro-
cesses. As cyber-attacks rapidly increase in the maritime ecosystem, SCADA
security needs to be highly considered. In this paper, we identify and model
SCADA system architecture to examine the consequences and propagation of an
attack on its components. Following a business-centric approach, we develop a
BPMN model for SCADA threats, to visualize cyber criminal activity on SCADA
assets and identify ways to model security risks using BPMN specification; we
indicate how to represent vulnerability types using the BPMN event elements. The
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future work of the authors includes the development of business and ontology
models for risk assessment purposes.
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Abstract Obtaining accurate and automated lung field segmentation is a challeng-
ing step in the development of Computer-Aided Diagnosis (CAD) system. In this
paper fully automatic lung field segmentation is proposed. Initially, a visual appear-
ance model is constructed by considering spatial interaction of the neighbouring
pixels. Then constrained non-negative matrix factorization (CNMF) factorized the
data matrix obtained from the visual appearance model into basis and coefficient
matrices. Initial lung segmentation is achieved by applying fuzzy c-means cluster-
ing on the obtained coefficient matrix. Trachea and bronchi appearing in the initial
lung segmentation are removed by 2-D region growing operation. Finally, the lung
contour is smooth by using boundary smoothing step. The experimental results on
different database shows that the proposed method produces significant DSC 0.987
as compared to the existing lung segmentation algorithms.
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1 Introduction

Computer-Aided Diagnosis (CAD) is widely used for faster and efficient diagnosis
of lung diseases such as lung cancer, Interstitial Lung Disease (ILD), etc. These
abnormalities are predominantly located inside the lung parenchyma. Majority of
the existing methods on lung segmentation work on the basis of contrast between the
lung parenchyma and the chest region. Most of the times these intensity based lung
segmentation fail to differentiate between lung tissues and chest regions. Therefore
in order to overcome these limitations it is very necessary to consider the spatial
relationship between the neighboring voxels to achieve accurate lung segmentation
results.

From available literature, lung segmentation algorithms can be classified into five
different categories: Intensity-based, shape based, statistical model based, neighbor-
ing anatomy guided and machine learning based methods. Hu et al. [1] proposed
an intensity based automatic lung segmentation method using morphological op-
erations for border refinement. Several different intensity based lung segmentation
algorithms such as region growing, watershed [2], graph search [3] and fuzzy con-
nectedness are also proposed in the literature. Although intensity based segmentation
algorithms are easy and computationally efficient, they may fail because of the at-
tenuation difference between the normal and abnormal lung regions. Shape-based
methods use the anatomical information of the peripheral organ. An atlas of the
lung is constructed from the anatomical knowledge which guides the segmentation
process. However creating an ideal atlas for the lung that is suitable for all patients is
a challenging task. Other algorithms such as level sets, graph cut and active contour
are also considered as shape based method. In these methods a boundary curve is ini-
tialized inside the image. Defined internal and external forces will adopt the desired
boundary of the object of interest. However, because of the pathological condition,
it will be very easy for such methods to adopt incorrect boundary of the lung. Itai et
al. [4] suggested 2-D parametric deformable model based lung segmentation, which
utilizes the lung boundary as an external force for the deformable model. Silveira
et al. [5, 6] proposed robust level set based segmentation algorithm, where exter-
nally connected edge points are used for stopping the boundary curve. The bound-
ary curve is initialized into the chest region to achieve the segmentation of left and
right lung. Sluimer et al. showed that shape model of the normal lung could be used
to guide the segmentation of the diseased lung. Statistical model based methods are
employed to obtain precise boundaries of the lung. El-Baz et al. [7, 8] proposed the
iterative Markov random field model based lung segmentation which uses the unique
interaction of the neighboring pixels. Initial lung segmentation is corrected by apply-
ing iterative refinement step. This method works well for the abnormal tissues than
the intensity based segmentation method. Anatomical model based method uses the
atomical knowledge of peripheral organs (e.g., rib cage, heart, spine) to guide the
segmentation process. Brown et al. [9] proposed knowledge-based lung segmenta-
tion. Algorithm matches the extracted object with the anatomical model. Prasad et
al. [10] developed the pathological lung segmentation algorithm in which the cur-
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vature of rib was used to help the lung segmentation but a clear disadvantage of this
method is that it is hard to define the curvature information of the lung apex and lung
lobe. Many times it leads to over segmentation near mediastinum. Machine learn-
ing based methods are used for the segmentation of the abnormal regions because it
utilizes intensity, texture, shape and anatomical features of the image. The extracted
features are given to classifiers such as support vector machine, random forest, neural
network, etc. For extracting features of the diseased lung, many methods have been
proposed such as 3-D adaptive multiple feature method (AMFM), texton-based ap-
proach, intensity based approach, local binary pattern, a histogram of gradient. The
major challenge of the machine learning based approach is the selection of the most
discriminant feature. If relevant features are not selected, then it may lead to misclas-
sification. Mansoor et al. [11] applied the machine learning based method in com-
bination with the region growing and neighboring anatomy guided segmentation to
segment the abnormal lung.

Very few times Nonnegative matrix factorization (NMF) has been used for im-
age segmentation. NMF is one of the most powerful machine learning tool used for
dimensionality reduction, data mining and many a time it can also be used for fea-
ture extraction due to its capability to discriminate amongst the various objects or
modalities. Recently Hosseini-Asl et al. [12] used NMF for the lung segmentation.
In their method, NMF is applied to each axial 2-D CT image by converting it into
classical context image [13]. A context vector was created from the original voxel by
considering the spatial interaction of neighboring voxel. Finally, K-means clustering
was applied on the H matrix to discriminate between the lung and chest voxels. A
major limitation of the Hosseini-Asl et al. [12] method is that the number of clusters
in the lung CT image should be known in advance to the segmentation.

To overcome the limitations of the methods proposed in literature, we proposed
CNMF and Fuzzy C-means based method for the lung segmentation. In the proposed
approach, visual appearance model of the image is obtained by considering the spa-
tial interaction of the neighboring voxel. The visual model is converted into voxel in
new feature H by applying CNMF algorithm. FCM classifies each voxel in H matrix
based on its membership value of tissue classes. We have used FCM to cluster the
voxel into the lung and chest regions.

The paper is organized as follows Sect. 2 present the description of the method.
Experimental results and discussion are given the Sects. 3 and 4 provides the con-
clusion.

2 Description of the Method

The framework shown in Fig. 1 illustrate the basic step of our proposed lung seg-
mentation approach. The image pre-processing step takes three consecutive slices as
input to remove background. Then in the second step a CNMF-based visual model
is applied to obtain discriminant features in the image by finding out W and H ma-
trices. In the third step fuzzy clustering is used on H matrix to get the initial lung
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segmentation. In the fourth step lung separation is employed to separate the left and
right lung lobes. Finally, lung boundary is smooth using Newton-Cottes algorithm.

2.1 Image Pre-processing

The main aim of the pre-processing step is to remove the background of the CT im-
age. Background of the image include the non-anatomical pixels. The air around the
body and CT image background contribute towards the background pixels and these
pixels are connected to the border of the image. Since the lung tissue pixel values are
very similar to that of background, it is very important to remove background pixels
to obtain more accurate results. Non-anatomical pixels are removed by applying the
OTSU thresholding in combination with 2-D connected component labeling.

2.2 Visual Appearance Model

Visual appearance model of a particular slice is constructed by considering the next
and previous slice of the same. Every pixel within the slice is modeled by taking into
consideration its closest 26 neighbors as illustrated in Step-2 of Fig. 1. All these 27
elements are stacked together to form a voxel. Data matrix V is an array of all such
sequential voxels.

| vpUT vIAGE |

3 CONSECUTIVE SLICES

[ourrur]|

|SEGMENTED LUNG FIELD

Fig. 1 Outline of automatic lung field segmentation in CT scan images
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2.3 CNMF—Based Visual Model

NMF is one of the dimensionality reduction tool used in the machine learning. It
has many application in the data mining and pattern reduction. It also used for fea-
ture extraction since it is able to discriminate among various object or modalities.
NMF can be used for the high dimensional data analysis in which all the elements
of the data must be non- negative. This non negative nature of the data with low-
rank approximation is not only used for natural interpretation but also to extract the
hidden structures of data. To introduce the main concept of the NMF, let us con-
sider a matrix V € RM*N_ With desired rank K < min {M,N}. A data matrix V can
be factorized into two matrices, a basis matrix W € R™*X and a coefficient matrix
H € R such that.

V ~ WH st WH>=0 €))

To obtain non-negative matrices W and H Eq. 1. can be reformulated as

min =
W.H

IV - WHII., st W,H>0 )

N —

Since the advent of NMF various types of the optimization techniques have been
investigated which comprises multiplicative update rule proposed by Lee and Se-
ung’s [14], gradient decent [15] and alternative least square method [16]. In this pa-
per for the lung segmentation we have used the alternative non-negative constrained
least means square on active set (ANLS-AS) [17] method. the convergence criteria
for ANLS algorithm is given by.

2
min HTWT—VTH , 3)
w>0 F
. _ 2
min IWH - V||, “)

The general form of the cost function for the ANLS-AS algorithm given by the

: _ 2
min I1BG - Y|l (5)

where B € RP*7 and Y € R” are given and we have to find the optimal value of
the G € R, By applying ANLS-AS [17] algorithm Eq. 5 can be separated into /
independent sub-problems.

. . 2 . 2
min ||BG — Y|z — min||Bg, — |, .. min | By, = »; 6)
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where G = [g,....g,] € R™andY = [y,,...,y,| € R”By alternative solving Eqs. 3
and 4 cost function of Eq. 2 can be minimized. At every iteration Eqs. 3 and 4 are al-
ternatively converted into form of Eq. 5 and then solved by using Eq. 6. This process
is continued until the convergence criteria is satisfied. Once the Convergence crite-
ria is satisfied then the column of the basis matrix W forms the basis of the visual
appearance and each column of the coefficient matrix H expresses each voxel of the
image in new feature space. Therefore H matrix gives the set of new visual appear-
ance features.

2.4 Fuzzy Clustering of H Matrix

To obtained the initial lung field estimation, we applied Fuzzy c-means (FCM) clus-
tering on the H matrix generated from the CNMF based visual model. FCM algo-
rithm is used to classify the voxels in the coefficient matrix H into several tissue
categories. FCM is a very prominent unsupervised segmentation algorithm for the
pixel classification. Each voxel in the H matrix is classified based on its member-
ship values of the tissue classes. Initially, each voxel is randomly classified into six
clusters corresponding to six different cluster centroid. Cluster label enjoying the
maximum membership value is assigned to each voxel. Then /> — norm of the center
of the cluster is computed, the maximum value from the center of cluster corresponds
to the background. The second largest value corresponds to the chest; smallest value
belongs to lung region since the intensity of the lung voxel is low as compared to
chest region. Remaining all labels are assigned to the chest region. Finally, an initial
lung field estimation is obtained by displaying the lung voxels (Fig. 1).

2.5 Lung Lobe Separation

After the fuzzy clustering step, the main trachea and bronchi are still present in the
initial segmentation result (Fig. 2). To remove it from the lung area 3-D connected
component labeling is applied. It removes the trachea and bronchi easily when they
are not closer to the lungs. However when the bronchi are connected or when it enters
into the lung parenchyma, then connected component labeling algorithm treats it
as a part of lung itself. So in order to avoid the inclusion of this structure into the
segmented result, we used anatomical knowledge of trachea. Since trachea is filled
with air and CT value of air is in a fixed range, we used 2-D region growing [18]
method to remove this specific region. A seed point is selected based on the centroid
of the segmented trachea region. The region growing algorithm uses this seed point
to segment the trachea region.
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Fig. 2 Segmentation results of proposed method on LOLA11 data set (First Column) original
image (Second Column) lung lobe (Third Column) segmented lung (Forth Column) manual seg-
mentaion (Fifth Column) result of proposed method

2.6 Boundary Smoothing

The purpose of boundary smoothing is to obtain smooth and consistent borders for
the segmented lung lobe near mediastinum. After the lung lobe separation step,
the obtained irregular contour is smooth. To remove noise on the lung boundaries,
we have used Newton-Cottes Based Smoothing (NCBS) algorithm from numerical
analysis to smooth the lung border. In this step, the noisy pixel is replaced by the
new value obtained from the NCBS algorithm.

3 Experimental Results and Discussion

In order to calculate the segmentation accuracy of our proposed CNMF and fuzzy
clustering based algorithm. The algorithm was tested on the Lobe and Lung Analy-
sis 2011 (LOLAT11) challenge public database and a local database of 20 sub-
jects containing mid range of interstitial lung disease (ILD) provided by the Dr.
Jankharia’s Imaging Centre, Mumbai. The local database was acquired at Jankaria’s
imaging Mumbai with SIEMENS SOMATOM Definition Edge scanner with follow-
ing specifications: slice thickness 1 mm, reconstructed after 0.5 mm, scanning pitch
1.7; 120 KV; 100 MA; and F.O.V 50 cm. The size of each CT image ranges from
512 %512 %492 t0 512 X 512 X 650 .
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Fig. 3 Segmentation results of proposed method on Local data set a original image (Second Col-
umn) lung lobe (Third Column) segmented lung (Forth Column) manual segmentaion (Fifth Col-
umn) result of proposed method

The projected results of our proposed algorithm on the 2-D axial slices on the
selected cases of LOLA11 data set are shown in the Fig. 3 and on the local data set
are illustrated in Fig. 3. The quantitative performance of the proposed algorithm is
measured by three different performance metrics: Dice Similarity Coefficient (DSC)
[19], sensitivity and specificity between automatic segmentation result of proposed
algorithm and ground truth. The ground truths were marked by an expert radiologist
using Microsoft Surface Pro4 with an active area of 292.10 X 201.42 mm with a
resolution of 2736 X 1824 and pressure sensitivity of the surface stylus is 1024 levels.

Table 1 summarizes the performance analysis on the two different data sets used
in our study. An average DSC of more than 98% for the (3 X 3 X 3) neighborhood of
size of voxel was obtained by our performance evaluation of over 40 CT scans of pa-
tients. To demonstrate the performance of our algorithm, we compared our method
against four other segmentation algorithms based on nonnegative matrix factoriza-
tion (NMF), intensity (I), a combination of intensity and spatial model (IS) and in-

Table 1 Overall performance of the proposed algorithm on the different data sets

Data set DSC Sensitivity Specificity
LOLAL1l 0.986 0.978 0.998
Local data 0.987 0.975 0911
Average 0.987 0.977 0.954




Automatic Lung Field Segmentation ... 65

Table 2 Qunatitative comparision of the segmentation accuracy using DSC of proposed method
with other four algorithm

Segmentation algorithms DSC
IT [1] 0.816
1[20] 0.632
IS [20] 0.783
NMF [12] 0.966
Proposed method 0.987

teractive thresholding (IT). Table 2 demonstrate that our proposed method achieved
largest DSC as compared to already existing segmentation methods.

4 Conclusion

In this paper, we proposed a fully automatic method for lung field segmentation based
on constrained non-negative matrix factorization (CNMF) and fuzzy clustering. The
proposed method consider the spatial interaction of the neighboring voxel to obtain
novel image features and these image features were modeled by CNMF algorithm.
Then fuzzy clustering is applied on obtained H matrix from the CNMF algorithm to
discriminate between lung and chest voxel. The effectiveness of our algorithm was
evaluated on forty patients from two different datasets and also compared with other
four already existing lung segmentation algorithms. The results shows that proposed
algorithm works better than the other segmentation algorithm significantly in terms
of DSC performance measure. Currently, the proposed method works well for the
minimal to mid range of abnormality. But when the lungs are greatly affected by the
pathologies then our method may have reduced performance. Our future work will
be focused on the developing segmentation algorithms for severe abnormalities.
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Competitive Advantage Through Social
Media: A Study of Indian Firms

Pallavi Thacker and H. P. Mathur

Abstract The purpose of this paper is to visit the role of social media in attaining
or/and sustaining competitive advantage. Not before some 5-10 years, especially in
the Indian context, was social media this active and influential. Internet existed
merely as a source of information; and nothing more. Technological and social
advances have led internet to give birth to an entirely new phenomenon called
“social media”. Twitter, Facebook, LinkedIn, and many other web platforms have
been established. People share their views, companies promote themselves, all the
protests and campaigning is done, very much through social media. In this changed
time, companies are opting to stand out among their competitors through the use of
social media. In proposing out the new social marketing strategies, this paper
contributes to the literature pool as well as opens scope for practicing new ways to
gain advantage through social media.

Keywords Competitive advantage + Social media - Social networking sites
Resource-based view - Facebook -« Twitter - LinkedIn

1 Introduction

The reality is that most of your competitors aren’t likely doing a very good job with social
media (most companies aren’t), which gives you the chance to stand out. Also consider the
flip side. If you avoid social media, you leave a big opening that allows your competitors to
capture your audience. (Chandler [3])
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To stand out among the competitors is the ultimate motive of any business orga-
nization. Now that is the big question of the hour, how to differentiate ourselves
from others?

This is an era when copying technology of any other physical/infrastructural
asset/advantage is not that difficult. Neither, any of such advantage is actually
sustainable. Gone are the times when advantages could be sustained for long. With
the fast moving times, advantages too move fast! Very recently, Rita McGrath [8]
in her book “The End of Competitive Advantage” names this advantage that firms
try to attain as “Transient Competitive Advantage” and not “Sustainable Compet-
itive Advantage”. To win in this era of Transient Competitive Advantage is the
biggest challenges firms face now days.

There can be many ways through which companies try to attain that edge over
competitors. Innovation, leadership, technological advancement, differentiation,
cost leadership, cultural advantage and many more. A detailed analysis on factors is
presented as we proceed to the section of literature survey. With the changing time,
the factors and the influence they hold are changing. Some new factors which did
not exist some years back have also joined the queue. This research addresses one
such factor, and a very hot area of discussion in marketing these days, Social
Media.

This research paper addresses the following questions:

i. What are the Sources of Competitive Advantage for firms in today’s era?
ii. Does Social Media act as a source to Competitive Advantage of firms?
iii. How companies build their brand images through Social media?

2 How Companies Create Awareness over the Internet

Before directly reaching to the platform of social media, it is important to know
how companies create awareness over social media, and also what strategies do
they adopt to compete over social media. Three methods lie in front of the
companies:

i. Through Web-based strategies
ii. Through Internet-based strategies
iii. Through Social media platforms

In web-based strategies, companies create their own websites and create
awareness through their own portals. In internet-based strategies, they can put their
advertisements/glimpse over the frequently used websites by people; so that when
people open those sites, they may look at the highlighting picture of the company’s
product/services at one of the strategic corners. Apart from these two, there is
another strategy that uses the social networking sites. Here companies create their
pages on the social media sites such as Facebook, LinkedIn, Twitter, and the like.
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Also, the world is talking of digital transformation. There are three important
drivers to this transformation (Fig. 1).

The figure shows that Social connectivity comes first, and then come data and
mobility. Social connectivity, or social media, gives a direct link to companies and
their leaders to connect directly with all types of current and prospective customers;
which is never possible through their products/services or through any other media.

This paper tries to figure out how these social media platforms help firms to
create/sustain competitive advantages.

3 Social Media—A Glimpse

Comprised of two terms “social” and “media”, social media is a platform that
enables people/firms to share their content /updates /information among each other.
This is a kind of “digitalized word-of-mouth”. People interact on a virtual platform
and they have a choice to like /dislike /comment over other people’s activities.
Social media comes with many benefits. It takes less time to reach a large number
of people; in case of products/services, instant feedback and review is possible
(Fig. 2).

Fig. 1 (Adopted from The

Engaged Leader: A Strategy .
for your Digital Mability
Transformation, Charlene Li

[7D

Sodial Digital

Connectivity Transformation

by the Author

Facebook LinkedIn

Fig. 2 Source—Compiled ‘
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— — Networking Sites - —
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Google + ‘ Twitter
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4 Why is Social Media Important?

The meaning of Marketing has changed of late. The focus of marketing has shifted
from products to consumers. Also, the awareness on part of consumers has
increased. Social media is no more only about sharing pictures with families and
friends or updating videos on Youtube. Social media is now being used widely by
business organizations for promotion, improvement and profit-making. Social
networking sites also help companies to build and strengthen their images among
their customers; and also this helps them to attract prospective customers. Com-
panies now a day hire social media managers who help them maintaining their
social advertisements and conversations. While some companies have started this
on regular basis, not all companies are yet open to social media. This has been said
especially for developing nations.

Also, as per a UN Report, With 356 million 10-24 year-olds, India has the
world’s largest youth population despite having a smaller population than China,
and this generation is always online. This fact encourages marketers to design their
strategies in such a way as to reach them easily and giving them an easy portal to
get answered of all their inquisitiveness about the product. Social Media seems to
be a solution to the same.

S Competitive Advantage—A Literature Survey

The term competitive advantage refers to “a set of capabilities that permanently
enable the business to demonstrate better performance than its competitors”
[2]. The literature available on Competitive Advantage is plenty. Many studies have
been conducted on Indian and International organizations; also, the perspectives
vary among the authors who have written about the concept. Approximately
75 research papers (belonging to SSCI indexed journals) were referred to find out
the perspectives and sources to Competitive Advantage. Majorly, three research
streams of competitive advantage, which cover both internal and external attributes
of a firm, exist. These are the activity position view, the resource based view, and
the relational view.

5.1 The Activity-Position View

This view argues that the firm’s superior performance mostly results from its
strategic choice that provides the firm a better positioning in the industry structure
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Porter [10]. In particular, [11] emphasises that competitive advantage resides in
business activities and activity systems, rather than firm’s resources.

This view is considered to be the classic view of competitive advantage. And the
researchers who brought forward this view are known to be the pioneers of the
theory of Competitive Advantage.

5.2 The Resource Based View

After the Activity-position view, another view, i.e., the Resource-based view was
named by Birger Wernerfelt in his article A Resource-Based View of the Firm
(1984). This view holds that dissimilar resource endowments result in distinctive
competitive advantage and different performances between firms. (e.g., [1], [9])
According to this view, the primary resources of the firm and not the activity
systems define a firm’s competitive advantage. Physical assets, financial capital,
human resources, organizational systems, technology and knowledge, and intan-
gible assets (e.g., trademark, patent, copyright and goodwill) are the factors
responsible for the edge. This was the first view that held that people can be
responsible for gaining the edge and not exactly the facilities of the firm. This is the
most popular view as per the literature and business leaders; because directly or
indirectly, facilities/activities of the firm are in hands of people, and thus the
human-factor is the main driving force behind any success/failure.

5.3 The Relational View

This view of competitive advantage goes beyond the firm’s boundaries. It suggests
that competitive advantage stems from collaboration or social relations, rather
than a firm’s distinctive resources or individual activities (Dyer and Singh [4],
Lavie [6]).

According to this view, an individual firm alone will never be able to generate
competitive advantage; instead, the advantage is determined by dynamic interac-
tions between organizations to create mutual benefits.

This research will take into account, majorly, the Resource-based view and
partly, the Relational view of Competitive Advantage as it majorly focuses on the
knowledge and people part, which forms the core of this study.

Various scholars have worked upon the possible sources of competitive
advantage. Scanning the literature will be incomplete without including some major
findings in this area.
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Fig. 3 Source—Compiled by the Author

6 Sources of Competitive Advantage

Focusing on the Relational View, a few sources of Competitive Advantage are
discussed below:

Hitt et al. [5] gave six ways to achieve competitive advantage. They said a firm
can gain competitive advantage either by exercising strategic leadership (it is a
leadership by the top management personnel of the firms), or by building the
dynamic core competences of the firm. They can also do so by focusing and
developing human capital or by making effective use of new technology. The firms
can also gain advantage by engaging in valuable strategies or by developing new
organizational structures and culture (Fig. 3).

Another important view point is given by Wen-Cheng et al. [12]. They sug-
gested three major sources of Competitive Advantage in their study, i.e., Tech-
nology and Innovation, Human Resources and the Organizational Structure of the
firm.

Combining the theories and sources of the competitive advantage, it can be
concluded that people and technology both constitute the major factors of deter-
mining the advantage. And social media/networking is anytime a mix of two. It is
the result of a technology innovation and is managed by people.

7 Methodology and Findings

The profound scanning of literature tells us that there can be various methods to
gain and sustain the competitive advantage.

Mainly, three views/theories towards the achievement of competitive advantage
exist, Activity-position view, Resource-based view and the Relational view. And
among the sources of competitive advantage, human capital and technology are
focused within the resource based view. Social media is practically an example of
the combination of two, i.e., it is a technology completely depending upon how a
person uses it. Studies show that social networking has given a new shape to
leadership, there are now more ways in which a leader connects to the followers
and to the bigger world outside the firm, that too directly.
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8 Conclusion

Social media has emerged as one of the strongest ways companies present them-
selves in front of their present and prospective buyers. Increased awareness level of
consumers has made it almost a mandate for firms to come online and interact with
them. Easy availability, easy feedback and complaint systems and other advantages
make Social Networking sites friendly for consumers when it comes to brand
selection.

This study opens a door to further analysis, as to what Indian firms prefer when it
comes to making their firms/strategies visible over the social media. If Facebook
works better, or Twitter, or some other platform? Globalisation we say is already in
our economy and systems; but social networking and marketing is giving an
entirely new meaning to globalization by bringing on more ease in connecting and
interacting. All technological advancement is a boon, but a curse as well. Social
media marketing has limitations too! The challenge is to win over the curse part and
use it a tool towards gaining and sustaining competitive advantage.
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A Real-Time Devnagari Sign Language
Recognizer (a-DSLR) for Devnagari
Script

Jayshree Pansare and Maya Ingle

Abstract Devnagari Sign Language (DSL) is used for communication between
dump and deaf users. Our Alphabet Devnagari Sign Language Recognizer
(a-DSLR) system is used to translate DSL alphabets into Devnagari alphabets along
with speech. Devnagari alphabets comprises fourteen vowels ranging from “A” to
“A:” and thirty-three consonants ranging from “k” to “&”. Work flow of a-DSLR
system emphasizes on sequential phases along with algorithmic approach used in
our system. The system works with Single Hand Single Camera approach and
applies template based and clustering based algorithms. The detection rate of 97% is
accomplished by a-DSLR system against a complex background.

Keywords DSL alphabets - Devnagari alphabets - Single hand single
camera approach « Biggest BLOB algorithm -« Sim-Temp-Match algorithm
K-Cluster-Temp-Match algorithm

1 Introduction

Multiple sign language recognizer have been designed for recognition of various
sign languages. Alphabetic HGRS perceives alphabet signs of American Sign
Language (ASL) alphabets based on centroid, Euclidian distance, median filter, and
morphological operation. The system recognizes static gestures in real-time with
91.19% recognition rate against the complex background [1]. HGRS includes
histogram matching to recognize 46 DSL alphabets in static background and
achieves 87.82% precision [2]. N-DSLA system recognizes 10 DSL numbers
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Table 1 Alphabets of Devnagari script
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< =] K] ] or d ] ] & ol

ranging from O to 9 using Exhaustive Template Matching and Single Hand Two
Cameras approach. It achieves recognition rate of 97.2% in complex background.
We have presented the literature related to research articles from [3] in our previous
research article [4]. In this work, we described about ASL, Arabic Sign Language
(ArSL), Greek Sign Language (GSL), Chinese Sign Language (CSL) etc. and
multiple techniques. We have discussed all techniques comprehensively in [5].
However, there is widespread scope for development of sign language recognizers
for DSL alphabet identification and translation in Devnagari alphabets. Devnagari
alphabets are represented in Table 1. These invasive DSL alphabets are as repre-
sented in Fig. la and b are used in a-DSLR system for experimentation. The
standard DSL alphabets are depicted in Figs. 1a and 4 new DSL alphabets proposed
in a-DSLR are as shown in Fig. 1b. Our prime objective is to design Devnagari
hand gesture recognizer that convert 47 DSL alphabets in Devnagari alphabet
against complex background. In Sect. 2, we emphasizes on workflow and algo-
rithms for a-DSLR system. Experimental results of a-DSLR system are discussed
in Sect. 3. Comparative performance of a-DSLR system is enlightened in Sect. 4.
Lastly, we conclude in Sect. 5.

2 Work Flow and Algorithms Used in a-DSLR System

Our a-DSLR system executes sequentially from the image capturing phase to text
to speech conversion phase. In this section, work flow associated with aforemen-
tioned phases is depicted in Fig. 2. In this view, we emphasize on our major
contribution, i.e. development of three algorithms present in the highlighted portion
of workflow of a-DSLR system, namely; biggest BLOB, Sim-Temp-Match and K-
Cluster-Temp-Match algorithm in detail.
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(b) Proposed DSL Alphabets used in a-DSLR System

In image capturing phase, we capture the input image of DSL alphabet in RGB
color format from the distance of 25 cm. Fixed position camera of resolution 8
Mega Pixel is mounted on the monitor of computer is used to capture snapshots
against a complex background. Image pre-processing phase consists of conversion
of RGB image to gray image and gray image to a binary image. Further, noise
removal is applied on binary image of DSL alphabet followed by morphological
operations such as erosion and dialation. Furthermore, 8-connected Binary Linked
Object (BLOB) of size 80 x 60 is extracted using biggest BLOB algorithm
(Algorithm I). Image post-processing phase includes feature extraction using
template-based tracking technique and Sim-Temp-Match algorithm (Algorithm II)
for feature matching. Feature vector of running input template image and training
dataset template images are provided by feature extraction phase. Our proposed
Algorithm II that is based on template matching technique is applied for matching
these feature vectors effectively. Further, K-Cluster-Temp-Match algorithm
(Algorithm III) and SVM are used for clustering and classification purpose
respectively followed by text to speech conversion phase. The aforementioned
algorithms are presented in subsequent section.
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Fig. 2 Work flow for a-DSLR system

2.1 Biggest BLOB Algorithm

In Image processing, BLOB detection process is responsible to find a region of
interest in the image that differs in properties such as brightness, color and area than
other regions. We present Biggest-BLOB algorithm.
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Algorithm- I: Biggest-BLOB Algorithm for a-DSLR System

Input:

Output:

Begin
1.
2.

Noise recovered two dimension image matrix.
Extracted hand two dimension image matrix (a largest region).

temp = zeroes(size(input image));  /* Black image with the same size as input image */
[index total lablels]= labeling(input image,8); /*8 component connectivity Elements are labeled */

if (total_labels>0) // At least one label must present for further processing//

S Wk

=~

End

for i=1 to total labels //For each label/
area[i] =length (i); // calculate length of each label//
end
large=Max(area) ; // select largest length label from area set//
temp(large)=1;  /* 1 represents white pixel value, the largest label assign into temp image */

end // return output image contains only a largest label//
return temp;

2.2 Sim-Temp-Match Algorithm

Enriched template matching techniques are applied in this algorithm and presented
as follows:.

Algorithm- I1: Sim-Temp-Match Algorithm for a-DSLR System

Input:

accu, X; {ID|X,€1D, i=1,2...N}

/* TD: Training Dataset for DSL Alphabets; N: Total No. of Samples of DSL Alphabets;
accu: accuracy expected*/

Output:

Begin
1.

Ao

© 0 NS L

End.

/4 /I Recognized Patterns as Devnagari script
fori=1:N
Begin
get R // R : Running Tmage of DSL Alphabet
T,-TM (R, X;)  /* TM: Template Matching function that matches
w=T.w /* u;measure of match

PR;, = find (min (u;)) 1/ PR;, is useful for storing mean
Begin
find PRi,;. // Pattern Recognition
If PR, >accu
Begin
get R of PRi,
gi(R) =min (dpam (R, X;) // eq. 4.17 used to find similarity
W,=j // j" value recognized as Devnagari script
end
end
end
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2.3 K-Cluster-Temp-Match Algorithm

In a-DSLR system, we employ K-means clustering data grouping scheme. Using
K-means clustering partitions, a set of data is partitioned into k subsets. On the basis
of above clustering scheme, we introduce Algorithm II-K-Cluster-Temp-Match
algorithm in a-DSLR system.

Algorithm-III: K-Cluster-Temp-Match Algorithm for a-DSLR System

Input: X {T|X,€T,i=1,2..N} // T: Training Dataset for DSL  Alphabets
// N: Total No. of Samples for DSL Alphabets

Output: PR, , /I PR;, : Recognized Pattern in Cluster
Begin
1. fori=1:m // m=Total No. of Samples in each Cluster
2. Begin
3. forj=1:n //n= Total No. of Clusters
4. Begin
5. get ¢j, X; //¢j : No. of clusters, x; : Samples in each cluster
6. calculate m(c,- |xi) // Calculate Membership Function for each data x;
7. calculate w(x;) // Calculate Weight for each data x;
8. = W // Compute the Center of the Cluster
TSR m(ejx)wxn
9. u =g // Initialize the Center of the Clusters
10. if i
11. Begin
12. fork=1:p
13. Begin
14. ci= d(xj, ui) < d(xj, ul) // Identification of Cluster
15. pi= |ci| * sum (j) /* Position of cluster */
16. KM(T,pi) = X7, minje{l__k)”xi — Cj”z /* KM: K-Means function for Minimization of Squared Distance
17. KM (T, pui)= PR // Assign Resultant to Pattern
18. PR;, - find (min (PR; ;) )) // Recognized Pattern in Cluster
19. end
20. end
21. end
22. end
End.

3 Experimental Results of a-DSLR System

Our o-DSLR has designed for translation of DSL alphabets into Devnagari
alphabets. It consists of we camera of resolution 8 Mega Pixel, input image of size
160 x 120, distance of posed 25 cm from fixed position camera. The proposed
a-DSLR system is implemented using C# and .NET. In a-DSLR system, 47
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orientation groups for canny edges are formed and hence eight separate distance
maps are calculated per image. Similarly, the template points are also divided into
47 groups (i.e. Cluster). In this context, 100 templates for 47 DSL alphabets are
collected and designed 47 classes as 47 clusters in a-DSLR system. The afore-
mentioned input running image and training dataset is constructed with 4700
template images of DSL alphabets. Our system includes diversified methods related
to consequent phases such as image pre-processing, hand tracking, image
post-processing and pattern recognition. Sim-Temp-Match algorithm and K-Cluster-
Temp-Match algorithm are applied in a-DSLR system. Sim-Temp-Match algorithm
is applied for finding the highest measure of match between input running template
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Fig. 3 Outcome of a-DSLR system
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Fig. 4 Experimental results of a-DSLR system
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image and training dataset template images. K-Cluster-Temp-Match algorithm
forms 47 clusters in the training dataset for respective DSL alphabets. It represents
best suitable pattern and displays Devnagari alphabet as text with picture and
further converted to speech. Outcome of a-DSLR system and experimental result in
graphical form are as depicted in Figs. 3 and 4 respectively.

4 Comparative Performance of a-DSLR System
with Existing Sign Language Recognizers

The comparative performance of a-DSLR system with other recognizers is pre-
sented in this Section. It is observed from Table 1 that a-DSLR system detects 47
DSL alphabets in complex background with a recognition rate of 97%. The system
outperforms using Sim-Temp-Match algorithm as compared to existing HGRS
recognizes 46 DSL alphabets using histogram matching in static background
achieves a recognition rate of 87.82%. Moreover, on the basis of some vital factors,
as a comparative study is presented as shown in Table 2. However, Table 2 proved
that «-DSLR system is superior as compared to existing sign language recognizers
based on vital factors.

5 Conclusion

Our o-DSLR system is applied for detection of 47 DSL alphabets. DSL alphabets
are converted into Devnagari alphabets using Single Hand Single Camera approach.
It works robustly in complex background with mixed lighting condition. It
accomplishes detection rate of 97% and identification time of 0.5 s and uses 4700
samples in training dataset. The experimental results of a-DSLR are compared with
existing HGRS and measured performance has shown superior results in a-DSLR
system. The outcome of DSLR system is text (in picture form), word and sentence
formation along with speech as well.
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Novel Strategy for Fairness-Aware
Congestion Control and Power Consumption
Speed with Mobile Node in Wireless Sensor
Networks

Sagar B. Tambe and Suhas S. Gajre

Abstract The power issue in wireless sensor network (WSN) stays one of the real
barriers keeping the complete abuse of this technology. The WSN is a dense net-
work of sensors which sense the environmental conditions, process and propagate
that data towards sink node. Limited battery life of sensor node and unbalanced uti-
lization of that energy can affect the lifetime of the entire sensor network. In pro-
posed work, mobile nodes are used to transmit the data nearby the area where the
power consumption of the nodes is more. The mobile node reduces the workload
and congestion of the nodes which is controlled by adjusting the reporting rate (RR)
according to the buffer occupancy level. In this paper, we have correlated the existing
Ad hoc on demand vector (AODV) routing protocol with our new approach to the
delivery of power consumption. The proposed work evaluate the performance of the
lifetime and energy consumption of the WSN with and without mobile nodes and
results achieved by adjusting the number of mobile nodes, location and the speed of
mobile node. The RR is also adjusted to control the buffer occupancy of each node
and mitigate the congestion that occurs in the sensor network. Based on this simu-
lation results, this proposed work increases the lifetime of the nodes whose power
consumption speed is high and enhances the life of the entire network. The use of a
dual threshold for buffer and mobile node can reduce the congestion and the waiting
time for data reducing the delay.
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1 Introduction

Nowadays, improvements in integrated circuit innovation have made possible the
development of a large number of modest and low-power sensor hubs with on wire-
less communication, signal preparing, and remote sensing abilities [1, 2]. A WSN is
a highly distributed system of small, lightweight wireless nodes, deployed in large
number to monitor the environment or system by the estimation of physical para-
meter [3]. The sensor network can be described as a collection of tiny sensor nodes
which can provide access to information anytime, anywhere by gathering, preparing
and investigating of data [4]. These devices or nodes called sensors which consist
of sensing, local data processing, and communicating components like controller,
transceiver also onboard storage and power source i.e. battery. The typical sensor
network arrangement as shown in Fig. 1.

Sensor
Environment

I
azf@’é E Sensor Node

Gateway Wireless Sink Node

| Position Finding System i | Mobilizer
Sensing Unit Processing Unit Transmission Unit
Sensor I ADC | Processor Transceiver

Storage

Power Unit

Fig. 1 Typical sensor network arrangement
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Generally a WSN consist of seismic sensor used for measuring motion of the
ground, infrared sensor for detecting characteristic and movements of surrounding
[51, The WSN of these special sensor can be utilized in application such as forest
fire control [6], thermal sensor for measuring temperature of surrounding [7, 8],
humidity in air [9, 10], vehicle surveillance [11, 12], noise levels [13], military
[14], healthcare environment [15, 16], chemical processing scenarios [17], and so
on. Each sensor node is made up of transceivers, micro-controller, external memory,
power sources [18] and defined as:

Controller: The controller controls the functionality of other components in the
sensor node performs tasks and processes data. While the most common controller is
a microcontroller, a general purpose desktop microprocessor, digital signal proces-
sors, FPGAs [19] and ASICs [20] can be used as controller.

Transceiver: The transceivers function as both transmitter and receiver. The oper-
ational states are transmitted, receive, idle, and sleep. The transceivers in its receiving
mode consume almost same energy as that of its idle mode. Whenever the node is
not transmitting or receiving the data, it’s better to shut it down than to keep it idle.

External memory: In sensor nodes, the important factor is the memory. The on-
chip memory of a microcontroller is mostly used. Flash memories are used due to
their cost and storage capacity. Two categories of memory based on the purpose of
storage are: user memory used for storing application related or personal data and
program memory used for programming the device.

Power source: The important factor in any electronic or mechanical device is
the power or the battery. The sensor node consumes power for sensing, communi-
cating and data processing. Two power saving policies are being used. These are
the Dynamic Voltage Scaling (DVS) policy and the Dynamic Power Management
(DPM). The DVS scheme is based on varying the power level based on the work-
load. DPM helps conserve power by shutting down those part of the sensor node that
is idle.

In WSN, the limited battery life of sensor node and unbalanced consumption of
that energy can affect the coverage of the network, connectivity, reliability as well
as lifetime of the whole sensor network. In the WSN, there are many different issues
like flow and congestion control, loss recovery, quality of service, fairness, reliabil-
ity, energy efficiency, etc. To address these different issues, a lot of work has been
done. Among them, energy is a most critical issue because of the battery power with
the sensors and the applications where sensors are used. It is almost impossible to
change the battery of the sensors. To control or avoid the congestion as well as to
save the bandwidth and energy of the nodes, the data sending rate of the nodes close
to the source should be controlled. So to adjust the sending rate of each flow as early
as possible and save the scarce resource at the nodes close to the sink node, all inter-
mediate sensor nodes are categorized into near-source nodes and near sink node. The
probability of the congestion is high to the nodes those are near to sink due to con-
vergent nature of the WSN. Based on this simulation results, this proposed work that
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will increase the life of the entire network by balancing energy consumption speed
and reducing the congestion.

The rest of the paper is organized as follows: In Sect.2, we introduce related
work. In Sect. 3, we present several related methodologies of power consumption
and congestion control in WSN. In Sect. 4, presents the proposed system design and
methodology. In Sect. 5, we present a proposed system and algorithm. Experimental
setup, result, discussion and comparison analysis are described in Sect. 6, and finally
we conclude the paper in Sect. 7.

2 Related Work

The major issue in the WSN related to flow and congestion control is studied in detail
[21-27]. The loss recovery are discussed in [28, 29], whereas the quality of service
issues are focused in [30, 31]. The fairness factor in WSN is addressed in [32] and
reliability matters are investigated in [33, 34]. The energy efficiency [35] being the
most critical issue in WSN due to limited battery power is discussed in [1, 36, 37].

The congestion control saves the bandwidth as well as the energy of the nodes. In
order to speed-up the transmission of packets, two types of node namely near-source
node and adjacent sink node are introduced in the network. The probability of the
congestion is high to the nodes those are near to sink due to convergent nature of the
WSN. In [32], the authors proposed the fairness aware congestion control (FACC)
scheme in which the queue at each node is maintained with two thresholds Q,; and
Q,,- If the queue occupancy is less than Q,, the packet is accepted. On the other hand,
if the queue occupancy exceeds Q,,, the arriving packets will be dropped, which
indicates that the traffic is overwhelming, and rate of all passing flows should be
reduced. A Warning Message (WM) consisting of a flow ID along with node ID is
generated by the sink node once the congestion occurs.

Like FACC, ECODA [21] also maintains a queue dual buffer thresholds and
weighted buffer difference for congestion detection. When congestion occurs, pack-
ets are dropped to alleviate congestion. The total number of packets are N, Two
thresholds Q,,;, and O, are used. If 0 <N < Q,,.., all incoming packets are buffered
because queue utilization is low. If 0,,,, <N < Q,, .., some packets with low dynamic
priority are dropped or overwritten by subsequent packets with high dynamic prior-
ity and the expected average buffer length increases. If Q,,,. < N < Q, some packets
with high dynamic priority are dropped or overwritten, then the expected average
buffer length increases. Once the source node receivers a backpressure message it
immediately adjusts its transmission rates in line with receiver or multihop receivers
if exit.
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In [38] AODV protocol, the route from source to destination is discovered only
when the source has data to send. If no information is available, it broadcasts route
request (RREQ) packet to find the path to the destination. When any node receives
the RREQ packet, it also checks in its own routing table. If the route is available, then
the node replies back by sending route reply packet (RREP) with the path to reach the
destination. The main drawback of AODV protocol is multiple packets are needed
to be transferred. In response to a single request packet, multiple reply packets are
generated. So the modes in the path loss their energy which imbalance the network
power consumption. The high energy consumption rate is controlled by comparing
energy consumption speed with different nodes.

The use of mobile node i.e. either sink or sensor node helps to reduce the number
of transmissions. Authors [39] proposed a new technique for data distribution using
mobile sink groups C-SGM. The total sensing field F is divided into the coarse-
grained grid. If two different nodes send a notice at the same time, the node with
the lowest identifier wins and becomes the header. When the energy of the header
node goes below the certain threshold, it reports the header node reselection inside
its cluster.

In [37], the authors proposed a new strategy in which all intermediate nodes in
between sink and source node cooperate in the packet forwarding. When any node
in the intended path fails to receive the data packet and send the acknowledgment
to the sender. i.e. failing node and the sender node will work as a cooperative node.
This cooperative node forwards the data packet to the next hop node and sends the
acknowledgment to the sender of the packet. Each node multicast the packet to all
other nodes that are within the communication range of that node. The other nodes
sense the channel which is silent, so the cooperative node sends the acknowledgment
to the sender and forward the packet to next hop node. It is possible that there can
be many nodes which act as a cooperative node or not even a single one. If there
are many nodes then to decide that which node will reply back and act as a cooper-
ative node, a timer is set with each node. This timer is called as backoff timer. Then
the node having shortest backoff timer will reply back. Other nodes which are cur-
rently sensing the channel turn off their timer by overhearing the acknowledgment
(Table 1).

3 Sensor Networks

Some of the features of sensor networks include the following: (1) Sensor nodes
are prone to failures; (2) Mobility of nodes; (3) The topology of a sensor network
changes very frequently; (4) Sensor nodes are densely deployed; (5) Ability to with-
stand harsh environmental conditions; (6) Dynamic network topology; (7) Sensor
nodes are limited in power, computational capacities, and memory; (8) Sensor nodes
may not have global identification because of the large amount of overhead and the
large number of sensors.
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Table 1 Comparison with existing solutions
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No| Proposed | Approach Strength Weakness
idea
1 | FACC Queue maintained (1) Compared to no con-| (1) Backpressure
[27] with two thresholds | gestion scheme and back- | message increases traffic
Q, and Q, pressure, provides higher | in the network
throughput, less packet loss,
less power consumption;
(2) Improve channel utiliza-
tion, reduces the interfer-
ence;
(3) The starving problem
for the long flows is
resolved, it achieves better
fairness
2 | ECODA | Maintains a queue (1) Provides higher through- | (1) Buffer is in reject
[21] dual buffer put with reducing packet | state, drop the higher
thresholds and loss than the CODA; priority packets or may
weighted buffer (2) CODA, there in no too | be delayed by newly
difference for many ACKs, so the energy | arrived packets
congestion detection | consumption is less;
(3) Compared to CODA, the
end to end delay is less;
(4) It uses the priority of the
data packets and provides
weighted fairness
3 | AODV Broadcasts route (1) Increase the average life- | (1) Node is turned off
[32] request (RREQ) time of the nodes by putting | due to high energy
packet to find the then off; consumption speed, then
path to the (2) Balance the energy again to find the new
destination consumption of the network | route
(a) Increase number of
packets to transfer;
(b) Can increase delay;
(c) Can stop the data
transfer of other nodes;
(d) Can cause congestion
(2) If no route available,
data is buffered. If
buffer goes full, can
cause packet loss
4 | C-SGM New technique for (1) All the sensors con-| (1)As the data is for-
[33] data distribution sume equal battery power | warded by towards the

using mobilesink
groups C-SGM

as the role of the header
is changed continuously i.e.
balanced energy consump-
tion is achieved;

(2) Data is distributed via
almost the shortest path

header node,it is possible
to increase the number of
hops;

(2) Number of messages
are required to send for
header advertisement
each time when header
change and location
update loss

(continued)
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Table 1 (continued)
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No| Proposed | Approach Strength Weakness
idea
5 | EECC All intermediate (1) This EECC protocol | (1) If cooperative nodes
[31] nodes in between reduces the number of | are available, else it is
sink and source node | retransmissions as the coop- | pure retransmission;
cooperate in the erative nodes help in the | (2) All cooperative
packet forwarding packet retransmission; nodes have to receive
(2) The energy consumption | and store the data from
is also reduced by reducing | all sensors till
the retransmission; acknowledgment does
(3) The network perfor- | not reach the destination
mance is improved;
(4) The overall delay is
minimized
6 | AODV This proposed work | (1) To detect and reduce the | (1) This protocol is
with increases the lifetime | congestion suitable only for event-
Mobile of the nodes whose (2) To control the node wise | driven WSN
node power consumption | traffic flow (2) The protocol needs

speed is high and
enhances the life of
the entire network

(3) To reduce packet loss
ratio (PLR)
(4) To increase the network

extra nodes i.e. mobile
nodes
(3) Extra overhead of

lifetime maintain the mobile
(5) To increase packet deliv- | nodes
ery ratio(PDR) (4) Need to check that

(6) To increase throughput
(7) To balance the energy
consumption of all nodes in
the network

(8) To reduce energy
consumption

the intermediate node or
source node is really a
part of our network (that
is security challenge)

3.1 Protocol Stack of Sensor Networks

The sensor networks follow the general rules of networks concerning their protocol
with the following layers: Application, Transport, Network, Data-Link and Physical
[40]. Though, due to specific characteristics of these networks especially power con-
straints or specific application tasks, some of these layers could merge in one. More-
over, some of the functionalities of each layer, as it is explained below, can be very
different than classical Transmission Control Protocol/Internet Protocol (TCP/IP)
protocol stack. The major functions of the physical layer include a selection of trans-
mission frequency, generation of a carrier frequency, detection of a signal in the
environment, modulation of data as well as it encryption. All these functions are car-
ried out in such a way that the total energy consumption is minimized. Data link layer
deals with the multiplexing of data streams, data frame detection, medium access and
error control. Due to power constraints, WSNs implement specific MAC protocols
that take in mind the power conservation and data—centric routing. The design of
MAC protocols embodies the achievement of at least two targets. The first objective
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is the creation of a specific network infrastructure that can self-organize and, also, to
be able to establish connections among thousands of nodes. The second target is the
fair resource allocation between all nodes. Unfortunately, existing MAC protocols
fail to meet these objectives because power conservation is a secondary concern in
their development. These MAC protocols are not designed to provide self organiza-
tion of the network during the initial deployment or in a case of nodes failure, due to
power limitations. Two efforts for MAC protocols that meet these requirements are
the Sensor-MAC (SMAC) and CSMA MAC [41]. Network layer design is based on
the power considerations of the system. WSNs embody attributed based addressing
and location awareness. The simplest and mostly spread network protocol is flood-
ing. Each node broadcast its data to all the other nodes in the network until these data
reach the destination. The message in terms of packets from network layered is seg-
mented into manageable blocks in the transport layer at source subnet while the same
block is reassembled into packets at destination subnet. Transport layer makes use of
TCP as a flexible whereas User Datagram Protocol (UDP) as flexible protocols. TCP
here is flexible in terms of adjusting the data transmission rate a sender side and the
same is not possible in UDP being nonflexible. Application layer protocol is of para-
mount importance as it addresses the implementation issues of some major functions
such as data management, data fusion, positioning, and clock synchronization.

3.2 Congestion and Energy Consumption

The congestion control is one of the major issues in WSN. Some of the nodes transmit
data at a higher rate than receivers capacity. Thus the buffers at the receiver may
overflow which results in congestion. All of the sensors get active when an event is
detected; and all sensors start sensing, processing and forwarding the data to the sink
node. The many to one nature that is the convergent character of the WSN results in
the congestion to the nodes those are near to sink node. Limited bandwidth, high data
sending rate are also significant factors in the congestion. Congestion results in buffer
overflow, a loss of packets, comprehensive queuing management [42] and reduction
in overall system throughput. The power with the sensors is very limited and the
lifetime of the network depends on the battery having with the sensors. If the energy
of the sensors within a particular area of the network drains, the network connectivity
may be lost. Congestion causes packet loss which results in retransmission ultimately
lead to energy consumption. The transport layer plays a vital role in controlling the
congestion by adjusting an appropriate transmission rate within limit from sender to
receiver. For this congestion control; it is essential to detect first where congestion
has occurred. Accordingly, the sender and receiver are notified the transmission rate
is then adjusted according to receivers capacity and sender is notified to transmit
within this limit. The event driven nature of the WSN is the greatest challenge in the
congestion control mechanism.
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3.3 Effect of Energy Consumption on Sensor Network

The energy consumption of a single node affects the entire network. It directly affects
the network lifetime, performance of the network, reliability, connectivity as well as
coverage of the network. The total energy of the sensor is utilized to sense the sig-
nals in the environment capture and process the data for transmitting to the sink
node. Some of the energy is also used to forward some of the packets to other nodes
in the network. The sensor may run out of energy after a lot of workloads, and thus
it gets disconnected from the network. Due to this disconnected node, the workload
on the other nodes increases with more data traffic from the nearest sink node. The
node with high data traffic utilized more energy consumption rate and are declared
as critical nodes. These critical nodes may limit the overall the lifetime of the net-
work. [1]. To improve the network lifetime, energy of all nodes should be consumed
equally. In a case of the fixed nodes, connectivity between two nodes is stable, which
is changing in moving sensors. Energy depletion of a single node can also cause to
break the connectivity of the network. By reducing the amount of data to be trans-
mitted i.e. RR, reducing the number of reporting sensors, shortening communication
range, proper clustering [36] or mobility [39, 43], we can avoid unnecessary energy
consumption. Proper deployment of sensors [44] or good transmission [1] and rout-
ing policies [45] also helps to increase the network lifetime. To increase the network
lifetime, we have to pay attention towards both reductions of energy consumption of
single node as well as entire network.

3.4 Clustering

All the node are organized in a clustered structure each having a cluster head. Each
node in the cluster transmits its data to sink node. The redundancy in the data col-
lected from the nodes is decreased and then exchanged with the base station by the
cluster head. The reduced redundancy results in less overhead and faster communi-
cation useful to achieve balanced energy consumption. In [46], authors proposed the
energy efficient, fair clustering scheme. In [36], authors proposed an energy efficient
clustering scheme. Some sink nodes in the network can result in the faster commu-
nication.

4 System Design and Methodology

It is assumed that the sensor in the network is topologically arranged in a random
manner. Each sensor has some spatial limit to measure a rate of passing the data
to the sink nodes. This spatial limit is predefined in such a way that the transmis-
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sion energy is minimized. Which in turn extends the overall lifetime of the sensor
(Figs. 2 and 3).

4.1 Single Hop Mode

At the point when the sensor nodes use single hop communication, there is no trans-
ferring of packets. Every node straightforwardly transmits its packet to the cluster
head. Since the communication is direct between the sensor nodes and the cluster
head, one and only node should forward at once, and a dispute less MAC is favored
and accepted. The sensor node at the farthest distance from its cluster head (at a
distance a) in a single hop network consumes the highest energy than other nodes.
The battery parameter and energy requirement are confirmed in line with the worst
case energy consumption of the sensor nodes. Hence to ensure a lifetime of at least
T cycles, we require that the battery energy of the sensor nodes in the single hop
communication system E_ be
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Nodes may utilize power control to save energy and to reduce interference with the
neighboring clusters. However, this has no effect on the problem of battery dimen-
sioning which needs to represent the most pessimistic scenario in energy expendi-
ture. Since the area of the region is 7A%, we can approximate each cluster to be a

circular region of area ”—Az, i.e., of radius \/A;_ When single hopping is utilized within
n ny
the cluster, using (1), the required battery energy of a type 0 node E; 0 is [47]
. AX
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4.2 Network Connectivity

We consider a WSN where different sensors are arbitrarily and reliably passed on
over the system zone. Two critical measurements for WSNs are connectivity and
coverage. For the nodes to effectively utilize multihop communication, it is important
to g