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Preface

The Second International Conference on Computing and Communication Systems
(I3CS 2016) is an annual event organized by the Department of Information
Technology, North-Eastern Hill University (NEHU), Shillong, Meghalaya, India.
I3CS 2016 aims to provide an interdisciplinary forum for engineers and scientists to
discuss and promote research and technology in the emerging areas of the core
topics of computing, information, communication, and their applications. The
conference brings researchers, educators, professional engineers and technologists
under a single forum to discuss developments in research.

After a successful conduction of its first edition of I3CS 2015, the Department of
Information Technology, NEHU organized second I3CS 2016 during November
11–13, 2016. More than 150 researchers across the country and from abroad have
participated in the event to exchange and share their research findings in the areas of
computation and communication systems.

This is one of the rare international events took place in the North-Eastern part
of the country. Three days of technical sessions included scientific deliberations and
intellectual discussions. This event occupies a unique place in India to empower,
advance, guide students and young faculties in this remote region. The I3CS 2016
organizers received more than 330 papers. All papers were reviewed thoroughly by
experts of review committee, and finally 81 papers were considered for the pub-
lication based on the quality of research and outcomes.

Kalyani, India J. K. Mandal
Shillong, India Goutam Saha
Shillong, India Debdatta Kandar
Shillong, India Arnab Kumar Maji
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About the Conference

The Second International Conference on Computing and Communication Systems
(I3CS 2016) is an annual event organized by the Department of Information
Technology, North-Eastern Hill University (NEHU), Shillong, Meghalaya, India.

I3CS 2016 provided an interdisciplinary forum for researchers, engineers, and
scientists to discuss and promote research and technology in the thrust areas of
computing, information, communication and applications. The conference brought
researchers, educators, professional engineers and technologists into a single forum
in order to discuss and debate on the emerging research in the above emerging
areas.

The original and unpublished research contributions submitted by authors were
checked through peer review process and authors of the selected papers presented
their papers during the conference.

The keynote talks, oral presentations, invited sessions on the applications and
theory of computing and communication systems and related areas were presented
in I3CS 2016. It provided excellent opportunities for the presentation of interesting
new research results and discussion about them, leading to knowledge transfer and
the generation of new ideas. The conference proceedings is published by renowned
publishing house, Springer in its one of the popular series LNNS. Being one of the
premier institutes in North–East, hosting this conference NEHU was able to make
an imprint in the global map as well as in the country as one of the exchange venue
for information and communication engineers.
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Chapter 1
Effective Verification Scheme for Filtering
Injected False Data in Wireless Sensor
Networks

Gayathri Santhosh and Yogesh Palanichamy

Abstract Wireless Sensor Networks (WSN) are used to sense the events that may
occur in a given environment. The environment considered here is either unat-
tended or hostile. The nodes that sense the events forward the data related to the
sensed events to the sink through the en-routers. Attackers can compromise either
the route nodes or the en-router nodes and send the false data to the sink. Sink thus
receives the false report about the event. Many verification schemes are available
for filtering such injected false data by checking the false reports in the en-routers
before it reaches the sink. This paper provides an effective method for preventing
the compromised en-routers form injecting false reports before forwarding.
Dynamic keys are generated by the sink and source node use these keys to encrypt
the reports about the events before forwarding the reports to the sink. These
encrypted reports can be decrypted and verified only by the sink. Thus the proposed
scheme is able to prevent the compromised en-router from injecting false data into
the network. This scheme extends the lifetime of the network and also provides
efficient forwarding of the report.

Keywords WSN ⋅ Sink ⋅ En-router ⋅ Gang injection

Introduction

Wireless sensor network is a collection of nodes organized together to form a
cooperative network [1]. Each node has various sensors, actuator, a Radio Fre-
quency (RF) receiver, a micro controller and power sources. The advancements in
micro electronics and wireless communications have led to the creation of the
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Wireless Sensor Network (WSN) technology. Wireless Sensor Networks are widely
used to monitor the unattended and hostile environments. Some popular applica-
tions that belong to this domain are habitat monitoring, forest fire detection and so
on. Recently WSNs are gaining importance in urban and sensing urban areas also.
Applications such as disaster management, military surveillance and emergency
response come under this category.

The networks that are deployed in an unattended environment are subjected to
different types of malicious attacks such as sybil attack, wormhole attack, DoS
attack, black hole attack etc. One of the major attacks in sensor environment is false
data injection attack. In this type of attack, the attacker will compromise the sensor
node [2] which is detecting an event or it may compromise the en-routers which are
used for forwarding the report. Event based report generation is compromised with
the false data injected by the attacker. Hence the sink cannot receive the true data
about an event. These type of attacks not only fake the report but also drain the
energy by making them to forward unnecessary reports to the sink. Moreover these
attacks make the sink to receive large and unwanted data besides the required data.
In selective forwarding attacks, the forwarding nodes will drop the report about an
event. In report disruption attack, node purposely contaminate the report and make
the forwarding nodes to drop the report. Several scheme have been suggested for
verifying the injected false data in the network. Many of these schemes suffer from
two major limitations: a single compromised node reveals the details of all other
nodes present in the network and the compromised en-routers go unnoticed/
undetected.

In the proposed scheme two types of reports are generated and forwarded to the
sink. The source node forwards two types of reports in the proposed scheme. One
type of the reports are verified by the en-routers using shared keys and the other
types of reports are verified by the sink using dynamic keys. The sink has the
required information to identify the compromised en-routers. It is very difficult to
attack the source node due to the dynamic keys generated by the sink. The rest of
the paper is as follows. Section “Related Works” discusses about the related works.
Section “System Models and Assumptions” explains about the system model and
assumptions. Section “Proposed System” describes the proposed scheme and how
its working in an unattended environment. Section “Conclusion and Future Work”
discusses the results and conclusion.

Related Works

Several verification schemes have been suggested for filtering the false data in
WSN. Statistical En-route Filtering (SEF) is one of the earliest filtering schemes for
verifying the false data. SEF [3] has global key pools for authentication in which
the keys are divided into non-overlapping partitions, Using these authentication
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keys the reports are generated based on events. Nodes generate Message Authen-
tication Code (MAC) using keys. Report with insufficient number of MAC are not
forwarded. Sink verifies the MAC because it knows the key pool. Reports are
checked by the en-router only if it shares a key with report generating nodes.
Moreover this scheme is inefficient if the number of compromised nodes exceeds
the threshold value of non-compromised nodes. In Interleaved Hop by Hop
Authentication (IHA) scheme [4], base station enables the association process to
generate the pair wise keys between the report generating nodes and en-routers.
Reports that are forwarded by the nodes are verified only by the corresponding
association nodes. Association repair and maintenance has been done periodically.
The drawback of IHA scheme is that it requires fixed path between the base station
and every cluster head for association maintenance.

Dynamic En-route Filtering (DEF) scheme [5] works only for clusters. Nodes
generate authentication keys for report verification. Reports are generated in rounds.
Many reports are generated in all the rounds. Keys are disseminated to all for-
warding nodes for every rounds. Report forwarding and disclosing keys are used to
validate the reports. The overhead here is due to the additional number of keys and
control messages. Extra control messages triples the delay of the report. Secure
Ticket based En-route Filtering scheme (STEF) [6] works based on query. Sink
randomly selects the area and sends a query containing a ticket. It selects a random
value ‘C’, hashed it and forward to the Cluster Head (CH). C is exclusively for CH
because ‘C’ is encrypted using the personal key that is stored only between the node
and the sink. CH receives the query and generate report and forward it to the
neighbours. Now the cluster members generate their reports with their personal
keys and forwards it to the CH. En-route nodes check the report by calculating the
hash value for C and compare with the ‘C’ which was stored early. En-router does
not check the content of the report. It checks only the validity of ‘C’ which is a
major limitation.

Wang et al. [7] have proposed a scheme to focus how the neighboring nodes
endorses the report whether it is logical or not. Sink knows all keys, location and
relative position of nodes. Legitimacy of the nodes are calculated by the enrouter
based on the location of nodes and the location of the event. However this scheme
checks only whether the report is legitimate or not and does not analyze the details
of the report. Effective prevention scheme for false data injection has been proposed
in this paper. The sensor nodes of the sensing domain are organized into clusters
based on their vicinity to the events that occur in the network. One among the nodes
in the cluster is selected and designated as the source node to generate the report
related to the event in coordination with the neighbours. The source node forwards
the generated reports to the sink through the en-routers in shortest path for energy
conservation. The verification of the report is done by both the sink and the
en-routers.

1 Effective Verification Scheme for Filtering Injected False Data … 5



System Models and Assumptions

System Model

Sensor nodes have been sowed in an unattended environment to sense the events
taking place in the environment. The nodes of the WSN are static and dense. It has
been assumed that the communication range of a sensor node is a circle of radius r
and this communication range is considered as the sensing region of the sensor
node. Another important assumption is that the communication links between the
neighbours are bidirectional in nature i.e., if node u can hear node v then node v can
also hear node u [4]. Multiple nodes in the vicinity of an event form a cluster and
within this cluster a sensor node is nominated as the cluster head or the source node
that is responsible for the generation of the report related to the detected event. All
nodes within a cluster take turns to serve as the source node [8] and this implies that
the source node is an ordinary sensor node which takes the responsibility of for-
warding the report besides the usual function of detecting events. Sink has the
information such as keys, location, neighbours and energy level of the nodes in the
network.

Threat Model

It is assumed that the sink is able to broadcast the security parameters and other
related information to the sensor nodes in a secure way. It is not possible for the
attackers to launch the attack during the report generation since the source node
knows the keys and location of the member nodes present in the cluster. However it
is possible for the attacker to compromise the en-router and inject the false data
through the en-router. Compromising the en-routers is possible since the en-routers
do not share security parameters among themselves. We further assume that sink
could not be compromised by the attacker since the sink node is well fortified.

Scenario

Figure 1.1 depicts the scenario where the sensor nodes are randomly deployed in
the network. These nodes sense the events. Multiple nodes may detect the same
event. N0 acts as the source node for forwarding the reports to reduce redundancy.
N1, N2.… are the selected neighbours which are used to authenticate the report. R1,
R2 …. are the en-routers which are used to forward the report.

After detecting an events such as forest fire, temperature change etc., sensor
node generates a report about an event. Sensornode sends the report to the sink via
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an established route through the en-routers. Attacker may compromise an en-router
and send false data through this compromised en-router.

Proposed System

Sensor Node Deployment

Sink is responsible for assigning security parameters for all the nodes that are to be
deployed in an environment. Elliptical Curve Cryptography (ECC) based public
key cryptographic scheme [9] has been chosen for secure communication between
the nodes. Let ‘p’ be a large prime and E(Fp) be a elliptical curve over prime field.
Base point ‘G’ should be taken from the elliptical group. In ECC [9], private key ‘x’
is an integer randomly selected from the interval [1, p − 1]. Public key ‘Y’ is the
product of xG, where x is a private key and G is the base point. All deployed nodes
in the network will have its own private and public keypair.

Shortest Path Estimation

Source node estimates the shortest path to the sink. The source node calculates
multiple path to the sink by marking the distance of the starting node as permanent
and all the other distances as temporary. Setting the starting node as active the
source node calculates the temporary distances by calculating the round trip time

Fig. 1.1 Report generation and forwarding of reports
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(RTT). This is calculated using the beacon messages to the neighboring nodes by
the source. This step is also called update and is central idea of Dijkstra’s shortest
path algorithm [8].

Report Generation

If an event occurs, nodes that are closer to the event formed as a cluster. One among
the cluster node will be selected as Source node randomly [8]. Source node will
selects the neighbor for report generation. Threshold level of number of neigh-
bouring nodes is K ≤ 6. Selection of neighbouring node is to provide verification
of the reports. Source node sends the routing information to all the neighbouring
nodes for the generation of shared keys. Shared keys are used by the en-router to
verify the report by itself. Neighbouring nodes generate the Message Authentication
Code (MAC) with the shared keys.

Shared Keys For Mac (Neighbors) Shared keys are generated by the neigh-
bouring nodes for en-router verification. For a hostile environment, key indepen-
dency is an important criterion for secure communication. Key independency is a
property that ensures that a single compromised node can’t reveal the identity of
other uncompromised neighbours. We have applied the Elliptical Curve Diffie
Hellman (ECDH) non-interactive key pair establishment to generate the shared key
[9]. Let us take two nodes i and j. The shared key between these two nodes has been
created as in Eq. 1.1.

Kij = xiYj ð1:1Þ

where xi is the private key of node i and Yj is the public key of node j. We know that
Yj is the public key of node j. We know that Yj is the product xG and hence Eq. 1.1
can be written as in Eq. 1.2.

Kij = xiYj = xixjG ð1:2Þ

Moreover we observe that kij and kji are one and the same since

Kij = xiYj = xixjG = xjxiG = xjYi = Kji ð1:3Þ

Using these shared keys, neighbouring nodes generate Message Authentication
Code (MAC) as in Eq. 1.4.

MAC(m, k, n) = h(m kk Þmod 2n ð1:4Þ

where m, k, n are message, key and an adjustable parameter respectively. The
adjustable parameter can vary between 1 to α, where α is the number of en-routers.
Each neighbouring node generates reports for all en-routers using shared keys [7].
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The scenario depicted in Fig. 1.1 has 4 en-routers and 7 neighbouring nodes. Each
neighbouring node generates 4 reports and forward all the reports to the source
node. Node 1 generates the report as follows.

mac11 = ðm Tk , KiR1, n) for En− router R1 ð1:5Þ

mac12 = ðm Tk , KiR2, nÞ for En− router R2 ð1:6Þ

mac13 = ðm Tk , KiR3, nÞ for En− router R3 ð1:7Þ

mac14 = ðm Tk , KiR4, nÞ for En− router R4 ð1:8Þ

Besides the above MACs, node 1 generates mac1s for sink using its private key. All
other neighbour nodes from2 to 7 also repeat the above procedure. Like above reports,
7 neighbouring nodes will generate the report and forward it to the source node.

Secured Report from Source Node After receiving the reports from the neigh-
bours, source node has to forward the report to the sink through the en-routers. To
ensure the security the source node encrypts the report and forward the encrypted
report. The sink generates the dynamic key(dk) and forwards the key to the source
through a different path other than the shortest path [10]. The dynamic key(dk) is
calculated based on the id of the source node, the group to which the source node
belongs, the hop count from the sink, the capacity of the channel and the usage of the
channel and the sequence number to ensure the freshness. The source node encrypts
the generated report R using the dynamic key [dk] and the encrypted report is
denoted as [R]dk. The format of the report sent from the source node to the sink is
(m, T, MAC, [R]dk) where m and T are the message and the timestamp respectively.
MAC holds the report of all the report generating nodes. Hence the source node
formats the report from the neighboring nodes as a row vector as shown in Eq. (1.9).

MAC =

Row1

Row2

⋮
Row7

2
664

3
775=

mac11 mac12 . . . mac1s
mac21 mac22 . . . mac2s
⋮ ⋮ ⋱ ⋮

mac71 mac72 . . . mac7s

2
664

3
775 ð1:9Þ

The above equation can be generalized for a scenario where there are ‘e’ en-routers
and ’n neighbouring nodes as in Eq. (1.10).

MAC =

Row1

Row2

⋮
Rown

2
664

3
775=

mac11 mac12 . . . mac1s
⋮ ⋮ ⋱ ⋮

mack1 mack2 . . . macks
⋮ ⋮ ⋱ ⋮

macn1 macn2 . . . macns

2
66664

3
77775

ð1:10Þ
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En-Route Filtering The en-router receives the report from the upstream node and
checks for the integrity of the message ‘m’ and the validity of the timestamp ‘T’. If
timestamp ‘T’ is outdated then the report is dropped by the en-router. If timestamp
‘T’ is valid the en-router checks the integrity of the message. En-router had already
received the information about the neighbours of the source node and the infor-
mation about the shortest path from the source node. Based o this information, the
en-router calculates the shared keys of all the report generating nodes and calculate
macij as in Eq. (1.11).

macij = MAC(m Tk , kij, n) ð1:11Þ

The en-router checks whether the already computed macij and this macij are one
and the same or not by XORing these two. If both macij and macij are equal then
macij ⊕ macij results in zero, otherwise macij ⊕ macij results in a non-zero value.
The condition macij ⊕ macij = 0 should be true for all the entries in a row for the
report to be a valid one. If the report is a valid one, then the en-router forwards the
report to the downstream node, otherwise the report is dropped.

Sink Verification Sink receives the report from the en-router and checks for the
integrity of the message ‘m’ and validity of the timestamp ‘T’. Sink checks the final
column of the report with the keys that is shared between itself and the neigh-
bouring nodes. It should be noted that the sink possesses the private keys of all the
nodes. With these private keys, the sink checks the forwarding reports of all
the en-routers. Moreover sink has the dynamic key ‘dk’ which has been used by the
source node for its report generation. Using this ‘dk’, sink decrypts the report of
source node and checks whether the content of all the reports are same. Usage of
dynamic key is to assure that the source node is not compromised. En-router
verifies only the reports of the neighbouring nodes which are generated using
shared keys. Reports that are generated using dynamic keys are not verified by the
en-router. Hence there is a less chance for the compromised en-router to inject the
false data into the network.

Performance Evaluation Table 1.1 shows the various network parameters used
in simulations. The proposed scheme filters the false data that are possibly injected
by compromised en-router and also by the neighbours of the source node. Moreover
this scheme is able to conserve energy of the nodes since the report is forwarded to
the sink using the shortest path to the sink. The scheme adapts itself to the dynamic
topology and hence able to reduce the computational complexity associated with
key generation and distribution. In many of the existing schemes, group of keys are
assigned and shared among the neighbouring nodes whereas the keys are generated
and shared only when the necessity arises.

The proposed scheme has used Adhoc On demand Distance Vector (AODV)
routing protocol as the base routing protocol. Elliptical Curve Cryptography (ECC)
has been followed in this scheme for the generation and distribution of the keys.
The scheme has generated ECC as a package in ns-2 simulator and the simulations
have been carried out. We have named the proposed scheme as ECC AODV.
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We have compared ECC AODV with the original AODV in terms of throughput
and energy consumption in Figs. 1.2 and 1.3. The throughput is higher in
ECC AODV since the reports are sent to the sink through the uncompromised
nodes. The average energy consumption in ECC AODV is less than the original
AODV since the reports are sent through the shortest path and unnecessary for-
warding of falsely injected data is avoided.

Table 1.1 Simulation
parameters

Deployment parameters Values

Area 500 × 500
Number of nodes 53
No. of normal nodes 50
Sink 1
Antenna Omni directional antenna
Radio propagation model Two way ground
Network interface type Wireless Phy
Transmission range >30 m
MAC type 802.11 MAC
Number of malicious nodes 1 to many
Sensing time interval <50 s
Node to sense Any

Node to receive Sink
Wireless bandwidth 2 Mbps
Traffic type 512 byte-CBR traffic
Average neighbours >6

Fig. 1.2 Throughput (AODV
versus ECC_AODV)
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Conclusion and Future Work

Developing verification scheme for filtering the false data injected either by the
attackers or by the compromising nodes is difficult. The effective verification
scheme proposed in this paper is able to overcome various difficulties of the
existing schemes. In the proposed scheme the nodes are randomly deployed in
the environment. Attacker nodes are simulated as mobile nodes that try to capture
the data transmitted in the network and modify the data. The attacker node ran-
domly selects an en-router to compromise the data. For every event two reports are
forwarded to the sink through the shortest path. One report includes the MAC
generated using the shared keys between the nodes and the other report includes the
MAC generated using the dynamic keys. The en-router verifies the report that
includes the MAC generated using the dynamic keys. The report is dropped either
by an en-router or by a sink whenever a mismatch occurs. This paper assumes that
the source node is a reliable node and the future work shall also consider the case of
non-reliable source node. Moreover this work assumes that it is difficult or
impossible for the attackers to compromise all the neighbours of the source node.
The future work can relax these assumption and come up with more sophisticated
techniques to deal with these situation.
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Chapter 2
ISCP: Inter State Changing Problem
in Wireless Sensor Network with
Dumb-Behaving Nodes

Pushpendu Kar, Subhabrata Barman and Subhransu Das

Abstract In a wireless sensor network (WSN), different types of nodes (i.e., active,

misbehaving, dead) may coexist. To ensure seamless performance of the network,

network administrators often use several mechanisms to recover misbehaving or

faulty nodes. As it is impossible for a node to predict the state of another node,

the recovery attempts may not be successful every time. Such unsuccessful attempts

may bring detrimental effects to the network. In this paper, we introduce three of

such problems which occur due to change in state (such as dumb to dead, etc.) with

such attempts. We name the problems as Recovery Attempt for Dead (RAD) node,

Insecure Recovery Attempt (IRA), and Data Burst (DB). The detrimental effects of

these problems are evaluated using network simulator 3 (ns3) simulations. Addi-

tionally, this paper also suggests some solution guidelines for these problems. The

analysis and simulation experiments led us to enlist some open research issues in the

concluding section.

Keywords WSN ⋅ Misbehaving nodes ⋅ RAD ⋅ IRA ⋅ DB
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Introduction

Ubiquitous deployment, ad hoc nature, and low-cost implementation have given

wireless sensor network enormous popularity [1]. Several applications (such as

active volcano detection [2], weather monitoring [3], underwater monitoring, etc.)

often deploy sensor networks in hostile areas. Sensor nodes often experience adverse

environmental conditions such as rainfall, fog, high temperature, etc., due to out-

door deployment. Such adverse environmental conditions often cause shrinkage in

the communication range of a sensor node [4]. When a node becomes disconnected

from other nodes due to environmental adverseness, it exhibits dumb behavior [5].

Dumb nodes have detrimental effects on the network’s performance. In order to

maintain smoothness in the networks performance, dumb nodes need to be detected

and healed. On the other hand, sensor nodes are tiny, battery-operated device with

limited life span. In order to save energy, they switch from one state to another. For

example, a sensor node may switch to idle (or sleep) state from active state, when its

transmission and reception (Tx∕Rx) activities are stop [6]. At the end of life cycle of

the battery, sensor nodes permanently move to dead state. Wireless sensor nodes are

prone to security threats also [7]. Nodes may be physically hijacked or replicated by

the adversaries [8]. An interesting issue of such attacks is that if a node is hijacked

or replicated, it might exhibit dumb behavior to all other nodes until a false node

is placed back. For a sensor node, it is impossible to predict the exact state of its

neighboring node. Therefor, if it initiates to recover a misbehaving node (like dumb

node), the recovery attempt may not succeed every time additionally such unsuc-

cessful recovery attempt may bring detrimental effects to the network also. This

paper introduces three of such problems namely—RAD, IRA, and DB. Section of

this paper describes problems, and section “Performance Evaluation” evaluates the

performance of different problems using simulation. Out of the remaining parts of

the paper, section “Sensor Nodes States” describe the states of wireless sensor net-

works and Section refers a guideline to overcome these problems.

Contributions

∙ This paper introduces three problems (namely i. Recovery Attempt for Dead

(RAD) node, ii. Insecure Recovery Attempt (IRA), and iii. Data Burst (DB). These

problems may occur in wireless sensor network with change in state of the nodes.

∙ Analysis of the detrimental effects of such problems using simulation.

∙ A solution guideline is also provided for solving these problems.
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Sensor Nodes States

This section describes the states of wireless sensor devices according to Fig. 2.1.

i. Idle: In this state, a sensor node remains active but does not perform any activity.

Energy consumption during ideal state is very minimum and only to activate pro-

cessing unit and low-power receiving unit.

ii. Transmit/Receive (Tx/Rx): In this state, a sensor node remains fully active to

transmit its own sensed information, receive, or forward others’ information. Energy

consumption of sensor node in this state is maximum.

iii. Dumb: In this state, sensor networks exhibit misbehavior. Sensor nodes cannot

transmit any packet to their neighbors due to temporal shrinkage in their transmis-

sion range under adverse environmental conditions [5]. Such behavior is denoted by

𝜓d in Eq. 2.1, (notations related to this equation are also explained in [5]).

𝛹d =
{

1, {(0 < dmin ≤ rc(ti) ≤ R)} ∧ {0 ≤ rc(tj) < dmin < R)} ∀ti∀tj ti ≠ tj
0, otherwise

(2.1)

iv. Compromised: In this state, a sensor node pretends to be a node working for

benefit of the network, but it works for an external entity to diminish the network

performance and steal information. A node enters this state due to external attack.

v. Dead: In this state, a sensor node cannot perform any activity due to damage or

insufficient energy to perform any activity. If a node is dead, it cannot become active

again without external intervention.

IDLE Tx/Rx DUMB

COMPROMISED

DEAD

Event

No Event

End of Life or Battery Failure

    Adverse
Environmental
   Condition

Favourable
Environment

Battery
 Failure

Adversary
  ActivityAdversary

  Activity
Adversary
  Activity

Battery
 Failure

 ACTIVE /
WORKING

MISBEHAVING DEAD

Fig. 2.1 State diagram of wireless sensor nodes
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Description of the Problems

Inter State Changing Problem (ISCP) occurs when a node is assumed to be in dumb

state, but practically, its state has changed from dumb to dead or compromised. This

section describes these problems.

RAD: Recovery Attempt of Dead Nodes

Existence of dumb or disconnected node is harmful for network’s performance [9].

Distributed approach may be applied to recover dumb nodes [10]. Under this scheme,

a number of hello packets are exchanged to recover a dumb node. One major problem

with this approach is state change. If the node moves from dumb state to dead state

then the total effort becomes useless. The distributed approach to recover from dumb

state becomes an useless Recovery Attempt of Dead (RAD) node.

Theorem 1 Degradation in channel utilization increases with the number of RAD
nodes.

Proof We assume that in a network of N nodes, every node can transmit P packets in

t time slot with Ps successful transmission probability. Now, two incidents can take

place in the network.

∙ Case 1: When all nodes participate in the network data transfer, then network

throughput (𝜏) becomes

𝜏 =

N∑
i=1

PiPs

t
(2.2)

∙ Case 2: Let n1 nodes participate in network data transfer and n2 nodes participate

in RAD operation, where N = n1+n2. The overall throughput (𝜏) divides in network

throughput (𝜏i) and RAD throughput (𝜏RAD), such as 𝜏 = 𝜏i + 𝜏RAD

𝜏 =

n1∑
i=1

PiPs

t
+

n2∑
i=1

PiPs

t
(2.3)

Here, t and Ps can be considered as constant. So 𝜏RAD becomes

𝜏RAD =
Ps

t

n2∑
i=1

Pi (2.4)
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Hence, from 2.3 and 2.4, we conclude that increment of n2 will significantly increase

RAD efforts minimizing network throughput 𝜏i.

IRA: Insecure Recovery Attempt

Wireless sensor networks are prone to attack in form of node hijack or node repli-

cation. An adversary may physically hijack a node and read its security credentials.

After understanding the security arrangements of the network, the adversary may

put the node back into its position to insert mal data in the network. It is obvious that

a compromised node should behave like a dumb node during its hijack. But if the

detection process does not include security check, the adversary may easily intrude

a mal node in the network. Another important aspect of this attack is related to the

payload size. From [11] we know that, networks saturation throughput(Sth) of the

network is a function of the number of payload information bits successfully trans-

mitted within a single virtual time slot (Epl), and the length of the virtual time slot

Lts. The relation between them is shown in Eq. 2.5

Sth =
EPL

Lts
(2.5)

Therefore, it is evident that if an adversary can inject large data frames in the

network, he can insert large number of mal data in the network. Figure 2.3b reflects

this issue and validates our notion.

DB: Data Burst

Data burst is a phenomenon, which occurs on the return of favorable weather condi-

tion. When a dumb node suddenly recovers its transmission and reception capability,

it broadcasts common packets to all its neighboring nodes. Hence, it increases rout-

ing overhead as well as traffic load in the network.

Solution Guideline

Table. 2.1 prescribes possible solution guidelines which can be adopted to overcome

such problems.
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Table 2.1 Solution

guideline for Inter State

Changing Problems

Problem Solution guideline

RAD One possible solution of such problem is

to implement a self-detection mechanism

Under a self-detection mechanism, a node

detects its state and tries to recover itself

IRA The only solution to this problem is to

implement a security framework for the

misbehavior detection algorithm. The

security protocol should check the

authenticity of a node whenever it is

recovered from dead state

DB Data Burst is a natural network

phenomenon, and it cannot be avoided

completely

But any routing protocol, which

periodically updates routing table can

ameliorate the effect of Data Burst (DB)

to some extent

Performance Evaluation

Simulation Setup

In order to verify our target issues, we performed simulation experiments in network

simulator-3 (ns-3) [12]. The simulation was performed with several nodes randomly

deployed over 500 m× 500 m surface area. Packet size is considered as 512 bytes,

where hello packet size was approx 50 bytes. Some common simulation parameters

are mentioned in Table 2.2.

Table 2.2 Simulation

parameters
Parameter Values

Number of nodes 10–30

Percentage of faulty node 10–30%
Percentage of node in

detection (RAD nodes)

20–60%

Deployment area 500 m× 500 m

Data packet size (𝜆) 512 bytes

Hello packet size 100 byte (approx.)

Mal-data packet size (𝛼) 1000–1500 bytes

Number of packets (per

application)

10,000

Inter-packet interval 0.001 s

Placement of the nodes Random

Total initial energy 10 J
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(a)

(b)

Fig. 2.2 Test of RAD a: degradation in network throughput, b: energy consumption

(a)
(b)

Fig. 2.3 Test of IRA a: insertion of mal data b: amount of mal data consumed with increasing

mal-data size

In our first experiment, we test RAD. We deploy 10–30 nodes randomly over

500 m× 500 m area, where 0–40% nodes were engaged in dumb node detection.

Packet queue for every node was full. Additionally, detector nodes have a respon-

sibility to transmit hello packet to detect dumb nodes. As our target dumb node has

actually become a dead node due to change of state (Fig. 2.1) Hence, all efforts pro-

vided for this detection consumes some bandwidth which is useless in practice. For

example, Fig. 2.2a exhibits that, in a topology of 20 nodes, 34% drop in throughput

having 40% detector nodes in the network. This validates the statement of Theorem 1.

Figure 2.2b exhibits a slight increment in the energy consumption with the detection

process. The nodes which are exchanging hello packet are consuming more energy

from the source to accomplish Tx∕Rx operation.

In our second experiment, we place compromised nodes randomly in the network.

These nodes inject similar data packet to the original. We notice that a compromised

node may declare itself as a recovered dumb node. If the detection process does

not imply sufficient security check, compromised nodes may easily enter into the
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(a) (b)

Fig. 2.4 Test of DB a: increment in packets in the network b: change of throughput with DB

network declaring them as recovered dumb nodes. This experiment exhibits IRA

problem. We create similar data packet as the originals and inject them in the net-

work. Results of this experiment are presented in Fig. 2.3a. The plot shows that if an

adversary hijacks and replicated almost 40% of the nodes in a network, then he can

easily inject more than 40% mal data in the network. This effect becomes even worse

when an adversary inputs larger data frames than the normal one. We doubled and

tripled the mal-data packet size(𝛼) and observed the output in Fig. 2.3b. The result

shows that if the adversary uses mal-data packet, which are three times in size of the

original packet (i.e., 𝛼 = 3 × 𝜆), he can inject approx. 57% mal data in the network

by replicating only 10% nodes of the network.

Our final experiment represents Data Burst (DB) problem in the wireless sensor

network. In this experiment, a certain percentage of nodes become activate between

4.5–5 s. Figure 2.4a shows that the hike in received packet count in the network dur-

ing this time period. This happens due to redundant data flow via the detector nodes.

When a node gains back its transmission and reception capability under favorable

weather condition, all of its neighbors receive same packet from the node due to

the broadcast nature of wireless sensor network. This hike in received packet does

not contribute any significant improvement in the network’s throughput, as shown in

Fig. 2.4b. For this reason, we call this phenomenon as Data Burst problem.

Conclusion

Since the last few years, sensor networks are being deployed in countless fields of

application. When sensor nodes are deployed in adverse environmental conditions

or hostile areas, they experience several problems. In this paper, we introduce three

of such problems namely RAD, IRA and DB which occur due to change of state

of sensor nodes. The solution of these problems may be subject to further research,

but it is necessary to solve this problems for security and performance issues of

the network. During real-life deployment, sensor networks often face new problems.
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Advancement of research on this field solves such problems. Additionally, it intro-

duces new features of sensor devices. This trend has made wireless sensor network

a popular medium of communication and useful in our life.
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Chapter 3
Effects of Persistent Misbehaving Nodes
in Wireless Sensor Networks

Subhransu Das, Jayashri Deb Sinha and Subhabrata Barman

Abstract In a wireless sensor network (WSN), sensor nodes may temporarily exhibit

mal-behavior (e.g., dumb behavior) under adverse environmental conditions. A mis-

behaving node may gain back its work ability with the return of favorable weather

conditions. In this paper, we consider some scenarios where sensor nodes exhibit

mal-behavior for a significant duration of time. We call such misbehaving nodes as

“persistent misbehaving nodes”. We present an analytical model which shows the

severeness of the detrimental effects caused by persistent misbehaving nodes. The

performance analysis corroborates our model and compares the effects of temporary

and persistence misbehaving nodes. The results of the performance analysis also

show that the existence of persistent misbehaving nodes causes 38% degradation

in throughput and 18% extra energy depreciation than the temporary misbehaving

nodes. The analysis and performance analysis led us to enlist some open research

issues in the concluding section.
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Introduction

In countless fields of applications, sensor nodes are deployed in hostile areas, where

they suffer environmental adverseness like high temperature, rainfall, etc. [1, 2].

Under such environmental hazards, sensor nodes may lose their sensing capabili-

ties and exhibit trans-faulty behavior [3] or their communication range may shrink

and they may exhibit dumb behavior [4]. The detrimental effect of environmental

hazards on the performance and life time of sensor nodes is a proven phenomenon.

For example, the attenuation of signal under rainfall and snowfall is formulated in

[5]. High environmental temperature has a crucial impact on the performance of

the sensor nodes. In [6], it is shown that the communication radius of a node may

shrink upto 60% with increasing temperature. We adhere to the valuable results of

this paper to model our experiments. Dumb [4] and trans-faulty [3] nature are the

two temporal misbehaviors of sensor nodes observed under environmental adverse-

ness. Dumb and trans-faulty nodes may gain back their work ability under favor-

able weather conditions. Therefore, they are considered as temporary misbehavior.

In this paper, we move a step forward and analyze the effect of persistent misbe-

havior of sensor nodes. We call a node as persistence misbehaving node if it cannot

recover itself within a given time period 𝛥t. For example in a manufacturing indus-

try, the room temperature may remain high through out the production hours. During

these hours, sensor nodes will experience a shrinkage in their communication range

and will exhibit dumb behavior for a significantly long time. In order to analyze the

effects of persistent misbehaving nodes, we outline the remaining parts of the paper

as follows. In section “Difference Between Temporary and Persistent Misbehavior”,

we distinguish the effects temporary and persistent misbehavior. Where, in section

“Performance Evaluation”, we analyze the effects of persistent misbehaving nodes

in terms of network throughput, delay, average inter-packet arrival delay (AIPAD),
and energy consumption using ns-3 simulations [7]. The outcome of this analysis

and performance evaluation allowed us to enlist some open research issues in the

concluding section.

Difference Between Temporary and Persistent Misbehavior

A temporary misbehaving node may work properly with the return of favorable

weather conditions. For example, a dumb node may regain its transmission and

reception capabilities with the return of favorable weather conditions. But when mal-

behavior of a node persists for a significantly high time duration (𝛥t), it becomes per-

sistent misbehaving node. The selection of the 𝛥t is a flexible choice for the network

administrator. The throughput of a communication link depends on the misbehavior

duration of a receiver node.

Theorem 1 The throughput of a communication link depends on the misbehavior
interval of the receiver.



3 Effects of Persistent Misbehaving Nodes in Wireless Sensor Networks 27

Proof Let us assume that a node receives p packets in t time interval with uniform

inter-packet arrival interval. Therefore, average packet arrival rate of the link (𝜆) can

be expressed as

𝜆 =
p
t

By definition, a misbehaving (dumb node) cannot receive any packet during misbe-

havior interval. Using this notion, we model the probability of misbehaving (dumb)

node (Pdumb) using Poisson distribution (as shown in Eq. 3.1)

Pdumb = P{x = 0} = e−𝜆𝜆x
x!

(3.1)

Here, x is the expected number of packets in specified time interval which is zero

(x = 0) for misbehaving (dumb) nodes and 𝜆 = p
t

therefore, we rewrite 3.1 as 3.2.

Pdumb = e−
p
t (3.2)

Assumes that a sender transmits Pt packets in T time interval. Out of this T
time interval, the receiver remains Tactive time active and exhibits misbehavior for

Tmisbehavior time periods, where

T = Tactive + Tmisbehavior

Hence, the throughput of the link (Th) is expressed as shown in Eq. 3.3

Th =
Pt.(1 − e− p

t
)

Tactive + Tmisbehavior
(3.3)

From Eq. 3.3, it is evident that the throughput of a link is inversely proportional

to the misbehavior interval of the receiver. A corollary of this theorem is that “the

throughput of a link depends on the probability of misbehavior of the sender also”.

We observe that persistent misbehaving nodes delivers less network throughput then

temporary misbehaving nodes in the performance evaluation section.

The changes in Activity Node Ratio (ANR) is significantly high in the network

with temporary misbehaving nodes compared to the persistent misbehaving nodes.

Definition 1 Activity Node Ratio (ANR): It is the ratio between properly behaving

nodes (Nproperly_behaving) and total nodes (N) of the network.

ANR =
Nproperly_behaving

N

The values ANR range from 0 to 1. Figure 3.1a depicts the changes in ANR in

different networks. One obvious effect of this fluctuation in ANR can be observed
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(a)

(b)

Fig. 3.1 Analysis of persistent misbehaving nodes a: changes in ANR b: average activity period

of the nodes

the average activity period of the nodes. In Fig. 3.1b, we notice that a temporary

misbehaving node remains active longer than a persistence misbehaving node.

Average inter-packet arrival duration (AIPAD) also depends on the persistence

nature of misbehavior exhibited by a sensor node.

Lemma 1 Average inter-packet arrival duration (AIPAD) depends on the misbe-
havior interval of the receiver.

Proof Let us assume that in a network, a temporary misbehaving node receives P
packets over a communication link in T time. T is represented as

T = 𝛥ttemp + 𝛥tactive

where 𝛥ttemp and 𝛥tactive are time slots for exhibiting disconnected misbehavior and

active nature. Therefore, average inter-packet arrival duration for temporary misbe-

having node (AIPADtemp) can be calculated as shown in Eq. 3.4

AIPADtemp =
T
P

=
𝛥ttemp + 𝛥tactive

P
(3.4)

Similarly, we derive average inter-packet arrival duration for persistence misbe-

having node (AIPADpersi) in Eq. 3.5

AIPADpersi =
T
P

=
𝛥tpersi + 𝛥tactive

P
(3.5)

Now,

𝛥tpersi > 𝛥ttemp
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Hence, for a common 𝛥tactive and P,

AIPADpersi > AIPADtemp (3.6)

Thus, Eq. 3.6 proves the lemma.

We verify this notion in the following performance evaluation section.

Performance Evaluation

Simulation Setup

In this section, we analyze the effect of persistence misbehaving nodes over the net-

works performance. We perform several simulation experiments in network simula-

tor 3 (ns-3) for this purpose. We deploy 20–100 nodes in a 300 m× 300 m area with

some common simulation parameters as shown in Table 3.1. We simulated “dumb

behavior” as a misbehavior to represent its temporary and persistent effects over the

network.

Our first set of simulations analyzes network throughput with the existence of

temporary and persistent misbehaving nodes. We deployed 20–50 nodes uniform

randomly over the simulation area. Every node transmitted UDP packets of size 512

bytes. The inter-packet interval for this experiment was 1 s. Figure 3.2a, b shows the

change in network throughput. As the fluctuation of ANR is remarkably high in net-

works with temporary misbehaving nodes, the throughput of the network (observed

in uniform time interval) changes more frequently.

Temporary misbehaving nodes can recover themselves sooner than the persis-

tent misbehaving nodes. This phenomenon affects the overall throughput of the net-

work. Figure 3.3a depicts that a network with temporary misbehaving node can even

achieve 28% more throughput than the network with permanent misbehaving nodes.

This results corroborates our notion of Theorem 1.

Table 3.1 Simulation

parameters
Parameter Values

Number of nodes 20–100

Placement of the nodes Uniform random

Deployment area 300 m × 300 m

Data packet size (𝜆) 512 bytes

Inter-packet interval 0.01–1 s

Number of packets (per

application)

10,000

Total initial energy 50 J
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(a) (b)

Fig. 3.2 Analysis of throughput on every node a: with temporary misbehaving nodes b: with per-

sistent nodes

(a) (b)

Fig. 3.3 Analysis of persistent misbehaving nodes a: network throughput b: delay against different

routing protocols

Frequent changes in ANR may create delay in the routing decisions. Reconstruc-

tion of routing table and repeated route discovery increase delay in the network with

temporary misbehaving nodes. Figure 3.3b shows the delay with temporary and per-

sistent misbehaving nodes. We observe a 38% extra delay in the network of 100

nodes with temporary misbehaving nodes under DSR protocol. In almost every test

case, AODV [8] outperforms DSR [9]. Out of these experiments, the minimum delay

(0.102 s) occurred in 50 node topology with AODV protocol (with persistent misbe-

having nodes).

To corroborate Lemma 1, we simulated three network scenarios where inter-

packet sending interval ranges from 0.01 to 0.03 s. Lemma 1 shows that AIPADtemp
will be higher than AIPADpersi. In Fig. 3.4a, we observe in all test cases the value of

AIPADpersi is greater than AIPADtemp. We also notice a 28% increase in AIPAD over

a link when the inter-packet sending interval was 0.01 s.

In our final set of experiments, we analyze the energy consumption of the network

with temporary and persistent misbehaving nodes. Misbehaving nodes (dumb nodes)

are clearly distinguishable from dead nodes. They are active in nature but their work

ability is suspended due to adverse environmental conditions. We
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(a)

(b)

Fig. 3.4 Analysis of persistent misbehaving nodes a: AIPAD b: energy consumptions

simulated two network scenarios with 50 and 100 nodes. In both scenarios, the

energy consumption of the network with persistence dumb node is higher than the

other. For example, we notice 18% extra energy consumption with persistent misbe-

having node with 100 nodes during 20–22 s time interval.

Conclusion

This paper analyzes the effects of persistence misbehaving nodes over a network.

Additionally, it distinguishes the effects of temporary and persistent misbehaving

nodes using simulation experiments. We summarize that the detrimental effects of

persistent misbehaving nodes over network throughput and energy consumption are

more severe then the effects of temporary misbehaving nodes existing in the net-

work. However, a statistical measurement can corroborate our results more precisely.

Additionally, a statistical measurement based system for detection and avoidance of

persistent misbehaving nodes can be an interesting project goal for future work.
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Chapter 4
Performance Comparison of Routing
Protocols in Mobile Ad Hoc Networks

Alak Roy and Titan Deb

Abstract Mobile Ad Hoc Networks (MANETs) are self-sorted intercommunicating

systems shaped by portable hosts, without any settled framework. In MANETs, data

transmission requires several hosts linking sender and receiver for effective rout-

ing of data packets. The nodes in MANETs have the capacity to move arbitrarily

and compose themselves subjectively in the network. This makes the networks more

complicated in nature (hence, require an efficient routing protocol to deliver data).

There is plenty of routing techniques that are available for MANETs. It is hard to

decide efficient protocol for a constrained situation. In this paper, a comprehensive

survey of routing protocols that are available in recent literature with classification

is given. This paper gives portrayals of the protocols with exchanges of preferences

and drawbacks of the various routing protocols. Finally, a simulation-based perfor-

mance evaluation of the routing is presented to compare their performance based on

average throughput, end-to-end delay, and packet delivery fraction in various data

rates.

Keywords Mobile ad hoc networks ⋅ Routing protocols

Introduction

MANETs [1] are the most encouraging fields for research. Since 1970, remote sys-

tems get to be more famous and a fast development of research hobbies in MANETs

began in the 1990s. In the last couple of years, the utilization of remote systems

has ended up more mainstream. MANETs are multi-jump impermanent foundation

less self-arranging system which conveys through remote connection. In MANETs,

mobility causes stochastic changes of topologies. Therefore, routing becomes dif-
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ficult in MANETs. Every mobile node is able to travel in any direction randomly.

This results in changes of routes between source and destination rapidly and unpre-

dictably. In this manner, each portable node goes about as a switch and host in the

meantime in MANETs. Routing is the center issue in MANETs for sending infor-

mation from source to destination. Communication in MANETs requires efficient

and prominent routing protocols between two nodes. In order to provide network

connectivity in MANETs, it uses dynamic routing in case of a static infrastructure.

The objectives of any routing protocols in MANETs are to route data packet among

the mobile nodes effectively and efficiently. Two main activities of MANETs are as

follows: First is determining the optimal route and second is the transferring of infor-

mation to the destination node. One of the principle points of interest of MANETs

is that it gives access to data paying little mind to geographic territory and it can

be set up at wherever. Use of MANETs incorporates the areas where no communi-

cation infrastructure, Civilian environments, mine site operation, emergency opera-

tions, military environments, personal area networking like cell phone, laptop even

in rescue operation. Plenteous routing protocol has been proposed for MANETs.

The aim of this paper is to present a comparative performance analysis of few rout-

ing protocols available in recent literature for MANETs with their characteristics,

advantages and disadvantages. The rest of the paper is organized as follows: section

“Background Details” gives background details of MANETs; section “Related Work”

includes the related works and existing research work. Section “Routing Protocol

in MANETs” contains literature survey of different types of proposed routing pro-

tocols that are listed in two parts: proactive and reactive. Section “Performance

Evaluation” includes performance evaluation metrics and discussion of simulation

results. The paper concludes with future research direction in section “Conclusion”.

Background Details

In some of the MANETs, routing protocols use beacon technique as shown in

Fig. 4.1, where each node periodically generates beacon or hello message. Beacon

is used to announce the existence of the nodes. In MANETs, routing information are

maintained in route cache and route table. The routing table includes the details of

routes to all of the networks where the router has learned about. It maintains this

table whether there is traffic flowing to those networks or not. The routing table is

only concerned with the route to a destination, so it does not keep track of source

addresses. On the other hand, the routing cache stores recently used routing entries

and a flow is defined by the source and destination IP addresses. In some cases, for-

mat of a beacon may contain the following: (i) Validity Time (8 bits): It is the time

where a node is active for receiving messages, (ii) Address Block: It contains the

used addresses over which the Hello message is transmitted, (iii) Interval Time (8

bits): It specifies the interval at which Hello messages are being generated by the

originator node, and (iv) One or more Address Blocks: It consists of addresses of

non-neighbor nodes (Table 4.1).
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Related Work

In this section, we intend to detail various presented research works done on

MANETs routing protocol. In [2], the performances of AODV, DSR, and ZRP are

evaluated. They analyzed these routings with different pause times and TTL base

hop counts. They concluded that AODV performs better in the case of EED. In the

case of packet delivery fraction, AODV and DSR perform better than ZRP. DSR per-

forms best with less a number of hops in comparing TTL-based hop count. In [3],

performances are analyzed for AODV and DSR protocols using different network

loads, network sizes, and mobilities. In this paper, it concluded that DSR performs

better in constrained situation. In [4], performances are compared for three routing

protocols: AODV, DSDV, and DSR. They analyzed these three routing protocols

with node mobility, various interval times, and packet size. With expanding packet

volume, PDR and throughput are decreased in AODV. DSR protocol performs better

at less packet size but routing load is high. They concluded that the performance of

DSDV is always less than DSR and AODV. In [5], performances are compared for

AODV, AOMDV, LAR, and LAMR protocols with varying pause time and speed.

Their simulation result shows that best performance is given by AOMDV in order

to PDR and EED. In [6], in this paper, performances are analyzed for DSDV, DSR,

and Eff-DSDV routing protocol under various numbers of source and node speed.

They concluded that Eff-DSDV performs better with varying speed of mobile nodes.

In [7], it is concluded that reactive protocol gives better result in case of PDR and

AEED under both TCP and CBR traffic patterns. Experiment is carried out by Net-

work Simulator 2. In [8], performance is evaluated for DSDV and AODV routing

protocols with different numbers of source and various pause times. They concluded

that AODV is suitable when communication is done under UDP protocol. But in

certain case, AEED of DSDV is less than AODV. In [9], performance of AODV,

DSR, DSDV, and OLSR is evaluated under node mobility and number of nodes in

the network. They concluded that for much less volume of node in addition to low

range of mobility DSDVs, effectiveness can be more. From best of our knowledge,

no research work is done on performance evaluation under data rate. Data rate is the

essential component of data communication. In [2–9], no comparison is done under

static node characteristics. Drawbacks of routing protocols are not included in the

existing work. A detailed comparison of various routing protocols is listed in Table

4.2. That is why, we have evaluated performance analysis under data rate and fixed

node position using Network Simulator 2. In this paper, we have listed the various

drawbacks and advantages of various routing protocols in MANETs.

Routing Protocol in MANETs

In recent literature, several routing protocols are available in MANETs, which are

generally applied based on their network circumstances. The main theme behind
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every protocol is to expand the throughput while minimizing the packet loss, energy

consumption by sensor node, and decreasing network burden. In order to compare

and analyze the available routing protocols in MANETs, a classification among them

is required, which is shown in Fig. 4.2.

Reactive Routing Protocol

In case of dynamic changes of topologies, traditional table-driven routing proto-

cols are not efficient for communication in MANETs. Thus, requirements come to

develop on-demand routing protocols. Reactive protocol discovers opposite routes

when a packet has to be forwarded. It maintains the currently involved routes. There-

fore, routes are built on-demand when a node is flooded with route request and route

reply is received. It needs to be determined by the route just before the packet sending

begins and thus results in a delay of the first data packet to receive. These offices low

overhead and diminish load on the network. Certain reactive routing protocols are

Dynamic Source Routing (DSR), Ad Hoc On-Demand Distance Vector (AODV),

Location-Aided Routing (LAR), and Associativity-Based Routing (ABR). Among

a few receptive routing protocols, we have selected Ad Hoc On-Demand Distance

Vector (AODV) and Dynamic Source Routing Protocol (DSR) for execution assess-

ment.

Ad hoc On-Demand Distance Vector (AODV) [9] is a famous on-demand reac-

tive routing protocol. AODV finds out route only before data transfer begins between

the peers. The route finding process begins when there are no pre-existing routes be-

tween the communication peer in the routing table. Finding routes in the source node

is flooded with a route request (RREQ) indicating the destination. This process pro-

ceeds until it reaches the receiver or lifespan has finished. Once RREQ is received,

receiver sends back route reply (RREP) by specifying a reverse path to the source

that initiates the RREQ [3, 5, 6, 8]. The RREQ packet incorporates source arrange-

ment number and last destination succession number known to source. An entrance

of forward way that is not utilized for a dynamic route time interim is cleansed from

the routing table. For route support process, source node can reinitiate a route disclo-

sure process when it changes its location. In the event that any middle node of this

system moves inside a specific route, the neighbor of the floated node can distin-

guish the connection disappointment and sends a connection disappointment notice

to its upstream neighbor. This methodology proceeds until the disappointment no-

tice or data achieves the source node. In the view of achieved data, the source may

choose to re-launch the route disclosure stage. Favorable circumstances include (i)

the playing point of AODV is that it is suitable to exceptionally element systems.

(ii) It underpins both multicast and unicast packet transmissions notwithstanding for

nodes in steady development. (iii) It additionally reacts rapidly to the topological

change that influences the dynamic routes, and (iv) AODV takes less time to set up

association between conveying nodes. However, it has few drawbacks as follows:

(i) Nodes might confront extensive deferrals amid route discovery, and connection
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disappointment may launch another route disclosure, which leads to delay and ex-

pends more transfer speed as the span of the system increases and (ii) heavy control

overhead.

Destination Source Routing (DSR) [10] protocol is an on-demand reactive uni-

cast source routing. In DSR, source nodes have the capacity to locate the precise

succession by which a packet engenders. Nodes are obliged to keep up route stores

in DSR. The route store is overhauled when a route is known for a specific section

in the route reserve. In this, routing is done utilizing two stages: route disclosure

and route support. At the point, a source must send out new packet to a vacation

spot, and first counsels its route store to figure out if it thinks about any route to the

destination or not. If not, it launches a route demand telecast. This solicitation incor-

porates the source address, destination location, and an exceptional ID number. In

the middle of the road, node checks its own route store to discover whether it thinks

about the destination or not. In the event that it does not think about the destination,

the middle of the road node again advances the packet and inevitably this acquires

the communicating end. A route answer is sent by the destination or by any of the

middle of the road nodes when it thinks about how to achieve the destination. Di-

verse packet may have distinctive routes, notwithstanding having the same source

and destination. In this way, the name is source routing. Favorable circumstances of

DSR protocols include (i) a playing point is that every node can keep different routes,

which implies that the sender can check its route reserve for a legitimate route before

starting route disclosure, and if a substantial route is observed there is no require-

ment for route revelation. (ii) Another playing point of DSR is that it does not require

any occasional beaconing; consequently, node may go to sleep mode to save energy.

This additionally spares a measure of data transmission in the system and (iii) One

of the principle focal points is no compelling reason to continue routing table in or-

der to route given information packet. Meanwhile, some drawbacks are as follows:

(i) routing overheads are proportionally increased with increase in distance between

source and destination nodes. (ii) It requires altogether more preparing assets than

most different protocols. To get the routing data, every node must invest packet of

energy to process any control information. (iii) Using stale cached route by interme-

diate nodes, other nodes caches may be polluted [4, 7] and (iv) packet header size

grows with route length and RREQ flooding.

Temporarily Ordered Routing Algorithm (TORA) [11] is sorted as hybrid rout-

ing protocol. TORA is a blend of reactive and proactive upgrades. It is an exceed-

ingly versatile, versatile, and circle-free routing protocol; subsequently, it can work

in a multi-bounce system. TORA is in view of the idea of “Connection Reversal”.

To create connection between nodes in TORA, Directional Acyclic Graph (DAG)

is utilized. For this situation, a route disclosure inquiry is shown and engendered

all through the system until it achieves the destination or a node that has data about

how to achieve the destination. TORA characterizes a parameter, termed stature. The

parameter tallness is a measure of the separation of the reacting node’s separation

up to the obliged receiving node. In the route revelation stage, this parameter comes

back to the questioning node. As the inquiry reaction or result engenders back, in

the middle of the road, every node redesigns its TORA table with the route and tall-
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ness to the end node. The source node then uses the tallness to choose the best route

toward the destination. This protocol has an intriguing property that it habitually

picks the most advantageous route, as opposed to the briefest route. For every one of

these endeavors, TORA tries to minimize the routing administration movement over-

head. In TORA, numerous routes exist in the middle of each source and destination.

Therefore, connect disappointment or node disappointment can be recognized and

understood rapidly. Favorable circumstances include (i) advantage of TORA is that it

additionally backs multicasting and (ii) numerous routes among just about any source

desired destination match are upheld by this protocol. Consequently, disappointment

of any of the nodes is immediately determined. Meanwhile, few drawbacks include

the following: (i) the calculation of route might likewise create interim invalid route

and (ii) it depends on synchronization of clock between the nodes in the network.

Therefore, Internet encapsulation protocol is required at immediate down layer of

TORA.

Location-Aided Routing (LAR) [12] is an on-interest source routing. LAR pro-

tocols constrain the control overhead of route revelation by using the area data of

MANETs. To acquire the area data, LAR utilizes Global Positioning System (GPS).

With the accessibility of GPS, it is simple for every host to know its physical area.

At whatever point, a source needs to correspond with destination, instead of flood-

ing the routing information, source node configures an expected zone for destination

node. Depending on the availability of location information, a request zone may be

formed. In this request zone, all nodes are able to forward route discovery packets.

Thus, expected zone is smaller in size than the request zone. Favorable circumstances

are as follows: this approach (i) decreases routing overhead, (ii) reduces communi-

cation complexity, and (iii) decreases overhead of route discovery. Disadvantage is

that route errors are generated due to route break.

Associativity-based routing (ABR) [13] is another source launched routing pro-

tocol, which additionally utilizes a question–answer procedure to focus routes to the

obliged destinations. On the other hand, in ABR route determination is principally

in light of steadiness. To pick stable course, every hub keeps up an associativity tick

with their neighbors, and the associations with higher associativity tick are picked

in slant to the once with lower associativity tick. Every node often produces refer-

ence node which indicates that it is present. After getting the sign information, a new

neighbor node renovates associativity table. For any reference level, the associativ-

ity beats the accepting node using beaconing node. An increased opinion regarding

associativity beat for virtually any certain beaconing node guarantees the node to be

relatively static. Associativity beat is reset to zero any time; any nearby node moves

outside the area of a few other nodes. This approach gives stable route including few

drawbacks as follows: (i) it obliges intermittent beaconing to focus the quality of

associativity of the connections which requires extra power utilization. (ii) Another

detriment is that it does not keep up different routes or a route reserve, which im-

plies that backup ways to go will not be quickly accessible, and a route disclosure

will be obliged utilizing connection disappointment and (iii) Only suitable for small

or medium network.
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Dube et al. designed Signal Stability-Based Adaptive Routing (SSBR) [14] pro-

tocol. The main routing mechanism of SSBR is the location and signal stability. In

case of route discovery, signal strength of nearby node plays a vital role. Static Rout-

ing Protocol (SRP) and Dynamic Routing Protocol (DRP) are two sub-protocols of

SSBR. In this protocol, communication is done based on the best signal strength

route. Hence, packet delivery and throughput increase.

Ad Hoc QoS On-Demand Routing (AQOR) [15] was proposed by Xue and Ganz.

It is a reactive protocol enabling the QoS support in respect of end-to-end delay.

Resource reservation is done according to estimated delay and bandwidth. AQOR

provides QoS support in MANETs by enabling hop-by-hop routing. Advantages in-

clude low control overhead, limited flooding mechanism, and reduced route discov-

ery overhead.

Source Routing for Roofnet (SrcRR) is proposed by Aguayo et al. The main idea

behind the design techniques of SrcRR [16] is to utilize the high-throughput route for

routing data packet. SrcRR was implemented by Roofnet test bed [17]. The design

principle of SrcRR was inspired by DSR. However, finding best path for various

routes between source and destination SrcRR uses the shortest path.

Interference-Aware Load-Balancing Routing (IALBR) [18] is based on AODV

protocol. In this routing algorithm, routing metric consists of the sum of traffic load

which helps to find the routes with fewer loads from sender to receiver in the network.

Each intermediate node calculates the load on receiving RREQ and a new entry in

the routing table if it does not exist. In IALBR, transmission is done through the

lowest load route instead of shortest path like AODV.

Proactive Routing Protocol

A proactive routing protocol is likewise called “table-driven” routing protocol. Keep-

ing in mind the end goal to hold the security, in this routing protocol, every node in

a system consists of routing tables that are overhauled routinely. Whenever there is

an adjustment in the system topology, a message is telecasted by each node to the

whole system. In any case, it brings about extra overhead cost because of keeping up

forward data, and thus throughput of the system may be influenced; however, it gives

the genuine data to the accessibility of the system. In this way, a source node can per-

ceive routing way in a flash in the event that they obliged at whatever time quickly in

the event that they obliged whenever. This sort of protocol is not effective for bigger

systems, as they need to keep up every node passage in the routing table. In this man-

ner, it builds routing overhead and utilization of transmission capacity. Couples of

proactive routing protocols are Global State Routing (GSR), Destination-Sequenced

Distance Vector (DSDV), Wireless Routing Protocol (WRP), and Hierarchical State

Routing (HSR). Among these, we have used Destination-Sequenced Distance Vector

(DSDV) for execution assessment.

Destination-Sequenced Distance Vector (DSDV) [19] is a table-driven routing

plan. DSDV is in light of the Bellman–Ford calculation. It was produced by
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C. Perkins and P. Bhagwat in 1994. In DSDV, every node keeps up a route table

comprising next jump address for every destination address, which redesigns con-

tinually and intermittently, not on interest. Each node intermittently telecasts their

routing table data with neighboring nodes. Every node keeps up expense metric for

the way to destination in routing table. Biggest arrangement number is utilized to

mark the route. DSDV uses arrangement number began by destination. In this man-

ner, circling issue brought about by stale routing is lessened which implies that it

gives a solitary way to a destination and no dormancy because of route revelation.

The routing redesigns in two ways: one is known as a “full dump” and incremen-

tal. If there arise an occurrence of full dump, the whole routing table of every node

is transferred to the nearer nodes and the incremental packet conveys just the data

changed following the last full dump. It keeps up two tables. The issue is that it

obliges bidirectional connection for correspondence. It gives a solitary way to a des-

tination, that is, it gives circle-free routes. Few disadvantages are as follows: (i) Due

to the necessity of the occasional redesigns, DSDV acquaints a lot of overhead with

the system and (ii) large segment of the system transfer speed is utilized as a part of

the redesigning.

Wireless Routing Protocol (WRP) [20] is likewise a circle-free proactive protocol.

WRP requires every node to keep up four routing tables: connection expense table, a

separation table, a routing table, and a message retransmission list (MRL). It presents

memory overhead. In this protocol, every node creates hello message or reference

points and these welcome messages are traded between neighboring nodes. Like

DSDV, it also provides loop-free routes. Few disadvantages are (i) every node keeps

four types of routing table, and it introduces memory overhead. (ii) It uses hello

message to ensure connectivity between the nodes and (iii) hello message consumes

bandwidth and more energy.

In Optimized Link State Routing (OLSR) [21], every node keeps three tables:

initial one for routing, second for neighbor nodes, and third for topology. It performs

hop-by-hop routing that implies every node in the system that uses its latest data to

send a packet. It is in light of the idea of multipoint relays (MPRs). It just proclaims

the arrangement of connections with its neighbors that are its “multipoint transfers”

as opposed to announcing its whole connections to all nodes in the system. Along

these lines, OLSR [21] decreases the control overhead. MRPs nodes cover all the

nodes. To choose the MPRs nodes, every node intermittently telecasts a rundown of

its one bounce neighbor utilizing hello messages. Then, every node selects a sub-

set of nodes that cover every single other node. Just MRPs of a node can retransmit

its telecast messages and different nodes can read and, however, cannot retransmit

it. Accordingly, this protocol diminishes the quantity of retransmissions in a tele-

cast methodology. Every node decides an ideal route to each destination utilizing its

topology, and stores this data in a routing table. Favorable circumstances include (i)

OLSR lessens control overhead and associations. (ii) This protocol lessens the quan-

tity of retransmissions in a broadcast procedure and (iii) in order to manage routing,

it does not require central administrative system. While other disadvantages are (i)

OLSR requires more time to re-finding a broken connection. (ii) For discovering an

alternate route, OLSR requires more processing power and (iii) OLSR consumes

more bandwidth.
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In Global State Routing (GSR) [22], each node sustains global data of the entire

topology, which depends on link state routing. Link state information is periodically

exchanged with local neighbors, in order to detect topology changes. Therefore, the

smaller sequence number of the table entries is replaced by larger sequence number

of that table. The topology map maintained at each node is used to calculate the

shortest path. This protocol reduces control overhead, while increasing network size

is the main disadvantage of GSR.

Fisheye State Routing (FSR) [23] is a proactive routing protocol, in which the

data of each node is gathered from the neighboring nodes and afterward the rout-

ing table is figured. It is in view of the connection state routing and is a change of

Global State Routing (GSR). Favorable circumstances are (i) it trades halfway rout-

ing redesign data with neighbors just. Henceforth, FSR fundamentally decreases the

devoured transmission capacity and (ii) it will not lead to any control information for

connection disappointment. Accordingly, no change in the routing table will happen

regardless of the possibility that there is any connection disappointment.

Source-Tree Adaptive Routing (STAR) [24] is developed by Garcia-Luna-Aceves

and Spohn. In this routing, a source tree is established by each node depending on

the links to all destination nodes. Two novel advantages provided by STAR are Op-

timum Routing (ORA) which detects shortest path for routing; meanwhile, packet

overhead is maintained by Least Overhead Routing (LORA). Later on, STAR proto-

col is extended as SOAR [25].

OLSR with Quality of Service (QOLSR) [26] protocol was proposed by Fonseca

and Munarctto. QoS parameters are included in terms of delay and bandwidth is

added with the base routing protocol OLSR. Further, three more advanced protocols

developed based on the QOLSR are QOLSR1, QOLSR2, and QOLSR3. The route

consisting of lowest delay is preferred for routing packets.

Hybrid Routing Protocols

Hybrid routing protocols combine the features of reactive protocols and proactive.

Zone Routing Protocol (ZRP) [27] is a hybrid routing protocol. In order to achieve

maximum efficiency and scalability, ZRP fuses the benefits of table-driven and on-

demand routing protocol. This feature also helps to discover the local neighborhood

of every node and communication among the neighborhoods, respectively. In ZRP,

each node may be able to set up its own zone side and it is defined as number of hops

to the zone perimeter. Each node may be in multiple overlapping zones of variable

size. ZRP consists of the following components: (i) The reactive Inter-zone Rout-

ing Protocol (IERP), (ii) the proactive Inter-zone Routing Protocol (IARP), and (iii)

Broadcast Resolution Protocol (BRP). These three components work independently

of the others to provide efficient routing features to ZRP. Details of ZRP can be

found in. Favorable circumstances are as follows: (i) it reduces the communication

overhead, (ii) it is suitable for large network and diverse mobility pattern, and (iii) it
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provides loop-free routes; while drawbacks are as follows: (i) the main disadvantage

is increasing complexity and (ii) its performance depends on zone radius.

Pei et al. designed Landmark Ad Hoc Routing (LANMAR) [28] which creates a

subset of nodes to move together. In each subset, a landmark node is selected, like

FSR. In this routing protocol, routing table consists of nodes within the range and

landmark node. Depending on landmark, a distance vector is calculated and attached

to every updated packet.

Relative Distance Micro-Discovery Ad Hoc Routing (RDMAR) [29] is devel-

oped by Aggelre and Tafazolli. In this protocol based on the relative distance from

source to destination, maximum hops are calculated. Using the maximum number

of broadcast messages is limited. RDMAR routing table consists of time stamp, flag

next hop, and relative distance field, respectively. Transmitted packets are kept in a

buffer until a received reply comes from destination.

Wang et al. designed the novel hybrid protocol known as Hybrid Ant Colony

Optimization (HOPNET) [30] on the basis of Ant Colony Optimization (ACO) and

zone routing. This protocol combines the features of ZRP and DSR routing protocols

with ACO-based schemes. The idea behind this distinct protocol is taken from the

ant hopping from one place to another place. Two routing tables as inter-zone and

intra-zone are maintained to handle link failure. This protocol increases delivery of

packet.

Other Routing Protocols

Location-Aware Routing Protocol: In this category, routing is done based on the

global positioning system. It is assumed that each node in the network is capable to

acquire geographical location of other nodes in the network. Location-Aided Rout-

ing (LAR) [31, 32] is designed by Ko and Vaidya in which route discovery is done by

using the location information. LAR uses GPS to decrease route discovery overhead.

Basagni et al. designed Distance Routing Effect Algorithm for Mobility (DREAM)

[33] protocol which also uses GPS. However, it combines the benefits of proactive

and reactive routing protocols. DREAM optimized the flooding for RREQ by limit-

ing the forwarding neighbor. DREAM is a robust and loop-free protocol. Both the

bandwidth and energy are efficiently utilized by DREAM protocol.

Multipath Routing Protocol: Multipath routing uses multiple paths instead of sin-

gle route from source to destination for packet delivery; as a result, bandwidth is

used more efficiently. Hence, packet delivery ratio is increased.

Hierarchical Routing Protocol: In hierarchical routing techniques, nodes are

grouped into cluster. Each cluster must have at least one Cluster Head (CH). CH is

responsible for communication with other CH with the help of gateway node. Hierar-

chical State Routing (HSR) [34] protocol is introduced by Iwata et al. It is developed

based on the multilayer clustering. The main theme of design of HSR routing is to

reduce the flooding of various control information using the local information of CH.

Hierarchical addressing techniques are used for routing in HSR.
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Multicast Routing Protocol: Multicast routing is the process of concurrently trans-

mitting the data from one source to multiple destinations. The novel technique is

developed by Steve Deering. The extended multicast version of AODV routing pro-

tocol is Multicast Ad Hoc On-Demand Distance Vector Routing Protocol (MAODV)

[35]. Route discovery is initiated only before beginning data transmission. The ad-

vanced version of multicast routing is geographical multicast routing protocol [36].

In geocast, node used geographical location information such as GPS. Earlier, survey

work on geocast is explained in [36] by C. Maihoter. An and Papavassiliou developed

Direction Guided Routing (DGR) [37]. For routing packets, clusters are formed and

CH is selected dynamically. It reduces the control overhead.

Power-Aware Routing Protocol: In WSNs, battery power of node is a crucial prob-

lem. In power-aware routing nodes, mobility and routing depend on the energy re-

maining. Maximizing the lifetime of each node with the constrained energy sources

the motive of this protocol in this class.

Performance Evaluation

To evaluate the comparative performance analysis of three diverse routing protocols

AODV, DSR, and DSDV, we have used Network Simulator 2 [38] for MANETs un-

der constrained condition where source and destination nodes’ positions are fixed.

We have used three performance matrixes for comparison evaluation which com-

prises average end-to-end delay, average throughput, and packet delivery fraction

(pdr * 100).

Simulation Setup and Parameters

For simulation, we have assigned packet size of 512 bytes at varying rates of 4,

8, 12, 15, 20, 25, and 30 packet/s. 25 uniform nodes are taken for simulation with

simulation time of 100 ms. 12 Constant Bit Rate (CBR) traffic sources are used.

Parameters used for simulation are detailed in Fig. 4.1.

Simulation Results

Metrics used for performance comparison include the following:

Average End-to-End Delay: End-to-end delay is defined as the delay experienced

by a packet generated by (CBR) source till it is received at the destination node.

Average end-to-end delays are measured by the ratio of end-to-end delay and the

received packets, including almost all possible delays during route discovery, prop-

agation time, and queuing at interface queue. In our experiment, we have found that
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Parameters Values

Simulation Time (in seconds) 100 

Simulation Area 500 X 500

CBR Source 12

Numbers of  Nodes 25

Packet Size (in bytes) 512

Routing Protocols AODV, DSR, DSDV

Data Rates (in packets/seconds) 4,8,12,15,20,25,30

Traffic Type CBR

Fig. 4.1 Simulation parameters

Fig. 4.2 Average end-to-end delay of routing protocols

with the increasing data rate AODV outperforms over DSR and DSDV as shown

in Fig. 4.2. Average end-to-end delay is inversely proportional to the data rate. The

main reason behind higher end-to-end delay in DSR is that it is on-demand source

routing protocol, where route is discovered before communication begins between

source and destination and there is a route finding mechanism that occurs every time.

It also has to carry a large overhead each time, thus the higher delay. Another reason

may be that the path between communicating peer may not be the shortest path. Thus,

results in more delay occur in delivery. The whole routing table needs to be updated

periodically in DSDV, which leads more delay in delivery compared to AODV. Dur-

ing transmission, packets must stay in buffer for more time in DSDV which causes

more delay. Hop-by-hop mechanism in AODV helps to reduce the EED.

Packet Delivery Fraction (PDR): It is determined as total number of packet ob-

tained on desired destination node dividing by total number of packet generated

by CBR source. Packet delivery fraction is calculated as PDR * 100%. DSDV has

slightly higher PDF compared to AODV and DSR as shown in Fig. 4.3, which may



4 Performance Comparison of Routing Protocols in Mobile Ad Hoc Networks 45

Fig. 4.3 Packet delivery fraction of routing protocols

Fig. 4.4 Throughput of routing protocols

be due to being a table-driven protocol and slightly more reliable. With the increase

in data rate, PDF is decreasing, and in case of DSR, it shows a drastic decrease when

data rate is in between 12 and 20.

Average Throughput: Average throughput is average number of packet obtained at

the receiver end in per unit time. In our experiment, we have found that the through-

put of DSDV outperforms over DSR and AODV with increasing data rate as shown

in Fig. 4.4. The throughput of DSR oscillates because it uses route cache; and stored

route may be stale after some time. Stale cache routing in DSR leads to fluctuation

in average throughput.
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Table 4.1 Classification of routing protocols for MANETs

Proactive DSDV, R-DSDV, OLSR, HOLSR, CGSR, WRP, GSR, STAR, QOLSR, LCA, MMRP, LQSR, WAR, DFR, DBF, 
AWDS, IARP,TBRPF,

Reactive DSR,AODV,TORA,LMR,ABR,SSBR,AQOR,ARA,ROAM,FORP,DAR,FDG,LLR,QMRB,AODV-ABR,LBAQ,LSR,
SWORP,RPR,GPR,SLR,LDR,RBR,DBR2P,LBCR,IALBR

Hybrid ZRP, FSR, LANMAR, DST, ZHLS, RDMAR, SLURP, DDR, A4LP, HOPNET, LRHR, FZRP, ANSI, HSLS, HRPLS
HARP

Location
Aware

LAR, DREAM, GPSR, DRM, ALARM, REGR, LAKER, MORA, OGRP, SOLAR, LBLSP, GLR, MER,TBR

Multi-path CHAMP, AOMDV, SMR, NTBR, TMRP, SMORT, SecMR, REEF, MuSeQoR, MDR, DYMO, OMR
Hierarchical HSR, CEDAR, H-LANMAR, DART, ATR
Multicast DCMP, ADMR, AMRoute, QMRPCAH, Fireworks, PPMA, ALMA, AQM, CBM, DDM, ROMANT, EraMobile, 

ABAM, ADMR, AMRIS, BEMRP, MOLSR, AMRoute, CBM, FGMP, DGR, GAMER, GeoGRID, GeoTORA, GPSAL, 
GRLI, GDSTR,BVGF

Power-aware DEAR, Scott & Bombos, MEHDSR, PARO, DSRPA, EADSR, ISAIAH

Table 4.2 A comparison of routing protocols for UWSNs

Parameters DSDV DSR AODV LAR TORA ZRP ABR OLSR WRP FSR

Protocol type Table 
driven

On-
demand

On-
demand 

On-
demand

Link-
reversal

Hybrid, DV 
and LS

On-
demand Proactive Table Driven Proactive

Loop Free Yes Yes Yes Yes No Yes Yes Yes Yes, but not 
instantaneous Yes

Multiple Route No Yes No Yes No No No No Yes Yes
Routing Over head Medium Low High Low High Medium Low Medium High High

Hop count Medium Very 
high Normal High Medium Medium Less Less Medium Less

Error Message More Less More Less Medium Less
Security No No No No No No No No No No

Periodic broadcast Yes No Possible Possible Possibl
e No NA Yes NA NA

Congestion High Low Medium Medium Low Medium Medium Medium Medium Medium
Multicast 
Capability No No Yes Yes No Partly No Yes No No

Routes maintains 
in

Route 
table 

Route 
cache

Route 
table

Routing 
table

Route 
table

Intrazone  
and 

Interzone 
tables

Route 
table

Route 
table Route cache Route 

Table

QoS support No No No No No No No Yes No Yes
Use sequence 
number Yes No Yes No No No No Yes Yes Yes

Routing metric Shortest 
distance

Shorte
st path

Shortest 
path

Shortest 
path

Shortest 
path

Local 
Shortest 
path

Associati
vity and 
Shortest 
Path

Shortest 
distance Shortest path Shortest 

path

Conclusion

Routing is a crucial problem for collecting and delivering data packet efficiently in

the network. It is a significant element for data transmission in MANETs. This paper

provides a comprehensive survey of the existing routing protocols for MANETs,

which are broadly classified as proactive, reactive, and hybrid. Through simulation

studies, we performed a comparative study of AODV, DSDV, and DSR protocols

in respect of end-to-end delay, PDR, and throughput under various data rates. The

simulation results reveal that DSR can be used for constrained network situation

where better throughput and PDR are crucial requirements, whereas AODV can be

used for low-delay network. In the future work, we will briefly explain advantages

and disadvantages of other available routing protocols and also we will propose a
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new routing protocol which will solve the problems of existing routing protocols for

MANETs. Our proposed protocol should be able to utilize and increase throughput

and PDF, and efficiently decrease end-to-end delay. This paper will help research

community to design a new routing protocol.
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Chapter 5
Secure Adhoc On-Demand Multipath
Distance Vector Routing in MANET

V. Vinoth Kumar and S. Ramamoorthy

Abstract A Mobile Ad hoc Network (MANET) is a formation of the dynamic
network with a group of mobile nodes and communicating through wireless links.
The key issue of the mobile MANET is lack of infrastructure and resource con-
straint that causes fault node. Hence, MANET is exposed to dangerous attacks. In
order to improve the secure routing in the network and reduce hazards by fault
nodes, we enhance the existing protocol Ad hoc On-Demand Multipath Distance
Vector (AOMDV) and designed routing protocol named Trusted Security Adhoc
On-Demand Multipath Distance Vector (TS-AOMDV). The TS-AOMDV protocol
finding and removing fault node attacks like flooding, blackhole, and grayhole
attacks in the network. The detection and segregation of attacks done by using IDS
and secure routing in route finding and data transmission phases. An IDS monitor
data and control packets those participated in data transmission and route finding
phases. In order to enhance the performance of routing in the MANET, An IDS
combines and calculate data in the AOMDV for detecting attacks. This improves
the TS-AOMDV to give a better performance of routing and protection in MANET.
At last, the proposed protocol TS-AOMDV is evaluated with obtainable protocol
AOMDV, the performance is analyzed by using the NS-2 simulator and improves
routing performance like throughput by 59.1%. The result observed from a simu-
lation that the proposed method enhances the performance of routing like as
end-to-end delay, throughput, control overhead, and packet delivery ratio.
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Introduction

Wireless networks are becoming famous nowadays in different areas like military
applications, environment applications, etc. The rapid development of wireless
communication enlarges the number of users, easy to deploy, and introduce new
generations. The generation of new technologies like Wifi, WiGig, and Zigbee
improves range of the wireless networks. Security is an important aspect in
MANETand needs to improve to detect attacks and isolation of threats. Nowadays,
the traditional approaches like encryption and key management techniques are used
to provide security to users. Hence, MANET takes network communication with
available nodes and forming dynamic topology in nature and the nodes are so much
resource constraint that it is difficult to employ security solutions. In Infrastructure
less network, nature of dynamic topology changing the mobile nodes, so that
network connectivity changes in order to lack AP. Every mobile device in a net-
work transferring data using single path or multipath mode within the communi-
cation range [1–3].

Hence, the routing protocol aim is to discover a best appropriate route from
source to destination node. The routing process involves efficiently in the occur-
rence of changing topology, moving of nodes, power and energy, data rate and
security, self-directed architecture and reserve controlled infrastructure. The major
challenges in MANET are lack of security in routing, needs to improve QoS
parameters, cost, and energy consumption. The limited range of communication and
absence of communications are the main reason for combining transmission model.
In a MANET, a group of nodes creating self-motivated topology and nodes present
within the communication level called as neighbor nodes. Each and every node
transmits information packets to all neighbors inside the transmission level. The
node transfers information packets with continuous of single or multiple hops
through in-between, then whenever source node needs to throw information packets
to the destination device. The range of latent uses in network supports a wide level
of routing protocols to complete the QoS necessities. There is an most important
challenges of routing are efficiency and performance of the protocol in the occur-
rence of a lively infrastructure [4, 5].

Security Needs in Routing Protocols

In multihop routing, the essential requirement is node cooperation for secure data
transfer. The noncooperative node leads to fault node and malicious behavior
resulting unsecure data transfer and routing attacks. The fault node drops several
data packets transmitting through it. The key issues of MANET are lack of
infrastructure, access points, and reserve constriction causes a fault and misbe-
having nodes. Hence, the MANET is serious in the direction of vulnerable harms
[5, 6]. The various number of the possible steering attacks be a wormhole attack,
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replay attack, blackhole attack, silent attack, and hurrying attack [7, 8].
The MANET wants to make available trustworthy and safe routing under
operation-significant environments similar to disaster and armed applications.
While ad hoc network becomes an insecure network the communication established
by using infrastructure then transmission of data packets as well as control packets
may cause by potential threats and it is exposed to security breaches [9].

The important parameters in MANET are network overload, processing time,
and energy consumption. The other factors of safety provisioning are reliability,
ease of use, and self-healing. Ease of use means the possible transmission right to
use at any time and reliability ensures guarantees the data delivery. In sole pathway
routing is defenseless to defense coercion compare to multipath routing because of
requirements refuge parameters like as ease of use, trustworthiness and self-healing
[10–12].

The attacks may avoid information passing through broken link among the
nodes in a routing path, and destination node does not receive the information
packets be passing through on its own path between source to the objective node.
The modern routing protocols start a route finding mechanism using control packets
and from source to destination node. This causes time and energy consumption
problem in MANET. This is not acceptable in dangerous mission purposes since it
necessary continuous monitoring infrastructure and take appropriate conclusion
making. Due to ease of use in displace paths, multipath routing is always flexible to
various attacks [13–16].

Identification of Problem

Several routing protocols have been proposed for preventing security attacks in
MANET. Such protocols are not suitable for mission critical applications like health
care and military applications. These protocols are work well in MANET if mov-
able nodes are exceedingly trust. Henceforth, the modification is required toward
these protocols to provide secure and reliable routing in MANET. To maximize the
throughput in the network, we make all nodes are available one without any fault
node. Cooperation among the nodes for data forwarding is a key issue in MANET.
The major challenge in self-organizing network is detecting security attacks.
Attacks established through noncooperative nodes and routing performance
degrades in the network. To improve the performance of the network, design a
routing protocol to detect attacking nodes and eliminate from the network. Another
important challenge in infrastructure less network is mobility of the node. The node
mobility causes frequent link break and needs to repair the broken link, the routing
protocol again send and receive control packets for connection establishment. This
causes network degrades performance and decreasing throughput. The Existing
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multipath routing protocols are not designed security provisioning in mind. The
conventional routing protocols are not considered in security attributes. In mission
critical situations, the multipath routing perform the important task of load bal-
ancing and maintaining consistent throughput level.

Proposed Methodology

The anticipated protocol TS-AOMDV seek to detect and eliminate security threats
such that flooding, blackhole, grayhole attacks. The IDS provides to secure routing,
the attack detection, and elimination conceded in data forwarding and route finding
phases. In route finding phase, the fault node floods the RREQ packets with absent
of target IP. The IDS continuously monitoring source node’s packet generation ratio
and give an indirect relative rate of RREQ packet count as the “source-trust rate” of
the equivalent source. Whenever the trust rate reaches verge level, then attacker
drops route request packet. During data transmitting in the network, a fault node
acts as a router and drops the data packets as an alternative of forwarding. An
Intrusion Detection System monitoring router’s data delivery process and assign
“router-trust rate” as a relative amount and counts of forwarding packets and
receiving packets. Whenever its trust value reaches a threshold level, it selects an
alternative path which is moved in the table of the router and start again packet
delivery using updated one.

Detection of Attacks by Using Intrusion Detecting System
(IDS)

The proposed protocol TS-AOMDV, Intrusion Detection System monitors the
routing activity of each and every node to detect routing attacks at network layer
[15, 16]. It continuously monitoring data transfer and measuring the rate of packet
generation and identify the behavior of the node and predict information transfer-
ring statistics. The IDS provide total safety in routing by monitoring both infor-
mation packets and control packets those engage in data forwarding and route
detection phases. The predicted data are combined together in existing protocol
AOMDV intended for the finding of attacks. To enhance the performance of
routing, the predicted statistics value is converted into trust rate by using IDS and it
is used in the data transfer and route identification phases of TS-AOMDV. Due to
the modification, the TS-AOMDV provide security and improved performance of
routing in Mobile Ad hoc Networks (Fig. 5.1).
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Determine Routing packet generation rate

The attackers flood the huge amount of control packet (RREQ) breaching the rule
of routing. Moreover, the attacker uses deceptive Logical addresses for the target
nodes for fault route discoveries. During route discovery phase to authenticate the
performance of sending node, the proposed protocol TS-AOMDV count the amount
of packets generated using source node and amount of RREQ packets expected at
each node. While getting the control packets, the IDS getting the ID of the first
generated node and source node increments the Route request value by 1. Thus, the
value of data packet production does not exceed the threshold value. In network
layer, the IDS keep up the count of number of Route request packets generated from
the sending nodes.

Observation of Neighbor node’s packet drop

During packet transferring process, the malicious node involves in the router and
drops the packet instead of forwarding. The grayhole attack partially drops the
packet and blackhole attack continuously dropping data packets. However, in data
forwarding phase, thus IDS continuously monitors the data communication of
neighbor nodes to identify both blackhole and grayhole attack. It counts the amount
of forwarded packets and amount of received packets of a neighbor node to fix
dependence trust rate. Owing to that IDS gives the router-trust rate based on the
difference between the amount of packets sent and the amount of packets
acknowledged and gives notification to the network layer.

Fig. 5.1 TS-AOMDV
system architecture
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Trust Rate Estimation

Based on the network traffic, the threshold value of data packet production and
transmissions rate of data are changed. By using IDS, during the high data rate and
traffic, the value of the threshold is controlled. To improve the routing concert in
proposed protocol, the detecting system calculates the router-trust rate give an indirect
relative rate count of RREQ, the difference between received and onward data packet
rate. Then, trust rate of intruders are limited and immediately deleted from routing.

Source−Trust = RREQCountð Þ− 1 ð5:1Þ

Router−Trust =No of packets sent ̸No of packets Received ð5:2Þ

Based on the Eq. (5.1) the Source-trust rates are gathered in trust table and it is
applied to decide propagating RREQ packets. In the result of Eq. (5.2) the trust rate
of the router is applied to find the optimal path for packet transmission. A node
detects intruders whenever the router trust rate or sending node go beyond the
maximum limits and intruders are isolated from the adjacent list and delete every
entry of routers from routing table.

Routing Activity of Trusted Secure AOMDV

By using trust-based route finding and IDS, the detection of attacks, and removing
attacker nodes in TS-AOMDV are conceded in route finding and data transmission
phases. The IDS taking a decision based on the source node’s control packet and select
an optimal secure route for packet transmission.

Trusted path finding

At the initial stage, every node in the network initiated the value of trust rate by “1”
to all neighbors and IDS counts the actual trust value of all nodes and notifies to the
network layer. When the trust rate of node less than threshold rates after that the
source node’s Route request packet is declined due to overflow activity. In Fig. 5.2
the Source node keep trust rate using neighbor nodes.

Trusted Packet Transmission

Before data transmission, every node checks the router trust rate in order to avoid
blackhole and grayhole attackers. Then, trust rate of the router specifies consistency
of the data forwarding. When the router trust rate is equal to the source node, then
source node forward data otherwise fault router is blocked. Consequently, trusted
router resumes data transmission through routing table. In Fig. 5.3 trust rate of the
neighbor node A value A is less than node B, it selects node B for data forwarding.
By this way both IDS and trust-based routing improves the performance of routing
and security with TS-AOMDV in MANET.
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Implementing TS-AOMDV

The proposed protocol identifying and isolating blackhole, grayhole attack, and
flooding attack. The actual process of TS-AOMDV is experimented using NS2 with
QoS parameters, such as throughput, route discovery time, control overhead, energy

Fig. 5.2 Path finding process: RREQ flooding attack finding and removing

Fig. 5.3 Data forwarding phase: blackhole and grayhole attack finding and removing
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consumption. The simulation outputs employed with a variety of simulation
models.

Blackhole and Grayhole Attack Detection

Hence, data transmission is initiated from source node 0 and destination node 1 for
specific time period. By using AOMDV routing protocol routing path is evaluated
and one of the nodes designed as an attacker for drop the packets at a specific time.
IDS enabled with every node in a network due to act all neighbor nodes monitors
routing process of every router. All the nodes trust value initialized by 1 and router
threshold value is 0.8 based on the traffic level.

1. Route Discovery Time

The nodes ranges from 50 to 90 based on the network size with transmission range
is 250 m. Figures 5.4 and 5.5 show the simulation result of Trusted
Secure AOMDV both Grayhole and Blackhole attacks (Tables 5.1 and 5.2).

Fig. 5.4 Path finding time
for grayhole attack

Fig. 5.5 Path finding time
for blackhole attack
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2. Throughput

Based on the Tables 5.3 and 5.4 the throughput analyzed in Figs. 5.6 and 5.7 with
blackhole and grayhole attacks compared by TS-AOMDV and AOMDV protocols.

From observed above simulation results, throughput increases in TS-AOMDV
compared to AOMDV by 0.0361 rate.

Table 5.1 Path finding time
for grayhole attack

Number of nodes Route selection time (s)
TS-AOMDV AOMDV

50 0.021 0.01
60 0.04 0.0208
70 0.0490 0.026
80 0.148 0.107
90 0.175 0.130

Table 5.2 Path finding time
for blackhole attack

Number of nodes Route selection time (s)
TS-AOMDV AOMDV

50 0.0218 0.01
60 0.0465 0.0118
70 0.0519 0.0140
80 0.158 0.106
90 0.184 0.1298

Table 5.3 Throughput level
in grayhole attack

Number of nodes Throughtput (Mbps)
TS-AOMDV AOMDV

50 0.0361 0.0145
60 0.038 0.0152
70 0.0391 0.0161
8O 0.042 0.0172

90 0.0465 0.0198

Table 5.4 Throughput level
in blackhole attack

Number of nodes Throughput (Mbps)
TS-AOMDV AOMDV

50 0.0285 0.0145
60 0.0298 0.0156
70 0.0312 0.0169
80 0.0348 0.0179
90 0.0396 0.0201
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3. Control Overhead

Based on the Table 5.5 the throughput analyzed in Fig. 5.8 with blackhole and
Grayhole attacks.

From observed above simulation results both TS-AOMDV and AOMDV have
same overhead value at a number of nodes 50. However, the number of nodes at 90,
it added the value up to 2700.

Fig. 5.6 Throughput level in
grayhole attack

Fig. 5.7 Throughput level in
blackhole attack

Fig. 5.8 Control overhead
blackhole and grayhole

58 V. Vinoth Kumar and S. Ramamoorthy



Detection of Flooding Attacks

In a network, one node act as a flooding attacker and IDS is enabled every node in the
network. The route request packets floods at every 0.01 s. Each node observes its
neighbor nodes RREQ packet generation and threshold limit has been set at all nodes.
When the rate of RREQ exceeds threshold value the node detected as a flooding attacker.

1. Trusted Non-utilization Factor

The nodes range from 50 to 90 based on the network size with transmission range is
250 m. Figure 5.9 shows the simulation result of TS-AOMDV based on the
Table 5.6.

Based on the above observation Fig. 5.9 shows, first 18 packets are forwarded and
gradually increased 28 packets at 90 nodes. As per the result, while the node number at 90,
the trusted non-utilization factor of AOMDV number of packets increases to 62. But at
same number of node TS-AOMDV protocol achieve only 28 packets.

Table 5.5 Control overhead blackhole and grayhole attacks

Number of nodes Trust non-utilization factor (Packets)
Blackhole attack Grayhole attack
TS-AOMDV AOMDV TS-AOMDV AOMDV

50 1500 1500 1501 1500
60 1800 1800 1801 1800
70 2100 2100 2101 2100
80 2400 2400 2401 2400
90 2700 2700 2701 2700

Fig. 5.9 Trusted
non-utilization factor flooding
attack
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2. Energy Consumption

A number of nodes ranges from 50 to 90 based on the network area considered for
energy consumption. Figure 5.10 shows energy consumption of flooding attacks by
using Table 5.7.

In table, the result shows the trusted secure AOMDV consume 8.5 J when the
number of nodes at 50 and improved to 19.1 J when nodes at 90. Compared
protocol Ad hoc on-Demand Multipath Distance Vector consumes 52.80 J at 50
nodes and gradually increases 91.38 J at 90 nodes.

Table 5.6 Trusted
non-utilization factor flooding
attack detection

Number of nodes Trust non-utlllzation factor
(Packets)
TS-AOMDV AOMDV

50 18 43
60 23 47
70 25 51
80 26 57
90 28 62

Fig. 5.10 Energy
consumption for flooding
attack

Table 5.7 Energy
consumption for flooding
attack

Number of nodes Energy consumption (J)
TS-AOMDV AOMDV

50 8.52 52.80
60 10.67 63.49
70 13.37 72.45
80 16.30 82.20

90 19.17 91.38
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3. Control overhead

Figure 5.11 shows the resulting graph based on the Table 5.8 value and results are
compared between AOMDV and TS-AOMDV protocol.

From above simulation result observed using nodes ranges from 50 to 90 on
600 m × 600 m area considered for overhead. From Fig. 5.11, the AOMDV
protocol overhead value is 4156 at 50 nodes and escalates the routing overhead to
5395 at 90 nodes. But the TS-AOMDV shows overhead value 434 at 50 nodes and
gradually increased to 666 at 90 nodes. The result shows TS-AOMDV protocol
have less overhead value compared to AOMDV. It is observed that the AOMDV
protocol, not aware flooding attacks.

Conclusion

In this research, to improve the secure routing in MANET, the newly designed
protocol a TS-AOMDV implemented in MANET. The newly designed protocol
detects and isolates the security attacks named as grayhole and blackhole attacks on
data packets and flooding attacks on route request packets. The IDS embedded with
every node, perform operations such as measuring RREQ value of the source at

Fig. 5.11 Control overhead
for flooding detection

Table 5.8 Control overhead
for flooding attack

Number of nodes Overhead (Packets)
TS-AOMDV AOMDV

50 434 4156
60 494 4618
70 530 4808
80 568 5109

90 666 5395
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during route finding and predict packet forwarding rate of the neighbor nodes
during data forwarding phase. The IDS compares these results with threshold value
it detects attackers. The predicted data is integrated to trust rates and discovering
secure routing for improves QoS of the proposed protocol. The newly designed
protocol is evaluated using NS2. The QoS metrics in conditions of time taken for
path discovery, level of throughput, trusted non-utilization factor, control overhead,
and energy consumption are achieved the best result in TS-AOMDV protocol
compared with AOMDV.
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Chapter 6
Reputation-Based Trust for Selection
of Trustworthy Cloud Service Providers

Monoj Kumar Muchahari and Smriti Kumar Sinha

Abstract In cloud computing—an emerging paradigm, the challenges of trust man-

agement are the prime issue. Inadequate security assertion, loss of asset control, and

transparency compel enterprise to question cloud services. Cloud environment being

dynamic and transient, establishment of trust becomes a necessity. In this paper, we

present a reputation-based trust management architecture for cloud computing. In the

proposed framework, the selection of trustworthy Cloud Service Provider is made on

the basis of direct, indirect, and transitive trust values. History of reputation rating

is used as weight to calculate the trust values. The effectiveness of our approach is

demonstrated with experimental results.

Keywords Reputation ⋅ Trust ⋅ Cloud computing

Introduction

The agility of cloud has captivated many large and small enterprises but carries

along, the risk of data privacy and security. To take advantage of the remunerative

features of cloud, an effective trust management is necessary. The reason that makes

the selection of a trustworthy provider a difficult task is the increasing number of

Cloud Service Providers (CSPs) with varying offers [1]. Feedback and ratings from

Cloud Service Consumers (CSCs) and CSPs can play a major role in building trust

and reputation of prospective CSP. Trust and reputation is either considered as a sin-

gle entity or are being closely linked. Reputation is defined to be an estimation of

consequential interaction of an entity and trust is judged on prior insight of antic-

ipated reputation of a source. Reputation-based trust is believed to shun malicious
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players, minimize the menace of dishonest behavior, and protect a networked com-

puting system from possible misuses and abuses [2]. Decision of CSC to consume a

service will immensely depend on the reputation of the service providing CSP and

therefore CSP will try to build and sustain higher reputation.

In this paper, we propose a reputation-based trust management framework where

selection of trustworthy CSPs by prospective CSCs is made on the basis of direct,

indirect, and transitive trust values. Using explicit experiences and feedback pro-

vided, we gauge trust values of CSPs by employing reputation as weight to the cal-

culation. Cloud being a scalable network of nodes, requires more robust trust model

against inaccurate or malicious feedback and its credibility must be judged exten-

sively [3]. To cope with malicious feedback, credibility of feedback and ratings are

checked. A recommender that consists group of experts, represents CSC preferences,

for the purpose of suggesting suitable trustworthy CSPs.

The rest of the paper is organized as follows. In section “Literature Review”,

related works in literature are presented. Section “Proposed Framework” illustrates

the proposed framework and the experimental results are presented in section

“Experimental Results”. The conclusions and future directions are given in section

“Conclusion”.

Literature Review

From age-old markets to today’s e-commerce, trust and reputation are the two pre-

mier concepts of decision-making in many fields [4, 5]. Hwang et al. [6] suggest

a reputation system for building trust between CSPs and data proprietors employ-

ing a trust overlay network over various data centers though reputation is being

used for only data center protection. Hwang et al. [7] also recommend data access

defense of cloud through trust management with reputation systems. Trust Manager

in [8] collects and maintains reputation rating of CSPs based on direct and indirect

observation and experience. Sanchez et al. [9] introduce trust management based on

reputation within their identity management model. An architecture called Hatman

(HAdoop Trust MANager) is proposed in [10] that is a data-centric, reputation-based

trust management system for Hadoop clouds. Some similar works are discussed in

[11]. Most of the works do not discuss how reputation can affect the trust value.

Reputation rating history is also an important factor that needs to be addressed for a

robust reputation value.

Proposed Framework

The proposed framework as depicted in Fig. 6.1 has Cloud Service Registry and

Discovery (CSRD) that works as a repository of registered CSPs amalgamated with

archive of direct, indirect, and transitive trust values. Direct and indirect trust comes
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Transi ve Trust

Reputa on Calculator Trust Calculator

Transac on Ra ngs QoS Ra ngs

CSC through 
web services

Recommender

Direct and Indirect Trust

Cloud Registry and Discovery

Credibility Checker

Fig. 6.1 Proposed framework

from Reputation Calculator (RC) and Trust Calculator (TC) whereas transitive trust

comes from Recommendation Accumulator (RA). Credibility Checker (CC) is used

to overcome malicious or inaccurate ratings and feedback from RC and TC. The

process of query for trustworthy CSP is invoked through web service.

Cloud Registry and Discovery

Cloud computing implies services being delivered through Internet [12] and so, we

believe CSRD is imperative. CSPs register themselves in CSRD based on their ser-

vice delivery models namely Software as a Service (SaaS), Platform as a Service

(PaaS), and Infrastructure as a Service (IaaS) (Table 6.1).

Credibility Checker

For calculation of credibility of entity, the number of services provided and the dura-

tion since when the entity started providing services or the number of cloud services

being consumed and the duration since when the entity started consuming services

are taken into account as in [13]. Feedback of entity whose credibility value is higher

than the mean of all calculated credibility is contemplated to calculate the trust value

of a provider.
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Table 6.1 Symbol table

Symbol Meaning
Dc

Current reputation dataset

Dp
Previous reputation dataset

ℜ Reputation value of a CSP

Rp Number of positive reputation ratings of a CSP

Rz Number of neutral reputation ratings of a CSP

Rn Number of negative reputation ratings of a CSP

Rt Total number of reputation ratings for a CSP

Rpmax Maximum number of positive rating of current and previous dataset

Rzmax Maximum number of neutral rating of current and previous dataset

Rnmax Maximum number of negative rating of current and previous dataset

Fc
Current feedback dataset

Fp
Previous feedback dataset

Tr Calculated trust value

CSPi
CSPs where i = 1, 2,… , n

Pi(j) jth feedback parameter of CSP i where j = 1, 2,… ,m
Mc(j) Mean of parameter j of each CSP in Fc

i ,∀i = 1, 2,… , n
Sp(j) Standard deviation of parameter j of each CSP in Fp

i ,∀i = 1, 2,… , n

Algorithm 1: Calculation of credibility of RE (E)

1: Credibility of E,

CE =

n∑

s=1
Es × DE

n∑

s=1
Es + DE

where Es is the number of cloud services consumed or provided by E, DE is the duration

since E started consuming or providing the service Es.

2: Find the median of CE.

3: Select all E whose CE value is larger than the median.

Reputation Calculator

The reputation percentage of the rated CSP (ℜ) is calculated using Algorithm 2.

The rating values for RC are drawn from personal transactions. For reputation, CSPs

and CSCs or Rating Entities (REs) rate CSPs after each transaction with three heads

namely positive, neutral, and negative (+1, 0, −1).

To evade malicious ratings, we allow only registered credible REs to rate a par-

ticular CSP, with no repetitive but reversible rating. No repetitive rating means that

the registered REs if have given their rating once are not allowed to rate again but

are allowed to reverse or modify their ratings. Reputation changes with time and so
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Algorithm 2: Reputation Calculator

Data: Dp
,Dc

Result: ℜ
begin

Calculate Rp
p,R

p
z ,R

p
n and Rp

t from Dp
;

Calculate Rc
p,R

c
z ,R

c
n and Rc

t from Dc
;

Calculate Rpmax = max (Rp
p,Rc

p), Rzmax = max (Rp
z ,Rc

z) and Rnmax = max (Rp
n,Rc

n);

Calculation Frp
p = Rp

p

Rp
t
× Rpmax, Frp

z = Rp
z

Rp
t
× Rzmax and

Frp
n = Rp

n

Rp
t
× Rnmax;

Calculation Frc
p =

Rc
p

Rc
t
× Rpmax, Frc

z = Rc
z

Rc
t
× Rzmax and

Frc
n = Rc

n

Rc
t
× Rnmax;

Calculate Rmax = max (max (Frc
p,Frp

p),max (Frc
z ,Frp

z ),max (Frc
n,Frp

n));
if Rmax = Rp then

ℜ = Rp

Rt
× 100

else if Rmax = Rz then
ℜ = Rz

Rt
× 100

else
ℜ = Rn

Rt
× (−100)

end
end

reputation history is quantitatively taken into account such that the effect can be seen

in the newer reputation value.

Trust Calculator

TC gauge the trust value for each registered CSP. Reputation percentage Rp
from RC

is used as weight to evaluate the trust value in TC. Trust values of all registered CSP

are calculated using Algorithm 3. Trust value changes with time and transaction.

To know the deviation of feedback value of current dataset from previous dataset,

first mean of each CSP Mc(j) for each parameter j from current dataset is computed

and then using Mc(j), the standard deviation of the previous dataset is determined.

Averaged value of sum or difference of deviation along with current feedback value

and Rp
provide the trust values.

Recommender

Recommender aids in the selection of cloud services. The recommender may consist

of cloud experts, cloud market experts, cloud service experts, etc., that form a group.
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Algorithm 3: Trust Calculator Algorithm

Data: Fp
,Fc

,ℜ
Result: Tr
begin

Compute Mc(j)
Compute Sp(j)
Compute diff (j) = Mc(j) − Sp(j)
foreach parameter j in CSPi in Fc do

Pi(j) = Fc
i (j) + diff (j)

end

Compute M =
m∑

j=1

Pi(j)
m

if ℜ = 0 then
Tr = M

else
Tr = M × ℜ

100
end

end

The recommender would find out which of the CSP would be most suitable and

trustworthy for consumers.

Experimental Results

Experiments were carried out on a machine of 3.40 GHz Intel i7 processor with

16 GB main memory on 64-bit Windows 10 Pro operating system. The proposed

algorithms are implemented using MATLAB 2015a software.

Dataset Used

Two datasets, namely Trust Feedbacks Dataset
1

by “Cloud Armor Project” and “Rat-

ing” taken from the well-known product review website Ciao
2

for QoS feedback,

are considered. For reputation rating, we use Jester Dataset.
3

We considered only

those ratings whose values were −1, 0 and +1, discarding the rest of the ratings. For

experimental purpose, two synthetic dataset namely “Synthetic 1” and “Synthetic 2”

are considered. Both “Synthetic 1” and “Synthetic 2” were generated using random

1
http://cs.adelaide.edu.au/cloudarmor/ds.html.

2
http://www.ciao.co.uk/.

3
http://www.ieor.berkeley.edu/goldberg/jester-data/.

http://cs.adelaide.edu.au/cloudarmor/ds.html
http://www.ciao.co.uk/
http://www.ieor.berkeley.edu/goldberg/jester-data/
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Table 6.2 Statistics of dataset used

(a) Statistics of Armor and Ciao dataset

Armor Ciao

No. of CSCs 7312 No.of users 7375

No. of CSPs 117 No.of products 106797

No. of QoS attributes 12 No.of category 12

Rating range 0–5 Rating range 0–5

(b) Statistics of Jester dataset

Jester-data-1 Jester-data-2

No. of users 24,983 No. of users 23,500

No. of jokes 36 No. of jokes 36

Rating range −10 to +10 Rating range −10 to +10

(c) Statistics of synthetic dataset

Synthetic 1 Synthetic 2

No. of CSCs 10080 282649

No. of CSPs 235 235

No. of QoS attributes 25 25

Rating range 1-3 1-5

(d) Statistics of synthetic rating dataset

SynthR 1 SynthR 2

No. of users 10080 No.of users 24990

No. of jokes 117 No.of jokes 235

Rating −1, 0, +1 Rating −1, 0, +1

integer number function in MATLAB with rating value range of 1–3 and 1–5 respec-

tively. The statistics of dataset are shown in Table 6.2.

Results

To evaluate our model, we use average of feedback trust value as a metric. We con-

sidered the “Ciao” as earlier and the “Armor” as present dataset for trust percentage

calculation whereas “jester-data-1” is used to act as the earlier rating and “jester-

data-1” as the current rating for reputation percentage. In Fig. 6.2a, the reputation

weighted trust percentage of CSPs from “Armor” and “Ciao” is shown. Figure 6.2b

depicts the average feedback percentage and reputation from ratings of the similar

CSPs. To show how reputation affect the traditionally calculated average trust value,

a comparison is plotted in Fig. 6.2c.

In Fig. 6.2a, we see an improved feedback in “Synthetic 1” than the earlier “Syn-

thetic 2” dataset and “SynthR 2” has ratings of three values (−1, 0, +1) compared

to only one value (−1) ratings in “SynthR 1”. The reputation weighted trust values

of “Synthetic 1”, “Synthetic 2”, “SynthR 1”, and “SynthR 2” are given in Fig. 6.3a

and b, comparison of reputation weighted trust and reputation percentage is also

given. The improved feedback and reputation ratings from the earlier dataset show

consequential reputation weighted trust as shown in Fig. 6.3c.
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Fig. 6.2 Results using Armor and Ciao data
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Fig. 6.3 Results from Synthetic 1 and Synthetic 2 data
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Fig. 6.4 Result with

Synthetic 1, SynthR 1 as

previous and Synthetic 2,

SynthR 2 as current and vice

versa
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Figure 6.4 depicts the result when we consider Synthetic 1, SynthR 1 as previous

dataset and Synthetic 2, SynthR 2 as current dataset and vice versa that shows how

previous trust history data affects the current data.

Conclusion

In this paper, we have presented a trust management framework that uses reputation

as weight to calculate the trust value of CSPs. The proposed framework consists of

CSRD that acts as a repository of registered CSPs and information of direct, indi-

rect, and transitive trust values. For credibility level, CC is equipped with credibility

algorithm to contend against inaccurate or malicious feedback. The process of query

for trustworthy CSP is invoked through web service. The work has been evaluated

in different sets of experiments and experimental results demonstrate the applicabil-

ity of our approach. In future, we intend to deal with new providers that are devoid

of reputation rating history. Robust credibility and recommender system are another

focus of our work.
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Chapter 7
Global Common Sequence Alignment
Using Dynamic Window Algorithm

Lalit Kumar Behera

Abstract The DNA sequencing technology is evolving day by day. It results in the
creation of large repository of sequence data. One important aspect of analyzing
these sequence data is sequence alignment. In this research paper, a method of DNA
sequence alignment with the help of a dynamic window algorithm has been dis-
cussed. The dynamic window will help in producing the comparative score of
different alignment scheme resulting into the best acceptable alignments efficiently.

Keywords DNA ⋅ Sequence alignment ⋅ Dynamic algorithm

Introduction

In the past decade, a lot of research work has been done in the field of DNA
sequence alignment. As a result, a large number of alignment algorithms and related
software are available at present [1]. Basically, a sequence alignment problem deals
with matching the nitrogen base of a sequence with a reference sequence. The
processes help in finding out the similar functional regions that have great
importance in the field of bioinformatics and its related field.

DNA Sequencing and Alignment

DNA is generally a long sequence of base pairs, polymer of repeating subunits
called nucleotide. Each nucleotide contains five-carbon sugar, a phosphate group,
and a base. Different bases are adenine (A), guanine (G), thymine (T), cytosine (C),
and uracil (U). Nitrogen base combines with the five-carbon sugar to form nucle-
oside. Nucleoside in turn combines with phosphate groups to form nucleotide [2].
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During the sequencing, DNA is represented as sequence of these nitrogen bases.
Various methods are there for sequencing the DNA like Sanger’s method, Maxam
& Gilbert method, Pyro-sequencing, etc. [3]. Apart from these conventional
methods, there are many other interdisciplinary approaches like graphical repre-
sentation techniques [4], Voss representation, 2-bit binary, the 4-bit binary, the
paired nucleotide, the 12-letter alphabet, the digital Z-signals, and the phase-specific
Z-curve [5].

Sequence alignment is the simultaneous matching of two or more nucleotides.
There are different algorithms available for this purpose. Broadly, those can be
classified as algorithms based on hash tables, algorithms based on suffix trees and
algorithms based on merge sorting [6]. Optimal alignment methods aim to maxi-
mize the score or minimize the cost of the process. But in case of dynamic pro-
gramming approach, the time complexity of the algorithm is proportional to length
of the sequence in exponential terms [7, 8]. In such approach, if the gap cost is
nonlinear then complexity is extremely more [9].

Proposed Method

In this research paper, two DNA sequences have been aligned using a dynamic
window algorithm. The major functions associated with this algorithm are
LengthEqualiser (X, Y), dynamic window (p, q, X, Y), Modify-Y (i, j, X, Y),
Modify-X (i, j, X, Y), and score (hit, c).
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The function Length Equalizer takes the two sequences as arguments and tries to
make them the same length by introducing the gaps at proper place. NIG represents
the number of introductory gaps. X and Y are the two sequences,| | represents their
cardinality.

The dynamic window function tries to match the possible common sequences.
The dynamic nature of the window is maintained with the help of sub-functions—
Modify-Y (i, j, X, Y) and Modify-X (i, j, X, Y). Apart from this, the function sends
the hits calculated to the score function to calculate the score of the process and
keeps the different common sub-sequences obtained.
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These two Modify functions are accountable for the dynamic nature of the
window. First of all, these functions search the right position for the shifting of a
base by calculating the number of gaps required which is represented by “c”. Then
after introducing the gaps in the either sequence X OR Y, they revoke the
Length_Equaliser (X, Y) and Dynamic_Window (p, q, X, Y) which work recur-
sively. They also return the c-value to Score function.

The Score () function takes hit from Dynamic_Window (p, q, X, Y) and c from
Modify-X (i, j, X, Y) or Modify-Y (i, j, X, Y) and calculates the score. Here, the
cost of hit is calculated using the cost of each base in the sequence. Similarly, the
penalty is calculated using the cost of a single gap and cumulative number of gaps
introduced. Figure 7.1 represents the schematic view of the working of the
algorithm.

Fig. 7.1 Schematic view of the working of the dynamic window algorithm
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Result and Discussion

The performance of the dynamic window algorithm has been analyzed by different
combinations of the following DNA sequences of β-globin genes of eight species
given in Table 7.1 [10]. A part of the algorithm functioning is given in Fig. 7.2.

As a result of the working of the Dynamic_Window algorithm on a
sub-sequences of Human and Opossum β-globin genes, it has been found that the
hits are 11, gaps are 7 using Modify-Y (i, j, X, Y) function whereas the hits are 12,
gaps are 7 using Modify-X (i, j, X, Y) function. By taking the cost of a base as +1
and that of a gap as −1, the score % in first case is 13.79 (left side in Fig. 7.2)
whereas in second case, it is 17.29 (right side in Fig. 7.2). The common sequences
in first case in the List are {ATGGTGCAC, CT, GA} and in the second case are
{ATGGTGCAC, T, GA}.

Conclusion

In this study, the common sequence alignment using dynamic window algorithm
has been proposed. The structure and the working of the algorithm have been
discussed. The algorithm has been used for different sets of subsequences of
β-globin genes and the score % has been obtained. The dynamic nature is clear from
the comparative analysis of the score percentages.

Fig. 7.2 Dynamic_Window algorithm functioning; left side represents the working of Modify-Y
(i, j, X, Y) function; right side represents the working of Modify-X (i, j, X, Y) function
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Chapter 8
Generic Document Classification Using
Clustering, Centrality, and Voting

Aakanksha Sharaff, Anshul Verma and Hari Shrawgi

Abstract Documents are an indispensable information source used widely to store
and access crucial as well as trivial information. To enhance the ease of access of
information, prim classification of these documents is a necessity. As documents
are used for a variety of purposes and in varying contexts, classification is required
to be generic. In this study, a novel approach is proposed which employs
score-based voting to classify a document generically using a trained classifier. The
classifier can be trained for any set of categories and is thus capable of classifying
text documents into generic categories. These categories can be chosen to suit the
purpose and requirements of the environment. Our classifier classifies a document
based on the scores of its sentences; each sentence has a vote equivalent to its score.
Scoring of sentences is performed using clustering and cosine centrality.

Keywords Document classification ⋅ Cosine centrality ⋅ Clustering
Cosine similarity ⋅ Score-based voting ⋅ Generic categories

Introduction

The digital world is suffused with documents. Documents are everywhere from
opinions to editorials, from reports to research papers, and from applications to offer
letters. There is an increasing demand for document classifiers which can categorize
and organize documents. The nature and context of a document are not constant,
but are contingent upon innumerable factors. Classification of documents thus
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becomes an intricate task owing to the shifting nature of documents based on their
purpose.

Classification is an essential task in the field of machine learning and data
mining. It entails labeling the given input into certain categories unambiguously.
The caveat is that documents are not strictly categorical and the categories may vary
with context and time. The proposed document classifier addresses this issue and
categorizes the input documents into generic categories which can be altered to suit
the user’s needs.

In this work, feature words are extracted to train our classifier according to the
categories into which documents are to be classified. Documents from each cate-
gory are fed to the classifier from which it generates feature words based on TF-IDF
model [1] and is thus trained to recognize documents from the respective categories.
Further, cosine centrality is used along with clustering to assign score to each
sentence in the input document. Then our classifier classifies this document based
on its content and ranking of sentences. Higher ranked sentences are given more
importance by the classifier; thus they highly influence the overall classification of
the document.

Related Work

Automatic document classification [2] is a field of persistent interest since several
past decades. This field has been researched continually since several decades with
various techniques being implemented to improve classification. Artificial intelli-
gence has been widely used [3]; from clustering to neural networks [4], different
concepts have been applied.

Techniques related to automatic document classification or in general text
classification are used widely as tools for wide-ranging applications. It is used in
spam filtering to help filter out unwanted mails. It is used as an identification tool to
discern the language or sometimes the genre of text. Search engines like Google
and Yahoo use it to find relevant webpages related to the query provided by the
users. Information retrieval is yet another field which has borrowed techniques from
text classification and vice versa. Indexing is a concept which is quite similar to
classification. The difference lies in the fact that indexing matches subjects with the
text rather than the other way around. Indexing leverages some index terms to
identify or summarize the documents. Indexing is mainly used in information
retrieval [5].

This field has developed from its origins in Library Science. From the works in
this field, several conclusions are drawn which continue to be relevant in designing
modern classifiers. But the major chunk of development in this field has resulted
from data mining [6] and machine learning [7], or in general artificial intelligence.
Techniques such as Naïve Bayes Classifiers [8], support vector machines
(SVM) [9], and clustering have been widely used to improve text document
classification.
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Centroid-based technique for document classification is a dynamic approach [10]
which outperforms the above-mentioned techniques in general setting. It adapts to
varying classes and is adroit for text classification. Our model builds upon this
approach but introduces some new aspects to improve its flexibility and robustness.

Methodology

First and foremost, documents related to each category are obtained. Then the
classifier is trained for each category based on these documents. A number of
feature words are generated for each category; they act as a label for the category.
Feature words are generated by a combination of term frequency (TF) and inverse
document frequency (IDF). The algorithm for training our classifier and thus
generating the feature words is as follows:

Step1: Preprocessing of training documents

1a. Perform Stop Words removal
1b. Perform Stemming

Step2: Calculating TF and IDF

2a. For each category, perform steps 2b and 2c
2b. Each training document is represented in vector space with each word as a
vector
2c. The term frequency (TF) and inverse document frequency (IDF) of all the
documents in that category are calculated

Step3: Selecting Feature Words (label)

3a. For each category, perform steps 3b, 3c and 3d
3b. P words having highest IDF is selected
3c. From each document, Q words are selected having highest TF
3d. From each document, R words are selected having highest TF * IDF

Where,

N is the total number of feature words
P are the feature words representing all the documents of a category
Q are the most frequent words from each document of a category
R are the feature words from each document with respect to other documents

Now that the classifier is trained, it can classify any document or a set of
documents. The classification process begins with preprocessing and then passes
through a twofold process of clustering and ranking based on cosine centrality.
These ranked features or sentences are then fed to the classifier which labels the
document based on these ranked features. The workflow of classification process is
represented in the form of flowchart in Fig. 8.1.
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A. Data Preprocessing

Feature Extraction: Features used in the classifier are sentences and thus we parse/
extract sentences from the input document. Sentences are treated as features of a
document by the classifier.

Stop Words Removal: Words which are not relevant to the context or do not
impart any meaning to the text are called stop words. These are filtered out from
text before using the text in the classifier. Removing stop words increases both the
effectiveness and efficiency of our process.

Stemming: The meaning of a word is contained in its root word. In a document,
there are multiple words with the same root word and it is prudent to consider them all
as the same. Thus, reducing all the words into their respective root words is consistent
and increases the effectiveness. Reduction of a word to its root word is called
stemming. Stemming was performed using the Porter’s modified algorithm [11].

Fig. 8.1 Workflow of classification process of an input document
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B. Cosine Similarity

Cosine similarity is used to measure the similarity between two vectors. It measures
the similarity between two vectors on a scale of 0 to 1. 0 means both the vectors are
completely different and 1 means they overlap each other. It uses the fact that the
cosine of an angle varies from 0 to 1 as the angle varies from 0° to 90°.

The cosine angle between two vectors X and Y is determined by the dot product
of the vectors. The dot product of two vectors is given by the formula

X.Y= Xj jj j* Yj jj j*cosθ

So, the similarity between two vectors is given by

similarity = cos θ=
X.Y

Xj jj j* Yj jj j

where, X and Y are two vectors and θ is the angle between them.
We use term frequency (TF) and inverse document frequency (IDF) for

expressing the documents in the vector form and then their relative similarity is
calculated by the above formula.

C. Clustering

A document is made of several sentences and together they convey the meaning of
the document. Clustering of these sentences based on their similarity would result in
different clusters having similar sentences; each cluster conveying a part of the
overall gist of the document. Classification of the whole document would depend
on these clusters and how the sentences of each cluster are classified.

Clustering is performed using the K-Means clustering algorithm [12] along with
cosine similarity as the distance metric [13]. This results in K clusters containing
some sentences each.

D. Cosine Centrality and Ranking
Sentences in each cluster are ranked so as to impart a score to each sentence which
would govern its influence on the classification. Higher the sentence is ranked;
higher would be its vote while classifying the document into categories. Cosine
centrality and cosine similarity are used to rank these sentences.

For each cluster, the central sentence is discovered using cosine centrality [14]
and it is given a score of 1. The central sentence is the most important sentence of
the cluster and it represents the gist of the cluster. Further, all other sentences in the
cluster are given a score which is the measure of their similarity to the central
sentence. These scores would range from 0 to 1. Sentences are ranked on the basis
of these scores within each cluster; central sentence of each cluster would always be
the top-ranked in its cluster.
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CSK = cosine centrality CKð Þ
Score CSKð Þ=1

Score SiKð Þ= similarity SiK, CSKð Þ,

where

CK is the Kth cluster
CSK is the central sentence of the Kth cluster
SiK is the ith sentence of the Kth cluster
Score (SiK) represents the score of that sentence
Similarity(x,y) represents the similarity measure between x and y vectors

E. Classification

Classification of the document would result from the integration of the classification
of its constituent sentences. Classification of each sentence would be carried out by
our trained classifier. Each word in our sentence would be mapped to the labels of
each category generated in our classifier. The category which has the highest
number of word mappings to the sentence would be chosen as the category of that
sentence.

After ranking each sentence is given a vote based on their score. The trained
classifier will classify all sentences into one of the categories. Each sentence then
votes for its own category based on their score. Thus, a higher ranked sentence
would have a bigger weightage in voting and thus would highly influence the
classification. All the votes are added up and then the category with highest score is
chosen as the category of the document.

F. Algorithm for Classification

Step1: Preprocessing

1a. Extract sentences from the input document
1b. Perform stop words removal
1c. Perform stemming

Step2: Perform clustering

2a. Select K random sentences as centroids for each of the K clusters
2b. Repeat steps 2c, 2d, 2e until the process converges that is same set of centroids
is selected again
2c. Calculate distance (using cosine similarity) of all the sentences to every centroid
2d. Assign each sentence to the centroid (cluster) that is closest to it
2e. For each cluster, select a new centroid as the sentence which is most similar to
others
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Step3: Select Central Sentences

Step4: Assign a score (rank) to all the sentences

4a. For each cluster, do Steps 4b and 4c
4b. Calculate the similarity of each sentence to the central sentence of the cluster
4c. All the sentences have their score as the similarity calculated in the previous
step

Step5: Classification of sentences

5a. For all sentences in all clusters, do the Steps 5b and 5c
5b. Map each word of the sentence to one of the category labels generated by the
classifier
5c. Classify the sentence into the category which is mapped to maximum number of
words in the sentence

Step6: Voting

6a. Assign a vote to each sentence equivalent to its score
6b. Each sentence votes for its own category selected in Step5
6b. Each sentence votes for its own category selected in Step5

Step7: Classification of document

7a. Count the votes for each category
7b. The input document is classified into the category with maximum number of
votes.

G. Evaluation

Assigning the utmost importance to correctness of classification is essential for any
utilitarian classifier. Thus, we have evaluated different parameters of our algorithm
based on the accuracy of classification. Number of feature words selected for each
category is one parameter while number of clusters of sentences is another.

Our aim was to achieve the highest accuracy possible by adjusting these two
parameters in the proposed model.

Result

The proposed model of text document classification is contingent on two parts:
training the classifier and classifying the input document. Both of these were
implemented to test the coherence of these two parts. Three categories, namely
technology, business, and sports were chosen by us for our experiment. Any set of
categories can be chosen to train the classifier to categorize documents, we chose
the aforementioned three. We present the result of our experiments according to the
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parameter that was varied for a particular experiment. We evaluate accuracy of
classification for varying parameters to assess the performance of our classifier.

The critical part of training the classifier is selecting the number of feature words
(N) to be generated for each category. It directly impacts the classifiers’ perfor-
mance as the more feature words it can generate, better information it would have
about that particular category. As can be seen from Fig. 8.2, accuracy increases as
the classifier is allowed to generate more feature words.

During classification, a document is clustered into sentences, and this represents
the pivotal part of the classification process. As number of clusters (K) is allowed to
increase, the variability of topic within a document increases. K should be high
enough to allow the relevant topics to come to the fore, but low enough to curb the
importance of irrelevant topics. Thus, we see in Fig. 8.3 that accuracy increases
with increasing K up to a saturation point, but then steadily decreases. Plummeting
of accuracy can be understood by considering the many topics that these different
clusters represent. If we increase clusters then unimportant topics would also have
significant influence and thus would decrease the accuracy of classification.

The average accuracy achieved by this model is lower than some of the
state-of-the-art classifiers, but our experiments are based on a relatively smaller
dataset. As the size of dataset would increase, our classifier would have better
training and thus its accuracy would increase. But our experiments do indicate that
this approach can be leveraged to classify documents into varied categories which is
an essential requirement of this age.

Fig. 8.2 Measure of accuracy with varying number of feature words generated
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Conclusion and Future Work

Above results show that the proposed technique is able to effectively classify the
documents into the three selected categories viz. Technology, Business and Sports.
The proposed model also incorporates a lot of parameters such as the no. of feature
words, no. of clusters, similarity threshold etc. Presence of such parameters pro-
vides this model with customizability and adaptiveness. The model can be easily
calibrated to be used in different contexts and setting by adjusting the said
parameters.

This study evaluates the proposed model on the basis of accuracy. More eval-
uation measures like precision, recall and F-measure can be used to provide insights
into the scalability and robustness of the model. Three categories have been used in
this work, but more categories with more test cases can be used to further establish
the performance of the proposed model. The study can also be extended by pro-
viding a comparison of performance with other suggested models with similar
objectives.
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Chapter 9
A Game for Shared Ontology Evolution

Dipika Boro and Zubin Bhuyan

Abstract With the advent of the Semantic Web and emergence of extremely large

knowledge repositories, community-driven ontology development and support has

become inevitable. However, such multi-agent paradigms can be prone to unwar-

ranted and unjustified modifications by individually rational or selfish agents. Such

changes can result in an inaccurate modeling of the domain being represented. We

propose a framework, based on an adaption of the social Ultimatum Game, for re-

stricting such illegitimate modifications to shared ontologies. Simulation of this

model is done on two standard ontologies, and the results show that the proposed

framework is able to segregate update requests from legitimate and rogue agents.

Keywords Ontology evolution ⋅ Shared ontology ⋅ Ontology maintenance

Introduction

Ontologies have emerged as the prime mover of the development and deployment

of Semantic Web, enabling efficient machine–machine, human–machine, and even

human–human communication [1, 2]. It has found usage in diverse fields such as AI,

robotics, bioinformatics, and astronomy. With the sizes of existing ontologies grow-

ing at such a fast pace, it has become inevitable that such knowledge resources be

developed and sustained in a decentralized, community-driven manner by humans

and computer systems. Web Protégé [3] is such a tool designed for collective ontol-

ogy development. For a survey of collaborative ontology building methodologies,

readers are referred to [4].
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Collaborative ontology maintenance leads to the issue of trust among the various

agents involved in the enterprise. The framework presented in this paper deals with

such multi-agent scenarios where there is a possibility of individuals transgressing,

and leading to lapses in the ontology being shared.

In the following section, we shall discuss ontology as a domain representation

tool and some basic game theoretic concepts. We shall focus on the ultimatum game
as the work presented in this paper bears resemblance to a social form of the game.

In section “Proposed Framework for Evolution of Shared Ontology”, we explain our

framework and how it is able to discriminate fair ontology updates from the unfair
ones. Section “Simulation Setup and Results” describes the simulation setup and

the results obtained. Thereafter, we conclude with a note on future direction for this

research.

Background

Ontology for Domain Representation

A description of a domain via its existent concepts, attributes of these concepts, and

constraints on attributes comprises an ontology. Ontologies often also have individ-
uals belonging to the defined concepts. Gruber in [5] describes ontology as

“a description of the concepts and relationships that can formally exist for an agent or a

community of agents”.

Ontology change refers to modifications to an ontology, due to the need for im-

proved conceptualization of the domain of discourse, a change in user requirement,

or a dynamic emendation of the domain’s understanding [6]. A process-centric sur-

vey of ontology evolution is presented Zablith et al. in [7].

Game Theory

Game theory is the study of strategic decision-making of intelligent agents. It pro-

vides us with mathematical structure of investigation for arriving at rational deci-

sions in competitive environments. Few of the areas where game theory has been

applied include biology, battlefield analysis, economics, and computer science.

A game, within the bounds of game theory, is a mathematical object which is usu-

ally used to model scenarios to study their potential solutions or equilibrium states.

The UltimatumGame The Ultimatum Game, first proposed in [8], is an experiment

to analyze bargaining behavior of two participating agents. In this game, a sum of

money has to be divided between two players, the proposer and the second player,

the responder. The proposer proposes how the amount should be divided between
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them; the responder then can either accept or reject this proposal. If the responder
accepts, the money is split according to the proposal. But if he or she rejects the

proposal, neither player receives any money. Several versions and extensions of this

game have been proposed and studied extensively.

Our proposed framework is also based on an adaptation of the Ultimatum Game.

We consider the agents involved in the ontology development and maintenance to

be players. Whenever an agent proposes a change to be made in this shared ontol-

ogy, the proposal is put forward for consideration by the other agents. Only when a

predetermined fraction of the agents agree to the change, will it be executed.

Proposed Framework for Evolution of Shared Ontology

Motivation

It is often advantageous to build and maintain an ontology in a decentralized man-

ner, with contributions from a distributed community of individuals or agents, as it

ensures fast, parallel, and efficient operations. However, such multi-agent paradigms

can be susceptible to schemes of individually rational agents or selfish agents, lead-

ing to an inaccurate or undesirable global ontology which fail to fully describe the

domain being modeled. An agent might prefer a specific part of the domain to be

represented in a particular way so that it might have certain minimal advantages,

regardless of how it affects the community.

The framework presented in this paper addresses this problem of unfair ontology

modification in a multi-agent paradigm. The stakeholder agents are considered to-

gether as a community which interacts among one another before deciding whether

to execute an update request.

Modeling Ontology Evolution as a Game

We propose a novel framework for ontology evolution for scenarios where multiple

agent attempt to modify or update parts of a shared ontology. Agents submit requests

for modification to a central Update Manager, which then initiates the process of

verifying whether the request should be carried out. This is illustrated in Fig. 9.1.

We consider an ontology 𝕆, and a community of agents ℙ = {P1,P2,… ,PN}.

Agent Pz requests the Update Manager to incorporate a change, 𝜌, to the ontology.

The Update Manager identifies O, the segment of the ontology on which 𝜌 is to

be applied. It then informs all stakeholder agents of the sub-ontology O about the

proposed modification of O to O𝜌

. This we represent by the notation O
𝜌

←←←←←←←←←→
Pz

O𝜌

.

As shown in (9.1), an utility function, Util() is defined for each agent to compute

a utility score of a modified ontology for that agent.
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Fig. 9.1 Basic block diagram of the framework

𝜙

𝜌

i = Utili(O𝜌) (9.1)

𝜙

max
i is the maximum payoff or utility an agent Pi can receive for modified sub-

ontology O𝜌. This, however, may not be acceptable to others as it might be so that

utilities are computed for other agents are not same, i.e., for any agent Pi and Pj, it

is possible that 𝜙
𝜌

i ≠ 𝜙

𝜌

j .

If, for an agent Pi, the difference is tolerable, i.e., (𝜙max
i − 𝜙

𝜌

i ) < 𝜏, it votes for

the proposed change, else the agent rejects it. We denote this decision as a binary

variable d𝜌i = {0, 1}, where 1 is assigned for acceptance of a request, and 0 other-

wise. If the number of agents accepting is greater than a predefined threshold, 𝜆, the

change is adopted and necessary modifications to the ontology is made. This process

is presented in Algorithm 1.

Simulation Setup and Results

We have simulated our algorithm with two standard ontologies, viz., the wine ontol-

ogy
1

and the countries ontology.
2

The simulation environment was programmed in

1
https://www.w3.org/TR/owl-guide/wine.rdf.

2
https://www.w3.org/Consortium/Offices/Presentations/RDFTutorial/rdfs/Countries.owl.

https://www.w3.org/TR/owl-guide/wine.rdf
https://www.w3.org/Consortium/Offices/Presentations/RDFTutorial/rdfs/Countries.owl
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Algorithm 1 Ontology Update Game

1: procedure ONTOLOGY–UPDATE–DECISION

2: Identify O from 𝕆 for change 𝜌z
3: Compute set of stakeholder agents PO from ℙ
4: O𝜌

= Change in ontology for change 𝜌z
5: D = 0
6: for each agent Pi ∈ {PO − Pz} do
7: 𝜙

𝜌

i = Pi.Utili(O𝜌)
8: if (𝜙max

i − 𝜙

𝜌

i ) < 𝜏 then
9: D = D + 1

10: end if
11: end for
12: if D > 𝜆 then
13: Commit proposed change

14: else
15: Reject proposed change

16: end if
17: end procedure

Python 3.5. For both the ontologies, we iteratively increased the number of agents

and recorded the observations.

In a real-world scenario, agents would be exploring the domain or monitoring

any observable changes. These observations, when presented as an update request

to the Update Manager, would be supported by legitimate peer agents. However, an

unwarranted change requests from a rogue agents would be supported by none or a

very small number of agents.

Before commencing with the simulation, we removed small sections of the on-

tology, and each agent was assigned as a stakeholder for a part of this ontology. The

sections removed comprised roughly of 25% of the ontology primitives. A 5–10%

of these agents were randomly marked as rogue, and another 15–30% agents were

designated as legitimate modifiers. The rogue agents would attempt to make un-

warranted changes to the ontology. The legitimate agents were equipped with some

partial information about the missing parts which enabled them to judge, with some

accuracy, whether an update request was legitimate or not. Based on this information,

they were also able to propose valid changes as well.

We compare such a multi-agent scenario with and without the proposed Ontology

Update Game. We compute the accuracy score based on how similar the resulting on-

tology is compared to the respective unaltered ontology. For each setting, the agents

would repeatedly send update requests to the Update Manager. The accuracy value

for a setting was calculated by averaging the value obtained for three independent

executions.

Figures 9.2 and 9.3 show how the accuracy varies with increasing number of

agents. It is observed that initially when the number of rogue agents are less, they do

not have a considerable impact on the ontology. However, as the number of agents

increases, our proposed framework performs far better than the situation where there

is no policy for restricting unwarranted updates. With 120 agents, the accuracy for
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Fig. 9.2 Accuracy of updating the wine ontology with varying number of agents

Fig. 9.3 Accuracy of updating the country ontology with varying number of agents

the Country Ontology stands respectively at 46.4 and 96.2% for updates without re-

striction and updates in our framework. These values for the Wine Ontology are 45.7

and 98.8%, respectively.

From these observation, we can infer that for a shared ontology, with a significant

number of agents involved in its evolution, it is essential to have a moderation policy

which can arrest unnecessary and unjustified updates.
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Conclusion and Future Directions

We have presented a framework for updating ontology in a multi-agent paradigm

which enables stakeholder agents to work together and distinguish changes which

benefit the community from the malfeasance ones. It was also shown that it per-

formed considerably better than the scenario without a mechanism for controlling

undesirable modifications.

We plan to extend this work by incorporating the notion of reputation and notori-
ety. An agent consistently making fair offers of change has a higher reputation than

a selfish agent. The reputation score can be used to dynamically decide the number

of agents required to approve a proposed change, i.e., value of 𝜆.
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Chapter 10
An Adaptive Genetic Algorithm Based
Neural Network for Traversability
Analysis Under Uncertain Terrain
Conditions

N. Samanvita and H. M. Ravikumar

Abstract The high pace emergence of technologies, hardware availability and
primarily vision-based decision processes, has given rise to a new engineering
dimension called autonomy that employs traversability assessment and path plan-
ning strategies for navigation. Autonomy serves in an array of applications ranging
from home or industrial automation to space exploration missions. To enable
effective navigation, terrain classification and its traversability analysis are of great
significance. In this paper, a novel evolutionary computing (EC)-based
traversability analysis scheme has been developed. The proposed scheme at first
applies 2D discrete wavelet decomposition (2D-DWPD) schemes for feature
extraction, which is followed by gray-level co-occurrence metrics (GLCM) esti-
mation. Four terrain features, energy, contrast, correlation, and entropy or homo-
geneity, have been retrieved from estimate GLCM statistical information. Further,
an adaptive genetic algorithm based neural network (AGA-ANN) classifier has
been developed that classifies the sub-terrain regions as traversable or
non-traversable. Performance evaluation with NASA’s Mars rover datasets has
affirmed that the proposed AGA-ANN scheme outperforms existing K-means
clustering-based terrain classifier. The results affirm that the proposed scheme can
be used for traversability analysis of terrains under uncertain conditions.

Keywords Autonomous navigation ⋅ Traversability ⋅ Terrain classification
Adaptive genetic algorithm ⋅ Neural network ⋅ K-means clustering
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Introduction

The high pace emergences in technologies and associated applications have given
rise to numerous advance techniques, such as autonomy or autonomous navigation
that intends to serve civil automation utilities, major industries, defence as well as
space missions. In the present scenarios, robotics and autonomous robots have
become exponentially significant for major utilities serving automotive and man-
ufacturing industries, defence, surveillance applications, battlefield reconnaissance,
medical, space technologies, scientific research, and numerous household utilities.
Considering upper end applications, such as space exploration mission, no doubt
autonomy is one of the vital technologies required. Numerous space agencies such
as NASA, ISRO, etc. are working toward developing efficient autonomy to enable
optimal autonomous navigation, safe path planning, and route decision.
Traversability analysis is one of the driving mechanisms that apply obstacle
detection and avoidance, terrain classification and change detection, object recog-
nition techniques, etc., for efficient autonomous navigation and path planning.

The most critical activity in autonomous robotic navigation system, particularly
in spacecraft and rovers, is the real-time exploration and analysis of terrain under
uncertain conditions. The real-time assessment and quantification of terrain envi-
ronment enables safe navigation toward destination. In any space exploration
mission, the autonomous rover intends to reach certain targeted planetary surface
and requires real-time terrain assessment and safety analysis. On the other hand, in
such missions, the terrain’s environmental conditions do vary. In case of rough and
deformable terrain, the insufficient navigational strategies might result in hazards
and hence loses mobility. The incidents such as NASA’s robotic mission (April 29,
2005 and May 30, 2006, NASA/JPL) are the key evidences where rover got trapped
in loose drift material. Such jeopardize results in huge economical and strategical
looses. To avoid such losses, it is significant to develop a novel terrain assessment
approach for exploring the real-time terrain and identify the best traversable path for
navigation. To deal with such issues, traversability analysis under uncertain terrain
environment has emerged as one of the advanced areas for research community.
Our work is motivated by such issues and intends to develop a novel terrain
classification and traversability analysis model for optimal path planning and
autonomous navigation. To enable safe landing and navigation, a number of
embedded techniques incorporating sensors, transducers, battery-powered actua-
tors, etc. are applied. Still, enabling efficient and safe autonomous navigation
cannot be accomplished without certain effective artificial intelligence approaches
to assess the real-time terrain’s traversability conditions. In many situations, the
autonomous navigation rovers are required to navigate through different complex
and unpredictable environmental conditions. Rovers require the prior assessment of
natural terrain and its quality, also called terrain features so as to avoid obstacles
and make optimal path planning. To achieve these needs, the effective traversability
analysis scheme can play a vital role. It can significantly classify the natural terrain
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as navigable or non-navigable and the rough terrain could be avoided for speed
optimization.

In this paper, a highly robust evolutionary computing-based AI technique for
natural terrain classification and traversability analysis has been proposed. Our
proposed scheme exploits various textural features of the natural terrain and derives
significant statistical and transform-based analysis approaches for terrain analysis.
Implementing two-dimensional discrete wavelet packet decomposition
(2D-DWPD) algorithm, gray-level co-occurrence metrics (GLCM) has been
retrieved that provides four key features of the terrain. These features are energy,
contrast, entropy/homogeneity, and correlation. Here, an enhanced evolutionary
computing algorithm named adaptive genetic algorithm (AGA)-based artificial
neural network (ANN) algorithm has been proposed that significantly enhances the
terrain classification and traversability analysis under uncertain terrain conditions.
The performance analysis of the proposed system with different MARS mountain
datasets has revealed that the proposed scheme can perform better for real-time
traversability analysis and path planning.

The other sections of the presented manuscript are divided as follows. Section 2
represents the discussion of the related works, while our proposed methodology is
discussed in Sect. 3. Results obtained are presented in Sect. 4, which has been
followed by conclusion and future work discussion in Sect. 5. Reference section
presents the cited reference considered in this research.

Related Work

Traversibality analysis and terrain classification enables semantic characterization
of certain natural terrain region. Such characterization can be allied with numeric
physical constraints or parameters or traversability estimates that can significantly
enhance the traversability classification and prediction. Numerous techniques have
been introduced for terrain assessment and traversability analysis on the basis of
features extracted from remote sensing devices. Some of the key features applied
are the textural features, color, surface geometry, etc. In addition, terrain charac-
terization using vibration from different sensors, ultrasonic range finders, and vision
sensors has also been explored by researchers. Researchers have derived path
planning strategies based on these significant terrain features. A fuzzy traversability
index estimation algorithm was developed in [1], where the visual intensity levels
were used to estimate terrain characteristics like slopes, surface quality or rough-
ness, and path disruption. An optimization effort was made in [2], where authors
developed a classification model intending to avoid the influence of the variation in
the light intensity. They used three-dimensional ladar sensor data for terrain feature
extraction. In fact, they implemented it as the offline statistical analysis paradigm so
as to segment certain given terrain region into three classes, terrain rock, vegetation,
and tree branches or instrumental wire. Researchers [3] applied the two-dimensional
(2D) information such as geometric constraints and classified the terrain as
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navigable or non-navigable. They applied hidden markov models (HMM) for ter-
rain prediction. In [4] researchers applied local features extracted from a
three-dimensional (3D) ladar scans. To classify the terrain features, they applied
Naïve Bayes decision tree algorithm. Considering the significance to incorporate
multiple features, researchers in [5] used both images and ladar data information for
obstacle detection. Further, the laser range finder based range data was processed
using Hough transform in [6], where they represented feature planes into three
dimensions and used decision tree algorithm for terrain classification. Still, their
approach could not identify the non-geometric terrain segment as these cannot be
characterized in terms of geometrical variations. An AI-based scheme was devel-
oped in [8], where researchers applied rule-based and ANN for visual terrain
modeling. An effort was made in [9] where researchers applied visual stereo
imaging fusion scheme for terrain mapping and robotic perception modeling. To
enable terrain classification and traversability analysis, the interaction between
locomotive system and natural terrain was proposed in [10], where researchers
suggested vibration generated from the robotic wheel–terrain interaction for terrain
quality assessment. A similar effort was made in [11], where frequency response of
the vehicle vibrations was used to characterize the terrain. These approaches
assume that vibration in the vehicle is correlated with the present terrain conditions.
They employed the correlation concept between offline data recorded for each
terrain and the real-time data recorded through camera. However, these approaches
cannot be considered as effective scheme because of its limited future prediction
ability and mobility control under uncertain conditions.

Color as the terrain characterizing feature was used in [12], where the results
were found satisfactory. Researchers explored the multispectral imaging features,
such as color spaces and its distribution for traversability assessment. Color as the
significant terrain signifier was applauded by [14] while assuming that different
terrains might have distinct color signatures. Similarly, the textural features were
suggested in [15] for traversability index estimation and terrain classification. In
[15], researchers applied co-occurrence features along with clustering algorithm for
terrain classification. They implemented linear discriminate classifier and
ANN-based clustering for terrain classification. Since conventional ANN is found
to be suffering due to the issues like local minima and convergence and hence for
critical utilities such as autonomous rover navigation, it demands further opti-
mization. In [16], textural gray-level co-occurrence features along with crisp
rule-based classifier were applied for terrain classification. To enhance classifica-
tion, an effort was made by introducing K-means clustering for terrain classification
[17]. The implementation of efficient terrain characteristics or features along with
enhanced AI-based classifier can enable better traversability assessment and path
planning for safe autonomous rover navigation.
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Our Contribution

In this paper, a robust terrain classification and efficient traversability analysis
scheme have been developed for autonomous rover navigation under uncertain
terrain conditions. To classify terrains, the four significant features, energy, con-
trast, correlation, and entropy or homogeneity, have been considered. The proposed
scheme encompasses two sequential phases. The first phase deals with feature
extraction followed by the implementation of evolutionary computing scheme,
AGA for terrain classification and prediction in the second phase. In our proposed
model, we have applied textural analysis paradigm that exploits visual imagery
terrain data. In fact, texture signifies the local spatial variation in the intensity of the
terrain image. Various approaches like statistical means and transform techniques
can be used for textural analysis and its characterization. Statistical approaches
employ various cumulative gray value probabilities. Here, the gray-level
co-occurrence matrices (GLCM) have been considered that estimates the
second-order statistics by means of estimating the iterations or the occurrences of
all the gray values and the dislocations in the terrain data (image). The major texture
attributes such as energy, entropy or homogeneity, and contrast are derived from
GLCM matrix. On the other hand, model-based approach encompasses model fit-
ting schemes such as Markov random field, autoregressive, fractal, etc. The
retrieved parameters are further applied to perform segmentation and classification
of the textural features. The transform-based scheme applies different transform
domains using wavelet decomposition or Gabor filter techniques to analyze the
texture.

In this paper, we have applied wavelet transform technique to explore the tex-
tural features, as stated above. Retrieving the textural features, the proposed
AGA-based ANN (AGA-ANN) has been executed for terrain classification. In our
proposed method, at first the terrain image is divided into certain finite sets (here
400) of sub-frames where the individual frame signifies a segment of given natural
terrain, also called sub-terrain region. It is then followed by the feature extraction
from each frame using two-dimensional wavelet packet decomposition
(2D-DWPD) techniques. The statistical and wavelet transform-based approach
enables feature extraction that yields four feature vectors in terms of energy, con-
trast, correlation, and entropy. These extracted feature vectors are fed as the input to
the classification model for traversability analysis, whether the terrain region is
navigable or not. It should be noted that the above-discussed process is imple-
mented for each sub-terrain region (400) that eventually classifies that terrain region
as traversable or non-traversable. Unlike conventional approaches, we have applied
AGA-ANN classifier for terrain classification and traversability analysis. The
overall proposed terrain assessment and traversability analysis scheme are presented
in Fig. 10.1.
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A brief of the proposed traversability analysis and terrain classification process is
discussed in the following sections.

A. Terrain Image Retrieval

Nowadays, internet of things (IoT) has given a new broad dimension for advanced
computation techniques enabling an array of applications. For natural terrain
assessment, the terrain image can be taken from camera or sensor-enabled IoT
device setup. In this paper, the standard NASA’s Mars Mountain data (Fig. 10.9a)
has been applied, which has been obtained from NASA Mars mission information
center.

B. Feature Extraction

In our method, the wavelet decomposition method has been applied for feature
extraction, which has been implemented in each sub-terrain region of the image.
Implementing the wavelet transform, the gray-level co-occurrence metrics (GLCM)
has been retrieved for each decomposed sub-band of the terrain region. In our
approach, we have extracted four textural features: energy, contrast, entropy/
homogeneity, and correlation, which have been further used for terrain classifica-
tion. A brief of the implemented wavelet decomposition method and GLCM esti-
mation is given as follows:

Terrain 
Image Retrieval

1 2

12

Sub-terrain 
Regions 

Wavelet Packet 
Decomposition

Gray Level Co- 
Occurrence Matrix

Contrast Entropy Correlation Energy 

Feature Vector (x1)

x3

Xn 

x2
x1

Feature vector 

Traversability analysis 

Path Planning on 
Assessed Terrain 

Input Feature Extraction Natural Terrain Classifier Path Planning 

AGA-ANN K-Means

Terrain Classification

Fig. 10.1 Proposed traversability analysis model
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(a) DWT-Based Wavelet Packet Decomposition

For numerous signals, the low-frequency components encompass major significant
information. In such cases, it is inevitable to emphasize on the bands having higher
energy rather exploring low-frequency bandwidth or low-energy bandwidths. It
results in efficient wavelet packet adoption. We have implemented the 2D discrete
wavelet packet decomposition (2D-DWPD) algorithm for feature extraction. In our
model, at first, the signal has been passed through multiple filters. The proposed
2D-DWPD algorithm decomposes the terrain image into four sub-bands which are
defined in terms of LH1, HL1, HH1, and LL1. LH1, HL1, and HH1sub-bands
signify the granular level wavelet coefficients. On contrary, LL1 represents the
coarse level coefficients (Figs. 10.1 and 10.3).

2D-DWPT scheme divides terrain image into three information (details) image
components and one approximation image. Here, the approximation image is

LL1 HL1

LL1 HH1

LL1 HL1

LL1 HH1

HL1
(ResoL=1)

LH1
(ResoL=1)

HH1
(ResoL=1)

(ResoL=2)(a) (b)

Fig. 10.2 Terrain image decomposition in different sub-bands: a single level b two level
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Fig. 10.3 Discrete wavelet packet decomposition
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further divided into a second-level estimate and detail images. This mechanism
continues iteratively. In such manner, there are n + 1ð Þ feasible ways for decom-
posing the terrain image for n-level decomposition. Performing this iterative pro-
cess, the terrain features have been obtained.

C. Gray-Level Co-occurrence Matrix

Gray-level co-occurrence matrices (GLCM) scheme that counts the frequencies for
all the gray value pairs and all dislocations in the input terrain data (image) has been
used to estimate the second-order statistics. Generally, an image can be represented
in terms of the matrix of pixel intensities I x, yð Þ and therefore, we have estimated
the co-occurrence Pd i, jð Þ of the input image in such a way that for each input value
Pd i, jð Þ is the difference in the intensity between a pair of image pixel i and j. In fact,
this difference is equivalent to the d pixel apart in the terrain image in certain
defined direction. We have estimated four textural features, energy, contrast,
entropy, and correlation, as feature vectors to be used for terrain classification.

We define texture contrast as the amount of variations in the local pixel inten-
sities in the terrain image. Mathematically, it is presented by

Contrast= ∑
i
∑
j
i− jð Þ2Pd i, jð Þ ð1Þ

In this paper, the textual feature energy has been estimated that signifies the textural
uniformity of the terrain image data. Mathematically, it can be represented as

Energy= ∑
i
∑
j
P2
d i, jð Þ ð2Þ

Entropy, which signifies the disorder in the image, has been considered as inversely
proportional to the energy. Mathematically, it is presented as

Entropy= − ∑
i
∑
j
Pd i, jð Þ logPd i, jð Þ ð3Þ

It should be noted that homogeneity also refers the uniform pixel intensity distri-
bution and hence entropy is related to the homogeneity of the terrain image. Hence,
in this paper, both the entropy and homogeneity have been applied for terrain
feature mapping and further classification. To enable optimal terrain assessment, it
is vital to examine the dependency or the relation between pixels of the terrain
image. With this objective, we have estimated a parameter called correlation that
estimates the linear dependency of the gray-level values in GLCM statistics. In fact,
it exhibits correlation between reference pixels with its neighbor. Mathematically,
correlation feature is estimated by
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Correlation= ∑
i
∑
j
i, jð ÞPd i, jð Þ

( )
− μxμy ̸σxσy, ð4Þ

where μx, μy and σx, σy represent the mean and the standard deviation of P i, jð Þ,
respectively.

The aforementioned features have been estimated for all the sub-terrain sectional
regions that functions as the feature vector for the proposed terrain classifier. In
addition to the aforementioned four terrain features, we have employed two addi-
tional features, which are the statistical features of the wavelet comprising energy
level of the leaf nodes of the wavelet packet and features estimated from the original
sub-terrain regions of the input natural terrain image. Employing these all feature
vectors, we have performed classification to classify the terrain region as traversable
or non-traversable. The discussion of the terrain classifiers is given in the following
sections.

D. Natural Terrain Classification

Clustering has been a potential approach for pattern- or feature-based classification.
It classifies the data based on similarity and dissimilarity between data elements or
respective features. It has been considered as a robust technique for data analysis,
prediction, system modeling, etc. Considering robustness of this approach, in this
paper, two different clustering-based classifier models have been developed. These
are

(a) K-means clustering
(b) Adaptive genetic algorithm based ANN (AGA-ANN)

(a) K-Means Clustering

In the first step of terrain feature classification, we have performed K-means
clustering-based feature classification that partitions n terrain features into k clus-
ters, where k < n. Our implemented K-means model selects k initial cluster centers
randomly as well as by estimating the means. In process, the cluster centers are
updated in such manner that after certain iterations they signify the clusters in the
data as the optimal cluster. Considering functional characterization, K-means
algorithm initiates with the selection of initial k cluster centers, also called cen-
troides. The initial centroid selection can be done randomly obtained from certain
priori information. The individual data index or point is allocated to the nearest
centroids. Eventually, the centers are re-estimated as per allied data points. This
process continues iterating till convergence. In general, within a cluster, the
Euclidean distances between data points are used to be small and are supposed to be
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allied with one centriod vector that signifies the “midpoint” of that cluster. In this
research work, the mean of the data indexes belonging to the associated cluster has
been used as the centriod vector. The pseudocode of the implemented K-means
clustering-based feature classification is given as follows: (Fig. 10.4).

This is the matter of fact that K-means clustering has been a potential alternative
for data clustering and prediction, and still the robustness of ANN cannot be
ignored. Considering the efficiency as well as limitations of ANN, in this paper, an
adaptive genetic algorithm (AGA)-based neural network classifier (AGA-ANN)
model has been developed. A brief discussion of the proposed AGA-ANN has been
developed.

(b) Evolutionary Computing-Based Terrain Classification

The artificial neural networks (ANN) algorithm has been a potential technique
serving numerous processes ranging prediction, classification to complex decision
processes. However, it suffers from local minima and convergence issues which
significantly confine its applicability. ANN applies different learning algorithms
like Gradient Descent (GD), Gauss–Newton (GN), and Levenberg–Marquardt
(LM) for learning and classification. Interestingly, most of these algorithms are
unable to avoid issues like local minima and convergence. To deal with these
issues, the selection of optimal weights can be of great significance. With this
objective, we have developed an AGA algorithm to estimate the dynamic weights
of the ANN-based terrain classifier. To classify the terrain region as traversable or
non-traversable, the multivariate regression technique has been applied that intends

Fig. 10.4 Pseudocode for K-means based terrain classification
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to estimate relation between terrain features and the possibility of the traversability.
Here, terrain features (contrast, energy, correlation, and entropy) are the indepen-
dent variable while traversability index represents dependent variable. The overall
implementation flow of the proposed algorithm is given in Fig. 10.5.

In the proposed approach, four terrain features retrieved from feature extraction
and GLCM metrics have been employed as the input to the ANN model. The ANN
model applied is illustrated in Fig. 10.6. Here, three layers of ANN model with four
input nodes, six hidden nodes, and one output node have been considered for
classification. The input nodes receive terrain features (energy, entropy, correlation,
and contrast) as the input continuously from the terrain image feature extraction
model. Since we intend to classify the terrain as traversable or non-traversable,
therefore, only one output node has been used. Considering the applied ANN
configuration 4 × 6 × 1ð Þ, the total of 30 weights is required input node+ð
Output NodeÞ * hidden node = 30Þ. The proposed AGA algorithm intends to
estimate the optimal weight parameter so as to enable most efficient and accurate
feature classification and traversability prediction. In general, ANN mode is defined
by the function X′ = f A,Bð Þ, where X′ represents output with A represents the
weight vector, while B signifies the input vector. During learning, A is updated
continuously so as to minimize the error called root-mean-square error (RMSE),
which is calculated as

Feature Vector Normalization
Min-Max.
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Fig. 10.5 AGA-ANN based terrain classification
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RMSE=
1
n
∑
n

i=1
x
0
i − xi

� �2
, ð5Þ

where x represents the real outcome and x
0
i signifies the targeted or expected results.

To perform classification, ANN intends to reduce MSE till the targeted results are
achieved.

In our proposed ANN architecture, we have employed linear activation function
at the input layer that gives output same as input provided i.e., Oo = Iið Þ. Similarly,
at hidden layer, a sigmoid function has been applied that gives output Oh with input
Ih as Oh = 1

1+ e− Ih
. The output layer gives final output as Oo = 1

1+ e−Oh
.

Data normalization
To make computation efficient, we have applied min-max normalization approach
on the terrain features that significantly enhance the proposed terrain assessment
and classification. The min-max normalization scheme normalizes input feature
data over the range of [0, 1]. The applied approach of data normalization exhibits
linear transformation over the input data elements (original terrain features). It then
performs mapping of the data pi of P to the normalized output p′′i over the range of
[0, 1]. The normalized output is obtained as

pi NOrmð Þ= p
0
i Norm =

pi −min Pð Þ
max Pð Þ−min Pð Þ , ð6Þ

W

Wn

Wk

Input Layer

Output  Layer

Hidden Layer

Energy

Contrast

Correla on

Entropy

Fig. 10.6 ANN model for terrain classification
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where max Pð Þ and min Pð Þ represent the maximum and minimum values of the data
input P, respectively. Thus, applied data normalization scheme significantly avoids
premature neuron saturation.

Once performing feature normalization, the normalized data is fed as the input to
the ANN mode that applies multivariate regression approach to classify the terrain
as traversable or non-traversable. To perform classification, the optimal weight
estimation is must. With this objective, in this paper, AGA-based weight estimation
has been performed.

1. AGA-Based ANN Weight Estimation

For a conventional ANN algorithm, weight estimation is of great significance to
perform efficient learning. Considering existing limitations in GD, GN, and LM
learning (weight estimation) algorithm, in this paper we have applied an enhanced
GA scheme named adaptive genetic algorithm (AGA) that strengthens ANN model
by providing optimal weight values for terrain classification.

Genetic algorithm (GA) has been applauded across scientific horizon for its
effectiveness toward optimization and sub-optimal solution retrieval. It functions on
the basis of Darwin’s principle of natural selection which states that only the
candidate (population) having higher fitness value can survive for next generation.
At first, GA performs initial population generation, where each candidate represents
a solution. These solutions represent a chromosome having binary strings of the
associated parameters which are meant to be encoded. The evolutionary algorithm,
GA, estimates the fitness value for each chromosome or population candidate.
Typically, fitness value signifies certain objective-oriented function that assesses
each chromosome whether they are capable of being processed for the next gen-
eration or not. Higher fitness value signifies higher survivability for next generation
and sub-optimal solution. Based on respective fitness values, the genetic operators,
crossover probability Pcð Þ and mutation probability Pmð Þ, are applied, which
decides the selection of the chromosomes for the next generation. With Pc and Pm,
the generation continues till the optimal or sub-optimal solutions are obtained. In
conventional GA, the process continues for a predefined number of generations
(stopping criteria) that significantly introduce computational overheads and time
consumption. This is one of the vital limitations in conventional genetic algorithms.
To alleviate such issues, we have applied adaptive genetic algorithm (AGA) that
updates Pc and Pm adaptively and this process continues till 95% of chromosomes
have unique fitness value. It enables reduced computational complexities (due to
reduced generation counts) and minimal time consumption. Path planning over
unknown terrain being a critical and transient decision process demands swift and
transient classification or prediction and hence the proposed AGA-ANN can be of
great significance. Here, AGA functions as a supplementary model to ANN and
calculates the optimal weight values for efficient learning.

As presented in Fig. 10.5, the proposed ANN model contains single hidden layer
configuration with i input, h hidden and O output nodes. Since, in the proposed
terrain classification or traversability assessment model, there are four features to be
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used for classification and hence here only four input nodes have been defined
(Fig. 10.5). The four features, energy, contrast, correlation, and homogeneity or
entropy, have been assigned as input to these individual nodes (Fig. 10.6). To avoid
huge computational complexities, we have applied only six hidden nodes and one
output node that gives eventual classified outcome, whether the respective
sub-terrain region of terrain segment is traversable or non-traversable. The number
of weights required for ANN learning can be estimated by

N = i+Oð Þ*h ð7Þ

Now, for 4 × 6× 1ð Þ ANN configuration, there are 30 weight values required for
learning. Here, each weight has been applied as a gene in the chromosome, which is
a real positive value. Let, l be the length of gene; then, the chromosome length
LChrom can be estimated by

CLength =N*l= i+Oð Þ*h*l ð8Þ

In AGA-ANN based terrain classification model, all the chromosomes have been
considered as the GA population and the fitness value, and associated weight for
each chromosome has been estimated. Weight Ak has been calculated as

Ak =

if 0≤Akl+1 < 5
− Akl+ 2*10l− 2 +Akl+3*10l− 3 +⋯+A k+1ð Þl

10l− 2

if 5< =Akl+ l < =9
+ Akl+ 2*10l− 2 +Akl+3*10l− 3 +⋯+A k+1ð Þl

10l− 2

8>>><
>>>:

ð9Þ

In order to estimate the weight Ak , at first, the fitness value for each chromosome
is required to be estimated. The following figure represents the proposed fitness
estimation algorithm.

To alleviate the issues of computational complexity and time consumption, our
proposed AGA approach updated the GA parameters Pc and Pm dynamically. In our
proposed system, the values of Pc and Pm are updated using the following
equations:

Pcð Þk+1 = Pcð Þk −
C1*n
7

Pmð Þk+1 = Pmð Þk −
C2*n
7

ð10Þ

In above equations, Pcð Þk and Pmð Þk represent the current probability of cross-
over and mutation, and C1 = 0.01 and C2 = 0.001 are the (can be any) positive
constant. Here, n states the number of chromosome having same fitness value. The
proposed AGA process continues till 95% of chromosomes attain same fitness
value. After that, the system starts getting saturated. Once the stopping criteria have
been attained, the respective optimal weights are assigned to the ANN model,
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which then starts classification of terrain features using multivariate regression
analysis. With the correlation coefficient of value higher than 0.5, the proposed
system affirms sub-terrain region or terrain segment as traversable. Thus, per-
forming overall classification, the final output is obtained at the output layer in
terms of the terrain segment as traversable or non-traversable and thus the confusion
matrix is obtained for performance analysis. The overall proposed AGA algorithm
for ANN learning and terrain classification scheme is presented in Fig. 10.7.

The results obtained for the proposed traversability analysis scheme are pre-
sented in the following section.

Results and Analysis

In this paper, a novel evolutionary computing algorithm, AGA-based ANN scheme,
has been developed for terrain classification. To assess the effectiveness of the
proposed system, in this paper, NASA’s Mars Exploration Rover mission images

Fig. 10.7 Pseudocode for candidate fitness estimation
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(Mars surface scenes, Fig. 10.8a) have been used. These images have been obtained
from high-resolution panoramic camera assembled onto rovers. The selected image
data has been divided into finite sub-frames, where individual frame signifies a
small terrain region. Here, the overall image has been divided into 400 sub-terrain
regions. The size of the sub-terrain regions was selected as 320 × 320. To perform
terrain sampling, sub-window frames have been selected with the size of 32 × 32.
Here, we assume that the Mars surface scene represents the terrain with uncertain
traversability conditions. We considered rocky, sandy terrain, and loose drift
materials as the traversability characteristics. Implementing the 2D discrete wavelet
packet decomposition scheme, the features were extracted, which was then fol-
lowed by GLCM metrics estimation. Using GLCM statistics outcome, we estimated
the four features: energy, contrast, correlation, and entropy or homogeneity. These
features were fed as the input to the terrain classifier models. In addition to the
proposed AGA-ANN based terrain classification and traversability analysis algo-
rithm, K-means algorithm was also applied to classify terrain. The overall

Fig. 10.8 AGA algorithm for ANN learning and terrain classification
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algorithms have been developed using MATLAB2015b software tool. Figure 10.9b
represents the sampled and classified regions over terrain surface image.

In order to perform performance evaluation, the respective results have been
obtained using confusion matrix, where the values of true positive (TP), true
negative (TN), false positive (FP), and false negative (FN) have been retrieved.
Based on these variables, the performance analysis has been made in terms of
terrain classification (traversability analysis) accuracy, precision, recall, F-measure,
and specifications. The applied performance parameters and their mathematical
expression are presented in Table 10.1.

As discussed, we have divided the overall terrain regions into 400 sub-terrain
regions, which have been further classified as traversable or non-traversable. To
examine performance, the confusion matrix for both classification models has been
obtained.

Fig. 10.9 a NASA’s Mars exploration rover mission image (Mars surface image), b sampled and
classified terrain region

Table 10.1 Performance
parameters

Parameter Mathematical expression

Accuracy TN +TPð Þ
TN +FN +FP+TPð Þ

Precision TP
TP+FPð Þ

F-measure 2. Recall.Precision
Recall+Precision

Recall TP
TP+FNð Þ

Specification TN
TN +FPð Þ
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A. K-Means Clustering-based Terrain classification

At first, we have applied the K-means clustering scheme for terrain classification by
feeding four features as the input data. The confusion matrix obtained after clas-
sification is presented in Table 10.2.

Table 10.3 represents the results for the derived classification performance
parameters.

B. AGA-ANN based Terrain classification

The confusion matrix obtained for the proposed adaptive genetic algorithm (AGA)-
based ANN classifier is presented in Table 10.4. The proposed AGA scheme not
only eliminates the existing conventional ANN issues like local minima and con-
vergence but also optimizes generic GA by enhancing optimal minima for swift
processing (fast execution) and higher accuracy (Table 10.5).

Table 10.2 Confusion
matrix after classification by
K-means classifier

Traversable Non-traversable

Traversable 208 45
Non-traversable 26 121

Table 10.3 Performance of
K-means clustering-based
terrain classification

Parameters Output (%)

Accuracy 82.25
Precision 82.21
F-measure 85.42
Recall 88.90
Specification 72.90

Table 10.4 Confusion
matrix after classification by
AGA-ANN classifier

Traversable Non-traversable

Traversable 241 12

Non-traversable 30 117

Table 10.5 Performance of
AGA-ANN clustering-based
terrain classification

Parameters Output (%)

Accuracy 95.26
Precision 90.50
F-measure 92.00
Recall 88.93
Specification 90.70
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Figure 10.9 represents the comparative performance of the existing K-means
algorithm based terrain classification and our proposed AGA-ANN based classifier.

Considering overall results (Fig. 10.10), it can be found that our proposed
evolutionary computing algorithm AGA-based ANN outperforms existing K-means
clustering-based classification for terrain classification and traversability analysis.
On the basis of traversability analysis outcome, the path planning can be done to
enable safe and efficient navigation under uncertain environmental conditions.

Conclusion

In this paper, an enhanced evolutionary computing-based terrain classification and
traversability analysis model has been developed. The proposed traversability
analysis process encompasses two phases, where the first phase deals with terrain
feature extraction and gray-level co-occurrence metrics (GLCM) estimation, while
the second exhibits terrain classification. To perform feature extraction, an
enhanced 2D discrete wavelet packet decomposition (2D-DWPD) algorithm has
been developed that extracts terrain features, which was further used to compute
GLCM. Four terrain features including energy, contrast, entropy or homogeneity,
and correlation have been retrieved from GLCM, which were further used to
classify a sub-terrain region as traversable or non-traversable. To perform terrain
classification, adaptive genetic algorithm (AGA)-based ANN (AGA-ANN) classi-
fier was developed that enhances weight estimation and learning to enable optimal

Fig. 10.10 Comparative terrain classification and traversability analysis
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classification. To evaluate the performance, an additional K-means clustering-based
terrain classifier was developed. AGA-ANN algorithm has exhibited the accuracy
of 95.26%, precision of 90.5%, recall of 92.0%, F-measure of 88.93%, and speci-
fication of 90.70%. The performance evaluation with Mars surface image (retrieved
from NASA Mars Mission database) has affirmed that the proposed AGA-ANN
based terrain classification model can be a potential technique for terrain’s
traversability analysis under uncertain conditions. In future, the effectiveness of the
proposed scheme can be assessed with real-time data retrieved though camera
mounted onto mobile robot roaming across uncertain terrain surface conditions.
Based on our traversability results, certain path planning algorithms, such as
floodfill algorithm, can be explored for safe autonomous navigation system.
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Chapter 11
Automatic Brain Tumor Detection
and Classification of Grades
of Astrocytoma

Nilakshi Devi and Kaustubh Bhattacharyya

Abstract Brain tumor is a deadly disease that medical science has ever seen over
the years. Among several brain tumors, astrocytoma is a brain tumor that arises
from the astrocytes cells present within the brain. With the event of modern medical
imaging modalities, the presence of any abnormality in the human brain has
completely been achieved. Among these modalities, MRI holds a special position in
detection of brain tumor owing to its many advantages. But, it has been observed
that manual detection of tumor, which is the current scenario in medical science, is
a delaying process. The manual detection delays the further treatment of the patient
which acts as a risk to the patient’s life. Also the medical procedure of biopsy,
which involves insertion of medical instrument in the human brain, performed to
know about the status of the tumor, also leaves its post-surgerical effects on the
patient. Thus, to overcome these limitations, automation of tumor detection and
creation of noninvasive technology to identify the status of the tumor has become
the very need of the hour. Taking a small step to overcome these limitations, we had
proposed for a system which uses artificial neural network for automation of brain
tumor detection and radial basis function neural network for classification the
grades of astrocytoma noninvasively. The results obtained of the grades were also
being clinically correlated with the biopsy reports.
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Introduction

Among different types of tumor, brain tumor is a very deadly disease that has been
responsible for many deaths over the years. The exact cause of brain tumor is yet to
be known to medical science. Owing to the seriousness of the disease and its
capability of causing death in no time, proper detection of this disease is very
important to save the patient’s life. There are several types of brain tumors like
astrocytoma, glioma, ependymoma, etc., which occur in different location of the
human brain in different shapes and sizes. Among these, astrocytoma is a brain
tumor that can occur to any person at any age. In recent medical imaging, magnetic
resonance imaging (MRI) is gaining importance because of its ability to generate
3-D views of images and capability to produce high-resolution images [1]. The
main challenge lies in separating the tumor part from the normal brain area as well
as its surrounding areas like edema, necrosis, etc., after the MRI process is com-
pleted. Further, proper detection is important because the future treatment depends
on the result of it. Thus, researchers from all corners of the world have proposed
many algorithms for detection of brain tumor using many methods. Use of soft
computing tools has emerged as an important area of research in tumor detection
owing to its many advantages. These intelligent tools have the capability to analyze
a problem and provide solutions comparable to a human mind.

Literature Review

A review of literature reveals the fact that considering the numerous disadvantages
of manual detection of brain tumor, the researchers have now turned their attention
toward using soft computing tools in the detection process to make the detection
more robust and less time consuming. Too much of human interaction in the
manual detection leads to chaotic results in the detection process which becomes a
risk to the patient’s life. Intelligent tools like ANN, fuzzy, genetic algorithm (GA),
etc., in detection of brain tumor have helped in providing efficient results. Artificial
neural networks have been used extensively in classification of normal and tumor
images [2]. The advantage of ANN is the requirement of less time consumption in
detection of a large number of images. Gray-level co-occurrence matrix (GLCM)
has been used extensively in process of feature extraction by many researchers [3].
Fuzzy cognitive maps (FCM) are also being exploited by the researchers as
state-of-the-art method in detection of brain tumor. FCM is a soft computing
technique that follows a reasoning approach similar to the human reasoning and
decision making [4]. The use of fuzzy has emerged as a promising tool in tumor
detection. Hybrid techniques in tumor detection have also been evolved as a cutting
edge research technology in brain tumor detection using algorithms like GA and
particle swarm optimization (PSO) [5].
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Brain Tumor and MRI Image Processing

The brain is the most important organ present in the central nervous system of the
human body which controls all the functions of the body.

Brain Tumor

Brain tumor is the excessive growth of unwanted cells within the brain randomly in
any direction. According to World Health Organization (WHO) brain tumor is of
mainly two types: Benign and malignant of which the former is considered to be
less aggressive than the latter.

Astrocytoma

Astrocytoma is a brain tumor arising from the “Astrocytes” cells of the human
brain. The World Health Organization has classified Astrocytoma into four grades
ranging from I to IV. Medically the four grades I, II, III, and IV are known as
“Pilocytic Astrocytoma”, “Low Grade Astrocytoma”, “Anaplastic Astrocytoma”,
and “Astrocytoma Grade IV”, respectively [6].

Magnetic Resonance Imaging (MRI)

The current imaging modality of detection of brain tumor is MRI. MRI uses a high
magnetic field to obtain images of the human body. The human body contains
randomly arranged protons that get aligned in the direction of the magnetic field
when applied under it. A radiofrequency pulse of about 60–120 MHz is pulsed
through the patient, which makes the protons to move out of their equilibrium state.
In this process, they emit a signal which is captured by the RF receiver. Again when
the RF frequency is stopped, the protons go back to their relaxed state and again
they emit a signal in this process. Thus, signals produced from millions of protons
are combined together to produce a detail image of the internal brain.
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Methodology

Our proposed system consists of two phases: detection of astrocytoma tumor using
ANN and classification of grades of astrocytoma using RBFN as shown in
Fig. 11.1.

Using gray-level co-occurrence matrix (GLCM), two feature values “Energy”
and “Homogeneity” were extracted. The feature values were then divided into two
sets, the training set and the testing set. The values of the training were then used to
train the neural network and the values of the testing set were used to check the
validation of our proposed system. The second phase is the detection of the grades
of astrocytoma using radial basis function neural network. In this phase, MRI
images of the four grades of astrocytoma of different cancer patients were con-
sidered and feature extraction was performed extracting three features namely
energy, homogeneity, and contrast, followed by optimization using particle swarm
optimization to obtain the best variable of each grade. These best variables were
then used to train the radial basis neural network to classify the grades of the
astrocytoma. The grades classified were then finally correlated with the biopsy
reports collected from the hospital.

Preprocessing of the MRI Image

Preprocessing is the process performed to prepare the image for further processing
steps like feature extraction and classification. The following steps are applied in
preprocessing of the images.

Fig. 11.1 Methodology of the system
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Conversion of the Image to Gray Scale

The input image is in RGB format as shown in Fig. 11.2a, which is converted to
grayscale as shown in Fig. 11.2b, before further processing.

Threshold Segmentation

After applying threshold segmentation in the input image Fig. 11.3a, the white
portion appeared depicts the tumor part in Fig. 11.3b.

Histogram Equalization

Histogram equalization is a process performed to enhance the image. The enhanced
image is as shown in Fig. 11.4b, which was obtained after histogram equalization
of the input image as shown in Fig. 11.4a.

Fig. 11.2 An RGB image
converted to a grayscale
image

Fig. 11.3 Thresholding
operation on the input image
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Edge Detection

Canny edge detection has been used here to find the edge of the tumor. The edges
of the tumor can be identified more clearly after applying canny edge detection
method as shown in Fig. 11.5b, with input image shown in Fig. 11.5a.

Feature Extraction

Feature extraction is the process by which relevant features are being extracted from
the image and the extracted features are then used to train the neural network. In our
proposed method, we have used gray-level co-occurrence matrix (GLCM) to extract
two features “Energy” and “Homogeneity” for performing the first level of detec-
tion for confirmation of presence of tumor. A total of 24 MRI images of three
normal patients and 25 images of four tumor patients were collected and feature
extraction was performed. Some of the values obtained of normal and tumor images
are shown in Tables 11.1 and 11.2, respectively.

Fig. 11.4 Histogram
equalization of the input
image

Fig. 11.5 Edge detection of
the input image
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ANN-Based Classification of Normal and Tumor Brain
Images

After the feature values of both the types of images were obtained, the classification
was performed using artificial neural network. ANN is the mathematical network of
the human brain. The concept of multilayer perception (MLP) is being also
exploited here in configuring the neural network. Levenberg–Marquardt back-
propagation algorithm was used in training of the MLP network due to its fastest
computational complexity.

Configuration of ANN

The ANN has been configured using 2 nodes in input and 1 node in output layer.
The other parameters have been clearly defined in Table 11.3.

Table 11.1 Feature values of
images without tumor

No. of images Energy Homogeneity

Image1 0.1802 0.9095
Image2 0.1713 0.9168
Image3 0.1825 0.9172
Image4 0.1850 0.9295

Table 11.2 Feature values of
images with tumor

No. of image Energy Homogeneity

Image1 0.2229 0.9472
Image2 0.2708 0.9495
Image3 0.2521 0.9421
Image4 0.2544 0.9523

Table 11.3 Configuartion of
ANN

Network parameters Values

Number of nodes in input layers 2
Number of nodes in output layers 1
Number of nodes in hidden layers 5
Activation functions tansig, purelin
Maximum number of iterations 1000
Learning rate 0.05
Learning Algorithm Levenberg–Marquardt

Mean Square Error 10−8
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Results of ANN

From the performance graph, as shown in Fig. 11.6, it was observed that with a
total number of 5 iterations and a minimum square error of 10−8, the best validation
performance is 2.7174 at 4th iteration with a minimum square error of 10−4 with a
total elapsed time of 0.504 s. And it was observed that our proposed model of
neural network was able to classify the images into normal brain image and tumor
brain image with an accuracy of 99%.

Validation of ANN

The validation was carried out using 11 MRI images of which a few are shown in
Table 11.4.

Fig. 11.6 Performance graph
of ANN

Table 11.4 Validation of
ANN shown using only a few
images

Image Energy Homogeneity ANN
output

Remarks

Image 1 0.1989 0.9258 0 Normal
brain

Image 2 0.2304 0.9390 1 Tumor
brain

Image 3 0.2001 0.9194 0 Normal
brain

Image 4 0.2603 0.9582 1 Tumor
brain
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RBFN Based Classification of Astrocytoma

After the detection of tumor was successfully completed using ANN, the next step
was classification of grades of astrocytoma using RBFN. GLCM was used to
extract three feature values “Energy”, “Homogeneity”, and “Contrast” from the
images of the four grades of astrocytoma. 4 images of Grade I, 19 images of
Grade II, 14 images of Grade III, and 15 images of Grade IV of different patients
were taken for feature extraction. Table 11.5 shows the typical values obtained for
each grade.

Particle Swarm Optimization (PSO)

PSO is a search-based algorithm based on the intelligent movement of swarms. We
have used the concept of PSO to find the optimal variable for each grade which was
then used to train the RBFN for classification of the four grades of astrocytoma. The
values obtained after PSO are shown in Table 11.6.

Classification of Grades Using RBFN

The RBFN was trained by the optimized variables obtained after PSO. The clas-
sification of grades using RBFN was performed with a total of 48 tumor images of
different grades and finally correlating the results obtained with the biopsy report.
A few are shown in Table 11.7.

Table 11.5 Typical values
obtained for each grade

Type of images Energy Homogeneity Contrast

Grade I 0.1563 0.9196 0.1683
Grade II 0.1978 0.9217 0.2440
Grade III 0.2219 0.9465 0.1072
Grade IV 0.2603 0.9582 0.2156

Table 11.6 Optimized values obtained after PSO

Grades Energy Homogeneity Contrast

Grade I 0.1563 0.9190 0.1654
Grade II 0.1771 0.9314 0.1732
Grade III 0.2163 0.9464 0.1073
Grade IV 0.2537 0.9540 0.2202
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Conclusion and Future Scope

Proper brain tumor detection is vital to carry out further treatment procedures. The
limitations of manual detection delay the process of tumor detection which appears
to be a risk in the patient’s life. Thus, automation of the entire process using
intelligent tools has become the need of the hour. In our proposed system, the
artificial neural network was trained to detect the normal and tumor human brain.
Also radial basis function neural network was used to classify the grades of the
tumor which would overcome the side effects of the medical procedure biopsy.
Biopsy is an invasive technology which requires the insertion of medical instru-
ments in the human body leaving behind several post-surgerical effects. In this
regard, our proposed system which uses RBFN tool to detect the grades of the
tumor would emerge as a noninvasive technology to identify the grades without the
need of any instrument insertion. Since, our proposed system is a noninvasive
method it cannot take decisions regarding the progressive growth of the tumor cells,
hence repeated MRI testing has to be performed. Also, the model identifies the four
grades for astrocytoma brain tumor so it might lead to incorrect results if tested for
any other type of tumor. The proposed technique can be made more robust for
tumor detection using neuro-fuzzy and fuzzy-neuro system. Also, in modern
medical imaging, a number of imaging modalities like functional magnetic reso-
nance imaging (fMRI), positron emission tomography (PET) Scan, etc., have been
emerged to detect any kind of abnormalities present in the brain. Thus, with MRI,
these modalities can also be incorporated following optimization of the best
imaging technique for noninvasive detection of astrocytoma.
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Table 11.7 Validation of RBFN

Grades Energy Homogeneity Contrast OutputRBFN

Grade I 0.1743 0.9300 0.2450 I
Grade II 0.1831 0.9214 0.1845 II
Grade III 0.2229 0.9472 0.1059 III
Grade IV 0.2304 0.9390 0.1619 IV
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Chapter 12
A Fast Adaptive Fuzzy Unsymmetric
Trimmed Mean Filter for Removal
of Impulse Noise from Digital Images

S. Vijaya Kumar and C. Nagaraju

Abstract Impulse noise reduction from images is an indispensable research issue in
the area of image processing. In this paper, we are proposing a fast adaptive fuzzy filter
for restoring the pixels that are damaged through salt and pepper noise or impulse
noise. The process of filtering consists of three stages. In first stage, we are concen-
trating on identifying the window dimension for processing pixel using fuzzy detector.
In second stage, noise effected pixel can be identified with help of mathematical 3N
rule and in the last stage, we restored noise pixel with unsymmetric trimmed mean
value. In restoration process, identification of noise pixel is a complex task. This can be
simplified in our proposed filtering method with effective performance of 3N rule.
Experiments on standard image and medical image sets were conducted to compare our
restoration algorithm with two previous competitors. The results show that our method
is superior to existing algorithms considering PSNR and elapsed time. The proposed
method also indicates to be strong to high ranges of noise, as excessive as 90% with
conserving the key details of the image. And it is useful in many applications.

Keywords Adaptive fuzzy filters ⋅ Alpha-trimmed mean ⋅ Cloud model
High-density salt and pepper noise

Introduction

Image pixels are subjected to salt and pepper noise due to bit errors in channel
transmission, ideal medium between the picture machine and scene imperfections in
picture sensors, and fault memory location in hardware [1]. Removing the
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high-density impulse noise by way of keeping the image important details with
much less computational time is most vital in all the image analysis and processing
applications. In the literature, huge numbers of methods have been recommended to
address this problem. Linear systems show low performance than nonlinear systems
because these systems are not considered rank ordering of pixels for given masks.
The classical median filter (MF) is extensively applied filter for eliminating the
impulsive noise [2–4]. The MF substitutes the current pixel with the median of the
chosen mask. It is easy to implement. However, when the noise is eliminated the
usage of MF filter, some of the key details in the image might also be filtered,
additionally the quantity of the noise reduced from the image depends on the
dimension of filtering mask. If dimension of the processing window is small, the
noise eliminated is less, if the window dimension is bigger, more key information
are eliminated from the image and similarly it fails at high level of impulse noise.
To triumph over these drawbacks, a significant variety of changes to the MF filters
proposed in literature, which consists of the weighted and center weighted median
filters [5, 6]. These filters provide extra weight to some image pixel values in the
mask (filtering window). They preserve details better than MF filter, but fails at the
high-density impulse noise. Switching filters are developed to address the
high-density impulse noise [7–17]. Two phase techniques BDND [13] and CM [16]
are the two filters prominent in expulsion of high thickness salt and pepper noise
with better detail saving capacities, however they require more computational time
to process the image. This paper presents the new filtering method based on the
fuzzy logic, which mimics human thinking. The proposed method works in three
phases. In first stage, it concentrating on identifying the window dimension for
processing pixel using fuzzy detector. In second stage, noise effected pixel can be
identified with help of mathematical 3N rule and in the last stage, the method
restored noise pixel with un-symmetric trimmed mean value.

Proposed Method for Noise Detection and Removal Process

In MF, all pixels are processed and replaced by way of the median value of its
neighborhood. Unlike the MF filter, the proposed algorithm identified the window
size for detection of corrupted pixel with fuzzy rule, and then identifies the noise
pixel by using mathematical 3N rule.

In the Table 12.1, P(1,1), P(1,2), P(1,3), and P(1,4) are already processed pixel
values and P(2,3), P(3,1), P(3,2), and P(3,3) indicate pixels yet to be processed.
Here, minimum half of the window pixels are used to replace the pixel value if the

Table 12.1 3 × 3
processing window

P(1,1) P(1,2) P(1,3)
P(2,1) P(2,2) P(2,3)
P(3,l) P(3,2) P(3,3)
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central pixel is corrupted because they are already processed. In the noise detection
scheme, first window selection can be performed based on give fuzzy rule

Rule1: If Mmin <Mmed <Mmax then select the given window for the processing.
Else
Increment the window.
Where Mmin,Mmed andMmax minimum, median, and maximum values are in the

given window. The above rule can be selecting the window such that it does not
contain the values like examples give below
Pattern 1

255 255 255
255 255 255
255 255 255

Pattern 2

0 0 0
0 0 0
0 0 0

Pattern 3

0 255 0
255 0 255
0 255 0

The above fuzzy rule can be satisfied only if the processed window contains
absolute deviation of salt and pepper noise less than to one. After the window has
been identified for pixel processing, the proposed method uses the selected window
to compute boundaries b1 and b2 using the mathematical 3n rule as given below.

b1=minðMmax,Ex+3 EnÞ ð1Þ

b2=maxðMmin,Ex− 3EnÞ, ð2Þ

where Ex and En defined as

Ex=
∑xi+ s, j+ t ∈w2N +1

i, j
xi+ s, j+ t

n
ð3Þ

En=
ffiffiffi
π

2

r
×
1
n

∑
xi+ s, j+ t ∈W2N +1

i, j

jxi+ s, j+ t −Exj ð4Þ

Then the fuzzy selection rule can be written as follows to notice whether the pixel
is corrupted or uncorrupted:

Rule2: if b1< xi, j <b2 then xi, j is asserted as an uncorrupted pixel and its values
is left unchanged in any other case xi, j is a corrupted pixel.
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After identification of corrupted pixel, the proposed method uses the identical
window (used for detection technique) of neighboring pixels around principal pixel
for the filtering process. The simple concept in a trimmed filter is to discard the
corrupted intensity values in the chosen window. Alpha trimmed mean filtering [1]
is symmetrical filter, the place the trimming is symmetric at both the ends. In this
technique, even informative pixels are additionally trimmed off. This leads to loss
of key photo details and blurring of the image. To overcome these drawbacks, a
fuzzy unsymmetric trimmed mean filter [FUTM] is proposed. FUTM filter takes
solely uncorrupted pixels of the window and computes the mean of those pixels and
that suggest value is used to replace the corrupted central pixel. This filter is known
as trimmed mean filter due to the fact the corrupted pixel values are eliminated from
the chosen window. The FUTM filter calculates the mean value using the Eq. 5.

Yði, jÞ= ∑N
i=1 DðiÞ
N

, ð5Þ

where D is set that comprises the pixels which are now not corrupted around the
central pixel, N characterizes the number of the uncorrupted pixels around the
central pixel and Yði, jÞis processed image.

Results and Discussions

The overall performance of the FUTM method has been assessed qualitatively and
quantitatively through experimental analysis. Standard images such as Lena,
Mandrill and mammogram images of dimension 256 × 256 have been used to
check the performance of the various algorithms. To consider detailed preservation,
the edge map of the enhanced Lena image is additionally computed, which has been
compared with an edge map of CM filtered image and original images. The exe-
cution of the recovery procedure is additionally measured through assessing the
peak signal-to-noise ratio (PSNR). The PSNR value in decibels can be expressed
mathematically with the use of the following equation.

PSNR=10 log10
2552

MSE

� �
Db, ð6Þ

where

MSE=
1

MN
∑
M

i=1
∑
N

j=1
ðBði, jÞ − Iði, jÞÞ ð7Þ
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M Number of rows of the image
N Number of columns of the image
B(i, j) The filtered image and
I i, jð Þ The original image.

The PSNR values of the proposed method, CM, and BDND filters for different
images (“Lena”, “Mandrill”, and “Mammogram”) across 50–90% noise levels are
shown in Tables 12.2, 12.3, and 12.4, and are also plotted in Fig. 12.1. As can be
seen from Tables 12.2, 12.3, 12.4, 12.5, and Fig. 12.1, the FUTM method signif-
icantly outperforms the CM and BDND filters, in PNSR measurement. The results
indicate that the FUTM method is robust across wide range of the salt and pepper
noise densities. The subjective visual comparison of the noise removal and

Table 12.2 Comparison of Restored Mandrill Image in PSNR (in decibels)

Image-Mandrill/Noise% 50% 60% 70% 80% 90%

CM 31.7522 31.2915 30.7103 30.0861 29.2608
BDND 27.6358 26.1564 24.8796 22.4563 21.9863
FUTM 31.6467 31.2468 30.8303 30.3525 29.5887

Table 12.3 Comparison of Restored Mammogram Image in PSNR (in decibels)

Image-Mammogram/Noise% 50% 60% 70% 80% 90%

CM 42.519 41.9896 41.259 39.667 37.196
BDND 40.263 38.6359 37.568 36.589 35.896
FUTM 44.033 43.3492 41.673 40.142 38.116

Table 12.4 Elapsed time (in seconds) values for various filters operating on Mandrill image at
various noise levels

Image-Mandrill 50% 60% 70% 80% 90%

CM 7.714474 7.926351 8.421032 8.788081 9.498124
BDND 135.7792 133.5172 127.2414 108.3322 113.1052
FUTM 7.086073 7.68062 7.922673 8.485249 9.075118

Table 12.5 Elapsed time (in seconds) values for various filters operating on Mammogram image
at various noise levels

Image-Mammogram 50% 60% 70% 80% 90%

CM 9.815891 9.598926 9.605507 9.803099 10.2467
BDND 172.7654 161.6913 145.1387 114.6809 112.494
FUTM 9.089958 9.404306 9.563266 9.688486 10.0433
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perception of the image details for the test images “Lena” and “Mandrill” are
presented in Figs. 12.2 and 12.3, respectively. The FUTM filter is clearly superior
in terms of retaining critical details of the image compared with CM and BDND
filters.

Runtime Analysis

The computational time (in seconds) for the different filters using INTEL(R),
CORE(TM)2DUO CPU, 2.93 GHz processor, 2 GB RAM with MATLAB 7.9.0
(R2009b) are shown in the Tables 12.5 through 12.6 for different images across
50–90% noise range, and are also plotted in Fig. 12.4. The elapsed time for the
FUFC method is low compared to the CM and BDND. CM filter replaces the
corrupted pixel with a weighted average of uncorrupted pixels which require more

Table 12.6 Comparison of selection of processed window for Lena image by CM and proposed
methods

Processed window Lena image 50% 60% 70% 80% 90%

3 × 3 Proposed 64835 64254 63303 61774 59611
CM 49903 41710 31461 19696 8375

5 × 5 Proposed 558 1133 1988 3364 5239
CM 15621 23788 33982 45663 56938

7 × 7 Proposed 16 16 49 80 185
CM 7 34 81 146 80

9 × 9 Proposed 3 9 7 17 37
CM 0 0 9 28 106

11 × 11 Proposed 1 3 1 6 12
CM 0 0 0 1 32

13 × 13 Proposed 1 1 1 3 8
CM 0 1 1 0 0

15 × 15 Proposed 1 0 1 2 3
CM 0 0 0 0 0

17 × 17 Proposed 0 0 1 2 3
CM 0 0 0 0 0

19 × 19 Proposed 121 120 185 288 438
CM 5 3 2 2 5
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computational time. Proposed filter considers only the pixels which are not cor-
rupted and takes the mean of those pixels without calculating the weights for the
uncorrupted pixels like CM filter.

To identifying the window size for processing the central pixel, the proposed
method uses the fuzzy rule. The FUTM method uses the 91.05% of the times the
3 × 3 window for processing of 90% impulse noise corrupted images, 93.92% of
the times it uses the 3 × 3 window for processing the 80% of corrupted images,
96.48% of times it uses 3 × 3 window for processing the 70% corrupted images,

Fig. 12.1 a Comparision of PSNR values of different filters for Lena image, b Comparision of
PSNR values of different filters for Mammogram image

(i) (ii)

(iii) (iv)

Fig. 12.2 i Lena image without noise, ii 70% corrupted Lena Image, iii CM filtered image and
FUTM method filtered image, iv Restoration details of Lena image corrupted with 70% Noise
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7.83% of the times it uses the 3 × 3 window for processing the 60% corrupted
images, and 98.57% of times it uses the 3 × 3 window for processing the 50%
corrupted images. Whereas the CM filter uses 12.77%, 30.05%, 48%, 63.64%, and
76.14% of the times the 3 × 3 window for processing 90%, 80%, 70%, 60%, and
50% of corrupted images, respectively. The CM filter uses 23.83%, 36.29%,
51.89%, 69.67%, and 86.88% of times 5 × 5 window as processed window, it
shows that CM filter already consider that many number of times 3 × 3 window as
processed window, but fail to take a decision so that it incrementing the window
size, which causes the increasing of computational time. The details of window
selection for processing pixel for the image Lena by CM and FUTM methods are
presented in Table 12.5 (Fig. 12.5).

(i) (ii)

(iii) (iv)

Fig. 12.3 i Mandrill image without noise Fig. 12.4, ii 90% corrupted Mandrill image, iii CM
filtered image and iv FUTM method filtered image. Restoration details of Mandrill image
corrupted with 90% Noise

(a) (b)Fig. 12.4 a, b Elapsed time
of the methods for Mandrill
image and Lena image with
various noise levels
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Conclusions

We are judging the filter performance based on how filter improves the subjective
visual quality, preserving the key details of the image and based on the computa-
tional time. This paper concludes with all the three factors, respectively, the pro-
posed filter gives the better results compared to the remaining tested filters, but
failing in keeping the edge details of the images in some areas, which would be
addressed in next paper.

(ii) (iii) (i)

Fig. 12.5 i Edge map of image without noise, ii Edge map of CM filtered images with 60, 70, and
80% noise and iii Edge map of FUTM filtered images with 60, 70, and 80% noise (Top to Bottom)
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Chapter 13
Mining Fuzzy Classification Rules
with Exceptions: A Comparative Study

Amarnath Pathak, Dhruv Goel and Somen Debnath

Abstract Adding fuzziness to normal classification rules enables the rules to adapt
to the real-life decision-making process. Besides, it also adds to the classification
accuracy of the obtained model and the rules look more accurate and reasonable.
Further improvement in classification accuracy can be achieved by discovering
exceptions corresponding to these fuzzy rules. Fuzzy rules augmented with
exceptions (censors) are termed as Fuzzy Censored Classification Rules (FCCRs)
and such kind of rules are best at handling uncertainties like vagueness and
ambiguity. These rules, being very efficient, have been widely used under excep-
tional circumstances. In this paper, we have investigated all the algorithms used in
past for discovering FCCRs. Based on review of literature, we have also proposed
possible modifications to existing algorithms and techniques.

Keywords CPR ⋅ Fuzzy rules ⋅ FCCRs ⋅ Nature-inspired algorithms

Introduction

Data mining is a step in Knowledge Discovery from Databases (KDD) which aims
at finding knowledge in the form of interesting patterns from the databases. Pattern
discovery varies from one user to another depending on users’ requirement. Clas-
sification is an important data mining task which extracts knowledge from the
database in the form of If-Then Rules. Training data is used to create a classification
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model which is later applied to the test data to classify an unseen instance. A good
classification model comprises of several If-Then production rules (PRs) which are
simple, comprehensible, accurate, and interesting. Interestingness is usually present
in the form of exceptional instances which deviate from normal behavior but the
traditional methods of classification rule discovery are least concerned with inter-
estingness and leave out such instances during the rule discovery process. Several
attempts have been made in past to modify these traditional techniques to incor-
porate exceptional instances for making the model more interesting and accurate
and modified rules are often represented using If-Then-Unless form, better known
as Censored Production Rules (CPRs) framework.

However, nature of PRs or CPRs is such that they impose sharp cutoff on values
that predicting attributes can take, resulting in a model which is incapable of dealing
with uncertainty and vagueness. Imposing sharp boundaries on predicting attri-
butes’ values is impractical and unreasonable in real life situations. Consider a
classification rule of the form:

If ðHumidity≤ 10Þ and ðTemperature≤ 25Þ then ðPlay outside = 'yes')

Rule says that a child is allowed to play outside provided humidity level is less
than 10 and temperature is below 25. However, as per this rule, the child is not
allowed to play if humidity is 10.1 and temperature is 25.1 which definitely does
not seem to be a justified decision. Augmenting fuzziness to the classification rules
may improve real-life decision-making process and can make the rules more
effective. A Fuzzy Classification Rule (FCR) takes the form:

If ðX is xiÞ and ðY is yiÞ then ðClass = ciÞ,

where “X” and “Y” are predicting attributes and “Class” is class attribute and the
attribute values of the predicting attributes such as xi and yi are fuzzy rather than
crisp, meaning that predicting attributes take fuzzy values such as poor, excellent,
etc., instead of numerical values. A sample FCR may be given as

If ðHumidity is moderate) and ðTemperature is low) then ðPlay outside = 'yes')

Such a rule is certainly more relevant in context of daily life decision-making
process. However, augmenting exceptions with FCRs may further improve the
decision-making process and make the rules more interesting. Consider an FCR
with exception:

If ðHumidity is moderate) and ðTemperature is low) then Play outside

= 'yes' unless Rain fall = 'false'.

Rule says that a child is allowed to play outside if humidity is moderate and
temperature is low provided there is no rainfall. In presence of exceptional con-
dition, Rainfall = “True”, decision of playing outside changes from “yes” to “no”.
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FCRs with exception conditions are termed as Fuzzy Censored Classification Rules
(FCCRs) which integrates fuzzy rules with CPRs and possess more interestingness
and information than the FCRs.

In this paper, we have tried to investigate all the past works related to mining
Fuzzy Censored Classification Rules. We have also proposed possible modifica-
tions to existing techniques of mining FCCRs.

Rest of the paper is organized as follows: Section “Fuzzy Censored Classifica-
tion Rule (FCCR)” discusses different past works related to mining FCCRs. Sec-
tion “Future Directions” points direction for future research and suggests possible
modifications in existing algorithms for mining FCCRs. Section “Conclusion”
concludes the paper.

Fuzzy Censored Classification Rule (FCCR)

To the best of our knowledge, first attempt to discover FCCRs dates back to 1992
when Dimiter et al. proposed a way to represent fuzzy rule with unless condition
[1]. Authors have argued that fuzzy conditional statements of the form “If X is A
then Y is B unless Z is C” can be represented by R* = R+ ∩ R− where R+ is
equivalent to AðxÞ ∧ CðzÞ ⇒ BðyÞ and R− is equivalent to AðxÞ ∧ CðzÞ ⇒ BðyÞ.
Such a rule helps in reasoning in the situations of incomplete information and
resource constraints. Decision that Y is B can be concluded in case no information
about Z is available. Later, in 1998, fuzzy rule based classification system with
reject option was proposed [2]. However, such a system is limited to the situations
where cost of misclassification is higher than the cost of rejection. αClasskðXpÞ is
output value for class k when the new pattern Xp is presented as input vector to the
fuzzy classification model and Xp is assigned the class with maximal value of
αClasskðXpÞ. Model rejects the input pattern provided the maximum value of
αClasskðXpÞ is less than a minimum specified threshold, θ. Difference between lar-
gest and second largest value of αClasskðXpÞ is also sometimes used as rejection
criteria.

Later in 2001, fuzzy exception learning was used to detect noise trading [3]. The
proposed algorithm, Competitive Fuzzy Exception Learning Algorithm (CELA),
aims at discovering special circumstances, regimes, under which noise trading takes
place. Discovering such special circumstances can be achieved by unmasking the
fuzzy part (deterministic part). In context of financial market, regimes correspond to
exceptional price developments and they are undesirable. An important modifica-
tion to existing fuzzy exception discovery technique was proposed in 2004 [4].
Authors have proposed a method to identify fuzzy model having maximal rules.
Proposed model is multi-objective as it aims at achieving multiple goals, viz.,
maximum rule, accuracy, and interpretability. Extraction of the rules is followed by
finding conflicts caused by them and these conflicts are resolved by including
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exceptions to the rules. Further, several strategies like rule reduction, rule merging,
and exception merging have been adopted to ensure interpretability of the model.

Rule plus exception format, which is key to exception discovery, has been
investigated by the authors in [5] in different contexts. As per authors, there exist
two types of exceptions to a rule––the incorrectly covered exceptions and uncov-
ered exceptions. Further, the discovered rules must be simple and number of
exceptions discovered should be smallest possible. In 2007, an Ant Colony Opti-
mization plug-in was proposed to enhance the interpretability of fuzzy rule bases
with exceptions [6]. In 2008, authors extended their work to build a model which is
enhancement of their previous work [7]. In particular, authors have worked on
improving the interpretability and computational cost of the previous model.
Restriction that defines feasible step of an ant has been relaxed which leads to
increase in flexibility of rule base configurations thus providing interpretability
improvement. Further, a local search technique has been incorporated to refine each
solution provided by an ant. Attempts have been made to simplify the solution
provided by ant by applying the concept of subsumption of a rule in rule base.
Besides, computational cost of the previous algorithm has been diminished by
pruning the construction graph which discards steps with low probability in
selection procedure. Pheromone pruning has been used which sets a threshold for
the pheromone level and all the edges of construction graph lying below the
threshold are considered as infeasible transitions taken by an ant.

In [8], authors proposed an approach for the discovery of quantified rules with
exceptions in the form of censored production rules (CPR) from the large set of
discovered if-then rules.

A proper framework for discovering FCCRs has been proposed in [9]. Authors
have proposed different parameters based on which exceptions can be discovered
and also justified the needs and benefits of discovering FCCRs. In particular, the
parameters γ1 and γ2 are used for exception discovery and are given by

γ1 =
P ∧ D

P

γ2 =
P ∧ C
P

where P is the predicting part of an FCCR, D is the consequent part which holds
frequently and C is the censor part which holds rarely. Exceptions to a Fuzzy
Classification Rule (FCR) exist subject to conditions: γ1 + γ2 ≤ 1 && γ1 ≫ γ2.

Authors have devised a genetic algorithm approach for discovery of FCCRs
from the datasets and argued that proposed discovery will enhance the capabilities
of automated and expert system and prove its worthiness in fuzzy control appli-
cations by predicting the behavior of system in rare circumstances. In [10], Bala
et al. have proposed an extension to their work and used genetic algorithm approach
for discovering tuned fuzzy classification rules with intra and inter-class exceptions.
A three-phased approach has been used for discovery of (FCRs) augmented with
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intra- and inter-class exceptions. A preprocessing algorithm is suggested to tune DB
in terms of the membership functions and number of linguistic terms for each
attribute of a data set in the first phase. The second phase discovers FCRs
employing a genetic algorithm approach. Subsequently, intra- and inter-class
exceptions are added to the rules in the third phase.

Exceptions, i.e., censors add interestingness to the rule and rule out any possi-
bility of misclassification even under rare circumstances. Intra-class exception
refers to the attribute–value pair which, if appended to a decision rule, makes no
change in the decision class whereas augmenting inter-class exception to antecedent
part alters the class of decision rule [11, 12]. A genetic algorithm based approach to
discover intra-class exceptions has been proposed in [11]. It comprises of two
stages: In first stage, generalized rules are discovered and in second stage, excep-
tions are appended to the rules. Michigan approach has been used in rule discovery
meaning that the algorithm generates list of best rules and not the best rule list.
Further, discovery of intra- and inter-class exceptions using nature-inspired algo-
rithms such as genetic algorithms and ACO has been investigated by the authors in
[12]. Need for the exception discovery has been emphasized by the authors in
[13, 14]. Suzuki et al. [13] have discovered exceptions in the form of rule pair. Rule
triplet structure, which is an extension of rule pair structure, has been discussed in
[14]. A brief summary of some of the appraised papers of this section is given in
Table 13.1.

Table 13.1 List of appraised papers

Paper Technique(s) used
(if any)

Major finding(s)

[1] Proposed a different representation for representing fuzzy
rules plus exception

[2] Proposed a fuzzy rule based classification system with reject
option but limiting its use to the situations where cost of
misclassification is higher than the cost of rejection

[3] CELA Use of fuzzy exception learning to detect noise trading
[4] Multi-objective model to discover exceptions for fuzzy rules
[6] Ant Colony

Optimization (ACO)
Use of nature-inspired algorithms, for the first time, for
discovering interpretable fuzzy rule bases with exceptions

[9] Genetic Algorithm (i) Fuzzy rules plus exception was given a new name, Fuzzy
Censored Classification Rules (FCCRs) where a censor
corresponds to exception
(ii) Use of parameters γ1 and γ2 for discovery of FCCRs

[10] Genetic Algorithm (i) Use of GA for discovering tuned fuzzy classification rules
with intra- and inter-class exceptions
(ii) Use of three-phased approach for discovering FCCRs
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Future Directions

From the review of past works, we can identify a number of possible modifications
that are worth applying to all the existing algorithms and techniques of mining
FCCRs. First could be improvement in interpretability of obtained rules. Inter-
pretability of the model can be improved by modifying our algorithms to generate
more number of rules with fewer numbers of exceptions rather than fewer numbers
of rules with larger number of exceptions. Excessive number of exceptions usually
adds to the complexity of rules making the model less interpretable. Second,
nature-inspired algorithms like GA and ACO have been limitedly used in past for
mining FCCRs and hence it could be interesting to further investigate these algo-
rithms because these algorithms are best at exploring search space and avoiding
convergence to local optima. Third, a common step in discovering fuzzy rules is to
fuzzify the predicting attributes using some membership function. In past, same
membership function has been used to fuzzify all the predicting attributes irre-
spective of their nature. Accuracy of the obtained model can be enhanced if dif-
ferent membership functions are used for different predicting attributes.

Conclusion

Several algorithms have been proposed in past to discover fuzzy rules plus
exceptions, also called FCCRs. In this paper, we have investigated all such algo-
rithms and suggested possible modifications to existing approaches which, if
adopted, may enhance the classification performance.
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Chapter 14
Impulse Noise Reduction in Digital Images
Using Fuzzy Logic and Artificial Neural
Network

Khwairakpam Amitab, Kishore Medhi, Debdatta Kandar
and Babu Sena Paul

Abstract Impulse noise is the most common types of noise; it degrades the quality
of images and must be removed before performing any high level image processing.
In this work, we have proposed a hybrid impulse noise filter, it is implemented in
two phases, in the first phase, fuzzy rules are used to detect the pixels affected by
impulse noise and in the second phase, artificial neural network is used to remove
noise from the affected pixel. The proposed filter is comparatively evaluated with
some of the popular impulse noise filter based on peak signal-to-noise ratio and
edge preservative factor, it was found that the proposed filter reduces impulse noise
and simultaneously preserves image details. For highly corrupted images, the
proposed filter can be used, recursively.

Keywords Impulse noise ⋅ Noise filter ⋅ Fuzzy logic ⋅ Artificial neural
network ⋅ Multilayer perceptron ⋅ Image processing

Introduction

Impulse noises are caused by error in recording and transmission of images. It is
important to reduce impulse noise from images since it deteriorates the quality. In
this work, we have considered grayscale images, and each pixel are represented
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using one byte, the possible intensity values are in the range of 0–255.
A two-dimensional matrix I(i, j) can be used to represent a grayscale image, where
(i, j) is the location of a pixel in the image I and I(i, j) represents intensity level at
location (i, j). An image corrupted by impulse noise can be defined as in Eq. 1 [1]

I i, jð Þ= X i, jð Þwith probability p
Y i, jð Þwith probability 1− pð Þ

�
ð1Þ

Here, X(i, j) represents the value of impulse noise with probability “p” and Y(i, j)
represents the original pixel value with probability (1 − p). Based upon the value at
X(i, j), there are mainly two type of noise model: random and fixed impulse noise
model. In fixed impulse, noise model X(i, j) can have value either 0 or 255 [1, 2].
But in case of random impulse noise model X(i, j) can have any value within the
range of 0–255.

The goal of impulse noise filter is to reduce the amount of noise and simulta-
neously preserve fine details (edges) present in the images [3]. The edges contain
most of the valuable information present in the images. It is a challenging task to
reduce noise and preserve edges in an image effectively. The intensity of noise and
distribution of noises are unpredictable. Therefore, a noise filter must be capable of
resolving uncertain information.

Fuzzy logic is a very useful tool for decision-making and it is capable of han-
dling uncertainty. Fuzzy logic is an extension of classical set theory; an element can
partially belong to a set [4]. The if-then-else rule in fuzzy system can be used for
taking expert decision. On the other hand, artificial neural network (ANN) consists
of a large number of interconnected neurons, the neurons work collectively to solve
a specific problem. ANN can be trained; and during training, it learns from the
previous experience and uses this knowledge to achieve the goal. ANN filters are
robust, it can even reduce unknown noise [5]. The proposed filter is implemented in
two phase: noise detection and reduction. In noise detection phase, pixels corrupted
by impulse noise are identified by using fuzzy logic. And in noise reduction phase,
noisy pixels are filtered by using multilayer perceptron (MLP) keeping the noise
free pixels unchanged. MLP is one of the most commonly used ANNs. The pro-
posed filter is expected to suppress noise and preserve edges, since healthy edge
pixels will be kept unchanged and the noisy pixels will be reconstructed.

Proposed Impulse Noise Filter

The proposed filter filters impulse noise in two phases: noise detection phase and
noise removal phase. Fuzzy rules are used for detecting impulse noise affected
pixel. And MLP is use to reduce impulse noise from the corrupted pixel.
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Fuzzy Noise Detection Phase

Most of the filtering technique filters noisy as well as noise free pixels which
hamper the quality of result. The main objective of this phase is to detect noisy
pixels so that filtering can be performed only on the noisy pixel. To do this, a
moving window of size 3 × 3 is used as shown in the Fig. 14.1.

In Fig. 14.1, X(i, j) represents the central pixel and the rest are neighbors of the
central pixel. The difference between each neighboring pixel and the X(i, j) is
denoted by Δi, where i ∈ {1, 2, 3, 4, 6, 7, 8, 9}. Let Δs1 and Δs2 represent the two
smallest values in Δi. The average of the two most similar neighbor is computed as
Δa = (Δs1 + Δs2)/2.

Rule 1.1: If Δa is LARGE then impulse noise is present in X(i,j).

Let us assume that there is a line whose width is just one pixel, and X(i, j) is also
located in the line with no impulse noise then Δa will have very small value, since
the other two neighboring pixel having similar intensity value will be in the line,
and Δa will have large value if X(i, j) is noisy. However, Rule 1.1 may fail if central
pixel is not noisy but neighboring pixels are noisy. To solve this problem, we

determine the average of eight differences Δi. Δavg = ∑Δi
8 .

Rule 1.2: If the Δavg is LARGE then impulse noise is present in X(i,j).

Rule 1.1 and Rule 1.2 are combined in Rule 1.3.

Rule 1.3: If Δa is LARGE and Δavg is LARGE then impulse noise is present in X

(i,j).

LARGE is a fuzzy membership function, it is defined as LARGE = 1 − SMALL.
And SMALL is defined by using triangular shaped membership function as shown
in the Fig. 14.2.

1 
X(i-1,j-1) 

2 
X(i-1,j) 

3 
X(i-1,j+1) 

4 
X(i,j-1) 

5 
X(i ,j) 

6 
X(i,j+1) 

7 
X(i+1,j-1) 

8 
X(i+1,j) 

9 
X(i+1,j+1) 

Fig. 14.1 Pixels under
3 × 3 window
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The values of a, b, and c are chosen such that −255 < a < b < c < 255. The
accuracy of the noise detection depends on the value of a, b, and c. Smaller value of
“a” and larger value of “c” decreases the noise detection capability as only the high
valued noise will be detected.

Noise Reduction Using Artificial Neural Network

If the central pixel is labeled as noisy then, it will be replaced by a value computed
using MLP otherwise it will kept unchanged. ANN is implemented in two stages:
learning and testing. During learning/training stage, network gains the capability to
make accurate generalization [6]. In testing stage, the trained network is applied to
solve problems. Training of ANN can be performed by using back propagation
algorithm. Back propagation algorithm is composed of two sub-phases: (a) Forward
computation and (b) back propagation of error.

The architecture of designed MLP is shown in Fig. 14.3. It consists of three
layers: input layer with N neurons, hidden layer with N neurons, and the output
layer consisting of single neuron. In case of 3 × 3 window, N = 9. We have used
log-sigmoid transfer function in hidden layer and output layer. In forward phase, an
input is supplied to the network and output is computed by using random weight.
And in the back propagation of error phase, weights are modified to minimize total
error of the network.

Fig. 14.2 Fuzzy membership
function SMALL

Fig. 14.3 Architecture of multilayer perceptron
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Pixels under the window are converted into vector and supplied as an input to
the MLP. The mean square error (MSE) between the actual output “ST” and desired
output “OT” is computed. The steps involved in training phase are as follows” [6]:

Weights (win and wout) are initialized with small random values.

H_out = I * win

ST = H_out * wout

Until termination condition met

(i) For each input “I” compute network simulated output “ST”

(ii) Compute Δk for output unit K

Δk = OT(1-OT)(ST-OT)

Δwi = ȵ*Δj*Δk
(iii) Compute Δh for hidden unit h

Δh = OH(1-OH)∑ wh.Δk
Δwi = ȵ*Δj*Δh
(iv) For each weight wi

wi = wi + Δwi
End

where ȵ and Δj represent the learning rate and gradient, respectively. In testing
phase, the output “Out” is computed by using the weights determined in training
phase. Let “I” be the input to the MLP, “win” and “wout” represent the weight
matrix of input layer and output layer, respectively. The output of the hidden layer
“H_out” is obtained by multiplying input with the input layer weight matrix, i.e.,
“H_out” = “I” * “win”. The actual output is calculated by multiplying “H_out”
with the weight matrix of output layer, i.e., “out” = “H_out” * “wout”. The noisy
pixels are filtered by replacing with “out”.

Experimental Results

To evaluate the accuracy of the proposed filter, we have used a grayscale image
added with different percentages of fixed and random impulse noise, peak
signal-to-noise ratio (PSNR) and edge preserving factor (EPF) are used for eval-
uating. PSNR is defined as the ratio between the maximum gray intensity
(MAX = 255) and the intensity of impulse noise which reduces the image quality.

PSNR =10 log
MAX2

MSE

� �
ð2Þ

where MSE, measure the average of square difference between the filtered image
and the desired target image.
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MSE=
1

MN
ð3Þ

The edge preserving factor (EPF) is computed using the formula [7, 8]:

EPF =
∑ Δx−Δx′

� �
Δy−Δy′
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑ Δx−Δx′ð Þ2 Δy−Δy′ð Þ2

q , ð4Þ

where Δx and Δy represent the edges present in the original image x and filtered
image y, Δx’ and Δy’ are the mean value of Δx and Δy. The edges are extracted by
using Laplacian operator [9].

In noise detection phase of the proposed approach, we have used fuzzy mem-
bership function SMALL and it is associated with three parameters a, b, and c. For
Rule 1.1, the parameter values are taken as a = −20, b = 0, and c = 20 and for
Rule 1.2, parameter values are a = −20, b = 0, and c = 20. The output of noise
detection gives noise level “L” affecting the pixels in the range [0, 1], if L = 0.3 it
is assumed that no noise is present, if 0.3 < L ≤ 0.5, we have used 3 × 3 window
for filtering, if 0.5 < L ≤ 0.9 we have used 5 × 5 window and for L > 0.9 we
have used 7 × 7 window.

In noise filtering phase, the termination criteria of the training algorithm is set to
MSE = 0.0 or 250 iteration and bias = 0.7. To comparatively evaluate the filtering
performance, we have used mean, median, FIRE, and MLP filter. Mean filter
replaces the center of the window by mean of the neighboring pixels [9]. In median
filter, center pixel value is replaced with the median of its neighborhood [10]. Fuzzy
Inference Ruled by Else action (FIRE) [11] uses the difference between central
pixel and its neighbors Δx. Using fuzzy rules, the correction parameter Δy is
determine. The output pixel value y(i, j) is computed by adding Δy with original
pixel value x(i, j). The FIRE filter uses two fuzzy triangular shaped membership
function named as negative and positive. The MLP-based filter replaces all the
pixels in the image by a value computed by using the neighboring pixel value; it is
trained by using back propagation algorithm discussed in the preceding section. It is
observed that with increase in window size for mean, median and MLP filter, EPF
value reduces. So, we have used 3 × 3 window for all the filters except the
proposed filter.

Tables 14.1 and 14.2 show the PSNR performance of the implemented filters on
images corrupted by different percentages of fixed and random impulse noise.
Tables 14.3 and 14.4 show the EPF performance of the implemented filters on
images corrupted by different percentages of fixed and random impulse noise.

From our experimental result, it is clear that the proposed filter has the highest
PSNR value on image affected with fixed impulse noise (Fig. 14.4). In Fig. 14.5,
we can see that the proposed filter and median filter perform almost same in image
affected with random impulse noise. In Figs. 14.6 and 14.7, the proposed filter has
the highest EPF for fixed impulse and random impulse noise. It is also observed that
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Table 14.3 EPF performance of filters on image affected by different percentage of fixed impulse
noise

% of noise Proposed filter Mean filter Median filter ANN Fire

40 2.33 1.6 1.6 1.14 1.84
20 3.36 2.55 3.03 2.12 3.10
10 4.23 3.08 4.19 3.17 4.17
9 4.79 3.10 4.27 3.45 4.30
7 4.87 3.39 4.49 4.23 4.40
5 4.95 3.63 4.72 4.45 4.59

2 4.99 3.96 4.82 4.55 4.83

Table 14.4 EPF performance of filters on image affected by different percentages of random
impulse noise

% of noise Proposed filter Mean filter Median filter ANN Fire

40 2.96 2.60 2.42 1.14 2.80
20 4.08 3.12 3.91 1.35 2.90
10 4.63 3.65 4.49 1.42 3.88
9 4.66 3.73 4.60 1.65 4.51
7 4.81 3.87 4.51 1.72 4.58
5 4.87 4.05 4.73 1.80 4.42
2 5.18 4.23 4.87 1.92 4.76

Table 14.1 PSNR performance of filters on image by different levels of fixed impulse noise

% of noise Proposed filter Mean filter Median filter ANN Fire

40 14.60 12.01 13.22 11.64 13.69
20 17.20 15.23 16.45 11.70 16.80
10 22.11 20.04 20.50 11.77 19.63
9 22.40 20.71 20.93 11.89 19.80
7 23.17 21.20 22.34 12.17 20.17
5 24.91 21.63 22.85 12.26 21.43
2 26.79 23.01 24.77 13.01 23.27

Table 14.2 PSNR performance of filters on image affected by different percentages of random
impulse noise

% of noise Proposed filter Mean filter Median filter ANN Fire

40 17.79 17.20 17.30 10.37 17.43
20 18.93 17.59 17.45 12.45 17.23
10 23.19 22.63 26.34 16.07 22.36
9 26.27 22.91 26.39 19.14 26.02
7 27.62 23.37 26.60 20.00 26.21
5 27.96 23.89 26.82 22.14 26.33
2 28.83 24.68 27.14 24.57 27.48
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PSNR and EPF performance of all the filter reduces with increase in amount of
noise.

For highly corrupted images, the proposed filter can be applied recursively to
improve the result. Figure 14.8 shows an image affected with 40% impulse noise,
after filtering one time with the proposed approach, the resulting image has

Fig. 14.4 Plot of PSNR value w.r.t random impulse

Fig. 14.5 Plot of PSNR value w.r.t fixed impulse noise
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PSNR = 15.51 and EPF = 2.76, and after filtering twice recursively by using the
proposed filter, the result is increased to PSNR = 15.9 and EPF = 2.84. The filter
can be applied recursively four or five times depending on the amount of noise.

Fig. 14.6 Plot of EPF value w.r.t fixed impulse noise

Fig. 14.7 Plot of EPF value w.r.t random impulse noise
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Conclusion

This paper presents a hybrid impulse noise filter. The filter is implemented in two
phase: noise detection and reduction. Fuzzy rules are used for detecting the noisy
pixel and MLP is used for reducing the noise. The accuracy of the proposed filter is
comparatively evaluated with mean, median, FIRE, and ANN filter based on PSNR
and EPF. It was found that the proposed filter is capable of reducing impulse noise
and simultaneously preserves edges present in the images. We have tested on
images affected by different percentages of fixed and random impulse noise. Among
the implemented filters, the proposed filter has the highest PSNR value in images
affected by fixed impulse noise, and highest EPF value in images affected by fixed
and random impulse noise. For highly corrupted images, the proposed filter can be
used recursively.
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Chapter 15
Utility Aware Cooperative Spectrum
Sensing Using Coalitional Game Theory

Prakash Chauhan, Meenakshi Sharma, Sanjib K. Deka
and Nityananda Sarma

Abstract Cooperative spectrum sensing (CSS) emerges as an efficient technique

for cognitive radio overcoming the issues of independent sensing. In this work, a

distributed cooperative spectrum sensing scheme using non-transferable coalitional

game model has been proposed for cognitive radio networks (CRNs) which con-

tributes to improve the opportunity detection and throughput. To determine the coop-

erative decision, a novel algorithm for selecting a fusion center is also proposed. The

performance evaluation of the proposed CSS scheme is carried out through simula-

tion study.

Keywords Cognitive radio (CR) ⋅ Coalitional game theory ⋅ Cooperative

spectrum sensing (CSS) ⋅ Utility function

Introduction

With the advent of wireless communication demand, the traditional spectrum allo-

cation policy results in spectrum holes [4]. To utilize the spectrum holes efficiently,

J. Mitola proposed the concept of cognitive radio (CR) [8]. CR emerges as an effec-

tive technique for dynamic spectrum access opportunistically. The two types of users

in CRN are the CR user or secondary user (SU) and the licensed user known as pri-

mary user (PU). The core functionalities of the CR are spectrum sensing, spectrum

management, spectrum sharing, and spectrum mobility. Spectrum sensing has been
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the key to discover the opportunities by detecting the spectrum holes. It has been

revealed [1] that the detection performance of local spectrum sensing suffers from

several environmental issues. In order to improve the spectrum sensing performance,

cooperative sensing techniques have been proved to be efficient. Modeling of coop-

erative spectrum sensing (CSS) framework is performed using: Game theory [9],

parallel fusion [12], particle swarm optimization [10], random matrix theory [3],

and machine learning [11] techniques. Amongst all, game theory has been proven as

an efficient and robust technique for modeling the CSS framework, which can incor-

porate dynamic interactions during the cooperation. Game theory can broadly be

classified into two categories: cooperative and noncooperative. In this work, coop-

erative game theory based on coalitional game has been used to model the proposed

CSS framework. In the literature [2, 5–7, 9], a number of approaches have been pro-

posed which formulate CSS for CRN using cooperative game theory. However, a

mechanism to model a CSS framework considering the impact of coalition size on

the average utility achieved by the SUs during cooperation is important for effec-

tive usage of the spectrum holes. Motivated with this fact, we propose a cooperative

spectrum sensing (CSS) scheme using coalitional game theory which considers the

impact of coalition size on the average utility achieved by the SUs during coalition

formation. We propose a distributed algorithm for CSS by coalition formation based

on merge and split operations. A technique to select a fusion center for a coalition

is also proposed to assist the CSS framework depending upon merge and split oper-

ations. A simulation study has been carried out to evaluate the performance of the

proposed CSS scheme.

This paper is organized as follows: the system model and assumptions are described

in section “System Model and Assumptions”. Section “Game Theoretic Formulation

of the Proposed Distributed CSS” presents the game theoretic formulation of the

proposed CSS scheme. Simulation results and analysis are demonstrated in section

“Simulation Results and Analysis” followed by conclusion and future work in section

“Conclusion and Future Works”.

System Model and Assumptions

A CRN consisting of N number of SUs and a PU is considered. A time-slotted system

is assumed where the entire time is divided into K number of slots of duration of T
seconds each in which the SUs and the PU synchronize perfectly. It is assumed that

if PU is absent at the beginning of any time slot, it will remain absent for that entire

slot. Again each time slot of duration T is divided into three sub-slots as s, r and t
which represent sensing, reporting, and transmission time, respectively. To perform

local/noncooperative sensing, energy detection technique has been used.

We assume that SUs within a coalition sense same channel at a time and report

their local sensing decisions to the fusion center (FC) using a dedicated channel in

TDMA fashion. The determination of FC within a coalition is done using Algorithms

1 and 2. The FC combines the local sensing decision and propagates the final decision

to each member of the coalition. For any coalition S, the probability of false alarm
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and probability of detection can be expressed by

Pf ,S = 1 −
∏

i∈S
(1 − Pf ,i) (15.1)

Pd,S = 1 −
∏

i∈S
(1 − Pd,i), (15.2)

where Pf ,i and Pd,i represent probability of false alarm and probability of detection

for an SU i, which can be computed by the equations (Eqs. (15.1), (15.2)) as given

in [6].

For a licensed channel at a time slot Tk, where k = 1. . . p (p represents number

of time slot taking into consideration), the probability of presence and absence of

PU are given by PH1 and PH0, respectively where H1 and H0 indicates the binary

hypothesis of presence and absence of PU signal. For the sake of simplicity, we

assume that FC uses OR fusion rule on local sensing decisions to make a global

decision. The suitability of selecting a fusion rule is out of the scope of this paper.

Game Theoretic Formulation of the Proposed Distributed
CSS

The proposed CSS scheme is modeled as a non-transferable coalitional game given

by G(N,U), where N and U represent the set of SUs in the network (i.e., players)

and their corresponding utility, respectively. The proposed game partitions the CRN

into multiple nonoverlapping subsets called coalitions. Following are the definitions

used to describe the characteristics of the game given by

Definition 1 Partition: Let N be the set of SUs in a CRN. Then the set S =

{S1,S2,S3,S4,. . . ,Sk} is a partition of N if Si ∩ Sj = 𝜙, ∀(i, j) 1 ≤ i, j ≤ k, i ≠ j and
∑k

i=1(|Si|) = N, where N represent the cardinality of set N and |Si| represents the

cardinality of coalition Si.

Definition 2 Stability of Partition: A partition S = {S1,S2,. . . ,Sk} of a set N is

a stable partition if Si does not have any incentive to merge with Sj nor has an

incentive to split into Sg and Sh (∀{i, j, g, h}, i ≠ j, g ≠ h, Sg, Sh, Si, Sj ∈ S) and (0 <

|Sg|, |Sh|, |Si|, |Sj| < N).

Definition 3 Preference of Coalition: A coalition Q is said to be preferable than

coalition R, i.e., Q ⊳ R iff U(Q) ≥ U(R), where ⊳ is the preference operator.

Definition 4 Merge Operation: A coalition Q will try to form a joint coalition with

R if both Q and R be the member of an unstable partition say U i.e., both Q and R
gain the mutual benefits by forming a joint coalition.
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Definition 5 Split Operation: A coalition S will split into sub-coalitions Q and R
if S be the member of a unstable partition say U i.e., Q or R have higher utility than

S (Q ⊳ S or R ⊳ S).

Definition 6 Grand Coalition: A coalition Q is said to be a grand coalition if it

is the only member of the partition S, i.e., the coalition Q contains all the SUs of

network N.

Definition 7 Singleton coalition: A coalition Q is said to be a singleton coalition if

it contains only one element. A partition S={S1, S2,… , Sk} of network N is said to

be a collection of singleton coalition if |S| = |N|

Utility Function Design

The utility function incorporates overall gain achieved through coalition formation

considering cost accrued in terms of the total overhead/penalty incurred/received

during the game. The gain component in the utility function represents the improve-

ment of probability of detection, throughput that can be achieved, while the cost

incurred represents the penalty due to miss detection, energy consumption, and time

spent during coalition formation. We design the utility function for G in order to be

aware of average utility of each users within coalitions, i.e., even if the gain is higher

than the cost for the newly formed coalitions but if the average utility of them is

lower than the previously formed coalitions, then coalition formation will not take

place. Inspired by [6], the utility function U(S) for a coalition S can be modeled as

U(S) = Gain(S) − Cost(S)
|S| , (15.3)

where Gain(S), Cost(S) and |S| represent the gain achieved, loss incurred, and size

of the coalition S, respectively, which are given by Gain(S) = PH0(1 − Pf ,S)(T − s −
r|S|)∑∣S∣

i=1(r̄i) and Cost(S) = PH1(T − s − r|S|)𝛿(1 − Pd,S), where |S| indicate size of

the coalition S, i.e., total number of SUs in S, r̄i represents data rate of SU i and 𝛿

represents penalty factor for miss detection.

The absolute throughput of each SU within a coalition depends on parameters

like bandwidth of the channel, detection as well as false alarm probability, length of

transmission duration, channel access mechanism, encoding scheme, input power,

etc. Therefore, designing a weighted throughput equation could be the provision to

check the efficacy of the proposed CSS model against noncooperative counterpart,

which is given by Eq. (15.4). The same can be given by Eq. (15.5) for noncooperative

spectrum sensing.

Ri,C =
PH0(1 − Pf ,S)(T − s − r|S|)r̄i

1 − Pd,S
(15.4)
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Ri,NC =
PH0(1 − Pf ,i)(T − s)r̄i

1 − Pd,i
, (15.5)

where Ri,NC and Ri,C represent weighted throughput of SU i for noncooperative and

the proposed cooperative model of spectrum sensing, respectively. It is assumed that

(1 − Pd,i) ≠ 0 and (1 − Pd,S) ≠ 0 which is true for many real-time scenarios having

with very low received SNR.

In the next section, we proposed an algorithm for Fusion Center(FC) selection for

a coalition S. Initially singleton coalitions containing an SU will be formed, where

the respective SU itself will be the FC for that particular coalition. While two sin-

gleton coalitions merge to form a larger coalition or a large coalition splits into sub-

coalitions and the SU satisfying certain criteria will be chosen as the FC as described

in Algorithm 1 and 2.

Fusion Center selection algorithm

Algorithm 1: :FC selection during merge operation

1 Input: Any two coalitions Si and Sj with their respective FC, i.e., FCSi and FCSj
2 Result: FC of the merged coalition Sij
3 Steps:

1. If (Pd,FCSi
)2 − (Pf ,FCSi

)2 ≤ (Pd,FCSj
)2 − (Pf ,FCSj

)2 goto Step 2 Else goto Step 3
2. FCSij=FCSj
3. FCSij=FCSi
4. Exit.

Property 1: Proposed coalition formation game has nontransferable utility.

Proof For an SU i in coalition S, the individual probability of detection and proba-

bility of false alarm is same as probability of detection and probability of false alarm

of the coalition S respectively, i.e., Pf ,i = Pf ,S and Pd,i = Pd,S. This is due to the fact

that within a coalition, the final decision about the presence of PU on a channel is

made by the FC who broadcasts the final decision to every member of that particular

coalition. That means, the utility of each SU in a coalition is equal to the utility of

that coalition. Therefore, the utility of coalition S cannot be arbitrarily distributed

amongst its members. Hence, it can be established that the game has nontransferable

utility.

Time complexity of Algorithm 1: At any stage of coalition formation, the algorithm

takes one comparison to decide the FC for the newly formed coalition. So, the time

complexity of the algorithm would be O(1).
Time complexity of Algorithm 2: During split operation, a coalition splits into smaller
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Algorithm 2: :FC selection during split operation

1 Input: Any coalition S
2 Result: FCs of the newly formed sub-coalitions

3 Steps:
1. If |S|=1 then the only SU of coalition S acts as FC and goto Step 3.

2. If |S| ≠1 then goto Step 2(a)

(a) FC=SU1
(b) For i = 2 to |S| repeat Step 2(c) to 2(d)
(c) If (Pd,FC)2 − (Pf ,FC)2 ≤ (Pd, SUi )

2 − (Pf , SUi )
2

goto Step 2(d)
(d) FC=SUi

3. Exit.

coalitions. For each of the smaller coalitions, the total number of comparisons

required to decide a FC will depend on the size of that coalition. Therefore, a coali-

tion of size m requires at most m number of comparison to decide the FC. Hence,

the proposed algorithm has O(m) worst time complexity.

The Distributed CSS Algorithm (DCSS)

Algorithm 3 realizes the proposed coalitional game theoretic CSS model for CRN.

Algorithm 3: :Distributed CSS Algorithm

1 Input: The information of Pf and SNR of each SU within a coalition S
2 Result: The final coalitional decision

3 Steps:
1. Each SU forms a singleton coalition by considering itself as only member and acts as FC

for that coalition.

2. Every SU performs local sensing and makes a local decision themselves about the existence

of the PU in the licensed channel.

3. Any two coalitions Si and Sj combine to form a larger coalition Sij iff

(a) Sij ⊳ Si and Sij ⊳ Sj

4. If coalition is formed then FC is decided using Algorithm 1.

5. Any existing coalition S may split into smaller coalitions Si and Sj iff

(a) Si ⊳ S or Sj ⊳ S

6. If split operation occur then FC for each new sub-coalitions can be decided using

Algorithm 2.

7. Step 3 to 4 are repeated until a stable partition is formed.

8. Once a stable partition (according to Definition 2) is formed each SU of the coalition S
reports their local sensing results to the FC.

9. FC makes a global decision by applying OR-rule on the received local sensing decisions.

10. FC broadcast the final decision to each of the SUs within the coalition using dedicated

control channel.
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Time complexity of Algorithm 3: The worst case complexity of the algorithm is

decided mainly by the occurrences of merge and split operations during coalition

formation. So, the complexity of the algorithm can computed as follows:

Merge Operation: Suppose there are n number of singleton coalitions in the net-

work represented by S={S1, S2, S3,… , Sn}. At first iteration, each Si tries to form

coalition with every other Sj, ∀(i, j), i ≠ j, Si, Sj ∈ S. At worst case, only one coali-

tion of size 2 is formed which takes total n(n − 1) comparisons resulting with (n − 1)
numbers of coalitions. This process is repeated until the partition of the network

becomes stable. In worst case, a grand coalition may get formed with total number

of comparison given by T1(n) = n(n − 1) + · · · + 2 × 1 = O(n3).
Split Operation: The same worst case complexity occurs for split operation while

a large coalition of size n gets split into n singleton coalitions. In this case, at the

first iteration, a coalition of size n gets split into two smaller coalitions of size 1
and n − 1. Similarly in second iteration, the coalition of size n − 1 is further split

into two coalition of size 1 and n − 2 and the entire process repeats until n singleton

coalitions are formed. Therefore, the worst case time complexity can be given by

T2(n) = n + (n − 1) + · · · + 1 = O(n2) Therefore, the overall time complexity of the

proposed CSS algorithm can be computed as: T(n) = T1(n) + T2(n) = O(n3)

Simulation Results and Analysis

In this section, we presented the results of simulation study to evaluate the efficacy

of the proposed CSS model with respect to the noncooperative model for spectrum

sensing. During the simulation using MATLAB, the values of the parameters taken

for bandwidth is 100 KHz, PH,0 = 0.6, T = 1 s, s = 10 ms, r = 1 ms, SNR in range

of −40 to 30 db and N=30.

Figure 15.1a demonstrates about how the Pd changes with SNR for both the pro-

posed and noncooperative model of spectrum sensing. It can be observed that even

at very low SNR of the PU signal, the proposed model results in higher value of Pd
than the noncooperative model. This improvement in detection is achieved because

of the collaborative sensing performed by the SUs.

Figure 15.1b, c present the achieved utility and the weighted throughput against

SNR for both the models, respectively. Figure 15.1b shows that with increase in SNR,

the utility for proposed model improves significantly compared to the noncoopera-

tive model. This happens because of the improvement in terms of Pd,S which even-

tually minimizes the cost incurred due to the penalty for miss detection. Similarly,

Fig. 15.1c shows that with increase in SNR the weighted throughput improvement

can be observed for the proposed model in comparison to the noncooperative one.

Figure 15.1d shows the improvement of weighted throughput achieved against

the slot duration. It reveals that with increase in the time slot duration the weighted

throughput also get increased for both the models. But the rate of improvement in
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Fig. 15.1 a Signal-to-noise ratio (in db) versus probability of detection, b Signal-to-noise ratio (in

db) versus utility, c Signal-to-noise ratio (in db) versus weighted throughput and d Time slot length

(in s) versus weighted throughput

throughput in the proposed model is reasonably higher due to the improvement of

Pd,S in comparison to the noncooperative model.

Conclusion and Future Works

In this paper a distributed cooperative spectrum sensing scheme using the coalitional

game theory is proposed. The proposed scheme aims to overcome the drawback of

individual spectrum sensing. The distributed algorithm incorporates the utility aware

sensing by SUs during coalition formation. The game model creates stable coali-

tions resulting with nontransferable utility. The simulation results validate the per-

formance of the proposed CSS scheme. Incorporation of multichannel sensing with

heterogeneous SUs into the scheme is quite interesting and is left for future work.
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Chapter 16
Codon-Based Analysis of Alzheimer’s
Disease (AD) Using Soft Computational
Tool

Hemashree Bordoloi and S. R. Nirmala

Abstract Alzheimer’s disease is a most common disease seen in today’s world. It
is one form of dementia where a person loses his memory progressively and finally
loses his life. It is often seen in people above 60 but it may occur early. This disease
destroys memory cell of brain. Till now, it is a disease without any treatment and
proper way of diagnosis. Research shows that most often it occurs due to the
deposition of defective structure of amyloid protein in the brain. In this paper, we
have proposed a work to detect the defective amyloid protein using two classifiers.
Secondary structure of amyloid protein is detected and analyzed in our work which
provides a way to predict the cause of Alzheimer.

Keywords Alzheimer’s disease ⋅ Codon ⋅ Amyloid protein
Artificial neural network

Introduction

Alzheimer’s disease (AD) is a neurodegenerative type of neurological disorder. It
involves death of brain cells which causes memory loss and cognitive decline. This
disease starts slowly and progressively gets worse that is why it is also known as
progressive disease. It destroys memory and other important functions of brain. It
also represents one type of dementia. This disease normally occurs in elderly
people. It starts with memory loss and finally patient loses their conversation as well
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as responding ability. Death of brain cell occurs over a course of time in case of
Alzheimer’s patient. It has been seen that in the brain of a person suffering from
Alzheimer, there is an existence of plaques and tangles. These are tiny inclusions
seen in the nerve tissue of brain [1].

From clinical assessment, deposition of beta amyloid protein on the outside of
the brain, primarily, between the spaces in the nerve cells causes AD. This type is
known as Plaques. It destroys normal brain cell as well as cell-to-cell communi-
cation [2].

Plaques also occur in elderly people but in case of a person which has a chance
of Alzheimer, these plaques directly effect the cells responsible for memory. Other
symptoms of Alzheimer’s disease are inability to receive and remember new
information, difficulty in reasoning, complex tasking, impaired speaking, reading
and writing, behavioral changes, etc. [1].

Related Works

Alzheimer’s disease was named after German psychiatrist and neuropathologist
Alois Alzheimer. He had described Alzheimer’s disease in 1906 [1]. After that,
several works have been completed on AD including detection of various factors
that causes AD. Most of the work emphasizes on clinical aspect of AD but very less
work has been done on soft computing based analysis of AD. Basically, beta
amyloid protein is responsible for Alzheimer. Each protein has unique structure. In
case of AD-affected brain, there is a change in the structure of this protein. In our
proposed work, we have emphasized on the structure of protein. Proteins are made
up of amino acids and these amino acids are composed of codons. We are analyzing
these two proteins by considering the codons. A detailed literature review is pre-
sented which includes both clinical and soft computational treatment of AD.

Anoop et al. in their paper describe about various cerebrospinal fluid
(CSF) based biomarkers of Alzheimer’s disease. Biomarkers play vital role in the
early development of AD before significant cognitive dysfunction [3].

Barber in his paper also described biomarker of AD such as beta amyloid
protein. These biomarkers facilitate improved detection and diagnosis of AD [4].

Autoantibodies are used in the early detection of AD in the paper of DeMarshall
et al. They have described various types of blood-based biomarkers of AD and
various methods used to detect these biomarkers as a treatment of AD [5].

A backpropagation artificial neural network approach to classify neurodegen-
erative diseases is proposed by Chaudhury et al. in their paper. They have con-
sidered three neurodegenerative diseases which include Alzheimer. Using artificial
neural network they have classified these three types of diseases with an accuracy of
96.42% [6].
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Proposed Methodology

Beta amyloid protein is the biomarker of Alzheimer’s disease. Mutation in the
primary structure of both these two proteins leads to Alzheimer’s disease. This
protein leads to improper functioning of brain cells by destroying the cells [7]. Beta
amyloid protein forms plaques outside the brain cells. Deposition of both these
proteins leads to death of brain cells progressively. As a result person suffering from
AD losses memory [8].

Detection of Alzheimer is primarily done either by considering the brain images
or by considering the protein structure. Proteins are considered from the clinical
aspect. In our work, we have proposed a technique based on codon concentration.
Proteins are formed by the combination of amino acids and amino acids are formed
by the codons. Hence, codons are the basic unit of proteins. So in our work, detection
of Alzheimer is done by considering the abnormality in the codon sequence.

Proposed methodology for the detection of AD consists of the following steps:

• Sample collection
• Analysis of data using proper algorithm
• Use of soft computational tool to develop an algorithm for further analysis
• Testing with clinical data for validation of the proposed algorithm

Sample Collection

Beta amyloid protein is the biomarker of AD [9]. In our proposed work, we have
considered the normal as well as abnormal codon sequence of both these two
proteins. These sequences are treated by a ANN-based simulation model to detect
the abnormality in the codon sequence.

The codon sequence of normal amyloid protein is—GAT GCT GAA TTT
AGA CAT GAT AGT GGT TAT GAA GTT CAT CAT CAA AAA CTT GTT
TTT TTT GCT GAA GAT GTT GGT AGT AAT AAA GGT GCT ATT ATT GGT
CTT ATG GTT GGT GGT GTT GTT ATT GCT.

The codon sequence of amyloid protein of a person suffering from AD is—GAT
GCT GAA TTT AGA GCT GCT AGT GGT TAT GAA GTT GCT GCT CAA
GCT CTT GTT TTT TTT GCT GAA GAT GTT GGT AGT AAT AAA GGT GCT
ATT ATT GGT CTT ATG GTT GGT GGT GTT GTT ATT GCT.

Analysis of Data Using Proper Algorithm

The proposed algorithm for the collected samples is given below

Step 1: Calculation of codon frequency
Step 2: Detection of codon concentration
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Use of Soft Computational Tool to Develop a Algorithm
for Further Analysis

In our approach, we have used two ANN classifiers. First classifier detects the four
nucleotides and second classifier classifies 64 codons. Based on the appearance of
codons, codon frequency is calculated. Frequency of codons determines whether
there is abnormality or not. The system model for our proposed work is as follows

Four nucleotides are coded and fit to the first classifier. Based on the coding of
nucleotides, 64 codons are coded and fit to the second classifier.

The two classifiers are designed using backpropagation algorithm. In both the
classifiers, two hidden layers are used. To classify codons, networks are designed as
multilayer perceptron feedforward network [10].

The first network is trained with four nucleotides. With normal and abnormal
codon sequence of beta amyloid protein second network is trained. For testing
coded data are used. The proposed model is as follows (Tables 16.1 and 16.2).

Two classifiers are used in our approach which is shown in Fig. 16.1. The entire
system is designed by two level classifiers where four nucleotides sequences are
given as input to the first classifier and codon sequences are given as input to the
second classifier. First classifier identifies four nucleotides and second classifiers
identify codon sequences as codon is nothing but the combination of three
nucleotides (Fig. 16.2).

Table 16.1 Parameters of proposed classifier

ANN MLP

Data set size Training: 50
Testing:: 40

Training type Back propagation with Levenberg–Marquardt optimization
Maximum No. of Epochs 4500

Variance in training data 50%

Table 16.2 Performance of ANN setup

Epoch Time (s) MSE % rate

1000 25 10−3 90
1800 40 10−4 93
2300 70 10−5 95
3500 80 10−7 100

Fig. 16.1 Proposed system model
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Results

Normal and abnormal codon sequence of beta amyloid protein is fed to the ANN
classifier in the training phase. Error back propagation algorithm is used for
training. 50 data are used during training phase. Designed ANN classifiers give the
result with 100% accuracy.

10−7 performance goal is attained in around 80 s by the designed ANN.
50 samples are used for training and 40 samples are used for testing. 100% accuracy
is shown by the designed ANN under best training conditions with a MSE con-
vergence of about 10−7. Training time is varied to check the robustness of the
system. Both the classifiers give good performance. Codon frequency of both the
normal and abnormal beta amyloid protein is shown in Figs. 16.3 and 16.4.

Fig. 16.2 Training and testing phases of the designed classifier

Fig. 16.3 Codon frequency for normal beta amyloid protein (without AD)
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From the Figs. 16.3 and 16.4, we can observe the frequency of codons present in
the amyloid protein and from this, we can conclude that the amino acid sequence of
beta amyloid protein of a normal person as: D-A-E-F-R-H-D-S-G-Y-E-V-H-
H-Q-K-L-V-F-F-A-E-D-V-G-S-N-K-G-A-I-I-G-L-M-V-G-G-V-V-I-A. This is the
primary structure of amyloid protein in case of normal brain. Here, each letter
signifies amino acids. For example, D means aspartic acid, A means alanine, and so
on. In case of AD-affected brain, primary structure of amyloid protein is changed.

Fig. 16.4 Codon frequency for abnormal beta amyloid protein (with AD)

Fig. 16.5 Codon frequency comparison for normal and abnormal beta amyloid protein

182 H. Bordoloi and S. R. Nirmala



In that case, some amino acids in the sequence are substituted by some other amino
acids.

The amino acid sequence of amyloid protein in case of AD-affected brain is
D-A-E-F-A-A-D-S-G-Y-E-V-A-A-Q-A-L-V-F-F-A-E-D-V-G-S-N-K-G-A-I-I-G-L-
M-V-G-G-V-V-I-A. Finally, we can represent the difference in the codon frequency
in both the cases by Fig. 16.5.

A simulation-based approach is described in our proposed work which detects
the abnormality in the codon sequence of the protein structure. With appropriate
configuration of the classifiers accuracy can be increased by rectifying the
difficulties.

Conclusion

AD is the most common neurodegenrative disease seen in elderly people. With age
progressively it appears. Life of a person suffering from AD detoriates day by day
and it is also very difficult. There is no such medicine till now which can cure AD.
So early detection of AD is necessary as a preventive measure. In our proposed
work, we have considered the codon sequence of beta amyloid protein. These
codons are primary unit of protein. So if the mutation or chances of mutation in the
beta amyloid protein can be detected early then occurrence of AD can be minimized
by following proper life style and preventive measures. This work can also help in
the preparation of drugs for AD.
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Chapter 17
An Improvised Backpropagation Neural
Network Model Based on Gravitational
Search Algorithm for Multinomial
Classification

R. Priyadarshini, M. R. Panda and N. Dash

Abstract Backpropagation (BP) algorithms are widely used for propagating
adaptive learning to an artificial neural network (ANN), which uses a gradient
descent learning approach to train an ANN. But choosing an efficient and appro-
priate training methodology is still a challenge. The gravitational search algorithm
(GSA) is a recently developed metaheuristic approach which tries to find out a
global solution by balancing both exploration and exploitation. Though GSA
always is guaranteed to provide a better solution, some time it takes more time to
generate a solution. In contrary to this, gradient descent-based algorithms have the
limitation of getting stuck into local optima. In view of this, the proposed work has
tried to do an amalgamation of both the techniques to avoid the individual defi-
ciencies lying in each of the techniques. A synergy of both the techniques is
validated by some of the benchmark datasets along with using some benchmark
functions. The performance is measured and compared by running the algorithms
individually and by the hybrid approach. The generated results establish the validity
of the proposed model.

Keywords Gravitational search algorithm ⋅ Gradient descent
Mean squared error ⋅ Back propagation algorithm
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Introduction

Data mining is the analysis of data for relationships that have not previously been
discovered. It is accomplished by building models. A model uses an algorithm to
act on a set of data. Classification is a data mining function that assigns items in a
collection to target categories or classes. The goal of classification is to accurately
predict the target class for each case in the data. In this paper, we are working on
several benchmark datasets to predict the classes for which we have used a hybrid
model called as GSA-based backpropagation algorithm (G-BPNN) by making
amalgamation of two techniques. They are artificial neural network (ANN) and
gravitational search algorithm (GSA) to build up a classification model. GSA is a
new heuristic search-based algorithm and is a new optimization algorithm based on
the law of gravity and mass interactions. In this algorithm, the search agents are a
collection of masses which interact with each other based on the Newtonian gravity
and the laws of motion. Neural networks (NN) are an effective tool in the field of
pattern classification. The training algorithm used in the field of pattern classifi-
cation is backpropagation neural network. The basic idea behind it is to set weights
randomly, apply the inputs to the NN and perform the learning with gradient
descent learning and test output with learnt NN. We have tested and validated the
model by implementing the above two algorithms individually on the same dataset
and also by the proposed hybridized approach. A comparison has been made on the
outcomes of the algorithm basing on accuracy of result by k-cross validation
scheme.

Literature Survey

Research for effective heuristic algorithms in optimization areas remains an open
issue. Lot of work has been done in the field of pattern classification with opti-
mization techniques but no universal algorithm is capable of obtaining efficient and
high performance for all problems. A naïve optimization algorithm has been
developed in 2009 [1] based on the Newtonians law of gravity named as gravita-
tional search algorithm (GSA), which has been successfully applied in many
problem domains associated with optimization issues. The experimental results
prove that this algorithm is performing at par with its contemporary techniques.
This technique is well exploited in the field of pattern classification and data mining
and shows the potentiality of the method in the said domain [2, 3]. GSA sometimes
suffers from premature convergence and loses the ability of exploration and
exploitation when solving complex problems [4]. So many researchers do the
hybridization of GSA with others to overcome the deficiencies in individual
techniques. In the paper [5], merging of simple operator with GSA is done to
improve its performance. It also proposes a new linear time-invariant system
theory-based convergence analysis of GSA. In the paper [6], high complexity of
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multi-objective problems which affect the efficiency is taken into consideration.
Another work is based on the hybridization of GSA and backpropagation algorithm
for training of feedforward neural network [7]. It makes advantage of both the
proposed algorithms. Experimental results show that the proposed hybrid algorithm
outperforms in training feedforward neural network and the standard deviation
calculated the values as 0.151317 which was better than the previous results.

C. Purcaru et al. used another hybridization employing GSA and PSO where
path planning algorithm is used which minimizes the objective function and
transform the solution to provide optimal results for mobile robot path planning [8].
The path generated is collision free in static environment with position of obstacles
known in advance. To improve power system stability hybridization of GSA-PSO
is used [9] to find controller parameters which concluded that for a multi-machine
power system the modal oscillation is very dangerous and can be damped out with
the proposed approach. With PSO having the ability of social thinking and GSA
being the local search capability the GSA-PSO approach is used for the coordinated
PSS and damping controller structure parameter tuning.

The paper [10] analyses the research done previously on the occurrence of
diabetes using ‘pima’ dataset. Joint implementation of Support Vector Machine [11]
and Naïve Bayes statistical modelling in the data set acquired from the medical
examination of 402 patients were diagnosed. 201 instances were taken for training
and 201 for testing which improves the overall reliability of the system outcome. If
both the classifiers classify the records as being positive or negative, then the given
output of a classifier is having higher reliability. The work done in [12] proposed a
glucose tracking system based on Android platform and a post-prandial glucose
prediction model on machine learning techniques was conceived where the sample
data was collected from the diabetics’ diet and analyzed for predicting postprandial
glucose level of user. The experimental result show that this prediction can be used
an auxiliary tool to control glucose and diet. The function in this experiment was
needed to be optimized. Lavenberg–Marquardt algorithm has given optimal training
results in [13]. It provides a comparative performance evaluation of various training
algorithms in artificial neural network. The system was implemented on pima
Indian of diabetes data and was observed that the algorithm achieves faster con-
vergence compared to other conjugate gradient algorithms.

Proposed Model

The proposed model worked in two phases. In the first phase, the GSA has been
applied to each of the class to obtain the centroids of each class. In the second
phase, the obtained centroids are taken as inputs to the training phase of ANN. The
algorithm for the proposed work is divided into several phases as given below:

Algorithm: The algorithm of the proposed model is divided into four phases,
consisting of some steps explained below.
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Phase-1: Initialization

Step 1: Divide the whole dataset Si into two sets Strain(i) and Stest(i). Where ‘i’ is the
number of datasets examined by the model. On Strain(i) execute steps from 1 to 9.

Step 2: Initialize the GSA parameters and the structure of G-BPNN. The G-BPNN
architecture contains one hidden layer. The initial weight sets are set randomly in
between [0, 1]. The number of nodes are taken as 10 in the used architecture on a hit
and trial basis.

Phase-2: Encoding Strategy: There are three encoding techniques available for
representing weights and biases in feedforward neural network [14], which are
vector, matrix and binary encoding schemes

Step 3: Perform the suitable encoding for G-BPNN structure. In this work, we have
used matrix encoding scheme. An example of this strategy is given below:
If WH1 represents the weight matrix from hidden to output layer an B1 is the bias
matrix, they can be given by:

WH1 =
W11 Wn1

W11 Wnm

� �

where ‘n’ is the number of nodes in the hidden layer and ‘m’ is the number of nodes
in the input layers.

Phase-3: Fitness Evaluation and Finding the centroid for each class of Strain(i):
The fitness function is taken as the Euclidean distance function [15] and for training
the G-BPNN, the activation function used for calculating the output of input layer is
a linear function where as to compute the output of hidden layer, a nonlinear sig-
moidal function is used, for weight updation gradient descent [16] method is used.

Step 4: Assess the fitness value of all candidate solutions with respect to the
initially set candidate solution. The distance function is chosen as the fitness
function here.

Step 5: Set the instance with maximum distance as worst(t), the minimum distance
as best(t) and Mi(t) for all the agents.

Step 6: Compute mass (M), forces (F) and acceleration (a) of all agents.

Step 7: Update the agents’ position and velocity.

Step 8: If the stop condition is satisfied, then go to Step 9; else go to Step 3.

Step 9: Collect the centroids for each class of training data. For example if the
dataset contains two classes, then it gives two centriods and if a dataset contains ‘c’
number of classes, it will generate ‘c’ number of centroids.

Step 10: Use the BPNN algorithm to train the G-BPN where the target data are the
centroids found from step-8 till convergence.
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Phase-4: Testing and validation: After testing the model with the test data, the
accuracy is obtained by using K-cross validation [16] and full-train and full-test
(FT-FT) [17] method. The percentage of accuracy is calculated by

Accuracy percentage Accuracy percentage= Number of instances correctly by the classifier
Number of actual instances present in the dataset

Step11: Test the model using the fractional data: Stest.

Step-12: valid the model by using k-cross validation [18] (here, k = 10) and FT-FT
method. The flowchart for the given algorithm is given by Fig. 17.1

Start

Divide the data sets (Si) into Strain(i) and Stest(i)

Initialize G-BPNN parameters (Set values of ‘G’, Number 
of nodes in hidden layer, Initial random weight set )

For each of the Strain(i), select the agents, calculate the fitness value of all the 
candidate solutions, Choose the initial random solution and set position and
velocity of the candidate solution. 

Calculate the fitness value of all the candidate solutions, Select Worst- Strain(i) and 
Best- Strain(i) .Compute the force and acceleration of each mass and accordingly 
update the position and velocity of the candidate solution. 

Maximum epoch met?

Obtain the centroids for each class of   Strain(i). Train the G-BPNN with initial weight and update 
weight by gradient descent method, where the inputs are the datasets, targets are the centroids 
and the corresponding class attribute

Yes

Convergence criteria met?

Validate G-BPNN with Stest(i) by k-cross validation and FT-FT methods.

Stop

No

No

Fig. 17.1 Flow chart representation of proposed model-G-BPNN
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About GSA

In the year 2009 Rashedi et al. [1] came up with a new metaheuristic algorithm
inspired from the Newton’s theory of gravity. This theory was proposed by Newton
in 1687, which states that states that ‘every particle attracts every other particle in
this Universe with a force that is directly proportional to the product of their
masses and inversely proportional to the square of the distance between them’.
GSA is considered as a system of all possible solutions, which can be considered as
individual agents containing masses which are proportional to their values of the
fitness function [16]. In further generations, the agent having heaviest mass exhibits
more force on other masses, so it attracts all other masses towards itself and thereby
finding a global solution.

Mathematically the problem can be stated as if there exist a system with ‘N’
number of possible solutions or masses, then their positions are defined as

Xi = x1i , x
2
i , . . . , x

d
i , . . . , xNi i=1, 2, . . . ,N

where ‘d’ represents the dimension and xi
d represents the ith solution in dth

dimension.
In our approach we have created the agents by treating a single data sample as an

individual data agent. It means that, the number of data samples present in the
training data set represent the number of candidate solutions.

Initially the masses and velocity of first agent is set to 0. Then fitness of each
agent is calculated at each iteration. The masses and velocity are updated by the
masses and velocities of the agent having the optimum fitness value by Eqs. 1, 2
and 3

Mab = Mpb = Mbb = Mb, b=1, 2, . . . ,N ð1Þ

Mb tð Þ= fitnessb tð Þ−worst tð Þð Þ ̸ best tð Þ−worst tð Þð Þ ð2Þ

Mb tð Þ=mb tð Þ ̸∑
N

j=1
mc tð Þ ð3Þ

In Eq. 1, the active mass, passive mass and inertia mass are treated as the same
for the given problem.

In Eq. 2, the fitness b (t) indicates the fitness value of bth mass at time ‘t’. The
highest fitness value is assigned as the worst(t) and likewise the least value of fitness
is assigned to best(t), in a particular epoch for a minimization problem. The reverse
is the case for a maximization problem.

The value of gravitational constant G(t) is taken as (6.671 * 10−11).
The gravitational strength of each agent and the total force can be calculated by

the following formulas.
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Fb, c tð Þ= G tð Þ* Mpb tð Þ *Mac tð Þð Þ
Rb, c tð Þ+ ∈

xdc tð Þ− xdb tð Þ� � ð4Þ

where ‘Fb,c(t)’ is the gravitational force acting on massb on massc, mp and ma are
the active and passive masses of object b and object c, ∈ is a tiny positive constant,
Rb,c is the Euclidean distance between object ‘b’ and ‘c’ and ‘G’ is the gravitational
constant.

The total force exerted on an individual agent is given by

Fb tð Þ= ∑
l

b=1, b! = c
randbFb, c tð Þ ð5Þ

Here randb is a random number in between 0 and 1.
The acceleration can be computed as the following equation:

ab tð Þ= Fb tð Þ
Mb tð Þ ð6Þ

The initial set velocity and position can be updated by Eqs. (7) and (8).

vb t+1ð Þ= vb tð Þ * randb + ab tð Þ ð7Þ

xb t+1ð Þ= xb tð Þ * randb + vb t+1ð Þ ð8Þ

In these cases, the next velocity is found by the current velocity summed with
the acceleration, and the next position is found by the current position and the new
velocity.

Experimental Results

The above algorithm is executed for two types of sets of problems: (1) Function
approximation (2) Data Classification [19]. For the function approximation prob-
lem, we have used the function f = sin (x) 2.e−x in which both the training and test
data are generated between the range of [0, 2Π] in the interval of 0.02 in total ‘315’
data are generated, from which the training set is built on 300 data and the testing
set includes 15 number of instances. After going through fivefold cross validation,
the averaged results are shown in Table 17.1. The worst and best values for min-
imum and maximum are taken after running among all iterations. The mean squared
error has been taken as the evaluation criteria for function approximation and
classification accuracy has been taken as performance criteria of classification
problem. The function has been approximated by the proposed algorithm to gen-
erate the minimum and maximum values for the function and successfully yield the
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results. The results are shown in Table 17.1. There is no significant improvement in
case of function approximation, the result behind this is that there is no variation in
case of data inputs. For the classification problem, we have taken three benchmark
data sets from UCI learning repository [20], whose details are given in Table 17.2.

Table 17.3 represents the result of a random chosen from a set of five over-
lapping data samples. As in the model verification process, we are using k-fold
cross validation, the number of k sets are chosen from the entire data set in such a
manner that, each of the data samples for some iterations are trained and as well as
tested. Table 17.4 represents the results obtained from all the five dataset samples.
For all the sets the algorithm is run for ten iterations and then average of all has
been shown in the table. That table contains the result of worst and best perfor-
mance among all the iterations and run over all the datasets. Table 17.5 compares
the result of the same data samples run by BPNN algorithm, simple GSA and the
proposed G-BPNN. In BPNN, a continuous sigmoid function has been used as an
activation function and the errors are adjusted by gradient descent methodology.
For the later, simple GSA is being used to calculate the centroid for each class of
the data set. After that the samples are tested by computing the Euclidian distance
among testing sample and centroid.

Table 17.1 Result of function approximation

Method
type

Worst for
minimum

Best for
minimum

Average (5
iterations) for
minimum

Worst for
maximum

Best for
maximum

Average (5
iterations) for
maximum

BPNN 0.0377 0.0361 0.0363 0.0699 0.0711 0.0707
GSA 0.0375 0.0360 0.0362 0.0700 0.0713 0.0708
G-BPNN 0.03789 0.0361 0.0363 0.0700 0.0713 0.0708

Table 17.2 Dataset details

Dataset name and type Number of total
samples

Number of predictive
attributes

Number of class
attributes

(1) Flower data––Iris 150 4 3
(2) Chemical analysis
data––Wine

178 13 3

(3) Medical data––pima 768 8 2

Table 17.3 Result of a random training and testing samples for G-BPNN

Dataset Ratio of train and test
instances

Result of FT––
FT

Training
accuracy

Testing
accuracy

1 75:25 100:100 100.00 95.311
2 80:20 100:100 100.00 98.301

3 75:25 100:100 82.00 76.563
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Conclusion and Future Work

In this chapter, we propose a hybrid G-BPNN algorithm founded on the GSA and
BPNN amalgamation. This algorithm collects and synergies the GSA algorithm’s
sturdy capability in exploring and exploiting the search space for performing a global
search and the BPNN’s power to do local searching; as a result, it shows superior
performance in terms of classifier-convergence and prediction accuracy. Which
validates the proposed model and at the same time the results shown in the work
proves the hybrid model outperforms than the individual algorithms. The model is
being used to solve the function approximation problem and also for pattern classi-
fication problem on the three benchmark data sets. The common conclusion can be
drawn from this model is that G-BPNN could be applied as a training algorithm for
ANN for most of the classification problems. In future research, we might think of
using a parallel version of this algorithm which can accommodate big data and
unstructured data.

Table 17.5 Comparison with BPNN, GSA and G-BPNN

BPNN with sigmoidal activation function and gradient descent weight updation

Dataset Average testing accuracy by fivefold cross
validation

Average testing accuracy by
FT-FT

1 95.271 100
2 95.302 99.981
3 72.561 72.731
GSA with Centroid to calculation and distance-based method
1 Not applicable 94.103
2 Not applicable 97.065
3 Not applicable 69.092
Proposed G-BPNN Algorithm
1 95.331 100.00
2 98.302 99.931

3 76.561 77.371

Table 17.4 Result of 5-cross validation on G-BPNN averaged over 10 iterations

Dataset
number

Worst testing
performance

Best testing
performance

Average testing
performance

1 86.672 100.00 95.331
2 94.122 100.000 98.302
3 68.833 81.823 76.563
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Chapter 18
Probability of Detection Analysis in Fading
and Nonfading Scenario Using Cooperative
Sensing Technique

Meenakshi Sharma, Prakash Chauhan and Nityananda Sarma

Abstract In the field of cognitive radio network (CRN), spectrum sensing is one of

the major function to detect the free spectrum band, for opportunistic use by cogni-

tive radio (CR) users. However, major challenges arise when detection in the pres-

ence of licensed (primary) users fail due to various issues like noise uncertainty, mul-

tipath fading, shadowing, receiver uncertainty. Use of cooperative spectrum sensing

(CSS) technique minimizes the impact of these issues and improve the detection

performance by exploiting spatial diversity. The aim of this paper is to analyze the

detection performance of individual CR users and their cooperation based perfor-

mance detected by fusion center (FC) for AWGN and Rayleigh fading channel. For

cooperation, a majority-based voting scheme is proposed to collect reliable sens-

ing information from each CR user. Simulation results show that in both channel

types, cooperative detection at fusion center (FC) performed better than individual

detection by CR user. To achieve higher detection accuracy, the optimal range of

thresholds are analyzed by simulation. Further the performance of energy detector

is analyzed through ROC curves by changing the signal-to-noise ratio (SNR) value

from low to high.

Keywords Cognitive radio ⋅ Cooperative spectrum sensing ⋅ Probability of

detection ⋅ Overall detection probability ⋅ Overall false detection probability
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Introduction

With the increasing requirement of wireless applications and rapid development

of various radio access technologies, the demand for radio spectrum is drastically

boosted everyday [1]. However, a large portion of the assigned spectrum is actually

remained unused with respect to time and space. To solve such problem of radio spec-

trum scarcity and underutilization, cognitive radio technology has been proposed

which can solve the spectrum scarcity problem by opportunist utilization of unoc-

cupied spectrum band without harmful interference to primary users (PU) [2]. The

process of finding unoccupied spectrum is achieved by sensing the radio spectrum

continuously without interfering PUs communication. However, continuous sensing

by secondary user (SU) faces problems like fading, shadowing, receiver uncertainty

which can degrade the sensing performance adversely. To overcome the problems,

cooperative spectrum sensing technique has emerged as a solution where sensing

information from multiple SUs are incorporated for PU detection and exploits spa-

tial diversity during the sensing process [1, 3].

Two important matrices that determines the performance of spectrum sensing

are: probability of detection (Pd) which indicates the likelihood of a SU announcing

that a PU is available when a PU is really present [3], and the probability of false

alarm (Pf ), i.e., the likelihood of a SU proclaiming that a PU is available when a

PU is actually absent [3]. The probability of missed detection (Pm) is denoted as

(1 − Pd), and it can cause a SU to interfere with a PU by wrongly identifying it [4].

From the SU perspective, higher the Pd better will be the primary user protection and

less interference. On the other hand, lower the Pf better will be the opportunity for

unlicensed access and high data rate (throughput) [4]. In a perfect scenario, a high

Pd is required, subject to the requirement of Pf.

In this paper, we have introduced a centralized CSS technique to analyze the

detection behavior of individual SUs and their collaboration at FC in two channel

models. The uniqueness of our work in this paper is analyzing effectiveness of energy

detector by tuning the collected samples over some range of Pf values at a defined

time period and send reliable sensing information to FC by discarding unreliable

ones by SUs. This technique helps to establish the optimal range of Pf and thresh-

old of the energy detector to calculate the high Pd value among SUs. The overall

detection performance of FC is examined with the help of different fusion rules and

investigates the cooperative result with individual user’s detection.

The rest of the paper is organized as follows. In section “System Model and

Assumptions” the system model with various assumptions are discussed. Section

“Implementation Details” consists of implementation details with the proposed algo-

rithm and used parameters list. Simulation results are discussed and analyzed in

section “Results and Performance Analysis” and finally the paper is concluded with

future work in section “Conclusion and Future Aspect”.



18 Probability of Detection Analysis in Fading and Nonfading Scenario . . . 199

System Model and Assumptions

System Model

The system model of the proposed CSS scheme as shown in Fig. 18.1a is considered

with n nodes and following assumptions: (1) All SUs are plotted randomly in the

network. (2) An initial amount of energy is eventually distributed among them and

each SU can sense only one channel at a time. (3) Total time is divided in time

slots and each SU is allowed to sense the channel at each time slot. (4) The SUs use

a common dedicated control channel in sequential/TDMA fashion for reporting to

FC. (5) FC is assumed to be a centralized base station. In our work, we consider a

situation where prior learning of the PU is inaccessible. This model consists of two

phases.

Decision-Forward Phase

According to the signal detection framework, on basis of test hypothesis (Ts), the

sensing signal energy over the collected sample (L) is compared with some threshold

values (obtained from range of Pf over tuning) as shown in Eqs. 18.1 and 18.2 [1–5].

Ts =
1
L

L∑

t=1
|x(t)|2 (18.1)

where x(t) is the primary user signal.

Di =
{

1, Ts ≤ 𝜆

0, Ts > 𝜆

(18.2)

Each SU makes a binary decision Di (Di = 1 stands for the presence of the PU as

detected by the ith SU, and Di = 0 stands for the absence of the PU as detected by

the ith SU). The collected samples are simulated for given Pf values and for each Pf
every SU stores their binary decision in a local list (data structure) that is associated

with them as shown in Fig. 18.1b. Each SU can access their own list only. Then each

SU applies majority voting technique to select the binary decision Di with majority

and send their individual final decision (1/0) to the FC. The idea of introducing the

list data structure helps to select those decisions that appear maximum time during

observation for each SU. It refrains SUs from sending unreliable decisions to FC and

helps to transmit reliable decisions only. Though this scheme increases the sensing

overhead while computing local decisions for all Pf values, it increases the accuracy

of the energy detector for sending correct sensing decisions to FC.
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(a) (b)

Fig. 18.1 a System model structure, b Local list structure of each SU

Data Fusion Phase

While accepting the binary decisions from each SU, FC settles on final decision (FD)

(either H0 or H1) on the premise of the no. of SUs guaranteeing the presence of the

PU signal. Let d1 be the number of SUs claiming the presence of PU. Therefore, the

final decision strategy is given as in Eq. 18.3 [5, 6]:

FD =
{

H0, d1 < k
H1, d1 ≥ k (18.3)

where k = 1, k = N, k > N∕2 and 1 < k < N are corresponding to OR rule, AND

rule, majority rule, and k-out-of-N rule, respectively, with N being the total no. of

SUs. In this chapter, we determine k for k-out-of-N rule using the following formula:

k = ceil
(N
2

)
+ 1 (18.4)

Overall Detection Probability by the Fusion Center

Let D be the quantity of l’s (indicating the presence of PU signal) in the n local

decisions reported by the N no. of SUs. These SUs are autonomous and subsequently

the distribution is binomial as follows [6, 7]:

P(D = x) =
(
n
x

)
P1x(1 − P1)n−x (18.5)

where P1 is the probability of reporting 1 by the SUs in the local decisions sequence

sent to the FC and x denotes the value of k which is obtained from different fusion

rules. Therefore, the overall detection probability Pod by FC is calculated as follows



18 Probability of Detection Analysis in Fading and Nonfading Scenario . . . 201

[7]:

Pod =
n∑

x=k

(
n
x

)
P1x(1 − P1)n−x (18.6)

Overall False Detection Probability by the Fusion Center

Let E be the number of 0s (indicating the absence of PU signal) in the n local deci-

sions reported by the N SUs. Therefore, binomial distribution for the SUs is as fol-

lows [6, 7]:

P(E = x) =
(
n
x

)
P0x(1 − P0)n−x (18.7)

where P0 is the probability of reporting 0 addressing PU signal is absent and we

can write P0 = 1 − Pf [7]. Therefore, the overall true negative probability Potn, i.e.,

primary signal is actually absent and is calculated as follows [7]:

Potn =
n∑

x=k

(
n
x

)
P0x(1 − P0)n−x (18.8)

And overall false detection probability (Pod) is calculated by [7]:

Pofd = 1 − Potn (18.9)

Implementation Details

The algorithm for the proposed model is discussed below. Symbols and notations

used in the algorithm are given in Table 18.1. The simulation work of the proposed

algorithm is carried by MATLAB 7 (R2013a) in a 64-bit PC with a core i5 processor

and 4 GB RAM.

Results and Performance Analysis

Parameters

We consider that SUs participating in CSS are located in a grid topology of a 200m ×
300m area. The parameters used in the simulation are as follows: No. of SUs are 10,

time–bandwidth product (m) is 5, sensing duration (𝜏) is 100µs, total no. of samples

are 1000, SNR varies from −2 to −25 db (to receive various signals of different
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Algorithm 1: Centralized Cooperative Spectrum Sensing Algorithm

input : Pf , 𝜆, SNR, k

output: Pd , Pm

1 for Pf do
2 for 𝜆 do
3 for user s do
4 G = list(different values of Pf )

5 Sense the spectrum ⟶ Ts
6 if Ts > 𝜆 then
7 Store 1 to G
8 else
9 Store 0 to G
10 end
11 end
12 end
13 end
14 for user s do
15 Calculate the majority vote in G and send to FC

16 end
17 for user s do
18 Calculate k

19 Calculate final decision at FC using various fusion rules (AND, OR, majority,

k-out-of-N)

20 end

Table 18.1 Notation used and description

Notations Descriptions

𝜆 Threshold for the energy detector

G List to store each decision of individual SU

Ts Test hypothesis

k Intermediate integer variable within range [1 to N], where N = total no of SU

H0 Absence of PU as hypothesis 0

H1 Presence of PU as hypothesis 1

strength), Pf range from 0.01 to 1 (consider a range from minimum to maximum

value).

Figure 18.2a plots individual SU’s Pd w.r.t increased Pf at fixed SNR = −10 db

(since at −10 db low signal value is received). Pf value gradually increases from 0.1

to 1 and observes the detection performance of each SU. As Pf increases the Pd of

each SU too increases in both the scenarios, but finally in Rayleigh fading the Pd
reaches up to 0.5 whereas in AWGN, it improves to 0.9. In Fig. 18.2b individual SUs

Pd with increased thresholds is analyzed. For the lower threshold, the Pd of SUs is

found to be better in AWGN, but while threshold value increases, Pd degrades in

AWGN and after reaching 1.2 it degrades faster than in Rayleigh fading. Therefore,



18 Probability of Detection Analysis in Fading and Nonfading Scenario . . . 203

Fig. 18.2 a Pd versus Pf curves, b Pf versus Threshold curves (in AWGN and Rayleigh fading)

the simulation results that improved Pd can be achieved by keeping the threshold

value of the energy detector less than 1.2 in both cases.

Next, in Fig. 18.3a, b the overall detection probability (Pod) at FC using various

fusion rules (OR, AND, Majority, K-out-of-N) are depicted. In FC, the P1 (proba-

bility of reporting 1 by SUs) is calculated from the decision sequences sent by each

SU for each threshold value. For OR rule, the ROC curves increase rapidly for both
the channels as P1 of SU gradually increases from 0 to 1. For AND rule the curve

remain almost zero (up to P1 = 0.6 and P1 = 0.7 in AWGN and in Rayleigh respec-

tively) but as P1 increments to 0.7, all SUs start sending local decision 1 and the Pod
increases fastly. The obtained curves for k-out-of-N and majority rule falls between

the curves of the OR and the AND rule.

In Fig. 18.3c the overall false detection rate (Pofd) by the FC is depicted for both

the channels. In case of Pod as the threshold decreases, the value of P1 in each deci-

sion sequence improves and the Pod rate also gets improves. On the other hand, with

a decrease in threshold the value of P0 as well as true negative rate decreases which

eventually increases the rate of Pofd. In AWGN channel, the rate of overall false

detection is found to be high (almost 1) than Rayleigh fading (nearly 0.5).

The ROC curves for different SNR are described in Fig. 18.4. In both the channels,

for lower values of SNR, the missed detection probability increases and as the SNR

value increases, missed detection decreases. Although, for AWGN channel, the ROC

curves found to be better than in Rayleigh fading as less missed detection occurs at

varying SNR.

Conclusion and Future Aspect

In this chapter, a centralized cooperative spectrum sensing technique is proposed and

its detection performance has been analyzed in terms of Pd, Pod, Pofd w.r.t. different
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Fig. 18.3 a Pod versus P1 curves in AWGN, b Pod versus P1 curves in Rayleigh fading, c Pofd
versus threshold curves in AWGN and Rayleigh fading

Fig. 18.4 ROC curves in AWGN and Rayleigh fading
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thresholds for two channel models. Simulation results show that for both the mod-

els the Pd of individual SUs get enhanced at low range of threshold (less than 1.2)

and degrades with the increase in threshold value. Along side, analyzing Pod at FC,

except OR rule, the k-out-of-N rule enhances the performance in both types of chan-

nel. Finally, with the ROC curves it is observed that in low SNR the performance

of energy detector degrades in Rayleigh fading and produces poor sensing results.

Hence, based on the simulation results it can be stated that the overall performance

of the proposed CSS technique is found to be better in AWGN channel.

The presence of Nakagami, Rician fading, shadowing in channels, it would be

interesting to analyze the performance statistics of the proposed cooperative model

and left for future work.
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Chapter 19
Selection Diversity-Based Energy
Detection over Weibull Fading Channels

Niharika Barman, Parag Moni Patangia and Rupaban Subadar

Abstract The most difficult task in the cognitive radio scheme is the detection of

spectrum availability. The system should continuously monitor the channel so that

the primary user signal is not interfered. Out of the different spectrum sensing tech-

niques, energy detection is considered as the most appropriate for practical appli-

cations because its complexity is less, computational cost is low and can be easily

implemented. This technique can be performed without having any information of

the primary user signals thus making it more suitable for any kind of communication

environment. The detection of primary users depends on whether energy detector’s

output is greater or less than a predefined threshold value. This paper deals with the

study and analysis of selection diversity-based spectrum monitoring over Weibull

fading channels based on energy. The system is also replicated with Monte Carlo

simulation for verification of the results.

Keywords Weibull fading channel ⋅ Probability of detection ⋅ Energy spectrum

sensing ⋅ Meijer G-function ⋅ Selection combining

Introduction

Wireless communication has been experiencing exponential growth around the world

due to its immense usefulness both in licensed and unlicensed applications. These

lead to the scarcity of spectrum particularly in the unlicensed band thereby mak-

ing it extremely difficult to accommodate new services in this band. This issue in
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wireless services is surmounted by means of cognitive radio (CR). CR makes use

of the licensed band in absence of the primary user (PU) [1]. This technique opens

a new window for new wireless applications. The crucial task of a CR is to sense

the availability of spectrum. This is done through different detection methods out of

which energy detection is studied here. Energy-based detection method is the best

suitable among all spectrum sensing methods based on implementation simplicity.

In this method, the received energy of the signal is evaluated and compared with

threshold decision of presence or absence of a PU is taken.

The unknown deterministic signal was detected first by Urkowitz in [2] in a white

Gaussian noise channel, where the author has exploited the central chi-square dis-

tribution to get an expression of Probability of detection (Pd) and Probability of

false alarm (Pfa). A few decades later, Kostylev [3] derived the same expression of

detection probability for signals having random amplitude by the method of decision

statistics. In [4], Pd over different fading channels is derived and the system per-

formances are investigated with diversity schemes employed. Among the different

diversity schemes, selection combining (SC) diversity is the simplest scheme which

is used to reduce the effects of fading, it selects the signal with highest SNR from

the available diversity path. An infinite series solution of Pd, Pfa is derived in [5]

for selection diversity over Nakagami-m fading. In [6], MGF and PDF approach are

exploited to derive the Pd over Nakagami-m fading by considering both diversity and

without diversity. The authors have derived the expressions considering SC diversity

case when L = 2 and L ≥ 2. In [7], Pd has been presented considering Weibull fad-

ing. Derivation of expression for miss-detection probability is presented in [8] over

Rayleigh and Nakagami-m fading. The expression of Pd is given for K and K − G
fading in closed form considering both no-diversity case and including both MRC

and SC [9].

From the literature study, we came to a conclusion that the fading environment

deeply influences the performance of energy detector and its detection probability

can be enhanced and by employing diversity scheme along with the detector. The

performance of diversity detector based on the energy is not known for Weibull fad-

ing. This inspired us to analyze the probability of detection of energy sensing based

diversity detector over Weibull fading channels.

The structure of the rest of the paper is in the following manner. In section

“System and Channel Model”, system and channel model have been described in

brief. Derivation of average probability of detection has been presented in section

“Detection Probability”. Analyses have been carried out in sections “Average Detec

tion of Probability” and “Conclusions” consists of the conclusion.

System and Channel Model

The figure of a diversity-based energy detector with main blocks are shown in

Fig. 19.1. It is similar to the ordinary energy detector except a diversity combin-

ing block is added in front to enhance the quality of signal from the primary user.
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We have considered a SC diversity in this case, which is simple to implement and

have low computational complexity. Hence, it will not increase the time delay of the

detector much. We are considering the diversity-based detector is working in a slow

and flat Weibull fading environment. Expression of the received signal by the lth
antenna, over one- bit duration Tb can be given as

yl(t) = αlejφl x(t) + nl(t), (19.1)

where x(t) represents the transmitted signal containing energyEb, nl(t) is the complex

Gaussian noise with power spectral density 2N0 with zero mean and φl denotes the

instantaneous phase. The RV αl represents the amplitude with Weibull distribution

and the PDF is [10]

Pαl
(αl) = c

⎛
⎜
⎜
⎜
⎝

𝛤

(
1 + 2

c

)

𝛺

⎞
⎟
⎟
⎟
⎠

c∕2

αc−1
l e

−
(

α2l
𝛺

𝛤

(
1+ 2

c

))c∕2

,αl > 0. (19.2)

where 𝛺l = E[α2
l ], and c ≥ 0 is the Weibull fading parameter. Weibull distribution

named after the Swedish Mathematician, Walodi Weibull, in 1951 is a continuous

probability distribution. Weibull distribution can be employed in both indoor and

outdoor scenarios including the nonhomogeneous environment.

In Fig. 19.1 the output of the integrator represents the energy of the received sig-

nal, which has been given as the input to the decision device. Decision device based

on the comparing the energy with a threshold, finds out the presence or absence of

Primary
user
Communication

Fig. 19.1 Energy detector-based spectrum sensing
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primary user. Mathematical expression of the decision device can be given as fol-

lows:

y(t) =
{

n(t) ∶ Primary user absent
s(t) + n(t) ∶ Primary user present

}

(19.3)

where y(t) is the received signal, s(t) is primary user’s transmitted signal, and n(t) is

additive white Gaussian noise.

In the SC receiver, the signal with the highest SNR is processed for detection.

The mathematical expression of the selected signal is

γ = Maximum(γ1, γ2,… , γL), (19.4)

where γl =
Eb

N0
α2
l is the SNR of lth branch of the SC receiver. The average of which

can be obtained by taking statistical average, and for convenience of presentation we

assume that the average SNRs are equal, i.e., E[γl] = γ̄,∀l.

Detection Probability

To obtain average probability of detection expression in a SC diversity-based energy

detector, we need the information of the SNR pdf at the output of the SC receiver.

For Weibull fading channels this PDF is not known. Hence, we have divided the

work into two different parts. In the first part, we explained the steps that are used to

derive the SNR PDF of SC receiver. In the second part, we derive the expression for

the probability of detection.

PDF of SNR for SC Receiver

The SNR PDF for Weibull distribution can be derived from (19.2) by applying the

rule of transformation random variable and it is given as [10]

fγl (γl) =
c
2

⎛
⎜
⎜
⎜
⎝

𝛤

(
1 + 2

c

)

γ̄

⎞
⎟
⎟
⎟
⎠

c∕2

γl
c∕2−1e−

(
γl
γ̄
𝛤

(
1+ 2

c

))c∕2

, γl > 0 (19.5)

CDF of which is [9]

Fγl
(γl) = 1 − exp

(

−
𝛤

c∕2
l

β

)

, (19.6)
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For L independent and identical fading signals, the joint CDF of all input SNRs can

be obtained by the product of CDF of all the branches. CDF for output SNR of SC

receiver can be obtained (by substituting 𝛤L = γsc∀l) as

Fγsc
(γsc) =

[

1 − exp

(

−
γ
c∕2
sc

β

)]L

, (19.7)

Taking the differentiation of (19.7) and then expanding the expression by applying

Binomial theorem, the final expression of output SNR for SC receiver with Weibull

fading can be expressed as

fγsc
(
γsc

)
=

L−1∑

k=0
(−1)k

(
L − 1
k

)
Lc
2β

× γ
c
2 −1
sc e

(

− (1+k)γ
c
2
sc

β

)

(19.8)

where

(
a
b

)

is known as the binomial coefficient [11].

Average Detection of Probability

The general expression of Pd for energy detection based on selection diversity work-

ing over fading environment can be given as [12]

Pd =
∞

∫

0

Qu(
√
2γ,

√
λ)fγsc (γsc)dγsc (19.9)

where fγsc is the density function of output SNR of the SC which is given in (19.8)

and putting this value in (19.9) the expression of detection probability can be given

as

Pd =
∞

∫
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Qu
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× γ
c
2 −1
sc exp
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−
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c
2
sc

β

)

dγsc

(19.10)
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The solution of involved integral in (19.10) is not known, however the same can be

solved using the infinite series expansion of Marcum Q function as given in [13]

Qv(
√
2a,

√
2b) = e−a

∑

n≥0

an
n!

𝛤 (v + n, b)
𝛤 (v + n)

(19.11)

Rewriting the expression of probability of detection, we obtain

Pd =
L−1∑

k=0
(−1)k
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Using [14, (4)], we can solve the integral and the final expression is obtained as

Pd =
L−1∑
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Numerical Results and Discussion

Numerical evaluation has been carried out for the derived expression for different

values of diversity order, average SNR and the fading parameter. In Figs. 19.2 and

19.3 Pd versus γ̄ have been plotted considering various values of L and c. From

Fig. 19.2 it is observed that the detection probability improves with increase in diver-

sity order as expected. It can also be observed from the figure that for a detection

probability of above 0.99 dual diversity scheme needed an average branch SNR of 20

dB but for L = 6, for the same probability of detection average branch SNR reduces

to less than 10 dB. Figure 19.3 shows the detection probability for different values

of c. As expected, with increase in c probability of detection badly effected due to

severe fading in the channels. Figure 19.4 shows the comparison of dual diversity and
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Fig. 19.2 Pd for different L
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no- diversity energy detector. It is clear from Fig. 19.4 that energy detector without

diversity is not practically possible for Weibull fading environment, since it requires

very high average branch SNR of the transmitted primary signal. A close agreement

of the results have been observed with the Monte Carlo simulation.
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Fig. 19.4 Comparison of

energy detector with and

without diversity
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Conclusions

In this paper, we present an analytical expression for the average probability of

detection in Weibull fading channels employing SC diversity-based technique. The

obtained expressions are found in terms of Meiger-G functions. The results have

been numerically evaluated and analyzed for different scenarios. Also, a compari-

son of energy detector without diversity has been presented. Simulated results are in

close agreement with the obtained results.
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Chapter 20
Design of Dense Wavelength Division
Multiplexing System Using DQPSK
Modulation Format

Dhiman Kakati and Subhash C. Arya

Abstract In this chapter, a Dense Wavelength Division Multiplexed (DWDM)
system is presented for a transmission distance of 1000 km. A maximum data rate
of 160 Gbps is achieved using Differential Quaternary Phase-Shift Keying
(DQPSK) modulation format with direct detection at the receiver. The fiber
attenuation and dispersion are compensated using Erbium-Doped Fiber Amplifier
(EDFA) and Dispersion Compensating Fiber (DCF) respectively. The 16 × 10
Gbps system is evaluated in terms of Bit Error Rate (BER ≤ 10−9) and Quality
factor (Q-factor ≥ 6) based on the simulation platform. The proposed design shall
find application in Passive Optical Network (PON) architecture and Optical
Add-Drop Multiplexing (OADM) transmission system.

Keywords DWDM ⋅ PON ⋅ BER ⋅ OADM

Introduction

The exponentially growing demand for higher bandwidth has led to the develop-
ment of various network architectures to achieve spectral efficient transmission.
There are various multiplexing techniques such as Electronic Time-Division Mul-
tiplexing (ETDM), Optical Time-Division Multiplexing (OTDM), Wavelength
Division Multiplexing (WDM), Spatial Division Multiplexing (SDM), Polarization
Division Multiplexing (PDM) and Orthogonal Frequency-Division Multiplexing
(OFDM) to exploit the bandwidth available in the optical domain and each of them
has their own merits and demerits [1, 2]. DWDM was developed to enhance the
data rate by implementing the spectral components (i.e., wavelengths) to carry the
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bit streams. In the C-band (1525–1565 nm) by implementing capability and
cost-effectiveness of EDFA, it is possible to transmit data up to thousands of km at
an acceptable BER level. The designed DWDM system can also be modified with
Optical Add-Drop Multiplexer (OADM) and one of the data bearing carriers can be
extracted at any position from the link. Recently, an offset Quadrature Amplitude
Modulation (QAM) WDM super-channel is reported and achieved a Spectral
Efficiency (SE) of 7.44 bits/s/Hz for a transmission distance of 968 km as in [3].
Multi-gigabit WDM system implementing chirped OFDM has been experimentally
verified for Visible Light Communication (VLC) and reported a 1.05 Gbps for
30 cm in [4]. Coherent PON system transmitting 12 × 10 Gbps bidirectional
data was experimentally evaluated over hybrid 80 km SSMF [5]. Cost-effective
transmission at a higher transmission rate (i.e., above 100 Gbps) and maintenance
of the Base Stations (BSs) is a challenging issue [6, 7]. In the present work, a
16-channel DWDM system is implemented using DQPSK modulation format with
direct detection and is evaluated for faster and robust transmission systems.

Design Schematic of the DWDM Transmission Link

Figure 20.1 shows the setup of the proposed system based on OptiSystem v.13
simulation platform.

The lightwave emitted from the Continuous Wave (CW) laser array has uniform
launch power of −10 dBm and frequency separation of 100 GHz (i.e., ITU stan-
dard G.694.1 [8]) and are fed to the respective DQPSK transmitter blocks. In each
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DQPSK transmitter, the Pseudorandom Bit Sequence (PRBS) generator data is fed
to Lithium Niobate (LiNbO3) Mach Zehnder Modulator (LN-MZM) and the two
optical signals are modulated accordingly. The lower LN-MZM output signal is 90°
phase shifted by the phase shifter and the required DQPSK signal is generated by
combining these optical signals. The function of WDM-MUX is equivalent to an
ideal adder and there is no power splitting or filtering. The fiber dispersion is
compensated by the DCF of 5 km length having a negative dispersion coefficient of
−80 ps/nm-km and the fiber attenuation is compensated by the EDFA of 5 dB and
2.5 dB at regular intervals of 25 km SMF and 5 km DCF. The received optical
signal is split, filtered, and then fed to the related Direct Detection (DD) DQPSK
receivers. Three factors (i.e., bandwidth, ripple and depth of the optical filter) of the
MUX and DEMUX decides the crosstalk in the system and also the amount of
power transferred from the neighbouring channels. The mathematical expression of
the electrical and optical signals at various positions of the system can be found out
from [1].

Simulation Results and Discussion

Figure 20.2 shows the constellation and the eye diagrams for 500 and 1000 km
fiber lengths. The two constellation diagrams, i.e., Fig. 20.2a and c show the signal
points at the four quadrants and noise at the center.

A clear eye opening,Q-factor ≥ 6,BER ≤ 10−9 and timing jitter ≤ (0.15 × bit
period), i.e., 15 ps is observed for both the cases as shown in Fig. 20.2b and d for the
two considered transmission lengths.

Figure 20.3 shows the change in Q-factor and BER for various frequencies after
transmission over 1000 km SSMF. It is observed that the BER and Q-factor are not
same due to the fact that there is power transfer from one channel to its neighboring
channels while transmission and the peak are noticed at 193.814 THz
(∼1546.806 nm).

The optical spectrum at the output of the transmitter and the receiver is as shown
in Fig. 20.4. The frequency difference between consecutive wavelengths is set at
100 GHz and can be observed from Fig. 20.4a. Then the WDM signal is trans-
mitted over the fiber and at the WDM-Demux input, the signals are as shown in
Fig. 20.4b. Signal attenuation is compensated using EDFA of gain 5 dB and 2.5 dB
after the SSMF and DCF respectively.

The unnecessary side band power of the WDM spectrum can be filtered out
using a bandpass filter (BPF) of required bandwidth.

Figure 20.5 shows the plot of Q-factor for different transmission distances and
from the constellation diagram it is observed that with increasing transmission
length, the noise power goes high degrading the Signal-to-Noise Ratio (SNR) of the
system and a maximum transmission distance of 1000 km is achieved for a
−10 dBm launch power at each channel.
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Fig. 20.2 Constellation diagrams and eye diagrams of the system. Here a, b represent 500 km
and c, d represent 1000 km transmission distances respectively
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To investigate the system performance, a graph is plotted as in Fig. 20.6 con-
sidering Q-factor for various values of optical power at each channel, as shown in
Fig. 20.3. The 500 km system shows that, to maintain a Q-factor of ≥ 6 (i.e., in
electrical domain), the required transmit power is −13 to 7 dBm and for 1000 km
the power range becomes −10 to 4 dBm. It is observed that the system performance
degrades after a certain value of launch power, this is due to the fact that at higher
power the fiber behaves nonlinearly leading to signal distortion often termed as
Kerr nonlinearity.

(a) WDM-MUX output              (b) WDM-DEMUX input

Fig. 20.4 Optical spectrum at a the WDM-MUX output (i.e., before transmission) and at b the
WDM-Demux input (i.e., after transmission over the SSMF)
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Conclusion

A DWDM system is evaluated for a maximum transmission distance of 1000 km
with lightwave launch power of −10 dBm at each wavelength. The transmission
distance can also be increased to 1500 km for a launch power of 0 dBm. The
maximum achievable bit rate is limited by the modulation format, i.e., 10 Gbps
using DQPSK scheme and for 16 channels, a total bit rate of 160 Gbps is achieved
in simulation platform. The fiber chromatic dispersion is compensated using DCF
in inline configuration. It has been observed that the designed system maintains an
acceptable BER for the launch power range −10 to 4 dBm. The future work is to
implement polarization multiplexing technique to achieve twice the data rate and
implement more number of carriers and error correction methods.
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Chapter 21
An Approach to Convergence Between LTE
and DSRC

Raymond Star Jyrwa, Debdatta Kandar and Babu Sena Paul

Abstract With the rapid advancements of technologies and parallel development

of intelligent machines in the field of wireless communication, customer needs also

arises and ubiquitous network services are expected. In order to support customer’s

demand there is huge need of hybrid heterogeneous network. In this paper, we pro-

pose the collaboration of cellular technology like Long Term Evolution (LTE) with

traditional vehicular technology i.e., the Dedicated Short Range Communication

(DSRC). In this paper we proposed a LTE/DSRC hybrid architecture which can

establish a bridge between LTE/DSRC communication. We proposed no changes to

the already available standards but we modify some of the configurable parameters

in the PHY layers. We concentrate on the OFDM modulation which is the common

feature for both LTE and DSRC.

Keywords LTE ⋅ DSRC ⋅ OFDM ⋅ VANETs ⋅ Convergence

Introduction

The number of vehicles in the road has increased significantly throughout the years

and will increase even more in the years to come. Therefore Intelligent Transporta-

tion Systems (ITS) have become the need of the hour with the increasing num-

ber of accidents and severe traffic jams. Researchers around the world are still
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striving to come up with suitable solutions for efficient traffic routing and acci-

dent predictable systems. To ensure communication between the vehicles, the IEEE

802.11p WLAN standards have been formulated. According to the standards which

fall under the Wireless Access Vehicular Environment(WAVE) communications the

radio frequency spectrum from 5.85 to 5.925 GHz have been reserved for Vehicu-

lar communications. Although the Dedicated Short Range Communication(DSRC)

protocol of 802.11p ensures high capacity for Vehicular-to-Vehicular (V2V) commu-

nication, its lacks scalability and infrastructure as well. LTE supports high mobility

therefore it is very suitable for vehicular communication. From an economic point

of view this cellular network infrastructure is already present and deployed on the

ground and its devices are easily available in the market. In DSRC, vehicles are con-

nected to each others through an adhoc wireless network called “Vehicular AdHoc

Network” or VANET. VANETs are a subset of Mobile Adhoc Networks (MANET).

It includes V2V communications and V2I communications and is an important com-

ponents of ITS. VANETs follow the standards of IEEE 802.11p, they have less cov-

erage range, hence we consider the support of LTE cellular technology to enhance

the coverage range of VANETs. LTE offers wide range communication but costly

backhaul infrastructure and licensed spectrum. Related background study is men-

tioned in section “Background Study”. VANETs and LTE architecture is mentioned

in section “Proposed LTE-DSRC Architecture”. Section “Results and Discussions”

Presents the proposed hybrid architecture of LTE-DSRC.

Background Study

VANET applications play an important role in the world of anywhere, anytime, any

communication. Applications may be of the following types (1) Driver Service appli-

cations: Here the car can inform the driver about the surroundings, temperature,

tyre’s air pressure in case if there is a puncture and the nearest gas station where it

can be fixed, while making a reverse turn or a u-turn etc. (2) Road Security Applica-

tions: Providing information to the driver like speed limit, or informing of the sur-

rounding environment, and sending messages to distant cars of approaching vehicles,

especially in blind curves where the driver is unable to see the approaching vehicles,

information like when to over take other cars where other cars are fully aware of each

other. (3) Comfort applications: Like various mode of driving for example cruise

driving where the vehicle can automatically drive by sensing the car in front and

make a stop if the car in the front stops. Vehicular networks by using DSRC standards

provide communication in the range of 1000 m. Base station or Road side units have

to be placed at regular intervals in order to provide seamless connection to the vehi-

cles. LTE on the other hand provides communication in the range of 10 Kms thereby
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reducing the number of required base stations. In [1] the author mentioned that LTE

satisfy many of the application’s demand like reliability, scalability and mobility sup-

port. The convergence of VANETS and cellular communication will enable a variety

of applications in road safety. Over a long range LTE can enable VANETS to improve

the scalability, throughput and lower latencies. The objective is to take advantage of

the already available LTE infrastructure where LTE can support vehicular network-

ing through the use of eNodeB in place of Road Side Units and using LTE enable

On Board Units. The challenging task is delivering of real time data from one wire-

less technology to another efficiently without any delay and distortion in the data

frames. Amir et al. [1] analyse the performance and compared both DSRC and LTE

separately with various parameters such as vehicle density, vehicle average speed

and beacon transmission frequency. Both DSRC and LTE are compared in terms of

delay, reliability, scalability, and mobility. The authors concluded that DSRC pro-

vides delays less than 10 ms with throughput of 10 kbps. Nabih Jaber in his paper

[2] shows the possibility of combining both DSRC and Worldwide Interoperability

for Microwave Access (WiMAX). They designed WiMAX tunnel using DSRC with

specific changes like network entry and handover processes in the WiMAX protocol.

The authors claimed to improve WiMAX communication by decreasing the number

of WiMAX connections thereby reducing the traffic congestion at WiMAX base sta-

tion. The road maps for future development and their challenges related to advances

in VANETs is mentioned in [3], where an overview on current research state, chal-

lenges, potentials of VANETs are mentioned. The need to deploy a heterogeneous

network topology and model is mentioned in [4], based on the concept of improving

the spectral efficiency per unit area. In this paper authors have proved a cost effec-

tive approach of heterogeneous networks that enhanced the capacity of LTE cellular

networks. An Ubiquitous heterogeneous wireless network architecture is envisioned

in [5] by integrating DSRC standards with 3GPP LTE cellular networks in order

to achieve constant connectivity for ideal multimedia sessions among the clustered

vehicles. Abinader et al. [6] mentioned the radio frequency spectrum of both LTE

and WiFi in addition to the impacts of LTE transmissions on the WiFi, if cellular

networks were to be allowed on the same unlicensed bands. It also proposes some

mechanism where we can use LTE with WiFi such as the flexible spectrum access

and Absolute Blank Frames of LTE. Atat et al., proposes cooperative techniques for

short range (SR) collaborations to complement long range (LR) [7]. They wanted

to ensure the transfer of data in the shortest time possible with the consideration of

LTE network for long range links and WLAN 802.11p for short range links. The

proposed cooperative schemes adapted assisted the LR networks to complement the

SR networks. Beacon transmission probability in LTE and DSRC is performed in

[8], the authors concluded that LTE to support beaconing for vehicular safety appli-

cations is poor according to their simulations. In LTE, the network becomes easily

overloaded. Vinel et al., compared and analyzed LTE with 802.11p and suggested

that ad-hoc WAVE architecture looks more promising for vehicular safety. A frame-

work for a vehicular network using LTE namely LTE4V2X is proposed in [9] where
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vehicles having both LTE and 802.11p interfaces are considered. The authors pro-

posed a new protocol architecture and a unique frame. They proposed to use the

eNodeB of LTE network to manage the clusters created in VANETs. A technique

for real time video streaming of scalable video coded(SVC) over vehicle to infras-

tructure (V2I) are examined in [10] in which RSUs or road side units communicate

with moving vehicles using IEEE 802.11p, and LTE system is used to communicate

through cellular base stations. Here, three scenarios are investigated in this paper

and different video transmission schemes were compared using QoS/QoE metrics

for different video sequences. A heterogeneous vehicular network where LTE is the

backhaul network and V2I communication is proposed in [11] in which WiFi is used

for V2V communication and Ethernet for on board communication within the vehi-

cle. A multi-interface router is introduced which has three network interfaces, LTE,

WiFi, and Ethernet. The network is measured in terms of data rate, data loss ratio,

delay and jitter. Imadali et al., envisioned the use of IPv6 Internet access over LTE

backhaul infrastructure in vehicular networks [12]. They considered the V2V2I com-

munication paradigm. They also proposed that in the near future there will be two

types of vehicles one equipped only with 802.11p technology called as leaf vehi-

cles and another containing both LTE and 802.11p called as Internet Vehicles. Al

Sherbaz et al., proposed a Wimax-WiFi Convergence using an OFDM bridge [33].

The authors proposed not to change not to change any of the standards but to mod-

ify some of the parameters in the physical layer which are configurable.We proceed

with our study using the concept mentioned in [13] and analyzing if by modifying

the parameters we can bridged the gap between LTE and DSRC.

Proposed LTE-DSRC Architecture

The proposed architecture scenario for establishing communication in this conver-

gent system of DSRC and LTE comes into play by transforming or adapting to the tra-

ditional scenario of Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure (V2I),

where downlink communication is established between the LTE Road Side Units

(RSU’s) and DSRC On Board Unit (OBU). Whereas DSRC embedded vehicles can

communicate with each other through DSRC-DSRC standards if they are within

the coverage of 802.11p standard. The communication is such that LTE transmitter

communicate with the 802.11p On board Unit in the vehicles. In our research we

have considered common radio frequency spectrum in order to established commu-

nication. LTE operating in unlicensed bands is still an ongoing research work which

requires careful investigation as mentioned in [6]. All the paper that have mention so

far [1, 2, 14, 15], have omitted the radio frequency (RF) difference between the two

heterogenous networks. In our research we consider other physical layer parameters

apart from RF since this is still an ongoing debate to allow LTE in unlicensed bands.

The proposed architecture for this particular communication is shown in Fig. 21.1.
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Fig. 21.1 LTE-DSRC converge architecture

In our proposal, we consider the works that have been done in [13] where the author

proposed a convergence bridge between WiFi and WiMAX. Based on their work, we

undertake some of the physical layer parameters of LTE and DSRC and made a few

comparisons in Table 21.1. LTE uses OFDM modulation in the downlink and Sin-

gle Carrier-Frequency Division Multiple Access (SC-FDMA) in the uplink whereas

DSRC uses OFDM modulation both in the uplink as well as the downlink. In our

research work, we considered only downlink channel as OFDM modulation is com-

mon in both technologies.
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Table 21.1 Physical layer parameters

Features DSRC LTE

IFFT/FFT 64 1024

Bandwidth (MHz) 10 10

Subcarrier spacing (KHz) 156.25 15

Subcarriers 52 600

OFDM symbol (ms) 8 66.7

Modulation OFDM OFDM (downlink only)

OFDM symbols are produced by the following equation:

x(t) =
∑k

Xke j2𝜋ktF0 (21.1)

where Xk is the data to be modulated. e j2𝜋ktF0 is the subcarrier where Xk is modu-

lated on. F0 =
B
N

is the subcarrier frequency, B is the bandwidth and N is number of

subacrriers. k is the number of the subcarrier on which Xk is modulated. Generating

this signal x(t) =
∑kXkej2𝜋ktF0 is difficult due to the large number of subcarriers. So

the signal is sampled at:

Sampling interval = 1
sampling frequency

= 1
B
= T

Lth sampling instant = LT = L
B

Now x(t) =
∑kXkej2𝜋ktF0

Lth sample x(L) = x(LT) =
∑k

Xke j2𝜋kLTF0

Lth sample x(L) =
∑k

Xke
j2𝜋kL 1

B
B
N

Lth sample x(L) =
∑k

Xke
j2𝜋k L

N … (21.2)

Equation (21.2) gives the expression for the Inverse Fast Fourier Transform.

Results and Discussions

Whether it is LTE or DSRC the OFDM symbols are produced by Eq. (21.2). Accord-

ing to [13] convergence is a physical layer issue that cannot be solved in the MAC

layer problem. We also propose not to change the standards but to modify some func-

tions which are configurable. Simulations are performed in Matlab software where a

transmitter, receiver and an ideal channel are considered. An audio signal is transmit-

ted, where coding and modulation is performed. The data is modulated with an IFFT

size of 1024 and on the receiver side the data is demodulated with an 64-point FFT.

This modulation is performed on a small part of the received data. This modulation
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Fig. 21.2 Input audio data samples

Fig. 21.3 Modulated samples

is done 16 times on all the parts in order to retrieve the entire signal and modulated

using 16QAM. Figure 21.2 plots the data samples of the audio signal. Figure 21.3

plots the modulated samples. Figure 21.4 plots the ideal channel. Figure 21.5 plots

the output data samples after demodulation with an FFT of size 64.
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Fig. 21.4 Ideal channel plot

Fig. 21.5 Output audio data samples

Conclusion

Various authors compared LTE with DSRC as mentioned earlier but in this work,

we addressed issues on the physical layer. Based on our study of the physical layers

of both LTE and DSRC, we observed various challenging issues and differences

for researchers to converge the two wireless standards. Subcarrier Spacing of LTE

and DSRC is a challenging factor for such convergence approach. In conclusion we
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would like to consider further research on physical layer of wireless networks and to

come up with better solution. We also hope that in the near future radio frequency

issues of LTE in unlicensed band will be addressed.
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Chapter 22
A Novel Weighted Vehicular Network
Clustering Scheme

Phidahunlang Chyne, Debdatta Kandar and Babu Sena Paul

Abstract In today’s world of emerging success in trending technologies, one of the

most open and vast area of wireless communication research is the Vehicular Ad-

hoc Network (VANET). Incorporating the trending technologies with the growing

internet services, and deploying these into Intelligent Transportation System (ITS)

is one of the open challenges. Therefore, for efficient vehicular network in ITS, in

the urban areas as the nodes are mobile therefore clustering of these nodes comes

into the picture. Many clustering algorithms are proposed based on different metrics

and different results are obtained. This paper attempts to proposed a new clustering

procedure where direction, distance, speed and transmission range are considered so

as to obtain stable clusters and a weighted value is computed to select cluster head.

The simulation results were simulated in NS-2.

Keywords VANET ⋅ Cluster ⋅ Mobility ⋅ DSRC ⋅ Cluster head

Introduction

There have been huge improvements in the field of wireless communication in the

last decade. Vehicular ad-hoc network (VANET) communications has been a recent

research area where the researchers all around the world are excavating. In vehicular

communication as the nodes are movable and illustrate a dynamic topology, com-

P. Chyne (✉) ⋅ D. Kandar

Department of Information Technology, North Eastern Hill University,

Shillong, India

e-mail: phida.chyne3991@gmail.com

D. Kandar

e-mail: kdebdatta@gmail.com

B. S. Paul

Department of Electrical and Electronic Engineering, University of Johannesburg,

Johannesburg, South Africa

e-mail: bspaul@uj.ac.za

© Springer Nature Singapore Pte Ltd. 2018

J. K. Mandal et al. (eds.), Proceedings of the International Conference
on Computing and Communication Systems, Lecture Notes in Networks

and Systems 24, https://doi.org/10.1007/978-981-10-6890-4_22

235



236 P. Chyne et al.

munication may be feeble at times when there is huge density especially in urban

areas and due to frequent node movements frequent link failures are observed. One

of the solution to enhance communication in VANET (Vehicular Network) is to clus-

ter vehicles based on some metrics or parameters such as speed, distance, direction,

velocity etc. In this paper, our main motive is to employ clustering procedure in the

vehicular network. By adapting clustering into the vehicular network scenario, scal-

ability is obtained, longer range communication in addition with less overhead at

the base stations due to the presence of cluster head in each cluster which can com-

municate directly with the cellular infrastructure and relay the information to the

cluster members. Through clustering the following advantages are achieved like the

increased in network connectivity which reduced message counts, less routing over-

head, message delivery is augmented and appropriate usage of network bandwidth.

In real time traffic scenarios, the vehicles move at random speed and this move-

ment affects the stability of cluster and reorganization of clusters has to be carried

out. The cluster head has to be selected in such a way as to maintain stable clusters.

The rest of the paper is organized as follows. The next section reviews the related

work based on clustering followed by a brief summary on the state of art focusing

on clustering of mobile nodes with the system’s design. Results are discussed and

presented in section “Results and Discussions” and the paper is concluded in sec-

tion “Conclusion”.

Related Works

A few recent related papers on clustering schemes are studied which are described

in this section. Clustering can be categorized based on the parameters considered

for selecting a cluster head as different authors proposed various methods and chose

different parameters for choosing of a cluster head.

Comparison Table of Different Clustering Algorithms

The Table 22.1 shows the comparisons between different Clustering Algorithms

based on their different metrics considered along with their merits and demerits.

Proposed Approach

Our proposed algorithm is based on Fig. 22.1. The depicted scenario presented the

proposed architecture for VANET communication consisting of Road Side Units

(RSUs) or infrastructure based communication and on board units (OBUs) or mobile

nodes.
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Table 22.1 Comparisons of different clustering algorithms

Algorithm Metrics considered Advantages Disadvantages

Maslekar et al. [1] Based on the direction

which the vehicle will

take after crossing

intersection

Overcome the

influence of

overtaking within the

clusters and formed

stable clusters

Overhead is added due

to the exchange of

messages and the

density information

amongst the nodes due

to cluster-head

switching

Almalag et al. [2] The vehicle holding

the highest cluster

head level (CHL)

value

Able to select the most

stable and longer

lifetime cluster-head

It applies the

knowledge of each

vehicles lane and the

flow direction of each

lane

LORA-DCBF [3] Makes use of member

direction to form the

cluster in which cluster

head and cluster

members moves in the

same direction

Minimizes flooding of

its control traffic, more

effective and results in

more stable clusters

Only gateway nodes

can transmit

information to

neighbour clusters

within a specified

period of time

AMACAD [4] Destination, location,

speed, relative

destination and final

destination of vehicles

as a parameter to

arrange the clusters

Decrease the delay of

communications,

bottlenecks, overhead

and temporary

fragmentation

the performance may

decrease due to the

speed difference

among the members

APROVE [5, 6] Elects cluster heads

periodically, by using

affinity propagation

Decreases relative

mobility and distance

between the cluster

head and its member

nodes

Performance may

degrades in terms of

number of clusters

formed

MOBIC [7] Uses mobility metric

for selection of cluster

heads

More stable clusters

and thus better

performance

If few neighbour nodes

move differently, this

method results in

dramatic increase in

the variance

Zhang et al. [8] Vehicle nodes having

low aggregate

mobility can be

selected as the cluster

head nodes

It avoids unnecessary

re-clustering

It does not provide

secure authentication

and balancing security

CBLR [9] A new node entering

the network can either

join an existing cluster

or create a new cluster

by acting as a cluster

head

Enables dynamic,

self-starting, and

multi-hop muting

between participating

mobile nodes

Performance is better

when speed is less

than 30 m/s, therefore

limited
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Fig. 22.1 Vehicular network scenario

Clustering in VANET means systematizing vehicles into small sets based on some

common traits or characteristics such as vehicle’s direction, speed, velocity etc. Due

to the dynamic topology changes, cluster’s stability is weak and cluster head changes

are unavoidable. The main criterion for cluster formation is to minimize the overhead

and increase cluster’s stability. Cluster’s stability can be achieved only if the cluster

head duration is augmented and cluster reorganization is minimized. The formation

of clusters and usage of bandwidth are the most important tasks in any clustering

algorithm.

System Design

A novel architectural scenario is proposed in this paper for vehicular communica-

tion pictured in Fig. 22.1. It is assumed that all vehicles are fitted with GPS (Global

Positioning System) for locating a vehicle.

The Base Stations can be any cellular infrastructure based technology and the

OBUs are the vehicles with DRSC capabilities antennas. There are specific terms

during cluster formation and in this paper some terms are discussed as follows for

cluster formation.

1. Cluster Head (CH)

A cluster head will act as a relay for disseminating data to the cluster members
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from the base station and from the CMs to the BS. CH can also communi-

cate with other clusters through the cluster head of another cluster which can

be termed as inter-cluster communication.

2. Cluster Member (CM)

Cluster members are the vehicles belonging to a particular cluster which are un-

der the proximity of a particular BS. CMs can communicate with the BS through

the CH, where the CH will relay the information. In addition to this, the cluster

member can also communicates with each other in 1-hop communication but

when the same message needs to be relayed in 2-hop the messages should not

be delayed else the second CM might get stale messages.

From Fig. 22.1 it is clearly seen that the clusters might overlap. The coverage range of

DSRC is 1000 m; hence vehicles within this proximity can communicate with each

other. Within each cluster there is one vehicle which acts as a cluster head (CH) and

as discussed earlier can relay information to the cluster members within the cluster.

For a vehicle which falls into two cluster, the decision as to which clusters will it

belong will be determined by its distance with the cluster heads of both the clusters

and it will be with the one which is minimum.

Formation of Clusters

In real life traffic scenarios, vehicles in the same lane moves in the same or in a

particular direction to the vehicles moving in the opposite lane. Therefore based on

mobility and direction clusters are formed. The question arises as to how the vehicles

formed clusters? As the nodes are mobile, when a vehicle enters a particular area that

vehicle will first calculate it’s distance with the base station to make sure whether

it is under the proximity of the base station or not. If yes, then the vehicles belong

to that particular cluster and then proceed in calculating its distance with the cluster

head which is depicted in the flowchart in Fig. 22.2. If the new vehicle receives an

acknowledgement within 5 s then a CH is already present in the proximity and the

new vehicle will send a request message to join, then the CH will update the BS about

the new cluster member. Otherwise, the new vehicle will send HELLO message to

BS and it will elect itself as the cluster head.

During cluster formation, cluster head acts as access points for the cluster mem-

bers belonging to the same cluster hence formed intra-cluster communication and

cluster head of one cluster communicates with the CH of another cluster therefore,

inter-cluster communication takes place.

Algorithm for Forming Clusters and Election of Cluster Head:

The following procedure is carried out for forming clusters and cluster head elec-

tion. Let V = V1,V2, V3,Vn . . . Vn be a class or set of vehicles moving in a road,

where these vehicles have DSRC transceivers. Let C=C1, C2, C3, . . . Cn be the clus-

ter head classes.
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Fig. 22.2 Flowchart for

cluster formation

The first step is to calculate the distance and the direction of a particular vehicle

when it enters a particular area. Before calculating the direction, distance should be

calculated first which can be computed as follows.

1. Calculating the relative distance between the vehicles:

The distances between the vehicles are computed considering one vehicle with

its neighboring vehicle which can also be termed as 1-hop neighbour. The most

popular distance algorithm is adapted i.e., the Euclidean distance which can be

computed by the following equation.

Dv =
√∑

(Xi − Yj)2 (22.1)

where, Dv is the distance between vehicles Xi, Yj are the coordinates of the X

and Y axis.

2. Calculating direction between the vehicles:

For calculating the direction of the vehicles (V1, V2), beaconing message trans-
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mission is taken into consideration. A vehicle V1 will broadcast two beaconing

messages (M1, T) and (M2, T + 1) to its neighbor vehicle V2 in time T and

T + 1, and the distances (D1, D2) are computed with these respective timing.

The following algorithm is carried out

If D2 > D1

{

Then V2 is moving in the opposite

direction,

Cluster_members= false;

}

else

{

V2 is moving in the same

direction as V1

Cluster_member= true;

}

3. Transmission Range:

The next step is to calculate the transmission range for determining the distance

of the vehicles with the base station.

R = C0 ∗ t∕2 (22.2)

From the above calculated distance and transmission range a weighted value is com-

puted for all the vehicles and the vehicle with the minimum weighted value is con-

sidered to be the cluster head. The weighted value can be computed as follows:

W0 =
∑

(Dv + R) (22.3)

Hence, from the above computations clusters can be established and cluster head can

be selected.

Results and Discussions

In this section the simulated results are described which was simulated in network

simulator using NS-2 and SUMO which is a traffic simulator using Open Street Maps

for real time environment taking up Guwahati city in Assam. Figure 22.3 depicts the

broadcast of messages from the cluster head to the cluster members. The vehicles

within the cluster can communicate among themselves in 1000 m range as specified

for DSRC. Here, the vehicles joining the cluster as well the vehicles leaving the

cluster are being noted.
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Fig. 22.3 Cluster head communication with cluster members

Fig. 22.4 End-to-end delay between receiver and sender

From Fig. 22.4 end-to-end delay between receiver and sender is portrayed and

in Fig. 22.5 Packet Delivery Ratio (PDR) and packet drops are shown. With this

approach, data dissemination is increased as clusters formed reduced congestion and

bottleneck towards the base station. The improvements also include the reliability of

message broadcast from the cluster head to the cluster members. In our approach

clusters are formed such that any pair of nodes can either communicate directly with

its 1-hop neighbor also termed as 1-hop cluster.
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Fig. 22.5 Packet delivery ratio rate and packets drop

Conclusion

VANETs becomes a widely used promulgation technology in the recent years. In this

paper, a brief review has been done on the various vehicular communication clus-

tering algorithms proposed so far. A novel clustering procedure based on direction

and distance the clusters are formed and based on a weighted value the cluster head

is selected. Future works includes computation of performances with the previous

proposed related clustering algorithms and to improve security as well as reliability

of safety messages being delivered to vehicles.
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Chapter 23
Uplink Communication Between WiMAX
and IEEE 802.11P Using
Sub-channelization

V. Dhilip Kumar, D. Kandar and Babu Sena Paul

Abstract In this chapter, an integrated architecture of Vehicular standards and
Mobile standards for Efficient Intelligent Transportation system is proposed. By
combining these two technologies, many research challenges have been adopted to
establish a communication between different standards. In this chapter, we con-
sidered the hybrid scenario of Uplink and Downlink between IEEE 802.11p and
IEEE 802.16d systems. We addressed the problem of sub-channelization by
establishing communication between different subcarriers. We provide an analytical
solution based on the Modulation schemes as well as AMC (Adaptive and
Modulation Coding). The simulation results are provided to compare the perfor-
mance of efficiency of payload, coverage range and data capacity with different
modulation schemes and sub-channelization.

Keywords DSRC ⋅ WiMAX ⋅ 64FFT ⋅ 256 FFT ⋅ AMC

Introduction

The Fixed Environment of Cellular standard, i.e., IEEE 802.16d (Fixed WiMAX)
connection establishment is based on physical layer components such as Orthog-
onal Frequency Division Multiplexing(OFDM) and Medium Access Control
(MAC) for providing communication to vehicular standards such as IEEE 802.11p
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(Dedicated Short-Range Communication) also called as DSRC. However, in some
high-speed and longer range dynamic environment signals may not be transmitted
or received using DSRC technology. The solution to overcome this drawback of
DSRC is by incorporating Fixed WiMAX with DSRC to convey the frequency
signal in multiuser DSRC environment for ITS.

Overview of ITSs

Intelligent Transportation System (ITS) are being deployed in various VANET
research challenges such as inter-vehicle communication for safety application in a
high mobility dynamic environment and establishing communication between
different networks for longer range communication (i.e., DSRC to WiMAX). Each
vehicle takes on different realm equipped with VANETs standards such as DSRC,
WAVE, CALM, or IEEE 802.16e (Mobile WiMAX) also acted as On Board Unit
(OBU). These standards are employed to communicate from vehicle to vehicle
(V–to–V) [1, 2]. In a realistic situation, vehicles require to communicate with Road
Side Infrastructure Unit (RSU) with the use of possible configuration parameters
and communication protocol to deliver the information or communication between
the OBUs and RSUs.

VANETs Standards

The standard IEEE 802.11 p was considered for DSRC and WAVE architecture
which provides a short-to-medium range communication service in high-speed data
transfers with low latency communication between vehicle to vehicle (V-2-V) and
vehicle to Roadside Infrastructure (V-2-I) as well as it is deployed in the various
safety applications such as Navigation system, Automatic Toll Collection, Traffic
Management, etc. In 1999, the US Federal Communication Commission allocated
5.850–5.925 GHz Radio frequency band at 75 MHz spectrum [3]. DSRC is
organized into 10 MHz band which consists of seven channels out of which six
channels are reserved for service channels used for non-safety communications and
the remaining one channel is reserved for control channel used for safety [4, 5].
DSRC are installed in vehicles and acts as OBU for gathering the sensor’s infor-
mation from vehicle and transmit the gathered information to other vehicles within
the range of 1000 m (1 km) [6, 7].

WiMAX Standards

The WiMAX (Worldwide Interoperability for Microwave Access) is a wireless
broadband access standard. The IEEE 802.16-2004 standard comprises of the static
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and dynamic environment, i.e., Fixed WiMAX (IEEE 802.16d) and Mobile
WiMAX (IEEE 802.16e). WiMAX governs the air interface dependent on physical
layer OFDM. In Fixed WiMAX, the OFDM consists of 256 FFT with subcarrier
frequencies at 3–10 MHz channel bandwidth with data capacity up to 3.5–5.8 GHz
frequency band. Therefore, fixed WiMAX offers wide coverage range up to 30
Miles (around 50 km) and also act as a Road side Infrastructure. In Mobile
WiMAX, physical layer contains the Orthogonal Frequency Division Multiple
Access (OFDMA) and it supports multi-carrier FDMA and it supports both Fre-
quency and Time domain duplexing (i.e., it depicts the time and frequency domain
allocated to the subcarriers into various user slot and transmitting signal to multiple
OFDM) [8, 9]. The physical layer of dynamic WiMAX supports 128, 512, and
1024 FFT subcarriers at 2–11 GHz radio frequency band for Non-Line of Sight
(NLOS) applications and operates on the RF band from 2.3 to 3.5 GHz [10]. It also
supports point to multipoint communication using MAC layer and it covers up to
the range of 3–10 Miles (5–15 km) whereby it can act as an RSU or an OBU.

Limitation of Standalone Technologies:

By utilizing the existing technologies such as VANET (DSRC) and Cellular
standards (WiMAX) to construct a new combined architecture framework for
providing an efficient vehicular communication, modulation schemes and
sub-channelization is one of the major issues to combine the different wireless
communication standards. In 2013, Nicholas Doyle have proposed the combined
architecture of DSRC and Mobile WiMAX by evaluating the payload calculation
between DSRC physical layer OFDM and Mobile WiMAX OFDMA by using
clustering and PUSC and FUSC sub-channelization. By evaluation of the perfor-
mance of combined architecture, it will increase the throughput as well as decrease
the control overhead [11–13].

Proposed Mechanism (Possibilities of Convergence
Between DSRC and Fixed WiMAX)

In this chapter, we proposed a new combined scenario by establishing communi-
cation between DSRC and Fixed WiMAX for longer range communication. By
considering the existing scenario of the combined architecture of Mobile WiMAX
and DSRC, the payload can be calculated, and communication using 1024 FFT and
64 FFT subcarrier by using Partial Usage and Full Usage of Sub Channels (PUSC
and FUSC) sub-channelization can be carried out [14]. Fixed WiMAX does not
support the PUSC and FUSC sub-channelization scheme in 256 FFT subcarriers
[15]. So we brought into picture AMC sub-channelization to evaluate the system
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efficiency by influencing the existing mathematical model for solving the efficiency
issue by utilizing Fixed WiMAX and DSRC, thereby providing longer range
communication with high bandwidth and low latency [16]. The proposed scenario
will aim for better efficiency as well as increase the coverage range and data
capacity and it helps an establish communication to the huge number of users using
the modulation scheme such as 16 QAM.

Sub-channelization of IEEE 802.16d

IEEE 802.16d (Fixed WiMAX) standard defines two modes of sub-channelization
are Adjacent and Distributed (Diversity) Sub-channelization mode. In distributed
sub-channelization mode, the sub-channels are summarized with distributed sub-
carriers over all the available channel bandwidth [17], and it is further divided into
two modes: Partial usage and Full Usage FUSC (Full Usage of Sub-Channels)
mode and PUSC (Partial Usage of Sub-Channels) mode.

• In FUSC mode, subcarriers are dedicated to a full usage of the total formatted
sub-channels in one cell.

• In PUSC mode, subcarriers are dedicated to the partial usage of the total for-
matted sub-channels, and it can be splits into sector/cell.

In Adjacent Sub-channelization mode, adjacent subcarriers are used to form
sub-channels and it can rapidly assign a modulation and coding combination per
sub-channel. Adjacent sub-channelization is also further divided into two modes:
AMC (Adaptive and Modulation Coding) mode and Adjacent PUSC mode.

AMC mode is strongly suggested as it increases the spectral efficiency of the
system. In Fixed WiMAX, Physical layer OFDM requires 256 FFT subcarriers and
DSRC-OFDM requires 64 FFT subcarrier and supports up to 10 MHz channel
Bandwidth. Therefore, with the parameters already available, in the implementation
part, the following formula is adapted for calculating the Inverse Fast Fourier
Transform.

N − IFFT: X tð Þ = ∑NJ − 1X jð Þ ⋅ e j2πfjt

The Supported Size in IEEE 802.16d is given as, [256 FFT; 192 + 8 + 56],
Where, 192 data subcarriers are for data transmission, 8 pilot subcarriers for syn-
chronization and estimation purposes and the remaining 56 Null Subcarriers are for
guard bands and DC carriers.

In DSRC, the supported size is, [64FFT; 48 + 4 + 12], Where, 48 data sub-
carriers are for data transmission, 4 pilot subcarriers for synchronization and esti-
mation purposes and remaining 12 Null subcarriers for guard bands and DC
carriers. While establishing the communication between DSRC and Fixed WiMAX
(64 to 256 FFT) sub-channelization and modulation schemes are necessary.
Sub-channelization is used for grouping of subcarriers into different permutations
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such as distributed subcarrier (PUSC and FUSC) and Adjacent Subcarrier (AMC).
Many radio communications systems nowadays use the dynamic adaptive modu-
lation techniques such as (BPSK, QPSK, 8PSK, 16QAM, 32QAM, 64QAM). They
sense the channel conditions and adapt the modulation scheme to obtain the highest
data rate for the given conditions. As signal-to-noise ratios decrease, errors will
increase along with re-sends of the data, thereby slowing throughput.

Figure 23.1 shows the combined architecture scenario with DSRC radio vehicles
as OBUs and Fixed WiMAX towers as Base Stations or RSUs.

Downlink Scenario

The modulation schemes for Downlink Scenario, i.e., Fixed WiMAX to DSRC is
given in Table 23.1.

Fixed WiMAX to DSRC (256 FFT to 64 FFT).
While establishing the communication between same standards (Example:

DSRC to DSRC) the physical layer OFDM requires 64 FFT for modulation as well
as demodulation for one OFDM symbol. Therefore, BPSK requires 1 bit per OFDM
symbol (i.e., 1 * Bit rate = 1* 64 FFT subcarrier).

In DSRC-OFDM, the subcarrier frequency spacing Δf is given as (Δf = BW/
Nfft = 10 MHz/64 = 156.25 kHz), Table 23.2. Depicts the Parameters for 256
FFT OFDM AMC carrier allocations. Where Tg is the guard time (Tg = 8 µs). For
the downlink scenario, 10 MHz system Bandwidth is required with 5.8 GHz
Radiofrequency, and the Number of Subcarriers (Δf) is 256FFT and 16QAM
Modulation Scheme is used, i.e., 16QAM Modulation Scheme is used for

Fig. 23.1 DSRC—fixed WiMAX architecture

Table 23.1 Modulation
schemes for WiMAX—
DSRC

Modulation Bits per symbol Symbol rate

BPSK 1 1* bit rate
16 QAM 4 ¼ bit rate
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modulation and demodulation of the signals from Fixed WiMAX to DSRC.
Therefore, Δf * Symbol rate = 256 FFT * ¼ = 64 FFT.

Uplink Scenario––DSRC (64 FFT) to Fixed WiMAX
(256 FFT)

IEEE 802.16d does not support Partial Usage of Sub-channels (PUSC) or Full Usage
of Sub-channels (FUSC) channel allocations [18]. So we have considered AMC
sub-channelization for the uplink scenario. Figure 23.2 depicts the block diagram of

Table 23.2 Parameter table
for 256 FFT OFDM AMC
carrier allocations

Parameters Values

Number of subcarriers 256 FFT
Number of data subcarriers 192
Number of data carriers per subchannel 48
Number of bins per second 4
Number of bands 6
Number of used subcarriers 217
Number of pilot subcarriers 24
Number of DC subcarriers 1
Number of guard subcarriers, left 20
Number of guard subcarriers, right 19

Fig. 23.2 Block diagram for WiMAX DSRC system at 16 QAM and AMC sub-channelization
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WiMAX DSRC system using 16 QAM and AMC sub-channelization. Figure 23.3
shows how the subcarriers are spaced using the AMC sub-channelization and
modulated data carriers using 16QAM modulation technique.

AMC OFDM Symbol

The value of pilot subcarrier index is 9 k + 3 M + 1 for K = 0,1,…. 23, where,
M = [symbol index] mod 3., therefore, the symbol of index 0 is the first AMC data
symbol in the downlink or uplink. There are four types of AMC sub-channels which
are different in the collection of 6 bins in a band. In the first type(default type), the
available bins in a band are enumerated by starting from the lowest bin in the first
symbol to the last bin in the symbol and then going to the lowest bin in the next
symbol and so on. A sub-channel consists of 6 consecutive bins in this enumeration.
In the other types, the shapes of an AMC sub-channel are shown in Fig. 23.3. In all
the types, the index of the sub-channels in a band is increased along bins and then
symbols. In Fig. 23.4, we depict the default type of AMC sub-channelization.

AMC uses adjacent subcarriers to build a sub-channel for establishing a com-
munication for 256 FFT subcarriers into 64 FFT subcarrier. This sub-channelization
consists of 6 contiguous bins within the same band. Each bin contains 6 consecutive
symbols. For 256 FFT subcarriers r4 bins per second are needed, so it supports
AMC by default. In AMC permutation, there are 9 adjacent subcarriers, 8 data
subcarriers + 1 pilot subcarrier to form 1 Bin [19]. In Fig. 23.4, we depict 6 bands

Fig. 23.3 AMC sub-channelization in 256 FFT subcarriers

1 5 3 1

2 6 4 2

3 1 5 3 

4 2 6 4

Bin

SymbolFig. 23.4 AMC default type

23 Uplink Communication Between WiMAX and IEEE 802.11P … 251



in 256 FFT AMC type, out of which 4 bins can be processed every symbol time. In
the Uplink and Downlink Scenario of Fixed WiMAX and DSRC 16 QAM
Modulation scheme is used to establish communication from 256 FFT to 64 FFT
subcarriers (i.e., 256 * ¼ symbol rate = 64 FFT). While in the Uplink, AMC
sub-channelization is based on segmentation of sub-channelization and is depen-
dent on time (n, n + 1, n + 2, etc.). Therefore, AMC requires 1 sub-channel * (1, 2,
or 3 OFDM symbols) for calculating Payload, and to examine the data capacity,
range and as well as spectral efficiency.

The number of data carriers (NDC) for Uplink and Downlink is given as follows:

NDC = 48 subchannels * 8 datacarriers ̸ Bin * 2Bins ̸symbol = NDC = 768Data Subcarriers½ �.
1Bin ̸tile

Simulation Parameters (Fixed WiMAX and DSRC)

The parameter table for finding the data capacity of uplink and downlink scenario
between fixed WiMax and DSRC using AMC sub-channelization with 16 QAM
modulation scheme with 10 MHz bandwidth is mentioned below in Table 23.3 [19,
20].

The graph below describes uplink and downlink communication data capacity of
AMC sub-channelization at 10 MHz Bandwidth. The X-Axis denoted the number
of users can achieve the signal from WiMAX and the Y-Axis denotes the data rates
in kbps (Fig. 23.5).

In this plot, the red line indicates Minimum Demand for data rates to establish
communication to users. It initializes the data signal, so the data rates starts from 0
and ends with 9860.4 Kbps in downlink scenario. For uplink concept, it will end

Table 23.3 AMC sub-channelization parameters

Parameter DL AMC UL AMC

System channel bandwidth 10 MHz
FFT size(N) 1024
Null subcarriers 159
Pilot subcarriers 96
Data subcarriers 768
Used subcarriers 865
Number of subchannels 48
Subcarrier spacing 10.94 kHz
Sampling frequency 11.2 MHz
Cyclic prefix length ¼ FFT Size = 22.8
Modulation scheme 16 QAM

Code rate ½, 2/3, ¾, 5/6
16 QAM
½, 2/3, 5/6

252 V. Dhilip Kumar et al.



with 2465.1 Kbps. The Green line indicates the available bandwidth of uplink and
downlink scenario at AMC sub-channelization. In downlink concept, the peak rate
starts from 19988 Kbps and ends with 16882.9 Kbps available bandwidth. In the
uplink scenario, it starts from 6246.2 Kbps and ends with 5667.41 Kbps. By
evaluating these downlink and uplink communication between DSRC and Fixed
WiMAX, we can achieve data capacity and we can also handle communication for
132 subscribers simultaneously.

Conclusion

The authors have proposed an uplink and downlink scenario for Fixed WiMAX and
DSRC by using 16 QAM modulation scheme and AMC Sub-channelization tech-
nique to establish communication between Fixed WiMAX and DSRC, i.e., 256 FFT
to 64 FFT subcarriers in 10 MHz channel bandwidth as well as 5.8 GHz
radiofrequency. Using AMC Sub-channelization, we may observe some loss of
frequency diversity, however, we observe an increase in the system capacity and
throughput because a sub-channel is allocated to the user at any given time with the
highest signal-to-noise ratio as well as capacity in the sub-channels.
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Chapter 24
The Time of Arrival Statistics for Cellular
Communication Using Multiple
Concentric Annular Rings of Uniformly
Distributed Scatterers

Babu Sena Paul

Abstract Mobile communication has become popular over the past couple of
decades. The channel between the base station and the mobile device depends on
the environment in which the mobile device is placed. The time of arrival statistics
of the signal arriving from the base station to the mobile device depends on the
channel. The time of arrival statistics is an important parameter as it assists in
determining the maximum width of the pulse that should be transmitted over the
channel. Geometrical channel model is one of the widely used channel modeling
techniques for determining the time of arrival statistics of the signals. In this
chapter, we approximate the Gaussian distribution of scatterers around the mobile
device by concentric annular rings of uniformly distributed scatterers to evaluate the
time of arrival statistics. We subsequently compare the statistics obtained by both
the methods for validation of the results.

Keywords Time of arrival ⋅ Geometrical channel model ⋅ One-ring channel
model

Introduction

Mobile communication has gained popularity and brought in a revolution to the
communication industry. The end to end link in cellular communication is achieved
by routing the signal through a base station. The base station is generally located on
top of a high rise building or at the highest point in the locality it serves. Thus, the
base station is devoid of scatterers around it. Whereas, the mobile device is located
at the ground level and surrounded by objects like buildings, furniture, etc. The
objects around the mobile device can be considered as scatterers. The signal from
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the base station reaches the mobile device after being reflected, refracted and dis-
persed by the scatterers. The time required for the different signals to reach the
mobile device depends on the path it traverses from the base station to the mobile
device via the scatterers. The signal may reach the mobile device from the base
station after being scattered by a single scatterer or multiple scatterers. If the signal
undergoes multiple scattering before reaching the mobile device, then the power of
the received signal degrades drastically and contributes negligible power to the
detectable signal. Hence in this chapter, we consider a signal that reaches the
mobile device after being scattered by a single scatterer.

Model Description

The geometrical based models are a widely used technique for modeling channels
between the transmitter and receiver of wireless communication [1, 2]. In this
modeling technique, as shown in Fig. 24.1, the transmitter and the receiver are
separated by a distance D. The receiver is surrounded by scatterers around it inside
a circle of radius R. The distance between the transmitter and the receiver (D) is
considered to be much greater than the radius (R) of the scattering circle, thus
justifying the use of geometric optics and representation of the waves by rays. The
scatterers around the mobile device can be considered to be Gaussian or uniformly
distributed depending on the environment it models. The number of scatterers does
not affect the time of arrival statistics, as the time of arrival statistics is dependent on
the distribution of the scatterers in the circle. But the number of scatterers should be
adequately large to represent the distribution in the circle.

In the present work, we consider the scatterers to have a normal distribution
around the mobile device. Similar work has been done before by Janaswamy in [3,
4]. The analytical approach in [3] is involved and cumbersome. In this chapter, we
propose a much easier approach to find the time of arrival statistics of the signal at
the mobile device. This is a more generalized approach and may be extended to any
kind of scatterer distribution around the mobile device.

As mentioned earlier, we consider the scatterers to have a normal distribution
around the mobile device confined in a circle of radius R. The probability density

Fig. 24.1 Geometrical-based
model of cellular channel
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function and the cumulative density function of Gaussian distribution is given by
Eqs. 24.1 and 24.2 respectively,

fX xð Þ= 1
ffiffiffiffiffiffiffiffiffiffi

2πσ2
p e−

x− μð Þ2
2σ2 ð24:1Þ

FX xð Þ= 1
2

1+ erf
x− μ

σ
ffiffiffi

2
p

� �� �

ð24:2Þ

where,

x random variable
μ mean value of the normal distribution
σ2 variance
erf (x) error function = 1

ffiffi

π
p

R x
− x e

− t2dt

Figure 24.2 shows a plot of the Gaussian density function. It may be observed
both from the plot and Eq. 24.2 that 99.7% of the data are within the − 3σ to 3σ
limits. The histograms in Fig. 24.2, gives the relative number of items in the bins.
The items in each bin can be assumed to be containing uniformly distributed data
selected over the bin width.

In this chapter, we approximate the Gaussian-distributed scatterer in the scat-
tering circle by concentric rings of uniformly distributed scatterers as shown in
Fig. 24.3. The number of scatterers in a particular ring is determined by the mean,
standard deviation of the Gaussian distribution and the distance of the ring from the
center of the circle.

Fig. 24.2 A plot of the Gaussian density function with zero mean and unity variance
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Let us assume that the radius of the scattering circle is R and the standard
deviation of the Gaussian distribution of the scatterers is σ. If we equate the radius
of the circle to 3σ, then we can make sure that 99.7% of the scatterers are within the
circle of radius R. Let us assume that the circle of radius R is divided into N
concentric circles of equal width, then the width of each annular ring would be
R ̸N. Larger the value of N, better is the approximation. Now, we are required to
put the scatterers in the annular rings in such a way that in each annular ring the
scatterers are uniformly distributed whereas at the same time the scatterers should
be Gaussian distributed over the circle [5]. Figure 24.3 shows the scattering circle
being divided into annular rings. Correlating Figs. 24.2 and 24.3, the histogram A,
B,C,…. of Fig. 24.2 corresponds to the annular rings A, B, C … of Fig. 24.3. The
number of scatterers in an annular ring of Fig. 24.3 should be proportional to the
area under the corresponding histogram in Fig. 24.2. The area under the histogram
can be obtained by putting the lower and upper limits to the integral of Eq. 24.1. It
may be noted here that the integral of Eq. 24.1 is given by the cumulative density
function represented in Eq. 24.2.

The time of arrival is evaluated by calculating the time taken by the signal from
the base station to reach a scatterer and then to the mobile device. The statistics of
the time of arrival can be obtained after calculating the time of arrival from each
scatterer. It is evident that the pattern of time of arrival statistics depends on the way
the scatterers are distributed. Whereas, the actual time of arrival also depends on the
separation distance between the base station and the mobile device [6].

Fig. 24.3 Concentric annular
rings of scatterers

258 B. S. Paul



Results and Discussion

Figure 24.4 above shows 1000 Gaussian distributed scatterers generated in a circle
of radius hundred meters and at whose center the mobile device is located. The
position of the scatterers is generated by using the randn function of MATLAB.
This generates a set of points Gaussianly distributed over the x-axis. Then to each
point, an angle is associated which is generated by using a uniform random gen-
erator which generates angles between 0 and 2π radians.

Wheras Fig. 24.5 above shows one thousand scatterers generated in a circle of
radius hundred meters and at whose center the mobile device is located. Here the
circle is first divided into thirty annular rings of equal width. Then the scatterers are
uniformly distributed in these annular rings. The total number of scatterers were
considered to be thousand. The number of scatterers in each ring decreases with its
distance from the center and depends on the area of the histogram it corresponds to
in the Gaussian distribution.

As the coordinates of the scatterers generated by above two methods are known,
the time of arrival of the signal to the mobile from the base station placed at 500
meters away from the mobile device can be calculated. The time of arrival was
calculated for the signal arriving the mobile device from each scatterer in both the
cases. The probability density of the time of arrival from both the cases were then
plotted, as shown in Fig. 24.6 below. It can be observed that the probability density
function obtained by both the methods match each other.

Fig. 24.4 Sactterers
generated using Gaussian
distribution directly
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Fig. 24.5 Gaussian distribution of scatterers generated using annular rings with uniform
distribution approach

Fig. 24.6 Probability density function of time of arrival obtained by scatterers generated by
Gaussian distribution and annular rings with uniform distribution
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Conclusion

The time of arrival of the signal and its statistics is an important parameter in
wireless communication system. The time of arrival is one of the parameters which
determine the pulse width of the communication system. In this paper, we propose
an alternative way to generate the Gaussian-distributed scatterers to evaluate the
time of arrival statistics between the base station and the mobile device. This
method of generation divides the scattering circle into equal width annular rings.
Then the scatterers are uniformly distributed in the annular rings. The number of
uniformly distributed scatterers in annular rings depends on its distance from the
center of the ring, the standard deviation of the Gaussian distribution it needs to
replicate. This method of generation of scatterers makes the mathematical formu-
lation for the time of arrival more tractable. The proposed method was then vali-
dated with the standard method by evaluating the time of arrival statistics by both
the approaches.
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Chapter 25
A Study on Variation of Suprasegmental
Phonetic Appearance Considered
for Prosody Design with Respect
to Assamese Language

Parismita Sarma and Shikhar Kumar Sarma

Abstract This paper deals with a major issue for designing a Text-to-Speech
synthesizer. To design a speech synthesizer, we need speech prosody where all
significant and important utterance-related information are systematically stored.
An utterance can be divided into the segmental level as well as suprasegmental
level. Suprasegmental level deals with syllable, word, and sentence. We are
experimentally studying the behaviors of these segments with respect to Northeast
Indian language Assamese. To design intonation model of any language, a clear
understanding of a prominent portion of an utterance, prosodic boundary as well as
tunes of the concerned sentences are necessary. In this paper, we are discussing all
these features with the help of some selected speech items from our Assamese
speech database. We are trying to explain the suprasegmental behavior of utterances
with the help of tables and graphs prepared from our experiment.

Keywords Prosody ⋅ Intonation model ⋅ Prosodic boundary
Syllable

Introduction

In the age of information technology, the speech signal and artificial speech pro-
ducing tools have a huge impact on technology as well as on society. Computers
can generate artificial sound or mimic like a human with the help of an efficient
speech synthesizer. The quality of a synthesizer basically depends on its ability to
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understand the text and utter almost like a human with appropriate emotions or
tone.

Prosody design is the core architecture of any speech synthesizer [1]. For a
Text-to-Speech synthesizer, its success depends on the efficiency of the prosody.
Prosody deals with phrasing, loudness, pitch, duration, and intonation in
suprasegmental level. Suprasegmental phonetic appearance or features mean seg-
ments which are beyond phoneme level. Phonemes are the smallest component
considered for speech synthesis [2]. Suprasegmental features may be syllables,
words or sentence at best. These characteristics are very much dependent on the
semantic behavior of the language. Depending upon the concerned language, the
range of the said features changes, still few of the parameters shows similar
behavior when prosody design is concerned. The basic suprasegmental properties
we will discuss here are a variation of pitch or fundamental frequency (F0), accent
in the syllables or words, tune prediction and prosodic phrasing. The evaluation of
proper feature values for these acoustic parameters enriches the prosody.

Assamese Language

Assam is a state of Northeast India. The inhabitants of Assam is called Asomiya
and Assamese is the native language for the people of Assam. Literally, we can
define a language as sequences of symbols capable of expressing our thoughts.
Speech is a structured arrangement of meaningful smaller acoustic units. Every
language is unique in terms of semantics and scripts used to write. The Assamese
language is basically spoken by the inhabitants of Brahmaputra valley. The broad
Assamese language has totally three allied languages [3]. All of them have some
similarity with Assamese language. That is why there is dielectric variation found in
the Assamese language. This variation exists due to the geographical variance of the
state. Hazong is the one used by some of the people of Goalpara district of Assam.
Second allied language Bishnupriya is spoken by people of Barak valley and it is a
language of Bangladesh. The other language Sakma was formed at Sattagram of
Bangladesh. Some people of Barak valley of Assam, Arunachal, Mizoram and
Tripura district use this Sakma language. In spite of these vast variations in spoken
Assamese language there is only one written script officially recognized till now. In
this chapter, we are analyzing suprasegmental behavior which is necessary for
intonation study of the language with respect to officially recognized Assamese
language. It is basically spoken by middle and upper Assam people and also used in
any official or social conversation. The text of our concerned language is written in
Assamese script and the language inherits phonetic character set and behavior from
Sanskrit [4]. Assamese is an Indo-Aryan language, written from left to right and has
no capital letters. Assamese has totally 8 phoneme vowel, 21 consonants and totally
15 diphthongs [4]. Vowel phonemes can occur in all the three positions, beginning,
ending, or middle of a word. A few important phonological characteristics of
Assamese language are mentioned here. The language has no any retroflex sounds
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[4]. But it has a series of alveolar sounds. In Assamese language extensive use of
velar nasal/ŋ/is found. [4] Voiceless velar fricative/x/( ) is also used in most of
the Assamese words. This phoneme is not found in any other Indian languages.

Introduction to Text-to-Speech Synthesizer

There are two basic phases of speech synthesis process [5]. Every phase consists of
a few separate modules which carry out specific tasks necessary for that phase. The
first phase is called as natural language processing (NLP) phase or front end of the
synthesis system. Front end does preprocessing of raw text which generally
includes text normalization, digit identification whether date, time, phone number
or rupees, expansion of abbreviation to meaningful units. As a whole tokenization
of whole text to identifiable units are done in this phase. A linguistic module is used
for syllabification; which is important for our suprasegmental analysis, some
morphological psychoanalysis, grapheme to phoneme conversion, etc., are done in
the first phase. The second phase which is called as back end, make the desired
sound file taking input from Front end phase. Second phase finally gives the speech
waveform after processing a few steps. In the whole process of speech synthesis
phonetic and acoustic models are used for intonation and prosody design. In this
chapter, we are showing results of few intonation events for speech units on
suprasegmental level for Assamese language.

Related Works Done with Other Indian Languages

Suprasegmental analysis is found for other Indian languages also. A lot of works
are already done with south Indian languages like Tamil, Telugu, etc. Supraseg-
mental speech features are extracted for word boundary recognition for the Hindi
language [6]. This is done for Bangla and Punjabi languages too. Duration pre-
diction and F0 detection in syllable level are done for Hindi, Tamil, and Telugu
languages with the help of neural network application [7]. As these features are
most useful for building intonation model for the particular language, every Indian
language where speech recognition and synthesis are done, suprasegmental analysis
is carried out accordingly. Hindi, Marathi, Gujarati languages also have their own
speech synthesizer and their speech also has different suprasegmental behavior
according to the structure of the language. All these works are already done for
most of the Indian languages.
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Intonation as a Suprasegmental Occurrence

The term intonation in a broad sense means a variation of pitch in the period of
utterance [8]. Pitch is the fundamental frequency of an utterance. In this chapter, we
are discussing the movement of pitch and type of movement. To build a good
speech prosody, we need a multilevel data structure. To construct this multi-level
data structure we need intonation model of that language. For languages such as
Assamese, Bangla, Tamil, etc., and English sentence-level pitch variation is criti-
cally observed instead of a word or syllable-level stress. A study of total pitch
variation in the whole sentence is called as intonation. Intonation model is used to
convey sentence-level meaning to an utterance. It is not concerned with lexical
stress or lexical tone. In this paper, we are discussing three most important
suprasegmental phonetic event called as prominence, boundaries, and tune.

Prominence

We can see most of the sentences have some words, phrase, or syllables that are
more prominent than the others. The prominent portion is the focus point, it leads
the meaning of the whole sentence. For English language, the prominent portion
may be a word or syllable of the sentence. It is louder and longer. The same
sentence carries different meanings depending on the prominent phrase. In this
chapter, we are experimenting prominence characteristics for Assamese sentence.
Some language has prominent portion only in louder and longer syllables or words
[9]. Some others have high pitch movement instead of loudness or long segment
length. Pitch accent is another feature of prominent segments of utterance. We have
made a few tables and graphs to determine prominent characteristics of some
selected Assamese sentences. We have compared acoustic features of the emotional
sentences with their affirmative or normal form.

Prosodic Boundary

Any spoken sentence can be divided into one or more chunks. This procedure is
called prosodic phrasing [1]. Delimiters generally identify phrasing breaks. All
prosodic phrases should be pronounced with proper and accurate duration. Accurate
duration of these prosodic phrasing is necessary to understand the correct meaning
of the sentence. For a spontaneous speech, it is quite difficult to imagine the
necessary pause. There are some techniques with the help of which proper prosodic
boundary can be assigned [9]. This is reasonably significant for Assamese language.
There are some words in this language with more than one meaning. One example
is (kola). This word has two meanings ‘deaf’ and another meaning ‘art’. For
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example an Assamese sentence “ ” meaning “The
boy is adorable to the artists”. should be pronounced together to mean
the artists. The time gap between the words should be negligible compared to
others when it is uttered in a sentence. It is just like one word. Without proper
duration between the two words, meaning of the whole sentence will be “The boy is
deaf, he is adorable to Kushali and all”. The Kushali will mean a woman’s name.
Normally, a pause is imposed on punctuation marks like comma, semicolon, and
full stop. These are explicit identifiers to assert pause. Though there are many
techniques to determine prosodic phrasing, we tried in Festival framework with a
statistical model called CART decision tree. This approach uses a probabilistic
predictor. Prosodic phrases are predicted on features like surrounding word’s parts
of speech, length of utterance counted in number of words, potential boundary
distance from starting or ending of an utterance, surrounding words are accented or
not [1]. This procedure is used in Festival with the wagon-predictor tool. When we
designed an Assamese speech synthesizer with the festival framework, we used this
tool and evaluated different results. Between two adjacent syllables, the duration
can be calculated using four features. Each invocation uses a feature vector in the
form shown below.

((syl_name name) (syl_type type id) (p_syl_name name) (p_syl_type type id)).
The function return a duration value based on those features. For example,

((syl_name )(syl_type 8) (p_syl_name )(p_syl_type 6)).

Prosodic Tunes

In a single way, tune is called as the melody of utterance. Some languages are called
tunic language. The sentences of this type of language express different meanings
depending upon the tune of the utterance. We are experimenting in search of this
feature for Assamese language also. The position and distribution of the words in
all the sentences remain the same, but the meaning becomes different due to dif-
ferent tunes. The same string of text can express joy, sorrow, grief, or question on
diverse speaking tune. In English language, we can see this feature. In case of
English interrogative (yes/no answered) sentences, verb occupies the first position.
But this structure is not applicable to Assamese sentence. For example
“ ” is an Assamese sentence, in the affirmative or normal mode the
sentence means “You will go to market”. But the same sentence can be uttered with
an angry, inquiry, or surprise mood. In asking mood sentence will be tuned like
“Will you go to market?”. Its Assamese, structure of the sentence is same in both
the moods. The sentence in interrogative mood is enquiring about whether he is
going to market. On the other hand in surprise mood, exclamation is asserted like
you will go to market! The person, who is speaking, is surprised to know that you
are going to market. All these differences in tunes are obvious from the pitch or
fundamental frequency contour.
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Sample Selection and Recording Procedure

We have collected almost 500 phonetically rich Assamese sentences. The recording
was done on a multimedia computer with inherent noise cancelation property. The
room is sound proof and quiet. We used Audacity and Cool Edit Pro to record and
process the speech segments. The speakers were both male and female in the age
group of 25–30 years old. We have taken this age group to get proper pronunciation
of every utterance, as formant, pitch and other phonetic as well as acoustic features
depend upon dimension and shape of the vocal tract. Both of the persons were
adequately trained, such that they can incorporate the proper stress to appropriate
syllable and tune to the whole sentence. This is the most important work have to be
taken care of when recording is carried out. Next, the recorded pronunciation was
examined by an Assamese phonetic expert. The microphone we used with
48000 Hz. frequency response.

Experiment and Analysis

We have selected some sound Assamese sentences for prominent accent detection.
One of them is “ ” in English “The movie was not good” and
other is “ ” (“You will go to market”). Prosodic prominence can be
distinguished with the help of pitch accent. In this chapter, we are trying to establish
this experimentally for Assamese speeches. Syllables and words are the segments,
where pitch accent is found. Detection of prominent accent in syllable or words is
important for designing intonation model. From a general study, we observe that
Assamese language is influenced by pitch accent. This feature is more prominent in
case of syllables compared to words. Using an efficient Assamese syllabification
technique we syllabified both of the above mentioned sentences. Every language
has a few different syllabification rules specific to that language. But overall syl-
labification theory for all language is same. A sonority is identified for a group of
phonemes and it forms a syllable. Already we have motioned that to study accented
segment of an utterance for prosody design we need a good syllabification or
segmentation technique. It should be such that which is able to extract required
units of utterance for proper study of accented or stressed parts in it.

Table 25.1 shows F0 values for individual syllable in the sentence
“ ”. The sentence was uttered by a female radio announcer.
We have considered normal and angry mood for the sentence. After the recording is
over, we divided the sentence to its constituent syllable manually in Cool Edit Pro
software. Then we calculated F0 values for every syllable. Thus, we have prepared
the table. From this table, the following graph is constructed (Fig. 25.1).

From the graph, it is obvious that angry mood is significantly different from
normal mood if we compare them in parallel. We have plotted fundamental fre-
quency (F0) for every syllable in the sentence and connecting these points got these
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two graphs. Significantly most of the syllables in both the modes with values
ranging from 5 to 250. A huge difference is observed in two syllables only. In angry
mood an accented syllable is there with high value, that syllable is stressed to
express anger. The syllable is (naa). and in Assamese it has a negative meaning.
This syllable which makes the sentence emotional, a sharp change in pitch at that
point, and high value is noticed.

Another example is “ ”. English meaning of the sentence is
“You will go to market”. We are considering normal, interrogative and surprise
mood for the sentence (Table 25.2).

With the same procedure as above, this sentence is also divided into its con-
stituent syllables. We have had to syllabify all the three sentences as they are uttered
in three different moods, normal, interrogative, and surprise. Next, we have plotted
them with a syllable in x-axis and F0 values in Hz. on the Y-axis. To make the

Table 25.1 F0 values in Hertz for individual syllable in normal and angry mood

Normal 315.91 275.25 334.2 312.78 293.07 265.78 196.9 164.49
Angry 357.89 313.88 350.77 317.43 351.8 458.86 219.58 171.04

Table 25.2 F0 values in Hertz for individual syllables in normal, interrogative, and surprise mood

Normal 137.04 157.73 109.93 113.4 99.26 128.72
Interrogative 145.6 154.367 105.7 141.31 97.1 132.56
Surprise 146.19 167.35 94.52 182.43 216.14 113.79
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Fig. 25.1 Graph for syllable pitch values for “ ” in normal and angry
mood

25 A Study on Variation of Suprasegmental Phonetic Appearance … 271



comparison easy, we had plotted them on the same graph. The graph is as shown
below and explanation is given in the following paragraph.

Figure 25.2 is the plot of F0 for Assamese sentence “ ”. F0
values of an individual syllable are marked and we got the graphs. In the inter-
rogative sentence, the speaker is asking, where the person will go. Is it market? In
Assamese . When the same sentence was uttered in surprise mood meaning
was converted to “Is that true you will go to market”. Stress was given on

. Syllable accent is prominent at syllable “ ” in all three moods and
at “ ” for surprise mood. At syllable “ ” for the same surprise tune, a lower value
is noticed. It is because the speaker is rising down its tune to express surprise at end
of the utterance. “ ” (go) is single word, yet accented part is prominent only in
one syllable of the word. The same experiment was done in many sentences and the
same type of results were obtained. So we can say that emphasis is given on syllabic
level when the prominent accent is concerned for Assamese emotional sentences.
The speaker decides in which word or phrase more emphasis should be given to
express the meaning. The accented part is highly depended on context. When
designing the prosody all these factors should be considered.

Tune means melody. In phonology, this term is related to F0 contour or pitch
contour. A sentence can be uttered in different rhythms according to speaker’s
intention. For different emotions, the same sentence will have different utterances
with different pitch contours. To analyze the shapes of pitch contour, we have
selected some other prominent and clear speaking Assamese sentences from our
database. Among many emotionally pronounced sentences, we have selected most
frequently uttered emotional tunes. One is the interrogative type of sentence, where
answer is only yes or no. Another interrogative type sentences have wh- starting
words. Such as what, when, where, and why. In Assamese language sentences
started with, , etc., belongs to this
category. Pitch contour rising statements surprise or contradiction tune all are
important and we are analyzing these tunes with their F0 contour.

As shown in Fig. 25.3 a, yes or no answer questions have tune gradually rising
at end. Here, the example sentence is “ ”. Such type of question making
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sentence generally has one or more accented words. The contour of this type of
sentence gradually rises up from the accented word. As shown in this example, the
speaker is asking someone whether he will go home. The answer will be yes or no.
For this type of sentence, contour rises from the main accent and ends at end of the
sentence. If a sentence starts with the words where, when, what, it means WH
question asking words, pitch contour is as shown in Fig. 25.4. Sentence with these
starting words has gradually falling contour. As stress is imposed on the particular
WH word to get the answer what is asked. Another type of contour is shown in
Fig. 25.5. For declarative and informative type of sentences, beginning and ending
words become more prominent. The focus of the sentences becomes broad. So
broad accent is seen in the contour of these sentences. As shown in the example
“ ” (I do not want to have food) is an informative sentence. It has
a flat and broad pitch contour. Steep or high rise in pitch contour at end of the
sentence signifies seeking approval. As shown in Fig. 25.6, an Assamese sentence
“ ?”. In the above sentence, the speaker is asking whether the
fact will really qualify. The meaning of the sentence according to utterance is “is it
possible that he will pass the examination?”. Can the statement be approved? This
type of sentences has the meaning that speaker comes to know the fact just now
only. It has high rising F0 contour at the end of the sentence. Figure 25.7 shows
another type of pitch contour. The example sentence here is “ !”. It is a
surprise or exclamatory tune. The speaker will be wondered to know what the other
person is speaking. Inherent meaning of the sentence is “Do not you know! that is

Fig. 25.3 F0 contour for
“ ” (should I go
home?)

Fig. 25.4 F0 contour for
“ ” (where
will you go?)
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not true”. This contour has similarity with the example discussed in prominence
paragraph of the sentence “ ”. The last syllable of that sentence had
a lower pitch in surprise mood. Sometimes, we utter this type of tune to express

Fig. 25.5 F0 contour for “ ” (I do not want to have food)

Fig. 25.6 F0 contour “ ” (will he pass in exam?)

Fig. 25.7 F0 contour for “ ” (what are you saying!)
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over confidence. There are many sentences in Assamese language of this type.
According to pitch contour shown in Fig. 25.7, the sentence already starts with a
high accent at the beginning. It maintains that accent and falls down with high
velocity at the end. The last contour shown in Fig. 25.8 is called as a contradictory
or opposing tune. At the beginning, there is a steep or quick fall, then slow and flat
motion of contour, at last rising. Our example sentence is “ ”.
It means “it is so surprise to know that he will pass the exam”. Starting accent is on

means he. In middle flat falling down accent, rising suddenly at the end. It is a
contradiction type of contour.

In all the above graphs, Figs. 25.6 and 25.8 show pitch contours of the same
sentence, but they are uttered in two different moods. That is why we can see some
differences in their contour also. Figure 25.6 is a contour of an interrogative mood,
expressing doubt over the situation, will he pass in exam. The accent is noticeable
in (exam) and (a verb means complete the work). On the other hand contour
in Fig. 25.8, is a contradictory curve seen with meaning “is that he, who will pass
the exam”.

Conclusion

In this chapter, we have experimentally analyzed different Assamese sentences and
their pitch variation, prosodic phrasing, and prominence patterns in a larger unit of
utterance. We have examined individual syllable of a sentence pronounced in
different moods and studied the accented syllable. A syllable or word of a sentence
is accented to express the meaning more accurately. A sentence will have a different
meaning if the position of prominence segment changes. In the process of building
a speech synthesizer to get natural sounds, every syllable or word should be uttered
with appropriate accent and break. Pause between two words is also variable
depending upon the context of the sentence. We have mentioned about prosodic

Fig. 25.8 F0 contour “ ” (will he pass in exam! In surprise mood)
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phrasing for a better understanding of pause. In this chapter, we are experimenting
only with officially spoken Assamese tune. The pitch variation for people of lower
Assam seems to be a bit different, as they speak in some different tune. We are
experimenting with those dialects and planning to work with those datasets also.
Pitch contour is related to the whole sentence. There are different types of pitch
movement along with the sentence like rising, falling, and flat. Every type has its
own significance. At last, we can conclude that prominence is attached to syllable,
prosodic boundary is related with words and phrase of an Assamese utterance, the
tune is with the whole sentence. This type of analysis is done for most of the
languages in the world. To extract and understand all these prosodic features speech
recording is most important. We need proper and sophisticated recording tools and
expert persons to record the sentences with appropriate loud tunes. Moreover, at the
time of recording the person must be able to incorporate the exact emotion to the
whole sentence. We cannot expect actual scenario without appropriate data.
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Chapter 26
A Hybrid Particle Swarm Optimization
and Artificial Bee Colony Algorithm
for Image Contrast Enhancement

Saorabh Kumar Mondal, Arpitam Chatterjee and Bipan Tudu

Abstract Image contrast enhancement is a vital part of image processing appli-
cation for improving visual and informational quality of a distorted image. For this
purpose, Conventional Histogram Equalization techniques are most common
approaches for both the purpose of enhancing the image contrast and preserving its
main characteristics. But conventional HE techniques are not suitable all the times
for preserving all the image characteristics to improve the overall quality of an
image. In this regard, optimization techniques provide better results by controlling
proper parameters for different methods. This paper shows the implementation of a
hybrid optimization technique comprising of the search dynamics of Particle Swarm
Optimization (PSO) and Artificial Bee Colony (ABC). The effective output from
PSO search algorithm has been implemented with the ABC techniques to get better
contrast enhancement while optimizing the objective function designed towards
preserving the important characteristics of the low contrast images. The method is
tested with different test images. The output is compared with the conventional
techniques in both visually and against different image quality metrics. The visual
results as well as the metric-based comparisons show the potential of the presented
method over the conventional techniques.

Keywords Image contrast enhancement ⋅ Histogram equalization (HE)
Particle swarm optimization (PSO) ⋅ Artificial bee colony (ABC)
Hybrid optimization
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Introduction

Image enhancement is an imperative process in different image processing appli-
cations. By this process, the original images are basically converted to other
modified images, which will improve the image interpretability of human viewers.
Contrast enhancement is one of the most vital part of image enhancement process.
A contrast enhancement technique is one for getting a better quality image for the
purpose of all image processing applications [1].

Classical Histogram Equalization (CHE) is a common way to improve image
contrast, which probabilistically remaps the existing image intensity levels to the
available intensity levels [2]. Apart from CHE, many algorithms have been pre-
sented in this regard, such as Dual Sub-Image Histogram Equalization (DSIHE),
Brightness Preserving Bi-Histogram Equalization (BBHE), etc. [3]. However, many
such techniques suffer from problems like over enhancement, whitening of the
image, non-preservation of image brightness, false contouring, etc.

Optimization-based HE may be a possible alternative to such problems with
conventional techniques. Such types of techniques are Genetic Algorithm [4],
Particle Swarm Optimization [5], Artificial Bee Colony [6], etc. These optimization
techniques basically search an optimal solution, which will preserve the image
characteristics as well as enhance the image contrast to improve the overall quality
of an original image. This paper presents a hybrid optimization approach, where the
search dynamics of Particle Swarm Optimization (PSO) and Artificial Bee Colony
(ABC) are combined. The approach in this paper performs the search using PSO
algorithm while performing the ABC operations on the solutions found with dif-
ferent objective measures to find one solution that can be considered as optimal for
a better quality of the image.

PSO-ABC Hybrid Optimization

PSO and ABC hybrid methodology is totally based on the basic operation of
Particle Swarm Optimization (PSO) and Artificial Bee Colony (ABC) optimization
techniques.

Particle Swarm Optimization

PSO was proposed by Eberhart and Kennedy [7]. This method is a population-based
optimization algorithm. In this method, a number of particles are used for searching
the best solution around in search area by comprising the swarm moving. During the
search, each particle tracks it best position around in the search area. This is denoted
by Personal best, in short Pbest. From all the Pbest values, PSO tracks the best Pbest
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value achieved by any particle in the neighborhoods. This is denoted by global best,
in short Gbest. Every particle moves with a certain velocity and reached the final
location using Pbest and Gbest, calculated by Eqs. (26.1) and (26.2) respectively [8].

Vc =wVp + c1 × r1 × ðpbest−LpÞ + c2 × r2 × ðgbest− LpÞ ð26:1Þ

Lc =Lp + Vc ð26:2Þ

where Vc is the current velocity, Vp is the previous velocity, Lc is the current
location of the particle, Lp is the previous location of the particle, r1 and r2 denote
randomly generated numbers in between 0 and 1. c1 and c2 are stochastic factors or
learning factors, which are normally, set to 1.3 each [9]. w is inertia weight, which
affects the convergence and exploration in PSO process. Normally, it is set from 0.6
to 0.9 [9]. By proper tuning of process parameters, the final position has been
achieved, which will provide the better improvement of an image.

Artificial Bee Colony

ABC algorithm was introduced by Karaboga and Basturk [10]. This algorithm is a
newly invented optimization technique, which works with the basic activities of
natural bees in bee colony. In ABC algorithm, three kinds of bees are there:
employed bees responsible for searching nectar sources, onlooker bees for choosing
the food sources by employed bees and scouts, which search the new food sources
randomly.

In ABC algorithm, consider N number of employed bees are there. These N
number of employed bees’ search N different food sources. Next, each onlooker
chooses a food source searched from those N sources depending on the fitness
probability and generates a new food source based on that food source. This
probability function can be calculated as in Eq. (26.3) [11].

pi = fiti ̸ ∑
N

k=1
fitk ð26:3Þ

where pi denotes probability function. fiti denotes fitness of food source Xi (i = 1, 2,
… ,N). fitk is the total fitness of N food sources. The food source, which is not
accepted according to the fitness value, acting as scout and starts searching new
food sources randomly by Eq. (26.4) [11].

Yij =Xmin
j + rðXmax

j −Xmin
j Þ ð26:4Þ

where r denotes random real number in between 0 and 1. Xmin
j is the lower limit and

Xmax
j denotes upper limit of that problem. j indicates the dimension of the problem.
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PSO-ABC Hybrid Algorithm

In this method, PSO algorithm is executed first by initializing particles with random
position and velocity. For each iteration process, it will generate one solution
through the calculation of updated particle position (Lc). At the end of the final
iteration, various solutions are achieved based on the updated particle position.
These solutions will act as the initializing solutions for ABC operation. Then, ABC
operation is executing for calculating the final solution called optimal solution by
memorizing greatest solution achieved so far, which will provide much better
quality of image for all aspects. The pseudo code of this method is shown below.

• Take low contrast image.
• Compute histogram and unique intensity levels.
• Initialize particles with random position and velocity for PSO algorithm.
• Evaluate Pbest for each particle.
• Evaluate Gbest among all the particles.
• Update particle velocity.
• Iteration wise update particle position and set as the final solution.
• Generate various solutions for maximum number of iterations.
• Take those solutions for initializing ABC operation.
• Execute ABC operation.
• Memorizing greatest solution achieved so far.
• Stop once the set target is reached.
• Reconstruct the image.

Objective Function Formulations

The objective function of this paper is designed using three important image quality
metrics, namely, Absolute Mean Brightness Error (AMBE), Entropy and Peak
Signal-to-Noise Ratio (PSNR). Apart from these three metrics, other types of
metrics are also available, based on which the overall image quality is dependent.
The brief mathematical descriptions of these three metrics are shown below.

• The absolute difference between the input image mean and the output image
mean is known as AMBE. It is used to preserve the input image’s original
brightness and to maintain the overall image quality. Mathematically, it is
calculated by Eq. (26.5) [12].

AMBE= jEðIÞ−EðOÞj ð26:5Þ
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where I denotes the input image and O denotes the output image. E(.) represents the
expected statistical mean value. To get better preservation of input image bright-
ness, AMBE should be low.

• Image entropy is a measurement, which indicates the prosperity of an image.
Quality of an image will be proportional to the entropy value. Entropy is cal-
culated by Eq. (26.6) [13].

Ent½P�= − ∑k=0 PðkÞ log2 PðkÞ ð26:6Þ

where P denotes probability for measure the difference between 2 adjacent pixels of
value k.

• PSNR is defined as the ratio between the maximum signal power and the
existing noise power. It will indicate the efficiency of the output. Here, the
original image data represents the signal and noise is the error in the output
image.
To calculate PSNR of an image, first Mean Square Error (MSE) calculation has
to be performed. MSE denotes the average mean error of input image pixels
intensity values and output image pixels intensity values. Lower MSE result will
provide better image quality.
Assuming that N is the total number of pixels for the input image (X) and output
image (Y). Then, MSE (Mean Square Error) is calculated by Eq. (26.7) [14].

MSE = ∑i ∑j jXði, jÞ−Yði, jÞj2 ̸N ð26:7Þ

where i and j denotes the pixels position.
Based on MSE, PSNR is then calculated by Eq. (26.8) [14].

PSNR=10 log10ðL− 1Þ2 ̸MSE ð26:8Þ

where L denotes the total intensity levels. The higher value of PSNR indicates the
better output image quality.

The objective function of this paper is designed as Eq. (26.9), where PSNR and
entropy are used to divide the AMBE since both of them indicates betterment with
higher values while AMBE shows betterment with lower values. It also enables the
optimization toward minimization of the objective function.

φ x, yð Þ=AMBEðx, yÞ ̸PSNRðx, yÞ+EntropyðyÞ ð26:9Þ

where x denotes input image and y denotes output image.
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Results and Discussions

Various standard test images have been taken for verifying the presented method.
Three of the results are presented here with the results of conventional techniques
for visual comparison purpose. Figures 26.1, 26.2, and 26.3 represent the enhanced
results using various methods including the presented hybrid PSO-ABC opti-
mization method. All the images taken here are in grayscale format using standard
database [15]. The results show that the presented method shows comparatively
better visual improvement rather than other techniques. It is observed that the
presented method not only improves contrast but also tries to preserve the other
image characteristics for visual information and thus the gray tones are better
retained while the other techniques tend towards more black and white images with
lesser gray tonal effects. Also, the presented technique overcomes the false con-
touring and patches effects which are present in conventional techniques and give a
sort of synthesized image appearance. The objective comparison using different
standard metrics are shown in Table 26.1.

In Table 26.1, three different types of image quality metrics PSNR, AMBE, and
Entropy are indicated here for comparison against conventional image contrast
enhancement method (CHE, BBHE, and DSIHE respectively) along with presented
PSO-ABC hybrid optimization method. Each metric value indicated here is the

Fig. 26.1 Nut image: a Original image, b CHE-based enhancement, c BBHE-based enhancement,
d DSIHE-based enhancement, and e PSO-ABC hybrid optimization-based enhancement
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Fig. 26.2 Solar image: a Original Image, b CHE-based enhancement, c BBHE-based enhance-
ment, d DSIHE-based enhancement, and e PSO-ABC hybrid optimization-based enhancement

Fig. 26.3 Man image: a Original Image, b CHE-based enhancement, c BBHE-based enhance-
ment, d DSIHE-based enhancement, and e PSO-ABC hybrid optimization-based enhancement
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average mean value for different types of grayscale test images. To obtain high
quality of the image, the modified output images from different methodology
should have low AMBE, high value of Entropy and high value of PSNR. It is
observed that for the case of the presented hybrid optimization method, the output
values comparatively much better with respect to other methodology indicated here.

Conclusions

This paper presents a hybrid PSO-ABC technique that integrates swarm operation
from PSO with search dynamics of ABC algorithm. The optimal outputs of PSO
methodology through iteration process are again executed by efficient ABC opti-
mization process to produce a better quality of the image in all aspects. This hybrid
technique is implemented to minimize the objective function designed as well as
preserve the important characteristics of an image. Minimum objective function
value provides better image quality. The method is tested with different grayscale
images and found to be competitive in comparison with CHE, BBHE, and DSIHE.
The work can be further extended to the implementation to enhance the color
images, implementation with multi-objective optimization algorithms, designing a
more robust optimization function, etc. One important drawback of this hybrid
method is the executing time which is a little bit higher than the conventional
contrast enhancement techniques. This happens due to the iterative nature of the
presented technique to attain the desired output of the tested images. The visual as
well as objective comparison shows that this hybrid technique is the suitable
substitute for enhancing the contrast of an image in comparison with conventional
methods.
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Chapter 27
A Novel Approach for Segmenting WBCs
in Smartphones Using Color-Based
Segmentation

Ratnadeep Dey, Kaushiki Roy, Debotosh Bhattacharjee,
Mita Nasipuri and Pramit Ghosh

Abstract White Blood cell (WBC) is one of the most important blood cells in our
body. This cell controls human immune system. The high count and low count of
WBC reflect different kinds of disease in our body. Therefore, WBC counting is
very important to diagnose several diseases. The pathological process of WBC
counting is very time consuming, tedious, and prone to human error. Thus, an
automated WBC counting system is highly needed to obtain accurate results. WBC
segmentation is very important to make an automated WBC counting system. In our
work, we are proposing a color-based WBC segmentation algorithm, which seg-
ments WBCs from microscopic images of peripheral blood smear in smart phones.
Experimental results show the system to be robust and effective for WBC seg-
mentation. The proposed technique will be very helpful to make an automated
WBC counting system and could potentially overcome the errors arising due to
manual inspection.

Keywords WBC segmentation ⋅ WBC counting ⋅ App based segmentation
Color-based segmentation ⋅ L*a*b color space
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Introduction

White blood cells (WBCs) [1] also known as leucocytes are very important part of
our immune system. They help us fight infections by attacking any foreign sub-
stances that invade our body. WBC count is a laboratory test, which informs us
about the total number of white blood cells present in our body. The normal WBC
count [2] in our body is 4,500–11,000 white blood cells per microliter of blood.
Abnormally low as well as abnormally high WBC count indicates certain abnormal
conditions in our body. A doctor recommends WBC count when he suspects that
the patient is suffering from some local or systemic infection. A patient complaining
of persistent fever, chills, body aches, sore throat, boils, sepsis, cholera, malaria,
etc., is recommended for obtaining the WBC count to find out the hidden infections
in the body. Normally WBC count is done in pathological labs. However, the
problem arises when huge number of blood samples is to be checked by the
pathologists. This manual inspection process is tedious, time-consuming, and
erroneous results might incur due to boredom and fatigue. In addition, the manual
inspection process also requires expert lab technicians.

In order to eliminate these problems we have developed a smartphone-based
app, which takes as input the microscopic images of blood smear, segments WBCs
from other blood cells using image processing operations and gives the number of
WBCs present in each input peripheral image of blood smear.

Many research works has been done on WBC segmentation from blood smear
images. Dorini et al. [3] segmented WBC nucleus and cytoplasm both. In another
work [4], WBC was identified but the nucleus and cytoplasm could not be identified
separately. Nemane et al. [5] proposed WBC segmentation processes from RGB
image of blood smear. The size of the RBCs was determined by granulometry
function and depending on the size of RBC the size of WBC was determined.
However, the cytoplasm area of the segmented image was greatly over-segmented.
The human visual perception simulation cannot be done on RGB images [6]. The
color information of WBC nucleus may be an attractive property for color-based
segmentation. In the work [7], WBC was segmented using color-based segmenta-
tion from HIS images. In another approach, WBC was segmented using shape
analysis [8]. The shape analysis was done by roughly boundary detection and the
approximate boundary was determined by image thresholding. Another interesting
WBC segmentation was done [9] using Teager energy operator. The cytoplasm of
WBC was determined by morphological operation. In another work, WBC [10] has
been segmented by extracting shape, size and texture features. An automated
system for counting WBCs has been done in [11]. Not only WBC segmentation,
many more works have been done on identifying several diseases [12–15].

In our work, we have done WBC segmentation using color-based segmentation.
The shape of WBC nucleus is not same always as there are five types of different
nucleus. In addition, the size of WBC nucleus varies from an immature WBC to a
matured one. Therefore, WBC nucleus cannot be segmented properly using the
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shape and size. The color of WBC nucleus is always same in Leishman staining.
Therefore, color can be a good identifying measure for WBC segmentation.

Methodology

We have collected Leishman stained blood slides of approximately 100 different
patients from a nearby laboratory. In our laboratory, we captured microscopic
images of these slides using an optical light microscope (OLYMPUSCX21I). The
slides were placed under 100x objective of the microscope. These captured
microscopic images were then stored in our database. Figure 27.1 shows some of
the images in our database.

These images were transferred from the desktop to the Android phone and could
be stored either in the internal memory or in the secure digital card (sdcard) of the
phone. As clear from Fig. 27.1, the platelets and the WBCs got a bluish color due to
the Leishman stain whereas the RBCs got a reddish appearance. Due to this drastic
color difference amongst the three types of blood cells, we have used color-based
segmentation to extract WBCs. The detailed description of this work is presented in
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Algorithm 1. The entire code was written in Android using a software named
Android Development tool kit.

Input Image

As mentioned earlier microscopic image of Leishman stained peripheral blood
smear were used as input and stored in our database as in Fig. 27.1. The images are
in RGB color space.

Color Space Conversion

The images captured in digital microscope are usually in RGB color space whose
visual segmentation is difficult. For better segmentation, they have been converted
to L*a*b [16] color space. Another advantage of using L*a*b color space over
RGB color space is the former is device independent unlike the latter which is
dependent on the device used (scanner, camera, printer etc.).

In this color space, L* layer represents the lightness information whereas the
actual color information is contained in chromaticity layers a* and b* layer of the
color space. The a* layer represents the red, green information of a pixel. Positive
values in a* layer represents red whereas negative values in this layer represents
green color. The b* layer represents blue and yellow information of a pixel. Positive
values in this layer represent yellow and negative values represent blue color
respectively [17].

Chromaticity Layer Extraction

The L* layer contains only the brightness information whereas the actual color
information is contained only in a* and b* layer. Hence, we extracted only the
chromaticity layers a* and b* for further analysis. Figure 27.2 shows the image
obtained after extracting the chromaticity layers a* and b* corresponding to the
input image Fig. 27.1a.

More clear from Fig. 27.2, in a* layer, platelets and WBCs are much whitish in
appearance than RBCs whereas in b* layer the platelets and WBCs are much darker
than RBCs. Thus, the intensity difference of platelets and WBCs in these two layers
is much more than RBCs. This difference in intensity becomes much highlighted
for platelets and WBCs when one layer is subtracted from the other. However, for
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RBCs the intensity difference in a* layer and b* layer was not much. So on
subtracting the chromaticity layers, the RBCs get faded out because their intensity
difference approximates to zero and are thus eliminated with the other background
pixels. Figure 27.3 shows the image obtained after subtracting the chromaticity
layer.

(a) Image obtained after extracting chro-
maticity layer a* 

(b) Image obtained after extracting chroma-
ticity layer b* 

Fig. 27.2 Images obtained after extracting chromaticity layers a* and b*

Fig. 27.3 Image obtained
after performing primitive
mathematical operation on
chromaticity layers

(a) Image containing RBCs, 
Platelets and one WBC 

(b) Image containing RBCs, 
Platelets and two WBCs

(c) Image containing RBCs and 
Platelets.

Fig. 27.1 Microscopic images of blood smear
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Image Binarization

The former step was followed by image Binarization. A binary image is a digital
image where there are only two possible intensities for each pixel. The required
pixels are set to intensity value 1 whereas the background and other unnecessary
pixels are set to 0.

In our work, the main object of interest is WBCs. As clear from Fig. 27.3, the
WBCs and platelets are prominently visible while others are not. Therefore, we
extracted these two objects by image binarization.

The images obtained from previous step were binarized with a very small
threshold value approximately 0.144 to eliminate RBCs. This small threshold value
suffices in eliminating RBCs since the RBCs gets a very dimmer appearance as a
result of previous step which is clear from Fig. 27.3. Thus, the RBCs were elim-
inated along with other background pixels leaving behind image consisting of
platelets and WBCs.

Platelet Removal

Platelets are very minute structures and they were eliminated using morphological
[18] operations along with other artifacts leaving behind the desired WBCs whose
size are much larger than platelets. Figure 27.4 shows the outputs generated by our
app corresponding to the input image Fig. 27.1a, b and c after performing all the
previously mentioned image processing operations.

(a) App output corresponding to fig-
ure 1a 

(b) App output corresponding to 
figure 1b 

(c) App output corresponding to 
figure 1c 

Fig. 27.4 Output given by our developed app
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Result and Discussion

Our developed app consists of four major components namely text-field, text-view,
button, and image-view. The path of the image to be analyzed is given in the
text-field named “Enter path of the image”. The button named “Press to see” is
clicked next. When this button is pressed, the image whose path is mentioned in the
text-field is fetched, further segmentation takes place on it, and the final image
consisting of only WBCs is displayed in the image-view along with its count.

We have tested the app output on 100 different input images and checked
whether it segments the WBC correctly. We got appropriate results in most of the
cases. Table 27.1 shows the WBC count per input image obtained by manual
inspection and the one given by our app for 20 different input images. Our system
gives an overall accuracy of 91.66%.

Table 27.1 Comparison between WBC counts obtained by manual inspection and the one given
by our app

Serial
no.

WBC count per input image obtained by
manual inspection

WBC count per input image given by
the developed app

1 1 1
2 2 2
3 0 0
4 3 3
5 1 1
6 0 0
7 1 1
8 3 5
9 1 1
10 4 4
11 1 1
12 1 1
13 3 3
14 1 1
15 3 4
16 2 2
17 2 2
18 1 1
19 2 2
20 4 4
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Conclusion

White Blood cell counting is very important for the diagnosis of several diseases.
The manual processes for counting WBC are error prone. These errors can lead to
wrong diagnosis of diseases. An automated system for counting WBC may remove
the errors of manual counting processes. WBC segmentation is very important to
make an automated system for WBC counting. The shape and size are not always
correct identification parameters of WBCs. Because shape and size of WBCs are
not always same. WBCs can change their shape and size under different circum-
stances. However, WBCs are always in bluish appearance. In our proposed work,
we have segmented WBC from microscopic image using color-based segmentation.
Our developed app correctly segments WBCs from peripheral images of blood
smear. This app could eliminate the dependency on expert lab technicians and
would help to avoid huge rush to pathology centers. This would be highly beneficial
for people residing in outskirts where pathological centers and expert pathologists
are not readily available.
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Chapter 28
Some Issues Related to Phone Recognition
and Language Identification Using Phonetic
Engine

Sushanta Kabir Dutta and L. Joyprakash Singh

Abstract The introduction of a phonetic engine in the literature is that it is a sys-

tem which transforms a speech signal into some symbolic form. Phone recognition

is a primary task of a PE. Among the various other applications of PE, one very

useful application is the Language Identification (LID). This chapter discusses some

issues pertaining to the use of PE in phone recognition as well as in language iden-

tification. Here, we have used PEs for three Indian Languages: Manipuri, Assamese

and Bengali, in building the LID system. These languages are widely spoken in the

Northeastern region of India. In the development of PEs, the International Phonetic

Alphabet (IPA) symbols are used in the data transcription process. In modeling the

phonetic units Hidden Markov Models (HMM) have been used in the training phase.

These trained HMMs are then used in phone recognitions leading to the identification

of language(s) of unknown test utterances. The overall phone recognition accuracies

reported by the existing PEs for the above selected languages are 62.11% for standard

Manipuri language, 59.0% for Kakching Dialect of Manipuri, 43.28% for standard

Assamese and 48.58% for Bengali language. Automatic LID is possible using a set

of PEs in testing unknown utterances due to the language bias of these systems. Var-

ious levels of identification rates reported in some LID tasks carried out with PEs

are discussed here to look into the issues belonging to it.
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Introduction

The term Phonetic Engine (PE) was introduced in [4, 5]. The PE transforms acoustic

phonetic information present in a speech signal into some symbolic form. Therefore,

it produces a sequence of symbols that uses no language constraints such as lexicon,

syntax, etc. The detailed description of PE is available in [19]. The symbols are cho-

sen in a way so that they can capture all kinds of phonetic variations in the speech

signal. Existing PEs implemented for Indian languages produce syllable-like units

as the output such that these units are most basic in sound production system. The

International Phonetic Alphabet (IPA) symbols are used as the underlying sub-word

units in the process. These sub-word units act as one level of abstraction for continu-

ous information available in the signal. Thus these symbols may be considered to be

some form of the quantized version of the information available in the speech signal

[14].

The PE is used as a front-end module in many applications, viz. Speech Recogni-

tion (SR), information retrieval (IR) and Language Identification(LID). One distinct

advantage of PE is that it uses an open vocabulary set unlike conventional SR sys-

tems. It incurs a low error for Out Of Vocabulary (OOV) words. While conventional

SR systems are used for languages with written form, the PE can be used with a

database containing only spoken form of data. Another advantage is the possibility

to make a PE for a new language with similar sounds using minimum speech data

from the language since it uses very low level of representation like the phonetic

units of the speech data. Moreover, the concept of PE is more suitable for speech in

Indian languages due to use of phonetic nature of characters used during production

as well as writing [19]. The existing PEs developed for Indian languages use syllable

like sub-word units and Hidden Markov Model (HMM) is used to model each of the

sub-word units in building the system [18, 19]. The motivation for using syllable like

units as sub-words is that such units are directly represented in text symbols in most

of the Indian languages.The PEs use the IPA symbols since IPA provides one symbol

for each distinctive sound. A symbol more often comprises of one or more elements

of two basic types, letters and diacritic marks [8]. The letters represent basic sound

units while the diacritics are small markings placed around the IPA letter to show a

certain alteration or specific description of pronunciation.

In the present study we are considering the existing PEs of the three different

languages Manipuri, Assamese and Bengali widely spoken in the North Eastern part

of India. In Manipuri, we have two PEs, one for the standard Manipuri language (the

officially used version) and another for a dialect known as ‘Kakching’ spoken by the

people in Kakching area of Southeastern part of Manipur. However, for Assamese

and Bengali languages, we have the PEs available for only the standard version of

languages (being officially used). The phone recognition accuracies reported by the

Manipuri PEs are 62.11% for the standard version [3] and 59.0% for Kakching dialect

[1]. Similarly, the accuracies reported by Assamese and Bengali PEs are 43.28% and

48.58% respectively [3].
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The other sections of the chapter are organized in the following way: The Sect. “A

Brief Discussion on Language Identification Cues” provides a short discussion on

language identification cues. The Sect. “An Overview of Language Identification

Using Phonetic Engine” discusses the overview of the process of language iden-

tification using PEs. The Sect. “Issues with Phonetic Engine in Phone Recognition

and Language Identification” details the issues with PE in language identification.

The Sect. “Summary with Conclusion” contains the summary with conclusion for

the future directions of the work.

A Brief Discussion on Language Identification Cues

The task of automatic language identification(LID) is the process of identifying a

particular language from a set of languages. In the literature, LID is broadly classified

into two main categories, Explicit LID and Implicit LID systems [11]. Explicit LID

requires a segmented and phonetically labelled speech corpus while Implicit LID

uses digitized speech samples with corresponding true identities of the language.

The LID system using PEs is an Explicit system [2]. A few LID cues are presented

below.

Acoustic: It is a physical characteristics of the speech signal described by fre-

quency, time and intensity information of the speech. These are represented as a

sequence of feature vectors where each individual feature vector corresponds to

acoustic information for a particular time frame. Acoustic information is one of the

most primitive forms of information obtained by speech parameterization [16, 17].

The widely used speech parameterization techniques are Linear prediction coeffi-

cients(LPC), Mel-frequency capstral coefficients(MFCC), Perceptual Linear Predic-

tion(PLP) and Linear prediction Cepstral coefficients (LPCC) [12].

Phonotactic: There are various phonological factors governing the distinctive-

ness of a particular language. Some of these are the phone sets and phonotactic con-

straints of a language. The word ‘phonotactic’ refers to the rule that govern the dif-

ferent combination of phones or phonemes in a language [15]. Different languages

may have different allowable combination of sequence of phoneme combinations.

For example, Japanese has strict phonotactic constraint prohibiting a consonant fol-

lowing another consonant, while English does not have such rules. Thus, phonotactic

information may be useful in capturing some dynamic nature of speech signal usu-

ally lost in feature extraction [13].

Vocabulary: Conceptually, the most important difference among the languages

is the different set of words they use. Therefore, the vocabulary differs [13]. This is

an important cue.

Prosodic: The stress, intonation and rhythm are all important elements used

within the prosodic structure of a spoken utterance. The manner in which these are

incorporated varies from language to language. For example tonal languages like

Mandarin has a very different intonation characteristics than a stress language like

English [13].
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There exposed a significant importance of acoustic-phonetic approaches in lan-

guage identification [6, 9, 20]. To get accurate estimation of the information sources

some form of detailed modeling is necessary [20]. In PE-based language identifica-

tion systems [2, 7], continuous density HMMs are used to build language-dependent

Phone Recognizers (PRs). An acoustic model is then created by using audio record-

ings of speech with their corresponding transcriptions which are later complied to

get statistical representations of the phone units in the PRs.

An Overview of Language Identification Using
Phonetic Engine

Acoustic analysis is used as the first step in the development of an LID system using

PEs [3]. Acoustic analysis deals with slicing the speech signal into successive frames

of around 20–25 msec duration with 10–15 msec overlap, where each frame is later

on represented as a set of feature vectors extracted therefrom. In [2, 3], frames with

25 msec duration and 10 msec overlap are used. Each frame is represented by a 39-

dimensional feature vector containing one energy coefficient, 12 MFCCs, 13 delta

and 13 acceleration co-efficients. Then a 5-state prototype left to right HMM is

used for modeling of each phonetic unit. First and last states of the model are non-

radiating while the remaining three are radiating states. The global mean and vari-

ance of HMMs per state are calculated using the predefined prototype along with

acoustic vectors and transcriptions. Once an initial set of models are built, the opti-

mal HMM parameters are re-estimated to get the acoustic model. The acoustic model

is the backbone of a PE. A total of 30 phonetic units including a silence are used

in Manipuri language PE while 34 phonetic units are used in both Assamese and

Bengali PEs [2].

The extracted feature vectors from a test utterance are then compared with the

‘acoustic model’ to estimate the ‘acoustic likelihood’ scores. This is illustrated in

Fig. 28.1 below. Here the PEs of three different languages, viz. L1, L2 and L3 are

used to build the LID system.

The highest likelihood score emanating from a PE is used to identify a language.

The system can be extended to contain any number of PEs as required.

The performance of an individual PE is evaluated as [14]

PA = N − D − S − I
N

× 100% (28.1)

where, PA is percentage accuracy, N is the number of words in the test set, D is

the number of deletions, S is the number of substitutions and I is the number of

insertions. Thus, PA provides the accuracy rate of a particular PE. While using in

LID tasks, the identification rate (IDR) of the overall system is estimated as
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Fig. 28.1 LID system
Test Utterance

L1 PE L2 PE L3 PE

Likelihood Score Likelihood Score Likelihood Score

Select Max Likelihood Score

Identified Language

IDR = n
N

(28.2)

where ‘n’ is the number of correctly identified utterances and ‘N’ is the total number

of utterances used in a particular language L.

Issues with Phonetic Engine in Phone Recognition and
Language Identification

Language dependency of a PE leads to its application in LID tasks [7]. However, the

data collection process plays a crucial role in the development of PEs . It is found that

the phone recognition accuracy achieved by a PE is less if data are collected using

telephone channels, as compared to a phone recognizer (PR) for which collection

is done using broadband channels. For example, the phone recognition accuracies

achieved by Kakching dialect PE is 59.0% [1], standard Manipuri, Assamese and

Bengali language PEs are 62.11%, 43.28% and 48.58% respectively [2]. However,

the phone recognition accuracy achieved by a PR in the TIMIT database with same

settings of HMM recognizers is 79.0% [10]. This may be summarized as due to the

channel noise in the data.

Another observation is that the phone recognition accuracy is also dependent

on the mode in which the data are being collected. Some experiments on the

Manipuri PE were carried out with the speech data collected from male and female

speakers in Read, Conversation and Lecture modes. During this experiment, three

types of speech databases were prepared consisting of only male speakers, only

female speakers and both male and female speakers together for Read and Lecture

modes. However, just one type of database could be prepared in the Conversation

mode of speech data which contained only male speakers. The Table 28.1 below

shows the various levels of phone recognition accuracies achieved in all these cases.
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Table 28.1 Performance analysis of Manipuri PE

Sl no Mode Type of speaker Accuracy

1 Conversation Male 64.71

2 Lecture Female 69.71

3 Lecture Male 72.50

4 Lecture Both male and female 68.62

5 Read Female 74.21

6 Read Male 72.07

7 Read Both male and female 70.49

Table 28.2 Phone duration measurements

Phone Standard Manipuri Kakching Dialect

aa 745530 1093180

ea 380774 590853

e 773230 667588

i 638225 980036

o 731329 922449

u 598389 869011

One observation from here is that with the phone recognition rate is always higher

when the database contains only one type of speakers (either male or female) rather

than both together. However, the overall accuracy with all the three modes being

used is only 62.11%.

Read and Lecture mode data are more formal mode of speech data than the con-

versation mode. The recognition accuracy is high in these two modes due to more

clarity in the utterances.

The transcriptions of the data have significant role in the PE performance and

therefore language recognition. For example, to distinguish between two varieties of

the Manipuri language—the standard Manipuri and the Kakching Dialect, the dura-

tions of phones can be measured with respective PEs. This provides important infor-

mation about the two varieties of the language. Table 28.2 shows the exact phone

durations measured in units of 10−7 s for the above two versions of Manipuri Lan-

gauge. Only vowels are considered as the consonant durations are insignificant.

The comparison of the phone durations can be visualized as in Fig. 28.2.

The number of speakers used in the database also influences the PE phone recog-

nition tasks. With 16 speakers the Manipuri PE overall accuracy is 62.11%, while

for 31 speakers the Assamese PE overall accuracy is 43.28%. Similarly, the overall

accuracy of the Bengali PE is also 48.50% for 43 speakers. This is due to speaking

variations by the speakers which influence the transcription process.

However, when used for LID tasks the system comprising of a set of PEs the IDR

is much higher even though the individual PE’s PA is not so good. This is a good sign
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Fig. 28.2 Comparison of

phone durations: standard

Manipuri and Kakching

dialect

Table 28.3 IDR by LID system with 3 PEs

Sl no Language IDR by acoustic likelihood

1 Manipuri 99%

2 Assamese 99%

3 Bengali 100%

that the PEs are worth in use for LID tasks. Table 28.3 below shows the IDR for the

sytem with three different PEs, Manipuri, Assamese and Bengali. The reason behind

this is that the overall system performance is a statistical estimate of the maximum

likelihood of an unknown utterance being coming from one of the PEs, which is to

some extent independent of the PA of individual PEs. Table 28.3 shows the IDR with

100 utterances each of which is 6–7 s duration from each of Manipuri, Assamese and

Bengali languages being used as test utterances.

The native speaker dependency is another issue with the PEs. If the collected

database is from non-native speakers of a language the phone recognition accuracies

of the PE will change [7, 14]. This is due to the speakers may use some of the phones

from their native language. Therefore, the IDR in an LID task will subsequently will

vary.

Summary with Conclusion

Here, we have discussed a few issues related to the phone recognition as well as

language identification by PEs. The primary task of the PE is phone recognition and

the higher the level of accuracy is, better the PR it would be. While using in language

identification, a set of good accuracy PRs are usually expected, since the common
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understanding is that it will result an LID system with better accuracy. However,

our experiments with the present LID system shows that the IDR of the system does

not much depend on the accuracies of individual PRs (here the PEs). This is due

to considering the maximum acoustic likelihood in case of the identification of the

unknown test utterances. Another point is that different languages use different phone

sets. Therefore, such an LID system can result in sufficient IDRs.

However, the IDR can be tested with one PE for different varieties of a single

language. That is the PE of a single language can be used to observe how it identifies

different dialects of the language. For this the transcribed data from all the dialects

will be required to train the system.
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Chapter 29
An Image-Based Approach
for the Classification of Dementia
from Brain Magnetic Resonance Images
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Abstract White Matter is considered to be an important biomarker for detecting
various brain disorders. Many studies have documented the involvement of white
matter and its degeneration with brain disorders. An image-based approach is
developed to detect the white matter from T1-weighted brain magnetic resonance
images. K-means clustering algorithm is used to perform 2D and 3D segmentation
of white matter from all the input images. Backpropagation neural network clas-
sifier is trained with area, volume features, and Open Access Series of Imaging
Studies datasheet features to classify demented and non-demented classes. The
proposed approach reports highest classification accuracy of 90% using back-
propagation neural network. Extracted features such as area and volume along with
datasheet features such as Estimated Total Intracranial Volume, Normalized
Whole-brain Volume, Mini-Mental State Examination score and Atlas scaling
factor are found to be important for the detection and classification of dementia.
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Introduction

White Matter (WM) is considered to be an important biomarker for detecting
various brain disorders because degeneration of white matter is a symbol of brain
disorders [1]. WM is particularly required for long distance information transfer
between various brain regions. Quantification of anatomical brain tissues such WM
is very important for the clinical diagnosis of neurological diseases, as it connects
various gray matter structures in the brain to each other and perform selectrical
activity between neurons [2]. Dementia is brain abnormality which occurs when
brain is damaged by disease. It includes broad category of symptoms which lead to
a severe cognitive decline in the patients. It is generally an age-old disease and
mostly found in older adults. The symptoms of dementia are different and serious
than normal aging, hence not to be confused with normal aging. Dementia patients
unlike normal older adults can show severe memory loss. Demented people may
not even recognize familiar places, faces, directions, languages, objects, which is
not the case with normal aging. According to WHO report in the entire world, there
are 7.7 million cases of dementia every year. The report estimates that a number of
patients will be tripled by coming 2030, also according to Indian report of dementia,
there are on average 3.7 million cases in 2010. It is expected to be doubled by
coming 2030 with significant increase in cost [3–5].

Many novel techniques in previous literature have been reported that the 2D as
well as 3D segmentation of WM is possible. As manual segmentation of WM is a
time consuming, techniques such as conventional thresholding approach was
introduced, but it failed to provide good quality segmentation due to the nonuni-
form distribution of pixel intensities in MR images. K-means clustering algorithm
has been popular for performing MR image segmentation and classification for
extracting the region of interest. Its implementation is popular and unique because
of the simplicity of the algorithm, reduced computational time and higher accuracy
[6]. Several studies have been carried out to analyze the effect of various brain
abnormalities due to white matter hyperintensities in MRI. WM hyperintensities are
found to be in strong association with stroke dementia and cognitive decline. White
matter atrophy has always been a vast area of research in cases of traumatic brain
injury, depression, dementia, multiple sclerosis, schizophrenia, hydrocephalus,
Alzheimer’s disease, and healthy aging [7]. Cognitive disorders such as Parkinson’s
disease, dyslexia, autism, AD, multiple sclerosis are found in association with the
structural and functional decline in the largest white matter structure known as
Corpus Callosum [8]. MR images of the brain for dementia patients have shown the
importance of white matter features to classify healthy controls and demented
patients. It has been investigated that demented brains have reduced white matter
structure than the normal patients. Since accurate feature extraction depends upon
the quality of segmentation from MR images, several supervised and unsupervised
algorithms have been proposed. Several neuroimaging tools, such as SPM, FSL,
and Freesurfer provide automated segmentation routines for extracting WM from
brain MR images [6]. Open Access Series of Imaging Studies (OASIS) is an
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open-source database which has been used widely for investigating the neu-
roimaging studies on dementia [9, 10]. Several feature classification approaches
such as VBM, PCA has reported classification of dementia with accuracies more
than 80%. Classifiers such as neural network, SVM, multilayer perceptron have
reported classification accuracies of more than 85% with OASIS data. Morpho-
logical and textural features of Corpus callosum have reported significant contri-
bution in detecting dementia from brain MR images [6].

The increasing threat of brain disorders imposes the need to design automated
approaches for early detection. Though imaging modalities are available, misdi-
agnosis of these disorders can lead to delay in treatment and recovery of patients.
Diagnosis with only visual inspection can lead to subjective errors and hence can be
supported with automated techniques. Keeping this goal in mind, this work uses
white matter features and OASIS dataset features as biomarkers for detecting
dementia. An automated approach of 2D and 3D segmentation of WM has been
proposed using k-means clustering algorithm. 3D segmentation approach includes
semi-automated segmentation routine with MATLAB and 3D slicer interface
(MATLAB-bridge) which ensures a better quality of segmentation [11]. This work
uses a k-means clustering algorithm for segmentation and backpropagation neural
network for classification of input MR images. An image-based approach is
developed to detect the white matter from T1 weighted brain magnetic resonance
images. Segmentation of white matter is performed for all input images using
k-means clustering algorithm. From each segmented white matter, morphological
features are extracted. Backpropagation neural network classifier is then trained and
tested with the extracted features to evaluate classifier performance.

Methodology

A major analysis of the project including segmentation, feature extraction, and
classification is performed using MATLAB [12–14]. Input MR Images are col-
lected from OASIS. They provide a dataset which consists of a longitudinal col-
lection of 150 patients of both normal and abnormal from aged 60 to 96, including
both male and female [9, 10] (Fig. 29.1).

Fig. 29.1 MR Image analysis for classification
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Image Preprocessing

Using MATLAB, all images are converted to grayscale and made equal in size.
Normalization and median filtering operations are then performed for each brain
scan.

2D and 3D WM Segmentation

The 2D morphological feature extracted is the area of WM using MATLAB;
whereas in the 3D morphological feature, volume is extracted using 3D slicer.
Editor tool and MATLAB interface of 3D slicer (MATLAB-Bridge) are used to
perform 3D segmentation. All segmented slices are built together to form a 3D
volume of WM. Segmentation task is performed using an unsupervised k-means
Clustering algorithm. The algorithm clusters N input data points into K different
clusters. The algorithm can be implemented in following steps (Fig. 29.2):

1. Decide the number of K and initialize the centroids
2. Find the distances between N data points and centroids
3. Group the data points into K clusters depending upon the minimum distances
4. Update the centroids until there is no movement of clusters.

As Euclidean distance is used as a distance measure, the objective function J is
given as

Fig. 29.2 K-means clustering algorithm
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J = ∑k
q=1 ∑p∈ cq Xp − μq

�
�

�
�
2 ð29:1Þ

where cq is the qth cluster and µq is the centroid of cluster cq [8].

Extraction of WM Features

Along with area and volume, some more features are also considered to improve
classification accuracy. These features provided in the OASIS datasheet, eTIV,
nWBV, MMSE, and ASF [15].

(i) Estimated Total Intracranial Volume (eTIV): eTIV was computed by scaling
the manually measured intracranial volume of the atlas by computing the
determinant of the affine transform connecting each individual‘s brain to the
standard atlas.

(ii) Normalized Whole-brain Volume (nWBV): This is total intracranial volume.
The image is initially segmented into 3 different structures such as GM, WM,
and CSF. Then by using maximum likelihood estimates, the voxels are
classified to each tissue class. The nWBV is then calculated as the amount of
all voxels within each tissue class.

(iii) Mini-Mental State Examination score (MMSE): This test is a 30-point
questionnaire that is used for the assessment of cognitive decline. A score
greater than 24 (out of 30) indicates healthy cognitive performance. Scores
below 24 indicate mild, moderate, and severe conditions in dementia. For
example, mild dementia has an average score of 19–23 points, moderate has
10–18 points, and severe dementia shows scores less than 9 points.

(iv) Atlas Scaling Factor (ASF): Derived from transformation information gen-
erated while converting the native space into atlas space.

Features Classification by Design of Classifier

Backpropagation neural network (BPNN) is used as a classifier for the classification
of dementia. It is a supervised learning algorithm which calculates the gradient of
the loss function, and then the optimization technique minimizes this loss function
to update the weights and biases [16–19]. The network is designed with three
different layers, i.e., the input layer, hidden layer, and the output layer. The input
layer consists of 6 neurons with 30 neurons in the hidden layer and 2 output
neurons in the output layer. This network is trained such that it can it can identify
the input data if it is demented or non-demented with respect to the given features
[11]. Two target classes, demented and non-demented are given binary values of 1
and 0 respectively. Along with classification accuracy, sensitivity and specificity
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values are also estimated. Sensitivity is a measure of true positive rate (demented
patients correctly classified in class 1), while the specificity is a measure of true

Fig. 29.3 White matter segmented from 2D MR images a Input Image, bWM segmentation from
input image

Fig. 29.4 2D and 3D segmentation of WM using MATLAB and 3D slicer interface: a, b 2D and
3D segmented WM for normal subject, c, d 2D and 3D segmented WM for demented subject
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negative rate (non-demented subjects correctly classified in class 0) of classifica-
tion. The sensitivity and specificity are computed as

Sensitivity =
TP

TP+FN
ð29:2Þ

Specificity =
TN

TN +FP
ð29:3Þ

where TP = true positives, TN = true negatives, FN = false negatives (demented
patients incorrectly classified as normal), and FP = false positives (normal subjects
incorrectly classified as demented). The classifier performance is analyzed by
plotting Receiver Operating Characteristics (ROC) plot and confusion matrix. ROC
plot is generated by calculating the true positive and false positive rate, while
confusion matrix shows the accuracy of the classifier along with a number of
correct and incorrect classification of input data [8, 11] (Figs. 29.3, 29.4).

Results

All 42 subjects are quantified and tabulated. The mean values of all the features are
given in Table 29.1 From the mean values of WM features area and volume, it is
evident that demented subjects have a loss in their WM structure as compared to
non-demented or normal subjects [11].

The confusion matrix and ROC plot generated for classifying the data with 35
subjects are shown in Fig. 29.5a and b respectively. These plots are produced for a
hybrid feature vector consisting of 2 WM features and 4 features from OASIS
datasheet. Out of the 16 normal samples, 14 are correctly detected as normal and 2
samples are misclassified into demented class. While out of the 19 demented
samples, only 1 sample is incorrectly classified into normal class, rests of the 18
samples are correctly classified into demented class. As a result, a trained neural
network gives out the results with an accuracy of 90% [11]. The ROC plot shows
the relative balance between true positive rate and false positive rate. The area under
the ROC curve shows the true positive rate (sensitivity) and false positive rate
(1-sensitivity) of the classifier. A perfect plot shows points in the upper left corner.
For this analysis, ROC plot shows that the network performs well.

Table 29.1 Quantified value of white matter of 42 subjects

Feature
(Mean)

Area of
WM

Volume of
WM

MMSE ASF nWBV eTIV

class

Demented 168814 225230 25 1.186 0.73 1500.982
Non-demented 180175 289045 29 1.193 0.73 1520.399
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Conclusion

WM features are found to be promising and important in classifying demented and
non-demented subjects. In case of normal and demented patients, the changes in
area and volume of WM are observed to be different, because for demented subject,
the concentration of WM is less when compared with non-demented subjects. The
highest accuracy up to 91% is achieved for the classification of MR images of
normal and demented subjects. The extracted features are proven to be a significant
insight to discriminate demented and non-demented brains.
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Chapter 30
A Deblocking Algorithm for
JPEG-Compressed Images Using Wavelet
Domain Adaptive Non-Local Means Filtering

Vijay Kumar Nath, Satyabrat Malla Bujar Baruah,
Deepika Hazarika and Hilly Gohain Baruah

Abstract This paper proposes a new post-processing scheme for blocking artifact

reduction in JPEG-compressed images through wavelet domain adaptive non-local

means (NLM) filtering. It is assumed that the degradation due to discrete cosine

transform (DCT) domain quantization noise is some additive noise. The good denois-

ing property of undecimated wavelet transform (UDWT) is utilized here. It is shown

that there exist a strong relationship between the JPEG image quality factor (Q) and

the experimentally observed ‘optimal’ NLM filter parameters. Based on a subband

adaptive threshold, the detail coefficients are first classified into significant and non

significant coefficients. The coefficients below the threshold are insignificant coeffi-

cients that are treated with adaptive NLM filter using proposed parameter selection

strategy. With this strategy, the wavelet coefficients corresponding to edge structures

are well preserved and the noisy ones are reduced effectively. The coefficients above

the threshold are significant coefficients which are treated with adaptive NLM filter

using different parameter selection strategy that yields comparatively less smoothing

and avoids oversmoothing of important details. The proposed deblocking algorithm

achieves high competitive performance compared to that of existing well-known

image deblocking techniques both objectively and subjectively.
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Introduction

The block-based discrete cosine transform (DCT) is widely popular due to its near-

optimal energy compaction feature and availability of efficient hardware implemen-

tations [1]. Thus block DCT is popularly used in image and video coding standards

such as JPEG and MPEG. However in JPEG at high compression ratios, the decoded

images exhibit visually disturbing blocking artifacts which appear in the form of

gray-level discontinuities along the block boundaries. A significant amount of atten-

tion has been paid to the post-processing of DCT-coded images in the literature.

Algorithm described in [2] apply the 3× 3 Gaussian filter to pixel elements along

the block boundaries to reduce blocking artifacts, however the true edges get blurred

in this process. The iterative projection onto convex set (POCS) [3, 4]-based meth-

ods produces good deblocking results but are computationally demanding. Nath et al.

[5] proposed to apply an adaptive bilateral filter to suppress blockiness in DCT

compressed images. Recently Alireza et al. [6] proposed an JPEG artifacts reduc-

tion algorithm via two stages—the first stage suppress blocking artifacts via block

boundary smoothing and guided filtering. The second stage takes care of blurring

and aliasing reduction around the edges via local edge regeneration scheme. In [7],

Wang et al. proposed a deblocking method consisting of three steps-thresholding,

model classification, and a deblocking filtering. The authors used a directional filter

to reduce ringing around the edges.

In [8], Wu et al. described an efficient wavelet thresholding-based post-processing

technique where the soft threshold value is made adaptive to various block DCT com-

pressed images using various quantization tables. This method produces very good

deblocking results, while preserving important features in an image. The shape adap-

tive DCT [9]-based image deblocking technique has shown state-of-the-art deblock-

ing results in the literature. In [10], blocking artifacts are suppressed in wavelet

domain using local Wiener filtering. The high correlation between the mean of first

3× 3 values of quantization table and the noise standard deviation has been demon-

strated. In [11], a wavelet domain blocking artifact suppression method based on

local Laplace prior was proposed. The wavelet coefficients in this method are mod-

eled using a Laplace pdf that uses local parameters.

In [12], You and Cho proposed an image denoising technique based on wavelet

domain NLM filtering. Unlike conventional wavelet domain methods, this method

can effectively preserve the small coefficients that are corresponding to important

signal features and eliminate the actual noisy ones. Motivated by their approach we

propose to suppress blocking artifacts in UDWT domain using improved NLM filter-

ing. It should be noted that the improved NLM filter [13] performs better than simple

NLM filter [14] and very efficiently computes the weight not only based on inten-

sity distance but also on spatial distance. Since the ‘optimal’ selection of domain

and range parameters highly affects the filtering performance, we have made these

parameters adaptive to the JPEG image quality factor (Q).

The rest of the paper is organized as follows: section “Proposed Method” describes

the proposed method and provide details on adaptive parameter selection for
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improved wavelet domain NLM. In section “Experimental Results” we present

the experimental results of many blocking artifact suppression techniques. Section

“Conclusion” concludes this paper.

Proposed Method

Although various block DCT domain quantization noise models exist in the litera-

ture, the degradation due to DCT domain quantization noise in this chapter is mod-

eled as some additive noise. The model of a degraded image has the form Y = X + N
where X denotes the original non-compressed image and Y represents the image that

is obtained after block DCT domain quantization and N denotes some additive noise

with standard deviation 𝜎n. After applying undecimated DWT, we have y = x + n
where y, x, and n denotes the wavelet domain observed image, uncompressed image,

and noise respectively.

Buades et al. [14] introduced the concept of NLM filtering that has attracted sig-

nificant attention in the recent years. The conventional NLM filter modifies its pix-

els as the weighted sum of its neighborhood pixels where the weights are computed

based on self- similarity of the neighbors. The improved NLM filter [13] used in this

paper is defined by the following expression:

x̂(m, n) = 1
Zm,n

∑

i′,j′∈Ω
e
−
(
‖(m,n)−(m′ ,n′)‖22

2h2d

)

e
−
⎛
⎜
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‖y(sm,n )−y(sm′ ,n′ )‖2
2,a

2h2r

⎞
⎟
⎟⎠y(m′

, n′) (30.1)

where y(sm,n) is the image patch centered at spatial position (m, n). hd and hr controls

the weights in spatial and intensity domains respectively. Zm,n is the normalization

factor given by the following expression:

Zm,n =
∑

m′
,n′∈Ω

Wd(m′
, n′)Wr(m′

, n′) (30.2)

Wd(m′
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(30.1) can be treated as a bilateral filter when the image patch reduces to the size of

a pixel element and also can be treated as a conventional NLM filter when the para-

meter hd equals to +∞. Therefore expression in (30.1) can be viewed as a combined

form of basic NLM filter and bilateral filter. The very low values of hd and hr may

leave the noise unfiltered and very high values of these parameters may oversmooth
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the input image. Therefore, the proper adaptive estimation of these two parameters

is highly important.

In the past few decades, a good amount of work has been reported on DWT

domain image denoising methods because of its sparsity property and multireso-

lution structure. The orthogonal DWT lacks shift invariance that makes it unsuit-

able for various image processing applications. The removal of downsamplers from

the analysis stage and upsamplers from the synthesis stage can still provide per-

fect reconstruction and translation invariance is also achieved. This type of decom-

positions is known as undecimated DWT. In traditional wavelet domain denoising

while thresholding the large wavelet coefficients which correspond to important sig-

nal features are usually preserved well but small wavelet coefficients which are due

to important signal features are often removed along with the unimportant small

coefficients which are due to noise.

We exploit the effective denoising property of UDWT and improved NLM

together to suppress the blocking artifacts in JPEG-compressed images. We pro-

pose to classify the wavelet coefficients in a detailed subband into significant and

non-significant coefficients using Donoho’s global universal threshold [15].

Th = 𝜎

√
logM × N (30.5)

where M × N is the image size. When M = N, the threshold is given by

Th = 𝜎

√
2 logM (30.6)

where 𝜎 is estimated from the finest diagonal subband using

𝜎
2 =

Median (|y(m, n)|)
0.6745

, y(m, n) ∈ HH1 (30.7)

We propose to apply improved NLM filtering on insignificant wavelet coefficients

which is expected to preserve all the important structural features and also the small

coefficients that are important while eliminating the actual noisy ones. In order to

select the parameters of improved NLM, we first perform experiments using ten

number of JPEG-compressed images (of different characteristics) to find a relation

between these parameters and JPEG image quality factor (Q). It should be noted

that the Q value can be calculated easily from the quantization table available at the

decoder. Through extensive deblocking experiments, we found that the ‘optimal’ hr
is very difficult to relate with optimal hd. To study the relationship between ‘opti-

mal’ hr and Q, the parameter hd is set to some constant value and we record the best

values of hr that offers the least mean square error for each JPEG image (with qual-

ity factor Q). The experimentally obtained best values of hr are then plotted against

Q (Fig. 30.1a). It is clearly observed from the scatter plot that there exists a rela-

tionship between hr and Q. After fitting the scatter plot data with a sixth-degree

polynomial, the hr equation is expressed as
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(a) (b)

Fig. 30.1 Scatter plot with curve fitting of a hr and Q b hd and Q

hr = P1Q6 + P2Q5 + P3Q4 + P4Q3 + P5Q2 + P6Q + P7 (30.8)

where P1 = 1.179 × 10−6, P2 = −1.372 × 10−4, P3 = 0.006299, P4 = −0.1469,

P5 = 1.885, P6 = −14.03 and P7 = 65.88.

Similarly, the relationship between ‘optimal’ hd and Q is studied by setting the

parameter hr to some constant value and we record the best values of hd that provides

the least mean square error for each JPEG image (with quality factor Q). The values

of hd are then plotted against Q (Fig. 30.1b). The scatter plot data is fitted with a

sixth-degree polynomial and we have hd as

hd = P1Q6 + P2Q5 + P3Q4 + P4Q3 + P5Q2 + P6Q + P7 (30.9)

where P1 = −5.876 × 10−6, P2 = 6.024 × 10−4, P3 = −0.02414, P4 = 0.4762,

P5 = −4.752, P6 = 21.61 and P7 = −22.55. The parameters of improved NLM,

applied on insignificant wavelet coefficients, are calculated using (30.8) and (30.9).

We propose to apply the same NLM filter on approximation subband because the

coefficients in this subband are also contaminated by the aforementioned noise.

The classified significant wavelet coefficients which are mainly due to important

image features like edges, etc., are filtered using NLM which provides comparatively

less smoothing so that any oversmoothing of important details can be avoided. The

parameters of improved NLM that are computed using (30.8) and (30.9) are scaled

by half in the case of significant coefficients. Any coefficient which is due to noise

and is classified as significant coefficient is reduced in magnitude.

In the next section, it is shown that the deblocking results obtained using (30.8)

and (30.9) are not very sensitive to fitting errors.
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Experimental Results

In order to evaluate the deblocking performance of proposed scheme, we have car-

ried out extensive experiments using test images of different characteristics. The test

images Barbara and Goldhill are examined in this section.

The proposed implementation uses UDWT with one level of decomposition and

Daubechies length-4 wavelet. We have used MATLAB compression toolbox to

obtain JPEG images compressed at various quality factors. The performance of pro-

posed algorithm is compared with shape-adaptive DCT-based deblocking method

(SADCT) [9], one very recent deblocking method based on local edge regenera-

tion (LER) [6] and spatial domain improved NLM filter (INLM) [13]. The results of

SADCT and LER were obtained using MATLAB code made available by its authors

in their official websites. We implemented the INLM method ourselves. The blocking

artifact suppression performance of our method is assessed using two popular met-

rics: peak signal-to-noise ratio (PSNR) [16] and structural similarity (SSIM) index

[17]. As the PSNR measure alone cannot give a decision on visual quality of an

image, we have also considered SSIM index. The structural similarity between two

images can be measured using structural similarity index. It has a value between 0

and 1. The SSIM index of 1 indicates that the original image and filtered image are

exactly the same.

In Table 30.1, we present the PSNR results of our scheme, SADCT, LER, and

INLM schemes. The proposed method provides best PSNR results compared to those

obtained by the SADCT and LER methods and consistently outperforms the spatial

domain INLM method by a large margin (Table 30.1).

The proposed method provides better SSIM index results compared to SADCT,

LER, and INLM methods in most of the situations (Table 30.2).

The blocking artifacts have been effectively reduced in almost all the cases but

the oversmoothing of important details is clearly observed in Fig. 30.2c and e. The

details are best preserved in the images provided by proposed method (Fig. 30.2f).

Table 30.1 PSNR (in dB) performance of different deblocking methods in comparison with our

method

Barbara (512× 512) Goldhill (512× 512)

Q JPEG INLM

[13]

LER

[6]

SADCT

[9]

Proposed JPEG INLM

[13]

LER

[6]

SADCT

[9]

Proposed

4 23.48 23.71 24.18 24.66 24.74 25.14 25.71 26.12 26.21 26.23

8 25.19 25.46 25.41 26.14 26.37 25.60 27.62 28.05 28.24 28.39

10 25.79 26.14 25.89 26.63 26.93 28.28 28.32 28.61 28.87 29.02

12 26.33 26.85 26.44 27.11 27.49 28.84 28.86 29.09 29.33 29.50

14 26.90 27.69 26.88 27.67 28.10 29.42 29.42 29.44 29.75 29.93

16 27.41 28.47 27.29 28.15 28.64 29.71 29.99 29.82 30.11 30.31
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Fig. 30.2 Deblocked results

of Goldhill image a A

segment of original Goldhill

image b JPEG compressed

(Q = 5) c INLM [13] d LER

[6] e SADCT [9] and f
Proposed method

Conclusion

This paper presented a new wavelet domain adaptive NLM filtering algorithm for

suppressing blocking artifacts in JPEG-coded images. The wavelet coefficients in

detailed subbands are classified into significant and insignificant coefficients which

are then filtered using adaptive NLM employing different parameter estimation

strategies. It is shown that the parameters of improved NLM have got strong correla-

tion with JPEG image quality factor Q. The proposed method while eliminating the

noisy wavelet coefficients preserves the important large and also small coefficients

corresponding to important signal features. The proposed scheme is compared with
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many existing deblocking schemes which include one very recent scheme. Experi-

mental results show that the blocking artifact suppression performance of proposed

technique is highly encouraging and in almost all the situations outperforms the very

recent one.
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Chapter 31
Extracting Qualitative Spatiotemporal
Relations for Objects in a Video

Juwesh Binong and Shyamanta M. Hazarika

Abstract Appropriate qualitative abstraction of a given domain is essential for

qualitative reasoning. This chapter presents a method of extracting episodes from

a video, where an episode is a maximal temporal interval within which qualitative

spatial relations between objects do not change. Movement patterns of objects dur-

ing an episode are also estimated. Experimental results with vignettes taken from

the Mind’s Eye Dataset shows encouraging results.

Keywords Qualitative representation ⋅ Spatial relation ⋅ Constraint graph ⋅
Episode ⋅ Movement pattern

Introduction

Commonsense reasoning is predominantly driven by qualitative abstractions rather

than quantitative knowledge a priori. Providing ways and means of imitating such

phenomenon within a computational framework has given birth to the area of Quali-

tative Reasoning [1] within Artificial Intelligence. Qualitative reasoning is motivated

by the claim of it being close to how human perform everyday reasoning. Qualitative

reasoning is able to deal with incomplete knowledge.

Qualitative spatial reasoning refers to qualitative reasoning on spatial configura-

tions among distinct spatial entities without incorporating information such as size,

shape, texture, or color of spatial entities [2]. Similarly, qualitative temporal rea-

soning deals with reasoning that exploits temporal relations between spatial enti-

ties. Qualitative Spatiotemporal Reasoning [3] is concerned with constraint-based
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formalisms for representing, and reasoning with spatial and temporal information

over infinite domains. Given a fixed granularity, one identifies a set of relations to

be used in disjunctive qualitative statements, which allow for expressing indefinite

and imprecise knowledge about the application domain [4].

The remainder of this paper is structured as follows. Section “Conceptual Basics”

provides basic concepts related to qualitative representations and reasoning, and also

concepts necessary for formulating the proposed method. Section “Generation of

Qualitative Representation” then discusses the methods of generating qualitative rep-

resentation.

Conceptual Basics

Qualitative Spatiotemporal Representation

Qualitative representations employ symbols that abstract from quantitative details

irrelevant for the task at hand to represent semantically meaningful concepts of a

domain [5]. A large variety of qualitative representations are found in the literature

(See [6] for an overview). Reasoning tasks are benefited from the specificity of the

qualitative representation. Designing a qualitative representation of a domain starts

with two design decisions [5]:

1. To identify a finite set of concepts and

2. To fix a knowledge representation (language) to compose statements.

Spatial Relations

In this work, the term spatial relation [7] means a topological relation between two

spatial entities. An abstracted version of a spatial representation language Region

Connection Calculus (RCC-8) is used to represent spatial configurations of the

objects in the video.

RCC-6: Abstraction of RCC-8

Fine granularity as provided by RCC-8 is not required for the work described in this

chapter. Some of the spatial relations of RCC-8 are combined thereby reducing the

number of spatial relations to six.

The relations TPP and NTPP are combined together into a single relation, PP, i.e.,

proper-part of as these relations represents an object being proper-part of another

object, and similarly their inverses (i.e., TPPi and NTPPi respectively) to PPi. This
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RCC6 : DC EC PO PP PPi EQ

RCC8 : DC EC PO TPP            NTPP          TPPi TPPi EQ

Fig. 31.1 Abstracting RCC-8 to RCC-6

set of six spatial relations is termed RCC-6. Figure 31.1 shows the abstraction of

RCC-8 to RCC-6.

Temporal Relations

The term temporal relation [8] means a qualitative relation between two temporal

intervals. We denote a time instant by ti and temporal interval by < t1, t2 >. The

temporal relation meet is defined as follows:

Definition 1 (Meet): We say that a time interval < t1, t2 > meets another time inter-

val < t3, t4 >; if and only if t2 = t3.

Movement Patterns

The movement pattern of an object x in a spatial environment can be stationary,

cyclicity, non-cyclicity, rotational, etc. In the context of a change of location, an

object can have only two qualitative movement patterns, i.e., mobile or immobile (or

stationary).

Definition 2 (Immobile Pattern): The movement pattern of an object is termed as

immobile, if it is occupying the same location through out a given time interval.

Definition 3 (Mobile Pattern): The movement pattern of an object is termed as

mobile, if it is not occupying the same location through out a given time interval.

IMB(x) and MOB(x) are used to denote that object ‘x’ is immobile and mobile

respectively.
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Constraint Graph

A spatial configuration of objects is represented using constraint network [9]. When

the spatial relations are binary, i.e., involve pairs of objects, the constraint network

becomes a binary constraint network. A binary constraint network is represented by

an edge-labeled directed graph termed a constraint graph. As a frame of a video

represents a spatial configuration, it can be represented as a constraint graph G.

Definition 4 (Constraint Graph): Given a set of vertices V, a set of edges E, and a

set of possible values R for an arbitrary edge, a constraint graph G = (V, E, 𝜓) is an

weighted directed graph, where 𝜓 is a mapping from a pair (vi, vj) ∈ V to an element

ri ∈ R.

Episode

An episode represents a maximal temporal slice of a video during which there is no

change of spatial relations between any pair of objects. Formally, an episode can be

defined as follows:

Definition 5 (Episode): An episode is the maximal part of the observation time

period within which there is no change of qualitative spatial relation between the

observed objects.

A video consists of a sequence of frames and an episode is a temporal slice of

a video. A video can be represented as a sequence of episodes. Each episode con-

sists of qualitative binary spatial relations between objects and movement patterns

of individual objects.

Generation of Qualitative Representation

To extract qualitative spatiotemporal representation, first, key frames from the given

video are extracted, followed by extraction of the binary spatial relations between

objects in each key frames and transforming it into constraint graph. Then, episodes

are determined by comparing consecutive constraint graphs, and finally for each

object in each episode the movement pattern is estimated.

Figure 31.2 depicts the general architecture for generating qualitative spatiotem-

poral representation from a given video.

The following assumptions are made while transforming the given video into

qualitative representation:
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Fig. 31.2 Block Diagram of qualitative spatiotemporal representation generation method

1. The actual size of objects remains unchanged across frames.

2. The object lost during full occlusion, if any, still exists within the field of view

(though not visible).

Algorithm 1 describes how the given video is transformed into qualitative repre-

sentation consisting of episodes.

Input: Video V

Output: Qualitative Spatial Relations, Movement Patterns & Episodes

1 Generate Key Frames {kf }Nf=1 for video V
2 forall key frames f = 1⋯N do
3 Generate constraint graph Gc using algorithm 2.

4 end
5 forall constraint graph Gc = 1⋯N do
6 Determine episodes ei using algorithm 3.

7 end
8 forall episode ei = 1⋯M do
9 Estimate movement patterns {Pi

j}, j = (1⋯K) objects in ei using algorithm 4.

10 end

Algorithm 1: Extracting Episodes containing Qualitative Spatial Relations

between objects and their individual Movement Patterns from Video

Extracting Spatial Relations

A frame represents a spatial configuration of objects at an instant of time. Spatial

configuration of objects is represented using constraint graph.
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Algorithm 2 describes how binary spatial relations between pairs of objects in a

frame is determined and the frame is transformed into a constraint graph.

Input: Video V

Output: Constraint Graph Set {Rij}Nf=1
1 Generate Key Frames {kf }Nf=1 for video V
2 forall f = 1⋯N do
3 {Bi} ← BoundingBox of the ith object

4 {xi, yi, bi, hi} ← Coordinates of {Bi}
5 end
6 forall i = 1⋯m do
7 Read {xi, yi, bi, hi}
8 forall j = 1⋯m and i ≠ j do
9 Read {xj, yj, bj, hj}
10 Rij ← Spatial Relation({xi, yi, bi, hi}, {xj, yj, bj, hj})
11 {Rij}Nf=1 ← {Rij}Nf=1 + Rij

12 end
13 end

Algorithm 2: Pseudocode for Extracting Spatial Relations from Key Frames.

Note: The arguments (xi, yi) in the coordinates {xi, yi, bi, hi} of a bounding box

{Bi} represent the coordinates of the top-left corner of {Bi}, and the argument bi
and hi represent the width and height of Bi respectively.

Slicing the Video into Episodes

An episode is a temporal slice, i.e., a sequence of frames, each of which when trans-

formed constitutes the same constraint graph. Episode can be determined from a

sequence of video frames by transforming each frames into constraint graph and

checking the equality of the constraint graphs.

Algorithm 3 describes how the given video can be sliced into episodes.

Determination of Movement Patterns

The movement pattern of an object during an episode is determined by comparing

the coordinates of bounding boxes of an object across different key frames belonging

to the given episode.

Algorithm 4 describes how the movement patterns of objects in each episode are

estimated.
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Input: Constraint Graph Set {Rij}Nf=1
Output: Episode Set {e[i]}n=1

1 i ← 1;

2 Read g[i];
3 e[i]← g[i];

4 forall j = 2⋯ (n − 1) do
5 Read g[j];
6 if (g[i] ≠ g[j]) then
7 i ← i + 1;

8 e[i] ← g[i];
9 end
10 end

Algorithm 3: Pseudocode for Determining Episodes from Constraint Graphs.

Input: Episode set {e[l]}nl=1, Key frames set {kf }Nf=1 for video V
Output: Movement Pattern set {Ml

i}
1 i ← 1;

2 l ← 1;

3 f ← 1;

4 while (i ≤ number of objects) do
5 if (kf ∈ e[l]) then
6 {xi, yi, bi, hi} ← Coordinates of BoundingBox {Bf

i }
7 forall f = 2⋯N and i = j do
8 if (kf ∈ e[l]) then
9 {xj, yj, bj, hj} ← Coordinates of BoundingBox{Bf

j }
10 if ({xi, yi, bi, hi} = {xj, yj, bj, hj}) then
11 Ml

i ← }Immobile′
12 end
13 else
14 Ml

i ← }Mobile′

15 end
16 end
17 else
18 l ← l+1

19 {xi, yi, bi, hi} ← Coordinates of BoundingBox{Bf
j }

20 end
21 end
22 end
23 i ←i+1

24 end

Algorithm 4: Pseudocode for Estimating Movement Pattern of Objects

Experimental Results

The proposed methods have been evaluated on 13 number of action verbs vignettes

taken from the Mind’s Eye dataset. Figure 31.3 shows a sequence of frames extracted
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Fr#00160 Fr#00170 Fr#00192 Fr#00200

Fig. 31.3 Sequence of frames showing qualitative spatial relations between two bounding boxes

Table 31.1 Success rate against ground truth on 13 vignettes from mind’s eye dataset

Parameters Episodes Spatial relations Movement patterns

Ground truth 13 73 73

Proposed qualification 11 70 71

Success rate (in %) 84.62 95.89 97.26

from one vignette. The sequence of frames has three episodes. Each of frame

Fr#00192 and Fr#00200 represents an episode. Frames Fr#00160 and Fr#00170 rep-

resent a single episode as they possess the same spatial relation ‘dc’. The movement

pattern of the taller person (say P1) is MOB(P1) in all episodes, while shorter person

(say P2) has immobile movement pattern IMB(P2).

Each of the 13 vignettes considered represents some form of occlusion and posses

multiple episodes. Outputs of the algorithms that matched with the ground truths

and the corresponding success rates are recorded in Table 31.1. Ground truths are

provided by human experts.

Conclusion

In this chapter, we propose a method of transforming a video into qualitative spa-

tiotemporal representation. The representation can be used in applications exploiting

symbolic reasoning. The experimental results with real-world video show encourag-

ing results.
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Chapter 32
A Spell Correction Method for Query-Based
Text Summarization

Nazreena Rahman and Bhogeswar Borah

Abstract Finding and correcting incorrect spelling from text documents always

plays an important role particularly in information retrieval. There are many

approaches to tackle spell checking problem. Here, one spell checking and correcting

method is proposed particularly for query-based text summarization purpose. Our

method mainly works on non-word errors. Query-based text summarization finds

the summary based on the given query. This method refines the query by replacing

each misspelled word with exact match of that word with the dictionary. We use

TAC 2009 dataset for our experiments and validation purpose and obtain encourag-

ing results.

Keywords Information retrieval ⋅ Spell checking ⋅ Non-word errors ⋅
Query-based text summarization

Introduction

The rapid and continuous growth of text databases makes it difficult to retrieve the

required information. Therefore, query- based text summarization can be used for

finding the summarized answer according to the user’s need. Text summarization

defines a text that is constructed from single or multiple texts and length of the sum-

marized text is just half of the main text documents [1]. Text summarization can be

obtained on a single text document or multiple text documents. It can be of extraction

based or abstraction based. In extractive method, sentences can be extracted from

original texts. Abstractive summarization needs information integration, sentence
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Fig. 32.1 Query-based

summarization overview

compression, and reformulation. Summarization can be of generic or query-based

type. In generic summarization, summary can be achieved based on the document,

no query is required but in case of query-based technique, summary depends on

the user’s query. Based on details, indicative and informative summary can be con-

structed. Indicative summary indicates whether the reader should go through the text

document or not and informative summary gives most important information of the

texts. Query-based text summarization plays a vital role in information retrieval. It

gives tremendous contribution to natural language processing, specially in the areas

of information extraction, question answering, text summarization, and text analysis.

Query-based summarization can be applied for complex question answering. A

complex question can be defined as such type of question for which answer can be

obtained by integrating and interpreting knowledge from single or multiple text doc-

uments. Here, answer can be given to the complex question by combining important

information from each document in a cohesive and redundancy-free manner. The

query-based text summarization process requires the query and one or more text doc-

uments to be given as input and the summary is obtained as output. The Fig. 32.1

shows an overview of query-based text summarization.

Spelling correction in query always plays an important role in information

retrieval. We can consider spell checking as a preprocessing part of query-based text

summarization. This indeed helps in finding more relevant and user focused query.

Two types of errors can be found: one is nonword errors, these are not found in dic-

tionary and the other is real-word errors, which are present in the dictionary. Real-

word errors can be typographical and cognitive. In typographical error, the errors

are introduced by mistake. For cognitive error, this error occurs when spelling of the

word is not known. This happens for homophones. Example of such errors are piece

and peace. The first word ‘piece’ means slice and the second word ‘peace’ means

silence [2]. Spell checking and correcting help to get the summarized text document

more accurately. In fact, correct words help in extracting more semantically similar

sentences to get useful summary.
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Related Work

Spelling task can be divided into error detection and correction. From the survey, it is

found that 26% of spelling errors are done in web queries (https://web.stanford.edu/

class/cs124/lec/spelling.pdf). For efficient retrieval, revised n-gram-based technique

has been put forward, where n-gram statistics and lexical resources are used [3]. In

this method, the authors try to generate ranked list of correction candidates to derive

the most suitable candidate word for the incorrect word. Garaas et al. [4] suggest

a personalized error correction system using neural networks. They train a simple

feedforward neural network so that if the same error happens it can detect and give

the proper word.

Islam et al. [5] use Google Web 1T 3-grams dataset for detecting and correcting

incorrect real words. For string similarity measure, they use the longest common

subsequence string matching algorithm with different normalizations and modifi-

cations. Their method tries to improve the detection and correction recall value of

incorrect words. Detection recall value means detecting fraction of errors correctly

and correction recall value means modifying fraction of errors correctly.

Duan et al. [6] propose a model to find out the incorrect words in online spelling

correction. They try to provide all spell-corrected complete suggestions while the

query words are adding. They try to train the Markov n-gram transformation model to

analyze the user’s spelling behavior. To enhance the efficiency of this transformation

model, they study different techniques. Finally, for searching correct words, they use

A* informed search algorithm. Different pruning and thresholding methods are being

used to increase the result of A* algorithm.

A dictionary-based approach has been proposed by Amorim et al. [7] using an

unsupervised method. They integrate anomalous pattern initialization and partition

around medoids (PAM) clustering algorithms. Their result shows 88.42% success

rate for challenging datasets.

Sharma et al. [8] propose a system to correct confused words if they are found

to be contextually wrong. To identify and correct real-word errors, one phase of the

algorithm applies trigram approach and the other phase applies Bayesian technique.

Commonly used confused words set and brown corpus are applied for this system.

Though different spell checking and correcting methods have been found for

query completion in information retrieval, our spell checking and correcting method

is applicable particularly for query-based summarization purpose. Here, input text

documents are used for correction of misspelled words.

An Approach for Spell Checking and Correcting

In this chapter, a method for correcting misspelled nonword errors is presented. In

this approach, a dictionary-based spelling correction is done which also depends on

input text documents.

https://web.stanford.edu/class/cs124/lec/spelling.pdf
https://web.stanford.edu/class/cs124/lec/spelling.pdf
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Overview of Spell Correction Method for Query-Based Text
Summarization

First, this method finds out the incorrect words using dictionary. After finding incor-

rect words, it searches for candidate words for these incorrect words. Candidate

words are those words whose spellings are quite similar to the incorrect words and

they are present in dictionary. These words are real words. Then the candidate words

are filtered out by finding the highest n-gram character matching with the incor-

rect words. We use all these candidate words for finding matching words from the

input text documents. If we find the matching words, then we will see if the highest

n-gram character matching word and input text matching word is a unique word. If

it is a unique word, then we consider that unique word as the correct word. If it is

not a unique word, then we take both the highest n-gram character matching words

and the input text matching words and finds the scores of those words on the basis

of following similarity scores.

1. Minimum Edit Distance Score (MEDS): Edit Distance finds dissimilarity between

two words. It calculates least number of operations necessary for transforming

from one to another word. Here, Levenshtein distance [9] is used for finding the

edit distance value. Levenshtein distance between two strings i, j is given by D(i,j)
where

Initialization:

Di,0 = i
D0,j = j
Recurrence Relation:

For each i = 1…M
For each j = 1…N

D(i,j) = min

⎧
⎪
⎪
⎨
⎪
⎪
⎩

Di−1,j + 1
Di,j−1 + 1
Di−1,j−1 + 2;

{
if X(i) ≠ Y(j)

Di−1,j−1 + 0;
{

if X(i) = Y(j)
Termination:

D(N,M) is the minimum edit distance value.

(32.1)

Now, the equation for edit distance score is

s1 =
no. of characters in the longest word

minimum edit distance value
(32.2)

2. Character Similarity Measure Score (CSMS): It finds similar characters between

two words. The percentage of similarity can be calculated as follows:
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s2 =
no. of similar characters

no. of characters in the longest word
(32.3)

3. Longest common substring score (LCSS): Here, longest common substring

among words are found. The substring similarity can be found as follows: At

first it finds out the longest common suffix. The required equation is as follows:

LCSuff (S1..p,T1..q) =

{
LCSuff (S1..p−1,T1..q−1) + 1 if S|p| = T|q|

0 otherwise.
(32.4)

Now, this following equation is used to find the maximum longest common sub-

string

LCSubstr(S,T) = max
1≤i≤m,1≤j≤n

LCSuff (S1..i,T1..j)

Finally, longest common substring score between two words can be found by the

following equation:

s3 =
length of longest common substring
no. of characters in the longest word

(32.5)

4. First Letter Weighting (FLW): Yannakoudakis and Fawthrop [10] surveyed that

usually people do not make mistakes at first letter of a word while writing. There-

fore, an extra weight is given to the words with similar first letter. Here, weight

given to the first letter matching is 0.5.

The Steps of Spell Correction Method for Query-Based Text
Summarization (SCQBT)

The pseudo-code for finding incorrect words and replacing with a correct word is as

follows:

Experimental Data and Results

Experiments are performed on the datasets provided by Text Analysis Conference

(TAC) (http://www.nist.gov/tac/data/). Here, text documents are taken from TAC

2009 datasets. There are 44 documents each having 2 topics. For each topic, there

are 10 text documents.

http://www.nist.gov/tac/data/
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Data: Query (Qi) and Input Text (I)
Result: Correct Query (Qcorrect)

Find the incorrect words (Qincorrect) using dictionary

for each incorrect word Inw in Qincorrect do
Generate the candidate words (Cw)

Do n-gram character matching between Inw and Cw

Take highest n-gram character matching words (Nw) from Cw

if Cw ∈ I then
take those words (Iw);

else
do not take any Cw words;

end
if Nw ∩ Iw has one unique word then

Take the unique word and replace with Inw ;

else
Take Nw ∪ Iw
while each word W ∈ (Nw ∪ Iw) do

Calculate MEDS (Inw , W)

Calculate CSMS (Inw , W)

Calculate LCSS (Inw , W)

Calculate FLW (Inw , W)

Sum up all scores (score)

Replace Inw with W having highest (score)

end
end

end
Algorithm 1: Steps of Spell Correction method for Query-Based Text Summariza-

tion (SCQBT)

Table 32.1 Candidate words

list
Incorrect

words

Candidate words

detal ‘deal’, ‘dental’, ‘detail’, ‘dealt’, ‘delta’,

‘metal’, ‘petal’, ‘fetal’, ‘decal’

chna ‘tuna’, ‘china’

accidnt ‘accident’, ‘accidence’, ‘acidness’, ‘accordant’,

‘account’

Below, experimental process is described with a sample query and a input text

file. Let us consider the sample query is “detail china accident”. When the query

is entered, it is written with spelling mistake as “detal chna accidnt”. Now, dictio-

nary indicates the incorrect words along with possible candidate words shown in

Table 32.1.

Now, n-gram character matching is done for the candidate words. Here, value of

n is 3. The list of values of n-gram character matching are shown in Table 32.2.

Each of the candidate words are searched in the text document provided. Here

for incorrect word ‘chna’, we get one unique word which has highest n-gram char-

acter matching score and is present in input text document and the unique word is
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Table 32.2 n-gram character

matching values of candidate

words

Incorrect

words

n-gram value of candidate words

detal ‘dental’: 0.5, ‘detail’: 0.5, ‘deal’: 0.44,

‘petal’: 0.4,

‘metal’: 0.4, ‘fetal’: 0.4, ‘decal’: 0.4,

‘delta’: 0.16,

‘dealt’: 0.16

chna ‘china: 0.4’, ‘tuna: 0.2’

accidnt ‘accident’, 0.58, ‘account’, 0.38,

‘accordant’, 0.33,

‘accidence’, 0.33, ‘acidness’, 0.26

Table 32.3 Scores of filtered candidate words

Filtered candidate words Score value

metal 6.6

dental 7.83

detail 8.0

Table 32.4 Comparison of performance with baseline systems

Method name Accuracy (%) Recall (%) Precision (%) F (%)

SCQBT 70 89.7 87.5 89.1

Microsoftword

spell corrector

64 89.2 89 89.1

Character

similarity

48 85 82.8 83.9

Minimum edit

distance

42 84 80.8 82.4

Longest common

subsequence

18 69 64.3 66.6

‘china’. Similarly, for incorrect word ‘accidnt’ , we get the one unique words which

is ‘accident’. But for ‘detal’, we get input text matching word as ‘metal’ and highest

n-gram character matching words as ‘dental’ and ‘detail’. Hence, according to our

method, total scores of these three filtered candidate words are calculated. Scores are

given in Table 32.3. Finally, word replacement is done on the basis of highest score.

Therefore, the word ‘detal’ will be replaced by ‘detail’.

Here, we take 50 queries for evaluation purpose. Comparison of our method is

done with baseline methods like Microsoft Word Spell Corrector, Character Similar-

ity, Minimum Edit Distance, and Longest Common Subsequence. Following Table

32.4 shows the detailed results.

From the above Table 32.4, it is observed that our proposed algorithm SCQBT

works well in-terms of accuracy. In fact, SCQBT performs well for various precision,
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Table 32.5 Candidate words list

Incorrect words Candidate words

polici ‘polis’, ‘police’, ‘policy’

Table 32.6 n-gram character matching values of candidate words

Incorrect words n-gram value of candidate words

polici ‘police’: 0.45, ‘policy’: 0.45, ‘polis’: 0.36

recall, and F-measures of Character Similarity, Minimum Edit Distance, and Longest

Common Subsequence methods. Similarly, the recall and F-measure values of

SCQBT method are higher than Microsoft Word Spell Corrector but its precision

value is low.

Discussion

Here, our method is limited to nonword errors. Sometimes, we get the highest score

for the incorrect words also. For example, we consider the sample query as ‘India

Pakistan peace polici’. Hence, for this query, incorrect word is polici. Initially, these

following candidate words are found in Table 32.5.

Hence, we calculate the n-gram character matching values for the all candidate

words shown in Table 32.6.

Now, we find ‘police’ word from the input text matching. Finally, ‘police’ unique

word is found as the correct word from both the highest n-gram character matching

word and the input text matching word, but this is not the correct word for the above

query. Therefore, our method does not find the correct word for this incorrect query.

Conclusion and Future Work

This spell checking technique is mainly applied in query-based text summarization

purpose. Here, the proposed method is based on dictionary. Our method tries to select

most appropriate word from the candidate words provided by dictionary. Experimen-

tal results show better performance, however this work can be extended by adding

corpus-based semantic similarity to get more improved results.
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Chapter 33
Study and Analysis of Different Face
Recognition Techniques Based on Graph

S. Warjri, I. Wahlang and A. K. Maji

Abstract Human face recognition is very interesting as well as very challenging

area of research. In our study of different existing face recognition schemes, we have

seen that it has very important role in many applications. For this paper, we have

studied and worked on the various steps of face recognition and analyzed a method

to work on them. Where the face is detected from an input image and Gabor filter is

applied. Then, two approaches are used (1) Delaunay triangulation and (2) Euclidean

distance which are apply to the extracted feature points (which is referred as node set

graph) and they are stored in the database. These store node set is used for checking

the similarity with the input image. We have also compared both of the proposed

approach in the system and we found that node set with Euclidean distance gives a

better recognition rate.

Keywords Recognition ⋅ Gabor wavelet ⋅ Node set graph ⋅ Euclidean distance ⋅
Delaunay triangulation

Introduction

From the name “Face Recognition”, we can understand that this is all about identi-

fying or verifying the face of a particular person by the created system. Thus face

recognition system is a security system based on computer. This system comprises

of many face features which are stored in the database and the system is capable to

decide that the input image is matched or not matched (Recognized/Not recognized),
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by comparing the feature of the image given as input with the features which is stored

in the database. Human face recognition is interesting and very challenging area of

research [1–4] in computer vision.

Steps for Face Recognition

Basically for face recognition system, a picture is captured from a camera, this picture

acts as an input image where we have to detect a person’s face from that image.

Toward this goal, the procedure for face recognition is of three steps [5]:

1. Face detection.

2. Face feature extraction.

3. Face recognition.

Face Detection

This is the very first step toward any face recognition system, the main function is

to find whether human faces appear in an input image, and if present, extract the

face location. This step is useful for analyzing the information contained in faces.

Several techniques are there for face detection, they are Viola and Jones face detector

[6], neural network [7], support vector machine [8], Gabor wavelet [9], skin color

method [10], etc. (Fig. 33.1).

Feature Extraction

The main aim of feature extraction is to extract relevant information from the

detected face after face detection. Most of the feature extraction techniques used

are local and global features: (1) Local features—It is used to automatically extract

the local information from the face (like eyes, mouth, nose, etc.) and (2) Global

Fig. 33.1 The face recognition basic procedure
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features—It is used extract the global information from the face like the shape of

face, color of face, hair color, etc. The image features are divided into four cate-

gories [11]: visual features, statistical pixel features, transform coefficient features,

and algebraic features. The approaches used for feature extraction are geometry-

based [12], template-based [13], color segmentation [14], and appearance-based

approaches [15].

Face Recognition

After extracting the features of the input image, the last step is to identify/verify the

faces. For this step, a face database is required to build. The face database consists

of several images of different persons and their features that are extracted and it is

stored in that database. In this step, comparison of the features of input face image

takes place with the features which are stored in the database. For comparing these

features, the features matching algorithm is used.

A Review on Face Recognition

There had been many works based on the different stages and processes for face

recognition. For face detection, according to [16], a captured image is given as input,

the main aim of face detection algorithm is to recognize the location and scale of the

face in the input image. From several studies, we found that there are many challenges

for face detections such as posture and scale, face orientation, facial expression,

ethnicity, and skin color [17, 18]. According to [19], the general methods for face

detection can be classified into feature-based approach and image-based approach.

For feature extraction, according to [20], facial feature extraction is used to find the

most appropriate points of the face images for face recognition. The features that

are extracted can be color of face, eyes, mouth, nose, chin angle, etc. For the facial

feature, one can also extract the facial expressions to have a good recognition for a

system, the six basic facial expressions are sadness, anger, surprise, happiness, fear,

and disgust [21]. For face recognition techniques, we have studied several algorithms

which can be used for matching the face like elastic bunch graph matching [22–26],

eigenface method [4, 27, 28], fisherface method [29, 30], etc. The main difficulty

in face recognition includes [22] physical changes, acquisition geometry changes,

and imaging changes. There are several methods which are used for these problems

like feature-based, image-based approaches, and appearance-based algorithms [14].

Table 33.1 represents the feature points which are extracted and the methods which

are used for their extraction.
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Table 33.1 A review on some methods which are used for feature extraction and the facial features

which are extracted

Author Method No. of features Advantage or

Disadvantage

Y. Benjemaa and S.

Khanfir,

Gabor wavelets Eyes, mouth and nose Method achieves good

recognition rate

(99.98%)

B. Gupta, S. Gupta,

A. K.Tiwari

Gabor feature

extraction and

artificial neural

network

Eyes, nose, mouth and

order characteristics

such as dimples,

moles, etc.

Have a good face

detection rate which

can be used for face

recognition

Dr. S. Vijayarani and

S. Priyatharsini

Face part detection

(FPD) algorithm and

gray level

cooccurrence matrix

(GLCM) algorithm

Eyes, eyebrows, and

lips

GLCM feature

extraction algorithm

performance is

comparatively better

than FPD

M. Pantic, M. Tomc

and L. J. M.

Rothkrantz

A hybrid technique

and knowledge based

approach

Upper lip lower lip,

left and right mouth

corners

It can deal only with

limited out of plane

head rotations and

sequences starting

with an expressionless

mouth appearance

Eli Saber and A. M.

Tekalp

Color, shape, and

symmetry-based cost

functions

Tip of nose, eyes, and

center of mouth

This can be employed

as a preprocessing step

to a face recognition

system

Face Recognition Techniques Based on Graph

A face recognition system based on the local feature extraction by using Gabor

wavelet transform and a simple face node graph matching algorithm is used for

matching the similarity of the image. The Gabor wavelet transform is used for

facial features extraction in the region of interest (ROI) like eyes, eyebrow, nose,

and mouth. Where the face node set graph is collection of these extracted feature

points with some information about their relative location which constitutes an image

graph [24].

Node set: Node set is the extracted feature set points from the ROIs, where each node

represents an individual fiducial point. These extracted fiducial points are stored in

a database and is referred as a node set graph.



33 Study and Analysis of Different Face Recognition Techniques Based on Graph 351

Procedure of the Proposed Work

1. Perform face detection to the input image (I).

2. Perform preprocessing to the detected region of interest (ROI).

3. Apply Gabor wavelet transform to ROI and generate the node set.

4. Generate the node set graph (i.e., by performing 1. Delaunay triangulation to the

node set and 2. Euclidean distance to the node set) and store it in database.

5. For node set graph of the input image (I) determine the most similar node set

graph from the database where the node set graph is stored.

6. For checking the similarity of the image, we have computed simple matching

algorithm by using superimposition and by putting some threshold value to con-

sider the input image match or not match with the image feature stored in the

database.

Implementation Details

First, we capture the image by digital camera, then we register the image in the

database where we have used Mysql database. For the face detection from the input

image, we have used the traditional Viola–Jones object detection framework. After

face detection, the same Viola–Jones framework is used to detect the facial regions of

interest (e.g., eyes, nose, mouth, etc.). The eyebrows region was estimated from the

eye region position. Then several image processing methods are used to improve the

image quality (e.g., histogram equalization, intensity adjustment, Gaussian filtering,

etc.).

Then Gabor wavelets are computed in order to extract the local information from

ROI and then fiducial points are extracted. In our work, the facial features that were

extracted from the face are eyes, eyebrows, nose, and mouth. These extracted feature

points are referred as a node set graph which constitutes an image graph and it is

stored in the database.

For example, below some of the preprocess images of the regions of interest (ROI)

and its Gabor magnitude are shown in Fig. 33.2.

Then, we have used two methods to get the node set graph which is stored in

the database by computing the Delaunay triangulation to the node set and Euclidean

distance to the node set. Then, the node set graph of the input image is compared with

the node set graph that is stored in database by using the graph matching algorithm.
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Fig. 33.2 The preprocess image of the region of interest and its Gabor magnitude

Experimental Result of the Proposed Work

For testing the system, we have register 32 number of faces images of 32 different

persons. Then, we have stored the extracted node set graph of all the images and

then we perform a matching algorithm to the node sets graph. And it is found that

Euclidean distance node set graph gives a better result after matching than the Delau-

nay triangulation node sets. The result is shown in Table 33.2 (Fig. 33.3).

Recognition Rate

For checking the recognition rate of the system, we have also tested the matching

algorithm on both of the extracted node set graph, with the other existing technique.

Table 33.2 The table shows the performance analysis of the stored images

Matching the

features

Number of

images

Recognized

image

Non-recognized

image

Running time (s)

Delaunay

triangulation

node sets graph

32 26 6 30.514

Euclidean

distance node sets

graph

32 32 0 29.116
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Fig. 33.3 These are 32 face images that are stored in database

Table 33.3 Comparison analysis of recognition rate with other existing system

Technique Recognized face Unrecognized

face

Recognition rate

(%)

Computational

cost (s)

Delaunay

triangulation

node set graph

7 out of 8 1 out of 8 87.50 30.514

Euclidean

distance node set

graph

8 out 8 0 out of 8 99.98 29.816

Gabor and

contour

8 out of 8 0 out of 8 100 37.087

Linear

discriminant

analysis

6 out of 8 2 out of 8 75 92.124

Principal

component

analysis

5 out of 8 3 out of 8 62.50 71.867

For testing, we have registered several face images with different poses, expression,

and illuminations of a person. The comparison table is shown below. For testing the

system, we have registered eight different faces of the same person (Table 33.3).
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Performance Analysis of False Rejection Rate

We have also tested both of the proposed system for the false rejection rate (this is

an error rate for comparing the face image with various posture of the same person).

We have stored the different frontal faces of different persons with different poses

and expressions for the test. Tables below represent the recognition rate of both of

the proposed methods where we have used 26 faces of four different people and we

found that the Delaunay triangulation rejection rate is 37.16%, whereas the Euclidean

distance of the rejection rate is 5.07%.

A. Delaunay Triangulation Node Set Graph

See Table 33.4.

B. Euclidean Distance Node Set Graph

See Table 33.5.

Table 33.4 The performance analysis false rejection rate using Delaunay triangulation node set

graph

Frontal face

database

No. of faces

tested

Detection rate (%) Tested face False rejection

rate (%)

Julie face 7 faces 43 Julie face no.1 57

Michel face 8 faces 75 Michel face no.1 25

Jacinta face 5 faces 66.33 Jacinta face no.1 33.33

Cilia face 6 face 66.33 Cilia face no.1 33.33

Average rate 26 62.66 4 people 37.16

Table 33.5 The performance analysis false rejection rate using Gabor with Euclidean distance

node set graph

Frontal face

database

No. of faces

tested

Detection rate (%) Tested face False rejection

rate (%)

Julie face 7 faces 100 Julie face no. 1 0

Michel face 8 faces 100 Michel face no. 1 0

Jacinta face 5 faces 97 Jacinta face no. 1 17.3

Cilia face 6 face 100 Cilia face no. 1 3

Average rate 26 faces 99.25 4 people 5.07
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Summary and Conclusions

In this work, we have used Viola–Jones object detection for face detection, then

Gabor filter is utilized to extract the local feature from the ROI of the input face

image. Then, we have used two approaches to get the node sets graph and these node

sets are stored in database and a matching is done. After the matching of both the

methods, we found that the Euclidean distance note set graph gives more better result

than Delaunay triangulation note set graph. Hence, we can also see that the proposed

system has a better recognition rate when comparing with the other existing system.
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Chapter 34
Extraction and Analysis of Expression
from a Captured Face

Imayanmosha Wahlang, Sunita Warjri and Arnab Kumar Maji

Abstract With the help of computer science in today’s world many advances have
been made in the field of facial expression recognition. It is considered as an
important measure of social interactions and there are many applications that can be
helpful to human in many ways as facial expressions not only show the emotional
status of an individual but also other mental activities as well. To develop such a
system is a challenging task as it involves learning and understanding of expres-
sions of human which varies from time to time. In this paper, a method on facial
expression analysis has been proposed where face detection was done using RGB
color model and feature classification using Gabor filter.

Keywords Face detection ⋅ Feature extraction ⋅ Proposed facial expression
analysis

Introduction

Overview

Facial expression recognition is important to identify facial expressions of human
and in human–machine interfaces. It is one of the latest research topics whereby a
face is detected and its expression could be extracted and analyzed which can be
used as a tool against crime, psychology, and other related fields. Even robots that
can detect human expressions were being made. Therefore, it can prove to be a vital
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and essential field. There are many other applications as well like in behavioral
science and medical science [1–3].

Facial Expression Classification

Human communication is said to be of two types: verbal where communication is
through conversation between two or more individuals and nonverbal where
communication is through sign language or some other mode of communication.
Expression of a person is considered to be nonverbal and it is said to be the main
focus during a conversation. It is the source of information where we can predict
about the mood or even character of a person. From an expression, we can know the
feelings of a person which can be positive or negative in nature. A positive
expression is the one that brings in peace and joy to the surrounding and a negative
expression is believe to bring about sadness, grieve, pain, suffering, and all sorts of
negativity. In most of the research, researchers have considered the six basic
emotions which are happy, sad, anger, disgust, fear, and surprise [3, 4]. In addition
to the above-mentioned expressions, other expressions are also available. Here, two
more familiar expression were studied which are wink and sleepy.

The existing procedure in facial expression classification involves face detection,
feature extraction, and facial expression classification [5, 6]. Other steps involved
are image enhancement and other methods of improving the image quality. Facial
expression analysis was studied and given by many researchers using different
techniques. One of the existing facial expression analysis technique involves two
phases which are training and testing phase where in training phase, the different
classes of expressions were taken and feature vectors were obtained using local
binary pattern (LBP) and features were reduced using principal component analysis
(PCA) and were stored in a database. In testing phase, LBP features were obtained
with its histogram and some error calculation were performed and classification of
expression was done using LBP features. The drawbacks that were found are that it
uses only frontal image and works on 2D system and cannot work properly in
presence of occlusions [7]. Another existing method was done using multi-class
AdaBoost learning algorithm and was found that the problems are due to low
resolution and it cannot correctly identify some complex expression [8]. Some other
techniques are also there where 3D method was used as in [9].

In this paper, the things that are included are face detection where an input image
was taken and a face was detected followed by feature extraction and then analysis
of facial expression.
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Related Work

Face Detection

Face detection is the first step toward facial expression analysis. It is a process in
which a face is detected. It gives the location of a face in an image. Some of the
algorithms for face detection are Viola–Jones algorithm [10] and AdaBoost algo-
rithm [5, 10]. Techniques that can be used are local binary pattern (LBP) [5], skin
color modeling like RGB, HSV, YCbCr [10], and others.

Here, we used skin color model as a technique for face detection. Skin color
provides an effective result and it is much more simpler than any other method.
Many skin color techniques have been developed in the past few years. The default
color space is RGB and other color model can be obtained from it with some
modifications [11]. Methods like RGB, YCbCr, and HSV were studied and
implemented.

RGB

In RGB color model, the image was taken and was classified into skin and nonskin
region based on the values given in Eq. 34.1 [12, 13].

Skin =R>95 andG>40 andB> 20 andmaxR, G, B> 15
and R−Gj j>15 andR>G andR>B

ð34:1Þ

YCbCr

In this color model, RGB color space was first converted into YCbCr color space.
Y denotes luminance component and Cb and Cr denote chrominance component.
An image is classified into skin region based on the values of Cr and Cb as given in
Eq. 34.2 [14].

132<Cr < 17

76<Cb<127
ð34:2Þ

HSV

This color model includes H which is hue, S is saturation, and V is value. RGB
color space was converted into HSV color space. The H is set as in Eq. 34.3 [15]
whereby if it lies between the given values it is classified as skin region otherwise it
is a nonskin region.

0≤H≤ 50, 0.20≤H≤ 0.68, 0.35≤H≤ 1.0 ð34:3Þ
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Facial Feature Extraction

There are varieties of features that are available in an image like color and shape
[16]. Based on these features, many techniques have come into existence. The
techniques available for extracting of features are principal component analysis
(PCA) [5], Gabor filter [17], and least discriminant analysis (LDA) [5].

After the face was detected using RGB color model, the next step is to extract
the features. Gabor filters were used to extract the features. Gabor filters are known
for their invariance to rotation, scale, and translation [16]. In this technique, an
image was taken both in color and grayscale image. If an image is a color image, it
is converted into grayscale image. A two-dimensional Gabor filter was used and
given as shown in Eq. 34.4. It is a Gaussian kernel function modulated by a
complex sinusoidal wave. Gabor filter helps in filtering of an image by applying
different frequencies, scales, and orientations. Here, five scales and eight orienta-
tions were used. Downsampling was done to remove and reduce redundancy. After
downsampling, since the feature vectors that were obtained were numerous,
reduction can be done using dimensionality reduction techniques [17, 18]. This
method is simple and it is known for using in texture analysis but it is not that
accurate.

g x, yð Þ= f 2

πγη
exp −

x
02 + η2y02

2πσ2

� �
exp j2πx′ +φ

� � ð34:4Þ

x′ =xcos θ+ysin θ

y′ =xsin θ+ycos θ

Proposed Facial Expression Extraction and Analysis

Facial Expression Overview

Facial expression analysis has gained a lot of interest in recent days. Neutral, anger,
disgust, fear, happiness, sadness, and surprise [7] are the common facial expres-
sions that were being used mostly. Depending on different researchers, some uses
other expressions like wink, sleepy, sick, and so on. Facial expression analysis is
the last step of classifying expressions where an image will be classified into
different expressions which are happy, neutral, sad, sleepy, surprise, and wink in
our case as shown in Fig. 34.1.
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Proposed Method

In our proposed method expressions are classified using Yale database. It is a
database consisting of 165 grayscale images in GIF format of 15 individuals where
there are 11 images for each individual showing the different facial expressions
which are happy, sad, surprise, sleepy, wink, normal, center light, left light, right
light, with glasses, and with no glasses. The method used is based on file com-
parison. Yale database has been used for testing and classifying of expressions. The
proposed method is shown in Fig. 34.2.

The proposed method involves two stages as described below:
In the first stage, all images of Yale database were tested where extraction of the

feature vectors was done using Gabor filter and the feature vectors are stored in a
separate files for each image. The feature vectors are reduced by keeping only
unique values and are sorted. Comparison of files of the same expression was done
and thresholding was applied. Similarity between files was found using Jaccard
coefficient and by file matching using intersection between the two files.
A threshold is applied depending on the difference of the first and last values of the
feature vectors. Feature vectors obtained for different image of same expression
were compared to classify into different expressions and in Fig. 34.3 Happy
expression is shown where all other expressions follow the same procedure. Here, n
is the total number of images used for happy expression. Depending on the

Fig. 34.1 Different facial expressions

Fig. 34.2 Proposed expression classification method
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threshold that was applied, expression was classified into happy, sad, surprise,
sleepy, wink, and neutral. The threshold that was used for happy was 2.15 ≤ t ≤
2.19, sad was 1.76 ≤ t ≤ 1.90 and 2.05 ≤ t ≤ 2.10, surprise was 1.95 ≤ t ≤
2.04, sleepy was 2.20 ≤ t ≤ 2.34, wink was 1.91 ≤ t ≤ 1.94 and 2.35 ≤ t ≤
2.69, and neutral was 2.10 ≤ t ≤ 2.15 and 2.70 ≤ t ≤ 2.80.

In the second stage, an image that has been captured was taken where face
detection using RGB was done and the same step was repeated as in stage one.
Depending on the threshold values, the image will be classified accordingly into
different expressions.

After successfully implementing the proposed method, it was found that for the
same face it is easier to classify expressions as some values varies for every
expression of the same individual but for different faces it is hard to classify
correctly as the values obtained are of the same for two or three expressions.

Advantages:

• It is a simple approach.
• Computationally simple than any other method or techniques.

Disadvantages:

• The proposed methodology is limited to classify frontal image only.
• Using larger database will consume a lot of time for checking similarities and

differences between files.
• Not accurate.

Experimental Result

Output of RGB showing a detected face is shown in Fig. 34.4a which shows the
original image of an input and Fig. 34.4b shows the detected face after Face
Detection.

Feature extraction was done and the result obtained is shown in Fig. 34.5 where
it shows Gabor filter having five scales and eight orientations. Figure 34.5a shows
the magnitude of Gabor filter and Fig. 34.5b shows the real part of the Gabor filter.

Fig. 34.3 Process involving in classifying of happy expression
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The table showing rate of recognition for different expressions namely sad,
happy, surprise, sleepy, wink, and neutral is shown in Table 34.1 where it can be
seen that for neutral expression recognition rate is the least and for sad and sleepy
expression recognition rate is maximum.

Fig. 34.4 a Original image. b Detected face

Fig. 34.5 a Magnitude of Gabor filter. b Real part of Gabor filter

Table 34.1 Recognition rate
for different expressions

Expression Recognition rate (%)

Sad 86.66
Happy 73
Surprise 80
Sleepy 86.66
Wink 80
Neutral 66
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In Table 34.2, comparison showing the overall accuracy between different
existing techniques, including the proposed method, is given.

42 faces were captured and used for classification of different expressions. Some
of the result are shown in Fig. 34.6 which show sad and happy expressions.

Conclusion and Future Work

As the objective suggests that the goal of this project is to extract the different facial
expressions of human so as to make use of it in some of the related field. Here, face
was detected using RGB color model and features were extracted using Gabor filter
and classification of expression was done using simple file comparison. The result

Table 34.2 Overall classification rate of different expressions

Authors Methods Average

P. Lucey et al. (2010) AAM + SVM 66.7
S. Khandait et al. (2011) AFER 95.26
S. W. Chew et al. (2011) CLM + SVM 74.4
L. A. Jeni et al. (2012) CLM + SVM (AU0 norm.) 77.6
M. Islam et al. (2013) LM2 + SVM 87.0
H. Boughrara (2014) MLP 96.66
S. Mahto et al. (2015) LBP + KNN 96
N. Perveen et al. (2016) RST + KNN 90
Proposed method Gabor filter + file based 77.0

Fig. 34.6 Obtained expression showing sad and happy expression
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of proposed method is not that accurate, as only 77% average has been obtained. It
has been found that for every expression, the obtained values are more or less the
same. Therefore, it is difficult to obtain a very good result by only keeping a
threshold value. More research and analysis should be done relating to this topic
using some other methods where result could be optimum.
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Chapter 35
Machine Learning Based Comparative
Analysis for the Classification
of Earthquake Signals

D. S. Parihar, Ripul Ghosh, Aparna Akula, Satish Kumar
and H. K. Sardana

Abstract This research aims at classifying earthquake signals from seismic noises
caused due to anthropogenic activities. We aim at designing a seismic classifier for
classifying true earthquake signals so as to reduce the false alarms thereby avoiding
excessive data logging due to cultural noise. Based on theoretical and experimental
consideration, a set of time and frequency domain features are extracted and used as
features to train the supervised classifier network, viz., k-nearest neighbor (k-NN),
maximum likelihood (ML), artificial neural network (ANN), and support vector
machine (SVM). Two datasets were used in this research work K-NET (Kyoshin
Network), Japan and strong motion seismic data recorded at CSIR-CSIO,
Chandigarh using BASALT accelerograph of Kinemetrics Inc. Comparative anal-
ysis of the classifiers shows that SVM outperforms the other methods with an
accuracy of 99.60%.

Keywords ANN ⋅ Classification ⋅ Earthquake ⋅ Feature extraction
k-NN ⋅ ML ⋅ Noise ⋅ SVM
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Introduction

Earthquake is a natural disaster, costing loss of lives and properties. The increasing
number of skyscrapers and growing infrastructure in earthquake-prone urban areas
are vastly affected by the tremors. Earthquake occurrence is sensed using seismic
sensors by detecting the primary waves which travel faster as compared to disas-
trous secondary wave [1]. To detect the seismic signal and classify them as an
earthquake or local noise is one of the problems in an earthquake warning system
(EWS). EWS is designed to disseminate the information related to ongoing or
impending earthquakes in the form of public alerts in real time. The external noise
added to signal reduces the signal-to-noise ratio (SNR), thereby degrading the
performance of the system by increasing the false alarms. Hence to make EWS
robust, optimal features should be extracted from the signals which will have
discriminative information.

In recent years, researchers have addressed the issues in the discrimination of
seismic wave and man-made explosion [2]. In earthquake and underwater fisher-
man’s explosion [3], classification is performed using supervised neural algorithms
based on multilayer perceptron (MLP). For classifying local seismic signals from
volcano-tectonic earthquake [4], predictor coding technique is used to extract the
features and neural network based MLP as classifier. An automatic discrimination
among landslide, explosion and microtremor has been analyzed using both super-
vise and unsupervised NN in [5]. However, these works have reported results on
limited datasets and to comment on their generalized performances they are needed
to be evaluated on larger datasets.

In this work, a comparative analysis has been devised among four existing
classifiers (k-NN, ML, ANN, SVM) using larger datasets to discriminate the pat-
terns of earthquake and seismic noise data. Preprocessing techniques have been
used to denoise the signals and obtained features from larger data set to train the
existing classifier networks. A comparative analysis is put together in investigating
improved accuracy of classifiers.

Related Work

The use of integrated classification machine (ICM), a hierarchy of ANN has been
reported for classification of earthquake and man-made explosion [2]. For the
robust classification of noisy nonstationary signals, redundant classification envi-
ronment (RCE) was created. The main factor influencing the classification perfor-
mance was time-frequency resolution and smoothening level. The use of linear
prediction coding (LPC) as a feature extractor instead of the conventional Fourier
spectral analysis for discrimination of earthquake and underwater explosion have
been reported in [3], whereas in [4], both LPC and function of amplitude are used
for feature extraction and realized better performance due to amplitude features.
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Using multilayer perceptron, over 343 data set of seismic signals demonstrated the
accuracy of classifier up to 94% [6]. In volcano seismic signal detection and
classification, Hidden Markov models are used over optimal features of seismic
signals and obtained 80% accuracy [7]. Machine learning based classifiers such as
SVM, k-NN, and ANN classifiers have been also used for classification of vehicles
using seismic and acoustic signals by extracting short time Fourier transform
(STFT) features [8]. This type of feature extraction method evolved a combination
of both time, frequency, and joint time-frequency based features such as spectral
statistics and wavelet coefficients characterization (SSWCC) for classification of
military vehicles [9]. Similar research works related to feature extraction have been
reported in EEG signal [10], audio radar signal [11], and image recognition [12].

Experimental Dataset

Two sources of datasets are used in this study. First, data set comprises of data
recorded at CSIR-CSIO, Chandigarh using BASALT accelerograph which has an
internal tri-axial Episensor accelerometer of sensitivity 2.5114 mV g−1. The sam-
pling rate was kept at 250 samples per second per channel with bandwidth ranging
from DC to 200 Hz. Second, data set comprises of strong motion seismograph
(K-NET) earthquake data recorded in the year 2005 at National Research Institute
for Earth Science and Disaster Prevention [13, 14]. The sampling rate was kept at
100 samples per second per channel. A total 25000 events have been used in the
study, out of which 13000 earthquake events from K-NET dataset and 12000 noise
events from BASALT accelerograph are used.

Methodology

The methodology for the classification of earthquake and noise signal is shown in
Fig. 35.1. The analysis has been performed in MATLAB

®

R2015b platform run-
ning on an Intel i5 processor with 4 GB RAM installed. The earthquake and noise
signals are taken as input to the feature extractor and classification algorithm. The
seismic signals are then passed through a series of preprocessing blocks. The
external noise gets coupled with the actual signal in electronic form and reduces
the SNR levels. Hence, preprocessing of these signals is requisite to filter out the
higher frequency bands and harmonics of line frequencies present in the signals.

Since seismic signals are acquired at different geographically located stations
with different sensors with different sensitivity levels, so it is required to convert the
voltage to acceleration unit for unified reference. The input seismic signal and
converted signal are shown in Fig. 35.2a and Fig. 35.2b, respectively. Denoising
methods have been used to restore the smoothness of signal after thresholding the
wavelet coefficients of a noisy raw signal [15]. The events are analyzed using
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Daubechies 3 wavelet (db3) with soft thresholding and the denoised signal is shown
in Fig. 35.2c. Due to flat frequency response and more linear response in passband,
a Butterworth bandpass filter [16] of fourth order with bandpass frequency 0.1–
25 Hz has been applied to filter out higher frequency component present in signal.
The fast Fourier transform (FFT) spectrum of filtered signal is shown in Fig. 35.2d.

The feature bag comprises of ten statistical time-domain features and three
frequency domain features. Statistical time domain features comprised of mean,
mode, median, maxima, minima, variance, standard deviation, root mean square,
kurtosis, and Skewness of the time-series signal. Frequency domain features consist
of frequency component of dominant energy, amplitude of the corresponding
energy, and total energy content. These features are derived after computation of
FFT. A total 13-dimensional feature vector are analyzed corresponding to earth-
quake events and noise events. The extracted features are then normalized which is
shown in Figs. 35.3 and 35.4.

To generate the training and testing sets, all normalized features are randomized
before they can be used to train the classifier networks; k-NN, ML, ANN and SVM.
k-NN is evaluated for three nearest neighbors (k = 3) with distance metric as
Euclidean. The distance is calculated between test data and each example of
training data. This distance depends upon the number of features used for the

Fig. 35.1 Schema of experimentation methodology
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classification. These distances along with the supervised classes are sorted in an
ascending order, then depending upon the value of k, the k-nearest neighbors are
taken out and maximum class allotted to those samples is selected as the class of the
test data. ML-based classification is performed by computing the probabilities of
the test events and is assigned a class for which the probability is highest.

ANN model is generated using 40 hidden neurons in single hidden layer, with
TAN-Sigmoid as activation function and back propagation algorithm is used to
train the network. The input feature vector is randomly divided into training set
(70%), testing set (15%), and validation set (15%). SVM with radial basis function

Fig. 35.2 Seismic signal preprocessing and frequency spectrum a input signal in voltage
b converted signal in peak ground acceleration (PGA) c denoised signal d FFT spectrum
containing 0.1–25 Hz frequency

Fig. 35.3 Normalized features of all true earthquake events
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(RBF) kernel is used to train and test the network using svmtrain and svmclassify
function, respectively. The accuracy of the individual classifier is calculated using
confusion matrix.

Result and Discussion

To validate and evaluate the performance of classifiers, fivefold cross-validation
method with 25000 events is used. The accuracy of each fold is computed and the
classifiers models with highest accuracy are used for testing with a new set of 2475
events which have been not used during any of the training cases. The performance
of the classifiers has been validated by using statistical evaluation metrics, viz.,
accuracy, sensitivity, and positive predictive value (PPV). In case of k-NN and ML,
an accuracy of 86.91 and 85.89% was obtained on the new test events. With
increasing size of training events in k-NN and ML, an increased computation time
was observed whereas in model based approaches such as ANN and SVM the
computation time remains same. In ANN, the accuracy was 88.36% and its per-
formance was observed with varying number of hidden neurons. It was observed
that the performance increased by increasing the number of neurons, but when the
number of hidden neurons exceeded 50, the performance of the classifier did not
change much. An accuracy of 99.60% was achieved in case of SVM classifier.
Confusion matrix on the new test data in Table 35.1 shows correctly classified and
misclassified events.

The results show that the PPV of strong motion earthquake data is above 98%
whereas in case of noise data, the classification rate is more than 65% for each of the
classifiers. The performance metric is computed using the below formulas:

Fig. 35.4 Normalized features of all noise events
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Accuracy = ðTP+TNÞ ̸ðTP+TN+FP+FNÞ
Sensitivity =TP ̸ðTP+FNÞ
PPV=TP ̸ðTP+FPÞ

where TP = true positive (Correctly identified), TN = true negative (Correctly
rejected), FP = false positive (Incorrectly identified), FN = false negative (Incor-
rectly rejected). The performance metrics of different classifiers is presented
graphically in Fig. 35.5. k-NN, ML, and ANN have nearly similar performance,
whereas SVM outperforms the other three in terms of all measures.

Conclusion

The realized off line seismic classifiers for the classification of earthquake events
from noise utilize robust features obtained from time and frequency domain anal-
ysis of the data. The comparative analysis of k-NN, ML, SVM, and ANN has been
performed and the performance metric shows that SVM performs better than the
other analyzed classifiers.

The results definitely institute the conception that the features required for the
training of the model for classifier should be robust and distinctive, so that various
other techniques of supervised and unsupervised learning can be explored to
enhance the performance. Also, work needs to be extended for classification of
earthquake on real-time seismic data.

Acknowledgements The work is supported in part by funds of Council of Scientific and
Industrial Research (CSIR), India under the project OMEGA PSC0202, Task 2.3.1: Inferential
Imaging—Photo, Acoustics and Seismic.

Table 35.1 Confudion matrix of k-NN, ML, ANN, and SVM

k-NN ML SVM ANN

Earthquake Noise Earthquake Noise Earthquake Noise Earthquake Noise

Earthquake 1409 16 1402 23 1420 5 1399 26

Noise 308 742 326 724 5 1045 262 788

Fig. 35.5 Performance
metric showing accuracy,
sensitivity, PPV of the
classifiers
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Chapter 36
Temporal Representation of Vowels in Khasi
Dialect

Bronson Syiem, Fairriky Rynjah and Lairenlakpam Joyprakash Singh

Abstract Some speech parameters such as short-time energy, zero crossing rate, and

minimum amplitude of the signal can be estimated directly by temporal analysis.

This analysis is the easiest method of representing a speech signal since temporal

features are easy to extract and have a very easy physical interpretation. An efficient

automatic speech recognition system can be achieved by preserving the information

needed to determine phonetic identity of the speech signal. Representation of speech

in appropriate form yields a more efficient coding system as it can improve the quality

of speech synthesis and also increases the performance of speech recognizers. In this

paper, phonemic vowels found in Khasi dialect such as /a/, /i/, /I/, /e/, /𝜖/, /⊃/, /o/, and

/u/ are represented purely based on temporal features. Depending on the presence of

periodicity information on vowel sounds, fundamental frequency (F0) of each vowel

has been calculated using autocorrelation function.

Keywords Envelope ⋅ Periodicity ⋅ Fine structure ⋅ Formant ⋅ Pitch

Introduction

Speech can be defined as a communicating signal between the individuals. Temporal

properties of speech sound play a vital role in perception of speech in humans. These

properties are related to time or lasting for a relatively short time. Speech is a fast

time-varying signal, therefore it is necessary to analyze in short interval of time and

so temporal properties can be shown or represented as how they are associated with
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the speech. Based on temporal aspects, speech signal can be said to be comprised of

three main temporal features, namely envelope, periodicity and fine structures [1].

In this paper, vowels in Khasi dialect will be represented based on purely temporal

aspects. As discussed by Benedetto [2], vowel sounds can be classified into several

dimensions such as height, backs, tenseness, etc., and each formant frequency can

be used as acoustic parameters representative of the different dimensions. Vowel

representation can be used to obtain accent-adapted features and so it is suitable

to identify accents [3]. Generally, Khasi does not have its own script until Thomas

Jones initiated the process of writing Khasi language in Roman script. Bareh [4]

described some phonemic vowels that can be found in Khasi dialects such as /a/,/i/,

/I/, /e/, /𝜖/, /⊃/, /o/, and /u/. Research had been going on for the past decades about

the temporal properties of speech sounds. From Nourski and Brugge [5], periodic

nonspeech sounds, like trains of acoustic pulses and bursts of amplitude modulated

noise or tone, can produce different percepts with respect to rate of pulse repetition or

frequency of modulation. These sounds are useful for the study of timing information

(temporal properties) associated with them. Temporal properties play a great role

in determining for similarity and classification of the sound. However, most of the

current approaches ignore temporal information [6].

Temporal Representation

Speech sounds can be represented in different forms. However, in this paper, vowel

sounds of Khasi dialect will be represented temporally using temporal features such

as envelope, periodicity, and fine structures. Figure 36.1 shows the waveforms of

eight phonemic vowels found in Khasi dialect. Figures 36.2, 36.3, and 36.4 will be

used to illustrate envelope, periodicity, and fine structure information contained in

the vowels from Fig. 36.1.

Envelope

The envelope of the speech signal can be defined as the boundary within which the

signal is contained when viewed in time domain. Among the temporal features, enve-

lope peaks are more perceptually important [7]. From an acoustic point of view, the

envelope may be defined by four different parameters such as intensity, duration, rise

time, and fall time and these are auditory correlated with loudness, length, attack,

and decay [1]. It is shown that how silent gaps can be used to indicate the presence of

voiceless plosive or affricative sounds. In this paper, since we are representing only

vowel sounds, some cues to identify vowels can be considered. Figure 36.2 shows

how the amplitude envelope of one vowel differs from the other. The duration of the

vowel depends from vowel to vowel. Thus, this cue can be used to identify vowels.
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Fig. 36.1 Waveforms of the vowels /a/, /i/, /e/, /I/, /𝜖/, /o/, /⊃/ and /u/ extracted from some of the

Khasi words “ale”, “itynnad”, “kumne”, “u ei”, “tyngeh”, “shano”, “baroh”, “u briew”

Periodicity

We defined periodicity as the tendency to repeat at intervals. The speech signal is a

complex signal and it contains both periodic and aperiodic information. Periodicity

of speech comes from the fact that it consists of quasi-periodic vibration due to vocal

chords. By quasi-periodic, we mean repetition of non-periodic stimulation as shown

in Fig. 36.3. Generally, periodic sounds are low-frequency signals and are fluctuated

at the rates of 50–500 Hz, however aperiodic sounds are high-frequency signals fluc-

tuating at the rates ranging from a few kHz to 5–10 kHz [1]. The presence of these

different stimulations makes up periodicity information in speech sound. From the

shape of the waveform, it can be seen clearly that each of the eight vowels consists

of some low-frequency quasi-periodic vibration. From an acoustic point of view,

this cue can be used to identify voice or voiceless speech sound. This property can

be considered as one of the most important features in phonology. Another cue of

periodicity is that it gives basic information for pitch contouring which is important

in lexical function. In this paper, we have also calculated fundamental frequency

(F0) for each vowel, where we have recorded sounds uttered by a female speaker

(Table 36.1).
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Fig. 36.2 Waveforms obtained by Hilbert transforming the original signals to preserve the

envelopes
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Fig. 36.3 Waveform of the vowels /a/, /i/, /e/, /I/, /𝜖/, /o/, /⊂/ and /u/, chosen so as to illustrate

periodicity information
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Fig. 36.4 Fine structures information contained in vowels /a/, /i/, /e/, /I/, /𝜖/, /o/, /⊃/ and /u/

Table 36.1 Fundamental frequency associated with each vowel

Vowel a i e I 𝜖 o ⊃ u

F0 in Hz 252 295.97 214.07 288.23 131.64 284.51 215.12 268.90

Fine Structure

In the production of voice speech sound not only vocal chords acts as barrier for air

flow, but in the tract also the air stream used to get resonate. This gives the informa-

tion about the fine structure in speech sound. By fine structure, we mean the fluctua-

tion of the shape of the sound wave when we analyzed in a very short time interval or

within the voice pitch. Being temporal property, fine structure can be used to detect

formant frequency as it contains formant pattern. Generally, fine structures are high-

frequency stimulation and provide information about the spectrum of the sound and

also spectral shape is a main cue for vowel identity [1]. Acoustically fine structures

can be considered as the most important temporal features to distinguish vowels in

Khasi dialect. Figure 36.4 shows fine structures of eight vowels and how they are

distributed in each vowel. Another cue is that it may distinguish between voice and

voiceless sound, since voiceless sound has high fluctuation rate as compare to voice

sound.
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Conclusion

In this paper, vowels found in Khasi dialect have been represented using various

temporal features. The representation is purely based on temporal features and no

other features have been used. The proposed representation has been carried out to

understand how temporal properties are associated with the vowel sounds. We have

also discussed how temporal envelope, periodicity, and fine structure can be used as

the cues for identifying various vowels found in Khasi dialect and also to distinguish

between voice and voiceless sounds.
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Chapter 37
Hemodynamic Analysis on Human
Cerebrovascular Phantoms
with and Without Aneurysm

Pranati Rakshit, Nirmal Das, Mita Nasipuri and Subhadip Basu

Abstract Assessment of cerebral aneurysm rupture risk is very crucial for clini-
cians, because it causes a number of deaths worldwide. Hemodynamics is com-
monly thought to play a significant role in the mechanisms of development,
maturity, and rupture of aneurysm. It is reasonable to assume that rupture risk
assessment can be improved by incorporating hemodynamic analysis on the
parameters like wall shear stress, velocity, static pressure information, etc. So to
compare the hemodynamic parameters on different cerebrovascular phantoms with
and without aneurysm, carries a significant role in prediction of occurrence of
aneurysm and subsequently rupture risk of the same. Computational fluid dynamics
is one conventional approaches to determine the hemodynamic parameter.

Keywords Aneurysm ⋅ Hemodynamic analysis ⋅ Computational fluid dynamics
Cerebrovascular phantoms ⋅ Wall shear stress

Introduction

Aneurysms, basically are tiny blood-filled bulges formed in the blood vessel wall and
are responsible for nearly 500,000 deaths a year worldwide if they burst before being
treated. Several hemodynamic parameters are alleged to be major factors related to
the genesis and progression of aneurysm. So it is of enormous importance for
treatment to recognize the hemodynamic factors that play a role in the formation and
development of disease like aneurysms [1]. The flow pattern will be changed in the
vascular structure if there exits an aneurysm and also the hemodynamic parameter
values differ from the one without aneurysm. So it is very crucial to analyze the
vascular structure with and without aneurysm and hemodynamics there in.
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Carotid vasculature is the one of the major parts of the human vasculature. In this
work, we focus on the major arterial structure present in the human carotid region.
To do the hemodynamic analysis it is important to understand the carotid blood
flow patterns and so structural analysis of carotid arteries is needed for determi-
nation of abnormal out pouching, detection of possible shrinkage or blockage in the
blood flow etc. To depict the network of carotid arteries, we have to know about the
structure of the Circle of Willis which is present at the base of the brain. This is a
circular vasculature formed by the left and right Anterior cerebral artery (left and
right), Internal Carotid Arteries (ICA), Anterior Communicating Artery (ACA),
Posterior cerebral artery (left and right), Posterior communicating artery (left and
right). The basilar artery and middle cerebral arteries are also considered as part of
the circle [2].

In vivo or ex vivo analysis of carotid arterial system is a time consuming job and
need to be taken care very minutely by the expert physician. Collecting the medical
image is really a troublesome job. Patient permission and participation is equally
important to capture and collect the in vivo images. So as much it is important to
analyze real medical data, it is also important to construct synthetic structures or
phantoms. Therefore, the generation of the phantoms or synthetic structures are
often valuable for evaluation and application of new computational techniques. For
the construction of 3D digital phantom, one can find many existing methods in the
current state of the art [3–5]. It also helps the patients to be escaped from repeated
harmful cerebral scans. Phantom based simulation experiments are most popular
due to the apparent simplicity of the design.

In general, there are two aspects of the study; (1) using physical vascular
phantoms with and without aneurysm, generated by casting a replica of the actual
vasculature, and (2) digital modeling of the vasculature, using mathematical
models. Here in the present study we have opted the second one.

Cerebral aneurysm is a vascular disease which is a bulge in the vessel wall of an
artery to be found in the brain. The reason behind the aneurysm development and
progress is due to weakness of the arterial wall. It can rupture to leak blood into the
neighboring tissue, if it becomes bulky enough. Generally there are three types of
aneurysm––Saccular, Fusiform, and Giant. Among these three, the most common
one is Saccular aneurysm. Its shape is almost round and the part which helps it to
attach with an artery is called neck of the aneurysm. It is also called berry aneurysm
because the shape is like berry. Fusiform aneurysm is formed due to the widening
of the vessel wall. Because of the widening of the vessel wall it outlines a
spindle-shape. It is generally a less common type of aneurysm. The third type of
aneurysm is a giant aneurysm. It is actually a berry aneurysm but the size is large,
and it is seen mainly at the bifurcation of an artery.

The prevention of aneurysm is very difficult job as the reason behind the initi-
ation of this vascular disease is not well understood. As hemodynamic information
is supposed to be one of the major reasons behind aneurysm initiation, several
studies have been performed to analyze the thorough hemodynamic status [6] of the
artery. Identifying the appropriate hemodynamic parameter related to the aneurysm
progression and initiation is a crucial task. Hemodynamic parameters—the blood
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pressure, velocity of blood flow, and the wall shear stress (wss) are linked to the
progression of the aneurysm [7, 8]. Wall shear stress is an important hemodynamic
factor which is considered to be highly allied with the growth of the cerebral
aneurysm. The wall shear stress (wss) acts directly on the endothelium cell of an
aneurysm. However, magnitude of high wall shear stress or high spatial and tem-
poral disparity of wall shear stress (wss) may damage the inner wall artery [9, 10].

In this connection, the purpose of the work presented here is to study the
CFD-based flow analysis on the cerebrovascular phantoms with and without
aneurysm and the comparison of the hemodynamic parameters therein. Digital
topology can be used for further study related to this [11–16].

3D Reconstruction of Cerebrovascular Phantom
with and Without Aneurysm

Development of appropriate 3D mathematical model is one of the crucial tasks to be
performed for hemodynamic analysis of cerebral vasculature. For hemodynamic
analysis through the finite element modeling we need synthetic 3D phantom which
will resemble human carotid arteries. Here we have designed 3 cerebrovascular
phantom with and without aneurysm which are (1) complex bifurcation structure
with and without aneurysm (2) ICA (internal carotid artery) with and without
aneurysm (3) circle of willis with and without aneurysm. It is informative to note
that for the generation of 3D digital phantoms and reconstruction of cerebrovascular
phantoms from patients’ CTA, we have used the method stated in [4, 17] and then
get a 3D surface reconstruction for hemodynamic analysis. During the second phase
of the 3D reconstruction process 3D surface is converted to a 3D solid mesh. In case
of complex structures a series of preprocessing methods are applied to discard
spurious edges and vertices. MeshLab_64bit_v1.3.4BETA [18] has been used for
generation of the initial surface mesh and for the rendering purpose. Rhinoceros 5.0
[19] has been used to convert the surface mesh to solid mesh. Figure 37.1a–f shows
the solid geometry of some cerebrovascular phantom which are now prepared for
flow analysis.

Flow Analysis

ANSYS [20] is a well-known computational fluid dynamics software and here it is
used for hemodynamic analysis on some cerebrovascular phantoms. For analysis of
different hemodynamic parameters the fluent module of ANSYS Workbench 16.0 is
used. This CFD-based analysis may be used as a benchmark to compare the digital
flow-based model, to be developed as a future direction of the current work.

Velocity and wall shear stress, pressure are the major hemodynamic parameter
which are analyzed in the present work.
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In Fig. 37.2a, one complex bifurcation phantom geometry without aneurysm is
shown and it underwent through flow analysis to get velocity vector (in Fig. 37.2b),
wall shear stress(in Fig. 37.2c) and static pressure (in Fig. 37.2d).

In Fig. 37.3, the same complex bifurcation phantom but with aneurysm is
considered. Here we have shown the mesh structure of the geometry of Fig. 37.3a
in Fig. 37.3b. Because mesh generation is one of the important step before doing
the flow analysis. We have shown solid geometry or mesh or both of the vascular
phantom in different figures. Velocity and wall shear stress are shown in Fig. 37.3c
and Fig. 37.3d respectively.

Fig. 37.1 a Complex bifurcation structure without aneurysm b complex bifurcation structure with
aneurysm c ICA (internal carotid artery) without aneurysm d ICA (internal carotid artery) with
aneurysm e circle of willis without aneurysm f circle of willis with aneurysm
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Fig. 37.2 Complex bifurcation without aneurysm a geometry b velocity vector c wall shear stress
d static pressure

Fig. 37.3 Complex bifurcation with aneurysm a geometry b mesh c velocity vector d wall shear
stress
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Fig. 37.4 ICA (internal carotid artery) without aneurysm a mesh b flow streamline c velocity
d static pressure

Fig. 37.5 ICA (internal carotid artery) with aneurysm a geometry b flow streamline c velocity
d wall shear stress
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We have analyzed the ICA (Internal carotid artery) without aneurysm in
Fig. 37.4. In Fig. 37.4, (a) mesh (b) flow streamline (c) velocity (d) static pressure
are developed and shown respectively. In Fig. 37.5 the same phantom geometry
(ICA) with aneurysm is analyzed.

Fig. 37.6 Comparison of hemodynamic parameter through flow analysis on complex bifurcation
phantom with and without aneurysm a the phantom without aneurysm b the phantom with
aneurysm c velocity of the phantom without aneurysm d velocity of the phantom with aneurysm
e wall shear stress of the phantom without aneurysm f wall shear stress of the phantom with
aneurysm g static pressure of the phantom without aneurysm h static pressure of the phantom with
aneurysm
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In Fig. 37.5 (a) geometry (b) flow streamline (c) velocity (d) wall shear stress are
developed and shown respectively.

From the Figs. 37.4 and 37.5, it is very clear that there are several changes in
hemodynamic parameter values if the phantom structure includes any aneurysm.

Results and Discussion

We have done the comparison of hemodynamic parameters like velocity, wall shear
stress and static pressure on complex bifurcation phantoms with and without
aneurysm in the present work. The result is shown in Fig. 37.6a–h. From the
Fig. 37.6 we can easily say that there is a turbulence in the flow on the phantom
which is with the aneurysm. We can say this statement because we can observe that
there is a variation in the ranges of values for the hemodynamic parameters. For the
numerical simulation of hemodynamic parameter in finite element method we have
used ANSYS 16.0.

Conclusion

In this present study, we have emphasized on the comparison of cerebrovascular
phantoms with and without aneurysm and hemodynamics therein. In the flow
analysis of the phantom with aneurysm, we have found that there is a turbulent
nature in the flow which differs from the flow in the phantom without aneurysm.
These results are useful for understanding of fluid flows through cerebral vascu-
lature with and without aneurysm and serve as benchmarks for 3D digital flow
models. Computational studies on digital flows on phantom with and without
aneurysm are important future research directions for the current work. 2D digital
flows have already been used successfully for the study of structural/plastic changes
in hippocampal dendritic spines [21]. The work presented may be included in the
future study on the 3D digital flow-based hemodynamic analysis in both the
patients’ CTA images with and without aneurysm as well as on complex mathe-
matical phantoms.
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Chapter 38
Problems and Issues in Parsing
Manipuri Text

Yumnam Nirmal and Utpal Sharma

Abstract This paper discusses the issues and challenges that are faced during pars-

ing Manipuri text. Parsing normally follows two approaches: rule-based and statisti-

cal. For a resource-poor language like Manipuri, statistical approaches have not been

possible so far due to the non-availability of annotated corpora. Different types of

issues like lexical ambiguity, attachment ambiguity arising due to the constituents of

noun phrases, also add to the difficulty of parsing Manipuri text. The large number

of possible variations of word order is another major problem.

Keywords Parsing ⋅ Manipuri ⋅ Free word order ⋅ Tibeto-Burman

Introduction

Today, it is very important for a language to be used through a computer. The num-

ber of speakers being small, Manipuri has been a less studied language for natu-

ral language processing (NLP) as compared to other Indian languages like Hindi,

Bengali, etc. The lack of research has also contributed to the non-availability of

language processing tools for the language, which would have otherwise benefited

its speakers and others. Today, language processing tools have moved to statistical

methods which are highly accurate and reliable. For Manipuri, due to the lack of

annotated data in any form, statistical methods have not been so far applicable. On

the other hand, manual annotation takes a huge amount of time and manpower.
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Manipuri Language

Manipuri (Meitei-lon), the official language of the northeastern Indian state Manipur,

is one among the 22 scheduled languages of the Indian Constitution. It is also spoken

in neighbouring states Assam and Tripura, and also in the neighbouring countries

Bangladesh and Myanmar. It is the lingua-franca (bridge language, trade language)

of 33 different tribal communities of Manipur, whose mother tongues are different.

Among the different native languages spoken in Manipur, it alone has its own script

known as the Meitei Mayek. It has been currently classified as a vulnerable language

by UNESCO [17].

Manipuri belongs to the family of Tibeto-Burman languages [16]. Its tonal and

highly agglutinative nature are distinctive features with respect to Indian languages.

A verbal root may take as many as ten suffixes [18] as in Example 1.

Example 1

has (‘pu’) as root, and (‘sin’), , , ,

, , , (‘ni’), , (‘ko’) as the suffixes.

Parsing

In computational linguistics, parsing refers to the formal analysis of a sentence or a

string of words into its constituents, leading to a parse tree indicating the syntactic

relation between its constituents. The resultant parse tree may conjointly contain

semantic as well as other useful linguistic information.

One of the most important and common use of parse trees is grammar checking in

word processing systems. If a sentence cannot be parsed, then it may have grammat-

ical errors or the sentence is hard to read [15]. Parsing is an immediate vital stage for

semantic analysis, and also plays an important role in applications such as machine

translation [6], speech recognition [7], question answering [22], text summarisation

[28], information extraction [13], etc.

Natural language parsing has a wide range of approaches, which employ different

search strategies (top-down or bottom-up), or use different grammar formalisms,

or implementation models. Among the most successful grammar formalisms are

Context-Free Grammars (CFG), Tree Adjoining Grammar (TAG) [14], Lexical Func-

tional Grammar (LFG) [4], Combinatory Categorial Grammar (CCG) [23], Head-

Driven Phrase Structure Grammar (HSPG) [19], Dependency Grammar (DG) [24],

etc. On the other hand, implementation models may be non-probabilistic, probabilis-

tic (generative, discriminative, etc.) or hybrid.
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Related Works

There is no significant work reported on parsing of Manipuri. Few works regard-

ing parsing of Myanmar language which also belongs to Tibeto-Burman family can

be found. Manipuri shares many features with Tibeto-Burman languages such as

tone, widespread stem homophony, agglutinative verb morphology, verb derivational

suffixes, duplication or elaboration, evidentiality and emotional attitudes signalled

through sentence final particles, aspect rather than tense marking, lack of gender

marking, verb final order and lack of grammatical relations such as ‘subject’ and

‘object’ [9].

Win Win Thant et al. [25, 27] proposed a Context-Free Grammar based top-down

parser for Myanmar sentences. The parser uses function tags
1

proposed by Win Win

Thant et al. [26] for producing the grammar rules and a total of 183 rules for gram-

matical relations of the phrases have been used. The work focuses on parsing of

simple and complex sentences. However, there has been no report of handling ambi-

guity of any type and simple top-down parsers are not much efficient in handling

ambiguity.

Bharti et al. [2] proposed a constraint-based parsing method for free word order

languages using the Paninian framework that has been successfully applied to Indian

languages. It uses the notion of karaka relations between verbs and nouns in a sen-

tence. The karaka relations are syntactico-semantic (or semantico-syntactic) rela-

tions between the verbals and other related constituents in a sentence. Manipuri is

a role-dominated language where there is no distinction between grammatical rela-

tions such as subject and object. But, in case of reference-dominated language, dis-

tinctions between grammatical relations such as subject and object are significant for

syntactic operations and structure [11]. Due to this reason and other differences (not

discussed in this paper), application of Paninian framework to Manipuri language

structure is still questionable. Attempts by Manipuri Sanskrit scholars in the 1960s

and 1970s to apply Sanskrit grammatical principles in the analysis of Manipuri led

to an imperfect analysis of the language [5].

Another work on parsing of an Indian language Assamese can be found in the

work of Navanath Saharia et al. [20] wherein they describe about the word order

freedom. The work is preliminary and does not discuss about ambiguity and other

problems.

Dependency parsing methods for free word order languages were also proposed

by Bharti et al. [1] and Falavarjani et al. [10]. These systems employ two well-known

dependency parsers, namely MST parser and Malt parser and uses dependency Tree-

bank for their training. But, due to the non-availability of annotated corpora, these

methods cannot be applied to Manipuri yet.

1
Function tags are a context-sensitive annotations (e.g. syntactic categories like subject, object,

time, location, etc.) applied to natural language text, marking the syntactic or semantic role of

words and phrases within the text.
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Issues in Parsing Manipuri Text

Most of the existing techniques and approaches cannot be applied to Manipuri due to

its language structure and lack of crucial resources. Manipuri is tonal, highly agglu-

tinative, morphologically very rich and has a high freedom of word order.

Corpus

Suitable raw and annotated corpora for Manipuri are not available. A small amount

of un-annotated corpus may be obtained from TDIL (Technology Development of

Indian Language) Program, DeitY, MC & IT, Govt. of India, under Research license,

which is very limited in terms of its domain. A balanced corpus should consist of

texts from various domains. Annotated data of Manipuri in any form is not avail-

able till date. This is one of the major setbacks in applying statistical methods for

Manipuri language processing. And natural language parsing, be it rule-based or

statistical model, normally requires resources like a Lexicon or a Treebank, that are

well structured and rich with linguistic annotations.

Ambiguity

Ambiguity has always been a major problem and hindrance in parsing of natural

languages. A sentence is said to be ambiguous if it has more than one parses. A few

causes of ambiguity encountered in Manipuri are as follows:

Lexical Ambiguity: Manipuri being a highly agglutinative and tonal language there

are plenty of words whose POS (parts of speech) category and meaning are ambigu-

ous, and are determined in accordance to tone as well as the context.

Example 2 (lei) can have two POS categories, viz. noun and verb, and can have

at least six different meanings: ‘flower’, ‘tongue’, ‘buy’, ‘have’, ‘stay’, ‘rotate’.

Coordination Ambiguity: Coordination ambiguity arises when different sets of

phrases are conjoined by a conjunction.

Example 3

In Example 3, the phrase can

be bracketed as , or as

.
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Attachment Ambiguity: If a particular constituent of a sentence can be attached at

more than one place in the parse tree of the sentence, then the sentence is said to

have an attachment ambiguity. It is one of the main reasons for a sentence to have

a large number of parses. According to Church and Patil [8], for English language,

the prepositional phrase (PP) attachment ambiguity leads to an exponential growth

in the number of analyses for a sentence.

Manipuri is a post-positional language [5] opposed to prepositioned; all the case

markers are suffixed to the noun and to the adverb of place. Unlike English where

prepositional phrase (PP) attachment ambiguity exists, post-positional phrase (PsP)

attachment ambiguity does not exist in Manipuri. Rather, attachment ambiguity

exists within noun phrases where the constituents can be attached at different places.

Example 4

The entity in Example 4 may either refer to or

(dukan) (Fig. 38.1).

Two different parse trees for the sentence in Example 4 where the entity

being attached at different places have been illustrated in Fig. 38.2.

Figure 38.2a depicts the meaning of the sentence as ‘a shop that sells old shoes’,

whereas, Fig. 38.2b depicts the meaning as ‘an old shop that sells shoes’.

Word Order

Word order freedom (position of words) is also one of the problems faced during

parsing. Grammar formalisms like CFG are positional and tend to capture only the

position of words in a phrase or sentence. In order to accommodate the freedom of

word order in a phrase or sentence, the number of grammar rules has to be increased.

As a result, the grammar may become too bulky with a huge number of rules and its

usefulness may be reduced.

The vast majority of Tibeto-Burman languages including Manipuri, and all Indian

languages except Kashmiri and Khasi have the basic word order of subject–object–

verb (SOV) [5]. However, the interchange of subject and object is quite an acceptable

common phenomenon in Manipuri, which agrees with Greenberg’s Universal 7 [12],

according to which the only alternative of a dominant SOV order is OSV.

Example 5

Example 5 illustrates the interchange of subject and object. The first form is that

of subject–object–verb, whereas the later is of the form object–subject–verb.
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Fig. 38.1 Ambiguous reference for entity in Example 4

(a)

(b)

Fig. 38.2 Parse trees for the sentence in Example 4. a ‘a shop that sells old shoes’ and b ‘an old

shop that sells shoes’

Bhat [3] also observed that Manipuri is a verb final language and the relative order

of arguments to the left of the verb is quite free. The arguments (to the left of verb)

can be arranged in any of the several possible ways, if all the arguments are properly

marked by the relevant case suffixes; such changes would not affect the semantic

roles of the arguments.
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Table 38.1 Word order variations for Example 6

Manipuri sentence Word order

subject–adverbial of time–object–verb

subject–object–adverbial of time–verb

adverbial of time–subject–object–verb

adverbial of time–object–subject–verb

object–subject–adverbial of time–verb

object–adverbial of time–subject–verb

Example 6

The sentence in Example 6 can have as many as six forms by rearranging the posi-

tion of the arguments of the verb into 3! ways. It has been illustrated in Table 38.1.

The arguments , and on the left

of the verb can be arranged in any order without affecting the

semantics of the sentence.

In Manipuri, the freedom of order is not confined to the arguments of verb. The

descriptive adjective can also change its order by preceding or following the noun

[21]. Examples 7 and 8 present such cases where the position of descriptive adjective

is changed.

Example 7

or,

Example 8

or,
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Conclusion

Parsing natural language texts requires certain resources, which are not available for

Manipuri. Effective statistical parsing requires a Treebank and it is neither available

for Manipuri nor can be easily created. So, rule-based methods using grammar for-

malisms like CFG, TAG, etc., look better suited for Manipuri. For such methods, a

suitable grammar must be defined, and resources such as a Lexicon and POS anno-

tated corpus must be developed. Moreover, issues like ambiguity and word order

freedom shall have to be addressed.
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Chapter 39
Classification of Bangla Compound
Characters Using a HOG-CNN Hybrid
Model

S. M. A. Sharif, Nabeel Mohammed, Sifat Momen and Nafees Mansoor

Abstract Automatic handwriting recognition is challenging task due to its sheer

variety of acceptable stylistic differences. This is especially true for scripts with large

character sets. Bangla, the sixth most widely spoken language in the world has a

complex, large and rich set of compound characters. In this study, a hybrid deep

learning model is proposed which combines the use of the manually designed feature

Histogram of Oriented Gradients (HOG), with the adaptively learned features of

a Convolutional Neural Networks (CNN). The proposed hybrid model was trained

on the CMATERDB 3.1.3.3, a Bangla compound character data set which divides

Bangla compound characters into 177 broad classes and 199 specific classes. The

results demonstrate that CNN-only models achieve over 91% and 92% test accuracy

respectively. Furthermore, it is shown that the proposed model, which incorporates

HOG features with a CNN, achieves over 92.50% test accuracy on each division.

While there is still room for improvement, these results are significantly better than

currently published state of art on this data set.

Keywords Bangla handwriting recognition ⋅ Bangla compound characters

Convolutional Neural Networks (CNN) ⋅ Deep learning ⋅ Histogram of Oriented

Gradients (HOG) ⋅ CMATERDB 3.1.3.3
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Introduction

Bangla language has a rich set of compound characters which are formed by combin-

ing multiple individual characters. While they do not appear as frequently as individ-

ual vowels and consonants, these compound characters have an important role in day

to day verbal communication as well as in writing scripts [5]. An exhaustive study

[4] identified over 334 compound characters with 171 pattern classes. Some of these

pattern classes even contain multiple shapes. Such large number of pattern classes,

some with subtle shape changes, make Bangla compound character classification a

challenging task.

Handwriting recognition is a part of the image classification domain. Two dom-

inant approaches to image classification can be observed from recent studies. The

first approach uses predefined and/or hand-crafted features, e.g. SIFT, HOG etc.,

extracted either locally or globally (or both) which are then used to train a classi-

fier e.g. SVM, K-Means, GA-based etc. The other approach is popularly known as

the deep learning approach, where convolutional neural networks (CNN) are trained

with images and their corresponding labels. These networks are remarkable because

they learn useful features during the training phase.

Both approaches have been employed successfully to the task of handwritten char-

acter classification. This paper reports on the application of a Hybrid model, which

combines CNNs and the popular Histogram of Oriented Gradients (HOG) image

feature, to the task of classifying Bangla compound characters. It is shown that the

proposed model achieves over 92.5% test accuracy in classifying Bangla compound

characters, which appreciably better than the best reported results so far.

The rest of the paper is organised as follows: Section “Background” discusses

the CMATERDB 3.1.3.3 data set, CNN, and HOG. Section “Proposed Method”

describes the proposed hybrid model. Section “Experimental Setup” details the

experiments performed for this study. Section “Results” presents the results and

section “Conclusion” concludes the paper.

Background

More than 230 million people speak Bangla all over the world. It is the sixth most

widely spoken language and is the second most widely spoken language in the Indian

subcontinent. The Bangla writing script has a set of vowels, consonants as well as

compound characters. Compound characters are composed of two or more conso-

nants and at times also a vowel. The vocalisation of these characters is typically

done by the simultaneous pronunciation of the individual characters. The shapes of

these compound characters are necessarily complex and in some cases, the individual

original characters are not recognisable in the final shape. Some examples compound

characters are shown in Fig. 39.1.
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Fig. 39.1 Examples of

Bangla compound characters

from CMATERDB 3.1.3.3

model structure

The work in [4] documents the CMATERDB 3.1.3.3 handwritten Bangla com-

pound character data set. The study performed a thorough automated analysis of

2.4 million words collected from three Bangla newspapers to identify 171 different

compound character classes. These 171 classes do no include individual consonants

with vowel allographs. Some compound characters have multiple visually distinct

writing patterns. If these individual patterns are separated, then the total number

of compound character classes rise to 199. Currently, the data set contains 44,152

training images and 11,126 testing images with annotations for 171 and 199 classes.

The number of samples per character class is not equal and vary between 125 and

474 samples. Das et al. [3] applied a GA-and SVM-based approach to classifying

this data set and achieved an impressive test accuracy of 78.93%. Das et al. [4] used

a Quad-tree-based approach and reported an improved test accuracy of 79.35%. In

both cases, the features extracted from the images were predetermined and not learnt

during the training phase, as convolutional neural networks are designed to do.

A breakthrough study [6] showed that convolutional neural networks (CNN) [7]

can be successfully applied to image classifications tasks with a very large number

of classes. These networks have multiple layers of filters, and pooling/subsampling

layers. The filters are typically two or three dimensional, depending on whether the

image is gray scale or colour, and are used to extract image features by convolv-

ing them with the image. Unlike traditional systems, these filters are not predefined

by the researcher/engineer but are learnt by minute adjustments during the training

phase. Nonlinearities (i.e. tanh, RelU, sigmoid), are usually applied to the output of

the convolutional layers to allow these networks to learn complex nonlinear func-

tions. The output of the convolutional layers are typically two/three dimensional,
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which are then flattened and passed through one or more fully connected layers for

image classification.

There has been some recent CNN-based work on Bangla handwriting

recognition . For instance, [10] employed a five-layer network similar to the popular

LeNet architecture, which has four convolutional and pooling layers. The last layer

is labelled as the F5 layer which extracts a feature vector of 300 dimensions. The

work aimed to achieve a generalised character recognition feature extractor by train-

ing this network on a data set of 50 character classes. The features extracted by the

trained model was then used to classify characters from other data sets by classifying

the features using an SVM. This method yielded an accuracy rate of 98.375% on the

test partition of the ISI Bangla numeral data set. Even more recently, a smaller CNN

was used by Akhand and Mahtab Ahmad [9] to train on and classify the ISI Bangla

numeral data set. This study reported accuracy rates of 98.98% on the test partition of

the data set. The training set of 19, 392 images was augmented by rotating the images

by fixed angles. Different networks were trained for different augmentation angles

(5◦, 10◦, 20◦ and 30◦). The best testing accuracy rate of 98.98% was reported when

a 10◦ rotation angle was used. However, this method is equivalent to fine-tuning the

training process to learn features which are applicable on the validation set, instead

of generalised learning.

Most of these studies rely entirely on “learnt features” extracted by CNNs, and

do not take into account the role of manually designed features. This paper presents

the use of a hybrid approach to designing a network, which aims to bridge this gap.

The proposed approach combines, in a simple way, the “learnt features” of a CNN

with the very effective, manually designed, Histogram of Oriented Gradients (HOG)

feature.

Histogram of Oriented Gradients (HOG) [2], is a feature which emanates from a

different philosophy. Before the recent popularity of deep learning, features such

as HOG, SIFT [8], etc.. . . were considered state of the art. These features were

designed through the hard work and ingenuity of the researchers and were typically

used in conjunction with linear classifiers, e.g. SVM. HOG features are particularly

interesting because of their simplicity and effectiveness at distinguishing shapes [1].

It utilises image gradient information extracted from images after subdividing the

image into small regions which are referred to as “cells”. The gradients at sampled

pixels within a cell are used to compute a histogram. The combined histogram of all

the cells becomes the image descriptor. For gradient calculation, applying the simple

masks: [−1, 0, 1] and [−1, 0, 1]T on a non-smoothed image works best. The image is

subdivided into cells of configurable size and an orientation histogram of the gradi-

ent values is calculated for every cell. For contrast normalisation, particularly, when

cells sizes are small, multiple cell histograms can be normalised together.
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Fig. 39.2 Proposed hybrid model

Proposed Method

The aim is to integrate HOG features in the learning and classification process of a

deep learning model. Figure 39.2 shows the scheme of the proposed model which

has three components and two input layers.

The first component is comprised of a single CNN, which accepts a 28 × 28
grayscale image as input and successively applies convolution and pooling opera-

tions. The network has two convolution layers, each with 32 3 × 3 filters. The two

convolutional layers are followed by a max-pooling layer, which is in turn followed

by two more convolutional layer with 64 and 512 3 × 3 filters, respectively. The out-

put of this last convolutional layer is a stack of two-dimensional filter outputs. These

values of the filter outputs are unrolled, to form a vector input to further fully con-

nected layers.

A fully connected layer which expects a HOG image descriptor as input forms the

second part of the model. HOG features are extracted from each image with a cell size

of 8 pixels, with a 8 bin histogram of edges created at each cell. The histograms are

then concatenated to form the final HOG image descriptor. This results in a feature

vector of 72 dimensions, which is what this part of the proposed structure expects as

input. This component has two hidden layers of 32 and 64 dimensions, respectively.

The output of the last layer as a feature vector of 32 dimensions and is concatenated

with the output of the first component.

The concatenated feature vector is then used as input to a third fully connected

network which has a hidden layer of 512 dimensions. The output layer has 171 or

199 dimensions depending on which classification scheme is used in a particular

experiment.

All three components are created as a part of a single network and trained end-to-

end together. As shown in Fig. 39.2, the Dropout [12] rates used are quite high; this

was done to ensure that the network does not over train as it has a large number of

parameters.
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Experimental Setup

Data Set Preparation

This study uses the aforementioned CMATERDB 3.1.3.3 Bangla compound char-

acter collection. The training set of the collection is augmented [11] by randomly

rotating between −50◦ and 50◦. The original images have black writing on a white

background; these are processed so that the background is black and the character

is in white. All images are resized to be 28 × 28. The aspect ratio of the written

characters is not preserved.

Models Used

In total, four different models were used to facilitate comparison using either a CNN-

only approach or the proposed hybrid approach.

The two CNN-only models are labelled CNN-171 and CNN-199, respectively, to

indicate whether they are classifying 171 classes or 199 classes. The networks have

a similar structure to the first component of the hybrid model, except the output of

the flattened layer is directly used in a fully connected network whose structure is

similar to the third component.

The Hybrid models are labelled Hybrid-Hog-171 and Hybrid-HOG-199, respec-

tively, to indicate whether they are classifying 171 classes or 199 classes. The only

place where they differ is in the dimensionality of the last softmax layer (of the third

component).

Model Training

Each model was trained on the augmented training set for 100 epochs. At the end of

each epoch, the models performance on the test data set was measured and the best

performing model, over the 100 epochs, was kept. The training batch size was set to

100. The Adadelta [13] optimiser was used to minimise the categorical cross entropy

loss values. All training was done on an a machine running Ubuntu 14.04 while

taking advantage of an NVIDIA GTX 980 TI GPU to speed up the experiments.
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Fig. 39.3 Accuracy of the four models on the test data set during training

Table 39.1 Best validation accuracy and training epochs required

Experiment name Accuracy (%)

CNN-171 92.05

CNN-199 91.53

Hybrid-Hog-171 92.57
Hybrid-Hog-199 92.77

Results

Figure 39.3 shows how the accuracy of the test set varied during training. Although

only the best performing models were saved, it is evident from the comparison that

the hybrid models consistently outperform the CNN-only models.

Table 39.1 shows the best performing test accuracy rates of the four models used

in the experiments, and the epoch at which the rates were achieved. The hybrid mod-

els achieve improvements of 0.52 and 1.24% on the 171 and 199 classifications when

compared to the CNN-only models.

Table 39.2 compares the performance of the proposed method with those which

have previously been published. The proposed approach achieves a significant

improvement over previous work, with improvements of 13.22% and 14.1% over

the 171 and 199 classes respectively.

The proposed models actually achieve a higher accuracy on the 199 classes

compared to the 171 classes. While this might seem counter-intuitive initially; the
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Table 39.2 Comparison with published results

Work Year Feature

selection

Classification Number of

classes

Test accuracy

(%)

Nibaran Das et al. [3] 2012 GA SVM 171 78.93

Nibaran Das et al. [4] 2014 CH,QTLR SVM 171 79.35

Nibaran Das et al. [4] 2014 CH,QTLR SVM 199 78.67

Hybrid-Hog-171

(Proposed)

2016 Hog-Adaptive CNN-ANN 171 92.57

Hybrid-Hog-199

(Proposed)

2016 Hog-Adaptive CNN-ANN 199 92.77

behaviour is easily explained when taking into account the nature of the class sepa-

rations. The 171 classification problem includes cases, where the different patterns

for the same shape is assigned to the same class. For the 199 classification problem,

this added difficulty is not present.

Conclusion

This paper presents a Hybrid deep learning model which combines a convolutional

neural network with HOG features. The proposed model was trained end-to-end

using an augmented version of the training image set provided by the CMATERDB

3.1.3.3 collection. After training, the model achieves test accuracy rates of 92.57%

and 92.77% on the 171 and 199 classes of the data set, respectively. These results

are an improvement of over 13% and 14%, respectively, in accuracy rates compared

to previous studies, which is significant. In future, multiple features are planned to

be incorporated in such Hybrid models to study their effect.
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Chapter 40
GMM-Based Formant Transformation of the
Vowels/Diphthongs of One Assamese Variety
to Another

Nath Sanghamitra and Sharma Utpal

Abstract Formants, considered to be responsible for differences in vowel quality,

also represent regional variations in the vowel/diphthong sounds of a language. In

this paper, three approaches based on the Gaussian Mixture Models (GMMs) are

used to develop mapping functions to map the most informative formants, F1, F2,

& F3 of vowels/diphthongs of one variety of Assamese to another. The first is based

on a single GMM for vowel/diphthong formants in training data. The second, maps

the formants at four equidistant temporal points of vowel/diphthong duration. The

third approach trains separate GMMs for the formants of each vowel/diphthong. In

objective evaluation, all three approaches bring the vowel/diphthong formants of the

source variety closer to the target variety. The third, outperforms the previous two.

Keywords Dialect ⋅ Formants ⋅ Vowel space ⋅ GMMs ⋅ RMSE ⋅ Assamese

Nalbaria

Introduction

The Assamese language is an Indo-European language spoken in the Indian state

of Assam and the adjoining regions. The language has a number of regional varia-

tions such as the Eastern variety, the Central variety, the Kamrupi variety, and the

Goalpariya variety. Our study focuses on transformation of the vowels/diphthongs

in All India Radio (AIR) (source) variant to those in Nalbaria (target) variant. The

AIR variant is spoken by the readers of Assamese news of AIR. It belongs to the

Central variety and is also referred to as the ‘ ’ (or written form). The Nal-

baria variant is spoken by the people in and around the district of Nalbari in Assam.
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It falls under the Kamrupi group. The current study is limited to the six vowels /ax/

(/axmrit/- nectar, IPA: ), /aa/(/aam/- mango, IPA: a), /i/ (/itaa/- brick, IPA: i), /u/

(/uraa /- fly, IPA: u) /e/ (/etaa/- one, IPA: 𝜖), /o/ (/mor/- mine, IPA: ℧) and diphthongs

such as /eaa/,/uaa/, /iaa/, /eu/, /iu/, /oi/, /ou/, etc. of the Assamese phoneme inventory.

Regional variations in vowels/diphthongs have been identified and documented

for a number of languages in many works [1, 2]. Nath and Sharma [3] report that

the position of vowels in the F1-F2 plane is significantly different for the two vari-

eties of Assamese under study. Furthermore, dynamic formant plots of most Nalbaria

diphthongs indicate incomplete movement from the first vowel to the second vowel

making it difficult to perceive the diphthong.

If the vowel/diphthong formants of the source variety are transformed to match

that of the target variety, it is very likely that the vowel/diphthong sounds of the

source variety would sound more like their counterparts in the target variety. This

study aims to transform formants of the AIR variety to that of Nalbaria variety using

three different approaches based on the GMMs.
1

The rest of the paper is organized as follows. Section “Literature Review and

Related Works” presents a brief review of related works, section “Building the

Speech Corpus” describes building of the speech corpus, section “Methodology”

describes the GMM-based methods developed for formant transformation. In Section

“Experimental Results” experimental results and a comparison of the methods are

presented. Finally, conclusions and plans for future work are presented in section

“Conclusions and Future Work”.

Literature Review and Related Works

A number of studies relating formant frequencies to dialect variation have been

reported in the literature. Fox and Jacewicz [1] report the nature of dynamic spec-

tral change in the vowels of three distinct varieties of American English. Hagiwara

[2] in his work reports considerable variation in the vowel spaces of contemporane-

ous regional variants of American English. Labov [4] reported that the correlation

between social factors and vowels, almost entirely concentrated in F2, and F1 fre-

quency is mainly used for cognitive differentiation of vowels. However, Grama’s

2
findings run counter to Labov’s claims and report that social meaning can lie in

both F1 and F2. His findings are supported further by Teutenberg and Watson [5]

who also infer that F1, F2 formants have a significant contribution to vowel qual-

ity and points on the F1-F2 plane often represent the pronunciation of a speaker.

Therefore, they attempt to modify the source accent to match the target accent

by mapping the vowel space of the source to the target. Although vowel quality

alone is not sufficient for accent modification, they state that even a simple

1
https://www.ll.mit.edu/mission/cybersec/publications/publication-files/full_papers/0802_

Reynolds_Biometrics-GMM.pdf.

2
http://www.ling.hawaii.edu/research/WorkingPapers/wp-Grama.pdf.

https://www.ll.mit.edu/mission/cybersec/publications/publication-files/full_papers/0802_Reynolds_Biometrics-GMM.pdf
https://www.ll.mit.edu/mission/cybersec/publications/publication-files/full_papers/0802_Reynolds_Biometrics-GMM.pdf
http://www.ling.hawaii.edu/research/WorkingPapers/wp-Grama.pdf
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transformation can yield a significant shift in the perceived accent. Since a dialect is

almost always associated with an accent, the transformation of vowel formant space

is very likely to improve the quality of synthesis of target dialect from source dialect.

Formants are commonly used to represent features of the vocal tract system and

therefore formant transformation is used to transform the vocal tract system from

source to target speaker. In one method for formant transformation [6], artificial neu-

ral networks are used to capture the nonlinear relation between source and target for-

mants. In another work, the statistical distributions of formants are modeled by Rent-

zos et al. [7] with a two-dimensional Hidden Markov model. However, almost all the

works on formant transformation have been applied to Voice Conversion (VC), which

aims to change the source speaker’s voice to sound like that of the target speaker. Our

study capitalizes on these observations and attempts to transform vowel/diphthong

formants of one dialect to another using three approaches based on the GMMs.

Building the Speech Corpus

For our study, speech data containing vowels/diphthongs in both varieties are

required. A set of 60 text prompts, P, of short sentences in Nalbaria, is prepared

containing at least 10–20 occurrences of each vowel/diphthong. These are recorded

from speaker S, fluent in both varieties of Assamese, at a sampling rate of 48 kHz

with 16-bit resolution, in a sound proof room with a Zoom H4Next recorder. This

forms our target set CT out of which 10 sentences are kept aside for testing. Utter-

ances in CT are manually transcripted by a person and cross checked by another, both

well versed in phonetic transcription. This is PTR.

The source set of utterances, CS, is generated by a HMM based TTS system SHTS
with PTR as input. SHTS has been trained with speech data from S in the AIR variety

with pronunciation and syllabification rules pertaining to the AIR variety. Hence CS
is of AIR variety. CS and CT are down sampled to 16 kHz and cleaned to remove

unwanted pauses and noise. The main reason for generating CS from a TTS and

not directly recording from the speaker is because of a future goal of incorporating

dialectal features into synthesized speech.

CS and CT are annotated with vowel/diphthong labels in Praat.
3

A Praat script

extracts F1, F2, F3 from the vowels/diphthongs at four equidistant temporal loca-

tions corresponding to 20%, 40%, 60% and 80% points of vowel/diphthong duration,

to eliminate the effects of adjacent consonants on formant transitions and also to

capture the dynamics of formant trajectories. The formants are manually corrected

for improved modeling.

3
http://www.fon.hum.uva.nl/praat/.

http://www.fon.hum.uva.nl/praat/
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Fig. 40.1 Mean & Std.deviation of F1, F2 formant frequencies in source and target

Vowels/Diphthongs

Methodology

A statistical analysis is carried out on the formants F1, F2, F3 of source and target

vowels/diphthongs. It is observed that in both varieties of Assamese, F3 does not

change much with vowel quality and therefore, its transformation is not of much

significance. Results presented in Fig. 40.1, show a considerable difference in F1,

F2 mean for most vowels/diphthongs. F1, F2 values deviate more from their means

in target vowels than in source vowels while F2 values of source diphthongs deviates

more from their means than in target diphthongs. In short, the source vowel space is

different from that of target and our study attempts to carry out this transformation

of formants.

In a GMM-based transformation, initially proposed for VC by Stylianou et al.

[8], the system learns by fitting a GMM model to the augmented source and tar-

get feature vectors. During training, a GMM is adopted to model the distribution

of the pairedfeature sequence zt, representing the joint feature vector of source
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speech vector xt and target speech vector yt at frame t. The Expectation Maximiza-

tion algorithm
4

trains the GMM with the joint source and target vectors which are

already aligned since the formants are extracted at four equidistant points in every

vowel/diphthong segment.

The mapping function as described in [9], converting the formant frequencies, of

source to target speech data is given by

F(xt) =
M∑

m=1
P(m|xt, 𝜆(z))E

(y)
m,t (40.1)

where

P(m|xt, 𝜆(z)) =
wmN(xt;𝜇(x)

m , 𝛴
(xx)
m )

∑M
n=1 wnN(xt;𝜇

(x)
n , 𝛴

(xx)
n )

(40.2)

E(y)
m,t = 𝜇

(y)
m + 𝛴

(yx)
m 𝛴

(xx)−1
m (xt − 𝜇

(x)
m ) (40.3)

The total number of mixture components is M and the weight of the mth mixture

component is wm. 𝜇
(x)
m and 𝜇

(y)
m are the mean vectors, 𝛴

(xx)
m and 𝛴

(yy)
m are the covari-

ance matrices, 𝛴
(xy)
m and 𝛴

(yx)
m are the cross-covariance matrices of the mth mixture

component of source and target feature vectors.

The three approaches, based on the GMMs, used to carry out the transformation

of formants, are implemented in MATLAB. The mapping functions are developed to

transform F1, F2, and F3 formants. However, since F3 transformation is not signif-

icant, transformation results presented in section “Experimental Results”, are con-

fined to F1, F2 only. Following subsections describe the three approaches in brief.

Approach 1: A Single GMM for F1, F2, F3 Formants

The first three formant frequencies, F1, F2, and F3, extracted from all the vow-

els/diphthongs of source and target speech data, at 20%, 40%, 60%, and 80% of

vowel/diphthong duration, form the feature vector. The augmented feature vector

consists of F1, F2, and F3 values of vowel/diphthong segments in both source and

target training speech data and a GMM is trained to model this data. A mapping

function is then developed to map the formants from source to target.

4
http://www.cse.iitm.ac.in/~vplab/courses/DVP/PDF/gmm.pdf.

http://www.cse.iitm.ac.in/~vplab/courses/DVP/PDF/gmm.pdf
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Approach 2: Separate GMMs for F1, F2, F3 at Equidistant
Temporal Points of Vowel/Diphthong Segments

The second approach uses four separate mapping functions for the temporal points

20%, 40%, 60%, and 80% of vowel/diphthong duration. In order to estimate the

parameters of the mapping functions, the probability distributions of the joint vec-

tors zi = [xTi , y
T
i ] where xi and yi are source and target formant frequencies F1, F2,

F3 at i = 20%, 40%, 60%, and 80% of vowel/diphthong duration, are represented

by separate GMMs. Each mapping function maps the formants at the specified time

instant.

Approach 3: A Separate GMM for the Formants of Each
Vowel/Diphthong Segment

In this approach, label files consisting of vowel/diphthong labels are assigned to the

utterances, which are used to cluster extracted formants from training speech data

into separate vowel/diphthong groups. A separate GMM-based mapping function is

built for the formants of each vowel/diphthong. The number of mixture components

(M) for each vowel/diphthong GMM is selected after experimenting with different

values. During transformation, the label file associated with the test feature vector is

used to select the appropriate mapping function for formant transformation. Trans-

formed formant contours for the vowels/diphthongs in the test utterances are further

smoothed using a Moving Average filter.

Experimental Results

The mapping functions are tested with different values of M, to transform formants

F1, F2 of the vowels/diphthongs of 10 test utterances. For the first approach best

results are obtained with M = 16, for the second with M = 8, while for the third,

M is set to different values (4, 8, 16) for individual vowels/diphthongs. The transfor-

mation is evaluated objectively in terms of root-mean square error (RMSE) between

test and target formants and between mapped and target formants. Transformation

results for the vowels/diphthongs, in order of occurrence in a test utterance using

the three approaches are presented in Figs. 40.2 and 40.3. To provide a quantitative

representation of the transformation results, percentage improvement of RMSE val-

ues before and after transformation, with the three approaches, are calculated for all

vowel tokens in the test utterances and presented in Fig. 40.4.



40 GMM-Based Formant Transformation of the Vowels/Diphthongs . . . 419

Fig. 40.2 Transformation of F1 formant frequencies

Conclusions and Future Work

Objective evaluation results indicate that in most of the transformations, with any of

the three approaches, the source formants are brought closer to the target formants. In

most cases, the third approach, where a separate mapping function is built for each of

the vowels/diphthongs, outperforms the other two. The disadvantage of this approach

is the additional requirement of label files for each of the utterances. Therefore, auto-

matic vowel/diphthong labeling may be considered as a future task. Furthermore, to

find out whether the transformation has been successful to some extent in incorpo-

rating regional variations into the test utterances, perceptual tests need to be carried

out, after resynthesis of the test utterances with transformed formants.
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Fig. 40.3 Transformation of F2 formant frequencies

Fig. 40.4 Plot showing % improvement in RMSE values after transformation
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Chapter 41
English to Nepali Statistical Machine
Translation System

Abhijit Paul and Bipul Syam Purkayastha

Abstract Machine Translation (MT), perhaps the earliest NLP applications, is the
method of translating one human language sentence into another, using computer or
any kind of machine. The aim of this research paper is to develop an MT system for
Nepali language which can translate an English sentence to its most probable
Nepali sentence using Statistical Machine Translation (SMT) approach. The system
is implemented using three different tools like MOSES for decoding, GIZA++ for
generating translation model and IRSTLM for estimating target model probability.
Also for training the system, English-Nepali parallel corpus is used and for testing,
English raw corpus is used. Both these two corpora are collected from TDIL
(Technology Development for Indian Languages). The system has been manually
evaluated using two parameters viz. fluency and adequacy and it gives an average
accuracy of 2.7 out of 4 (level no), i.e., approximately 68%. Though the imple-
mented system achieves an accuracy of 68% but for OoV (Out of Vocabulary)
words the research still continuing. A small comparison has also been made with
exiting English-Nepali MT system.

Keywords NLP ⋅ SMT ⋅ Computational model

Introduction

The IT revolution has led to an explosive growth of information and services in the
web. This flood of information is available only a section of the society and beyond
the reach of a significant portion in a multilingual country [1]. This has led a
division in the society. This division in the multilingual country has triggered a
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need for retrieving the information and services in a language of own choice.
Machine Translation can help to overcome this technological barrier.

Today a number of MT systems are available for translating one natural lan-
guage text into another natural language text, but they are not perfect; limited
success has been achieved within a specific domain [2]. From the literature survey
and related works, it has been found that not much work has been done previously
on MT for Nepali to any language or any language to Nepali in India due to lack of
a comprehensive set of the parallel corpus or a correct set of handwritten gram-
matical rules. Different approaches are there for MT, among them Statistical
Machine Translation (SMT) system has earned special attention in recent years. The
advantages of this system over traditional rule-based approach are that it is com-
pletely automatic and require less human effort. However, the system requires
sentence-aligned parallel corpus for each language pair. Also, it cannot be used for
language pairs for which such corpora do not exist. SMT translates sentence based
on the information or statistics what it has trained or collected from a parallel
corpus. This corpus consists of two texts, each of which is the translation of the
other. Parallel corpus is also useful for other NLP tasks, such as information
retrieval and extraction, bilingual dictionary, word sense disambiguation, etc.
Training the translation model component in SMT requires large parallel corpora
for the parameters to be estimated. The attempt of this work is to build a statistical
model which can translate an English sentence to its equivalent Nepali sentence.

The rest of the paper is structured as follows: section “Related Works” discusses
some of the existing MT systems for Indian languages. Section “Statistical
Approach for Machine Translation” explains the fundamental SMT components.
Section “Preprocessing Steps on Bilingual Corpus for SMT” mentions important
preprocessing steps to develop the MT system. Section “Implementation and Result
Analysis” describes the process of implementation and evaluation of
English-Nepali MT system.

Related Works

Machine Translation is considered as one of the earliest NLP applications. It started
its journey in 1959 abroad. But in India, it begins in the year 1980. Since then,
many institutions and organizations are working on MT. Among them, the eminent
institutes are [3] IIT Kanpur, C-DAC Mumbai, University of Hyderabad, C-DAC
Pune, TDIL, etc.

Major popular MT systems that are available in India for Indian languages are as
follows:-

(i) A domain free MT system, named “Anusaaraka” is designed in the year
1995 at IIT Kanpur. Though it is a domain free system but the system mainly
used for translating children’s stories [4].
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(ii) In the year 1999 at C-DAC, Bangalore, “Mantra”—a machine translation
system was developed mainly for the Rajya Sabha Secretariat. Nowadays, it
also works for any Indian language pairs [5].

(iii) “Matra”, another MT system has been developed in the year 2004 at
C-DAC. It translates an English sentence to its equivalent Hindi sentence. It
is a domain free system [6].

iv) Using the concept of rule-based approach and the generalized form of the
lexicon, a MT system named “AnglaBharti” was designed. It has been
developed in the year 1991 at IIT Kanpur. After “AnglaBharti”, another MT
system named ‘AnuBharti’ was developed in the 2004 at same institution
[7].

(v) Shiva and Shakti, the MT system “Shiva” mainly works for automatic
translation of English sentences to different Indian languages. But the system
“Shakti”, works from English to Hindi, Marathi, and Telugu language only.
It was developed in the year 2004 at Carneige Mellon University USA and
IIIT Hyderabad [8].

(vi) In the year 2004 at Jadavpur University Kolkata, a machine translation
system “Anubaad” was developed for common Bengali people those who
don’t know English. The system mainly translates English news to its
equivalent Bengali news [9].

(vii) Sampark machine translation team of Consortium of Institutions has been
designed a machine translation system named “Sampark” in the year 2009.
It works for almost all language pairs [3].

Statistical Approach for Machine Translation

SMT approach is the most popular approach for translating natural language sen-
tences. The SMT system is based on the fact that there will be many possible ways
of translation for every sentence in one language to another. The choice among
these possible translations is a matter of translator’s preference [10]. Let us take the
case of English to Nepali translations. This means that every Nepali sentence, ‘n’, is
a possible translation of an English sentence, e. Assume that every pair of sentences
(e,n) a probability, P(n|e), which is the probability that a translator when presented
with an English sentence ‘e’, will produce ‘n’ as its Nepali translation. Also assume
that when native speakers of Nepali speak English, they have in mind some Nepali
sentence which they translate mentally. The goal of the translation system is to find
the sentence ‘n’ that the native speaker has in mind when he produces ‘e’. Mini-
mizes the chance of error by selecting that Nepali sentence ‘n’ for which P(n|e) is
maximum. Using Bayes’s theorem, it can be written as:-

P njeð Þ=P e, nð Þ ̸P eð Þ=P nð ÞXP ejnð Þ ̸P eð Þ
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n can be calculated as

n= arg max
n

P njeð Þ= argmax
n

P nð ÞXP ejnð Þ ̸P eð Þ

Since the denominator is independent of h, we can write the preceding
expression as

n= arg max
n

P nð ÞXP ejnð Þ,

where P(n) is prior to Nepali text and P(e|n) is conditional probability of the English
text given the Nepali text. The idea is not intuitively appealing as it is hard to think
of going through a list of sentences computing the product of prior and conditional
probability while translating them.

Basically, there are two components in the SMT system. One is training pipeline
and another is the decoder component. The input of the training pipeline component
is the English-Nepali preprocessed file and the output will be two machine trans-
lation models, one is Language Model (LM) and another is Translation Model
(TM). The input of the decoder will be two translation models and a source lan-
guage sentence and output will be the best possible translated target language
sentence. The architecture of the SMT system is shown in the Fig. 41.1.

The TM and LM are the responsible for the adequacy and fluency of the
translated sentence respectively. If the translation is good, then adequacy of the
translated sentence will be good, i.e., P(e|n) will be high. And if translation sentence
is well formed, then its fluency will be good, i.e., P(n) will be high. In the
implementation section, the working principles of LM, TM, and DECODER are
discussed.

Fig. 41.1 Architecture of English-Nepali SMT system
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Preprocessing Steps on Bilingual Corpus for SMT

Correct preprocessing techniques on the bilingual parallel corpus (text translated
into two different languages) play an important role in NLP tasks, also in statistical
machine translation systems. Preprocessing is the process of something before it is
being processed by something else. In NLP, a preprocessor is a module which
consists of a collection of programs. All the programs work in a sequential manner;
the output of one program will be the input of another program. Development of
English to Nepali SMT system is the main aim of this preprocessing works. Pre-
processing module includes the following steps and is shown in the Fig. 41.2.

Step1. Sentence Splitter: The parallel corpus which has been collected from
TDIL [11] consists of 51 files in .XL format and total number of sentences
in these files are 8830 (4415 English sentences and 4415 Nepali sen-
tences). The sentence splitter is a small JAVA which takes these 51 files
as input and produces two separate text files, one file consists of English
sentences and other consists of translated Nepali sentences.

Step2. Tokenization: Tokenization is the important text processing steps. It is the
process of the breaking up of text into words. This means that spaces have
to be inserted between words and punctuation. Though English language
Tokenizer is easily available on the web for Nepali language or other
Indian languages, it is not. Also, English Tokenizer does not work properly

Fig. 41.2 Preprocessing module for SMT systems
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for Indo-Aryan languages (e.g.,: Nepali) due to its multiple characteristics
and compound words. So a Perl scripts is written for tokenization of Nepali
sentences. And for English sentences, Moses inbuilt Tokenizer scripts have
been used.

Step3. Truecasing: Related to tokenization, truecasing is the issue of words that
occur in the lowercased or uppercased form in the text. The items house,
House, and HOUSE may occur in a file, in the middle of a sentence, at the
beginning of a sentence, or in the headline, respectively. Meaning of these
words is same, so it is useful to normalize the case, i.e., convert to their
most probable casing, typically by lowercase or truecasing. This helps the
system to reduce data sparsity. The letter preserves uppercase in names,
allowing the distinction between Mr. Fisher and a fisher. Since there is no
concept of uppercase and lowercase in the Nepali language so applying
truecasing on the Nepali language is meaningless. The output of English
Tokenizer will be the input file of English truecasing.

Step4. Cleaning: Cleaning is the process of removing the long sentences, empty
sentences and misaligned sentences from truecasing files. Long sentences,
empty sentences, and misaligned sentences can cause problems in the
training pipeline. Along with English truecasing files, Nepali Tokenizer
files need to clean for smooth training.

Implementation and Result Analysis

The system is implemented using three different tools viz. (i) MOSES [12], i.e.,
DECODER, finding the best translating sentence, (ii) GIZA++ [13] for TM,
generating conditional probability and (iii) IRSTLM [14] for LM, generating target
language sentence probability. The input of the GIZA++ and IRSTLM will be the
output of preprocessing module. GIZA++ constructs the phrase table, which
contains the English words and its probable Nepali words. IRSTLM gives the
probability of the words in 1g, 2g, and 3g method for the Nepali sentence. The
system first reads the English sentence as an input word and then finds Nepali
meaning of the English phrase (segment) from the phrase table. Once it gets the
Nepali words, it goes for alignment. If the length of the English sentence is m and
the length of Nepali sentence is n then for alignment total m * n combinations are
possible. Then, the system finds the best alignment with the help of the language
model, after that the DECODER will choose the best combination which gives the
maximum value of P(n|e).

The input and output of the DECODER is shown below (Table 41.1).
The system trains on more than 5K sentences pairs and produces LM and TM.

The translation of 100 English sentences was done to produce Nepali sentence. The
system takes a file of 100 English sentences as an input. Out of 100 sentences, only
10 sentences are shown in this paper. There are two ways of evaluating any MT
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system one is automatic or another manual. In this paper, a manual evaluation
method has been used. The translation was evaluated based on the two parameters
viz. fluency and adequacy. Adequacy is responsible for convey the meaning in the
translation sentence. And the fluency is responsible for the well-grammatical
formed of the translation sentence. The levels (4, 3, 2, and 1) are used for
parameters adequacy and fluency, which are discussed below [15].

Adequacy 4 means that the translated sentence expresses all the meaning of the
source sentence, Adequacy 3 indicates the translated sentence conveys all the
meaning of source sentence, Adequacy 2 indicates that the translated sentence
conveys some meaning and Adequacy 1 means that the translated sentence has no
meaning conveyed. And for Fluency 4 indicates that good grammar of sentence
that is translated, Fluency 3 indicates that the translated sentence is easy to
understand but has lack correct grammar, Fluency 2 means that the translated
sentence is broken, but is understandable with efforts and Fluency 1 indicates that
the translated sentence is not clear.

The system was evaluated by three linguistics persons. The geometric average of
the individual parameters was taken and the results are shown in the Table 41.2.

Table 41.1 Input and output of the English-Nepali SMT system

Input sentence Output sentence

Jaipur is known as a pink city जयपुर गुलाबी रूपमा परिचित छ ।
The best time to visit Jaipur city is
October to March

उपदेश जयपुर सहर भ्रमणको निम्ति उचित समय
october महिनादेखि मार्च महिनासम्म हो ।

Shawls in Himachal Pradesh are very
famous

हिमाचल प्रदेशका Shawls प्रसिद्ध छन् ।

Birla Mandir is situated in New Delhi
which is the capital of India

विडला मन्दिर अवस्थित छ अनि नयाँ दिल्ली भारतको
राजधानी हो ।

Jaipur is known as a pink city जयपुर गुलाबी रूपमा परिचित छ ।
Sahajan built Tajmahal Tajmahal Sahajan निर्माण गरेका थिए ।
India gate is in Delhi भारतको हो युक्त प्रवेशद्वार दिल्लीमा स्थापित गरे ।
Kullu is the coolest place in Himachal कुल्लु coolest हिमाचल स्थान हो ।
Lalbagh is a botanical garden Lalbagh एउटा उद्भिद उद्यान छ ।
The Pushkar fair is one of the most
colorful fairs of Jaipur

पुष्कर मेला उपदेश अति रङ्गीन मेलाहरूमध्ये एउटा हो ।

Ayodhya is famous for Lord Ram अयोध्या भगवान् राम निम्ति प्रसिद्ध छ ।

Table 41.2 Accuracy of the
proposed system

Geometric average
(out of 4)

Accuracy (%) Overall accuracy

Fluency 2.5 62.5 67.5%
Adequacy 2.9 72.5
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One thing it has been observed in the overall evaluation process that the system
gives poor results if it reduces the size of the parallel corpus and trains the system.
Following figure clearly shows the behavior of system and variation in the accuracy
(Fig. 41.3).

Comparison

The proposed system has been compared with existing English-Nepali MT system,
which was developed by TDIL [16]. The existing system was implemented using
rule-based approach and it uses the concept of morphological analysis, part of
speech tagging, word sense disambiguation, and a bilingual English-Nepali dic-
tionary. But the proposed system was implemented using statistical approach; it
uses few preprocessing steps along with generated language model and translation
model. The existing system was tested with same input sentences, which were used
for testing the implemented system and it achieves accuracy over 80%. Though it
achieves accuracy over 80%, but there is no provision for a file as an input, it takes
only sentences as an input. Also, the time it takes to generate the output is little high
compare to the proposed system.

Conclusion and Future Direction

This paper discussed the statistical approach for developing English to Nepali MT
system. The statistical approach requires a reasonable amount of parallel corpus for
training. In this research work, a small amount of parallel corpus of approx. 5k
sentence pairs is used for training the system. This is very small compared to a good
SMT system which uses millions of sentence pairs for training. Though the system
gives an accuracy of approximately 68%, but if one can increase the size as well as
improve the quality of the parallel corpus, the system may produce better results.

Fig. 41.3 Accuracy of the proposed system on various sizes parallel corpus
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Also, if one can do the transliteration after translation for OoV (Out of Vocabulary)
words and Name Entity words, then the system may produce better results.
Automatic evaluation technique can also be considered as one of the future work.
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Chapter 42
Language Identification on Code-Mix
Social Text

Nayan Jyoti Kalita and Navanath Saharia

Abstract Social media/network has become one of the comfortable medium for
people to share their feelings instinctively. With the increasing use of social media,
language identification of code-mixed text is a new problem to the linguistics as
they influence the growing use of informal languages. Most of the traditional
language detectors fail to identify the language. This paper describes a study to
detect languages at the word level in English-Assamese code-mixed text. For the
work, we have collected texts from Facebook groups and pages. We develop a
system to evaluate the level of mixing between different languages in our corpus
and to detect the languages. Our experiments have been carried out using a linear
kernel support vector machine.

Keywords Language identification ⋅ Code-mixed text ⋅ SVM
English ⋅ Assamese

Introduction

The focus of this chapter is to identify the name of the language in a given text.
Language identification as a research problem is addressed many times and solu-
tions with accuracy 90–99% are already devised for mono script/lingual texts/
documents. In the advent of social media/network, texting (henceforth social text) is
reached in such a height that only the agents associated with the texts understand
the meaning, though they are public. Most of the cases, texts are bi/trilingual,
unstructured, full of nonstandard abbreviations, and phonetically biased. A huge
amount of texts are generating as a part of day-to-day communication, which
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increases the importance of extracting information from such user-generated con-
tent. Being dependent on languages, the devised language detection techniques
often fail to identify the languages in a mixed language texts. Among the reasons
informal use/selection of language lexicon, a high percentage of spelling errors, and
mixing the language properties are main.

Fischer [9] provides an interesting insight on the usage of language in Twitter in
different geographical regions. He states that Europe and Southeast Asia are the
most language-diverse areas of the ones currently exhibiting high Twitter usage.
Language identification in code switching text is different from identifying multiple
languages in document [21], as the different languages present in a single document
might not necessarily be due to instances of code mixing.

This paper is organized as follows. The next chapter discusses the previous work
on code mixing in a social media text. Section “Code-Mixed Corpus” discusses the
code-mixed corpus collected for our experiment. The support vector machine-based
language detection technique is explained in section “SVM-Based Word Language
Detection.” Our experiments along with results are discussed in section “Experi-
ments and Results.” We conclude our report with section “Conclusion.”

Related Work

Being a well-known source of user-generated content, short messages of social
network sites are applied in almost all areas of information extraction research
including emotion, sentiment, and attitude detection [20, 27], stock market pre-
diction [3, 19], disaster management [23, 25, 26], and disease surveillance [17].
Being so widespread, the language identification problem needs new means to
identify language from these short messages. Though the problem of identifying the
language in code-mix data is not new [2, 10, 15], researchers are still working on it
because of the dynamic nature of the data and changing media.

Several approaches have been proposed to identify code-mixed language; it
includes Markov models [7], Monte Carlo methods [22], dot products of word
frequency vectors [5], morphological and phonological analysis [8]. Many
researchers use the n-gram feature, first suggested by [4], which classifies docu-
ments by comparing n-gram profiles between a document and a global language
profile. More recently, support vector machines (SVM) have been applied to lan-
guage identification as a new popular paradigm [1, 6, 14, 16].

The reasons for and types of code mixing has also been studied by several
researchers. These include the surveys on Cantonese-English code switching in
Hong Kong [18] and Macao [24]. They stated that linguistic motivations were
sparking code switching in those highly bilingual societies. The paper reported in
[13] showed that, in Facebook comments, all the types of code switching, such as
intra-sentential, tag and inter-sentential switching appeared.
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Code-Mixed Corpus

Most of the researches on Social Media analysis has so far based on the English
language. India has around approx languages along with 22 official languages.
Code mixing is very common in this region. The English-Assamese language pairs
were selected for our study. The Assamese language is of Indo-Aryan origin and is
the major language in the North Eastern India. We have collected the code-mixed
text through various posts and comments from one Facebook page.1 Our corpus
contains 1012 utterances, 26,444 words, and 5,977 unique tokens. Since Hindi
language works as a bridge between different tribes, it has great influence on all the
other regional languages. In the corpus, we found a small amount of Hindi words
(approx 3–5%).

Annotation

We tagged the corpus at the word-level with eight different tags. The tag-set is
presented in Table 42.1. The English, Assamese, and Hindi words are tagged with
EM, AS, HI tags, respectively. To denote the emoticons or special characters, such
as ”, ’, !, @, we used UNIV. WE used NE tag to denote the Named Entity and
UNDEF to the tokens that are hard to categorize.

Level of Code Mixing in the Corpus

We have different types of code switching categories, such as inter-and
intra-sentential, or intra-word and tag. The distribution of different code switch-
ing present in our corpus is as follows: 26.69% from intra-sentential, 69.26% from
inter-sentential and 4.05% from intra-word. If all the words of a sentence are
completely tagged with either English or Assamese, then that sentence was con-
sidered as an inter-sentential code switching.

1. Inter-sentential
Pohi/AS hosak/AS val/AS lagile/AS …/UNIV

2. Intra-sentential
eman/AS short/EN hand/EN moi/AS eku/AS buji/AS npalu/AS

1https://www.facebook.com/GhyMetroConfessions.
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3. Intra-word
Etya/AS nu/AS kaunsa/AS bhaal/AS servicetu/WM d/AS ase/AS :p/UNIV

4. Tag
Oh/UNIV usrt/AS a/AS sun.AS ./UNIV moi/AS ghy/NE t/AS thka/AS bili/AS
vab-slu/AS

Some sentences collected from our corpus is given above as examples. In the
intra-word case, servicetu is the mixing of two words from two different languages,
service (English) and tu (Assamese). Similarly, in the tag switching case, one tag
from English word, ghy is inserted into the sentence.

SVM-Based Word Language Detection

SVM are learning machines that can perform binary classification. They are one of
the most popular methods for a new paradigm of classification and learning. SVM
is used in various domains including language identification. SVMs minimize the
expected error instead of minimizing the classification error. SVM include several
classes of methods which differ among themselves based on the kernel function and
the linear or nonlinear separating surfaces between classes. For our experiment, we
used Weka v3.6.12 [11] for SVM with the default parameters. The linear kernel
SVM system was trained with the following features:

n-gram with weights: This feature is carried out using the bag-of-words principle.
If there are n unique n-grams for a language pair, then consider them as n unique
features. For example, that in is the ith bigram in the list. In a given word w (e.g.,
raining), a particular n-gram occurs k times (twice for in raining). If the precalculated
weight of in is tw

i , the feature vector is 1; 2; :::; (tw
i k); :::; (n 2); (n 1); n.

Acronym check: For acronym and named entity, we use their boolean features.
In general, named entity begins with a capital letter. Again, acronyms are written in
all capital letters. Therefore, we have checked whether all the letters are capitalized,
only the first letter is capitalized or any letter of the word is capitalized.

Dictionary-based: Three dictionaries are used in our experiment as a binary
features. For English, a Lexical Normalization Dictionary [12] and ABC

Table 42.1 Code mixing
tag-set

Tag Description Count (%)

EN English word 64.6
AS Assamese word 16.3
UNIV Emoticons, universal characters 13.1
NE Named entity 2.0
HI Hindi word 3.0
ACRO Acronym 0.5
WM Word-mixing 0.2
UNDEF Tokens that are hard to categorize 0.1
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(Australian Broad-casting Commission 2006)2 are used. Since no dictionary is
available for Assamese, we used an Assamese corpus, collected from Indian Lan-
guage Technology Proliferation and Deployment Centre,3 as our dictionary. This
corpus is written in Unicode form. Hence, it is transliterated into Romanized text so
that it can be used with our phonetic corpus data.

Word Position: We use the position of the words as a feature value. For this, the
position of a word in particular utterances is directly used.

Experiments and Results

As mentioned earlier, we trained the SVM with n-gram and dictionary-based fea-
tures. Our experiment is many folded with different features, as shown in
Table 42.2. In word-level evaluation, we obtained 89.51% accuracy from the
code-mixed corpus.

In order to analyze the errors made by the SVM classifiers, we performed an
error analysis. Table 42.3 reports the F-scores for each of the feature sets along with
the accuracy. Table 42.4 shows the confusion matrix of our experimental setup for
all the tags over our code-mixed data. The confusion matrix contains information
about actual and predicted classifications done by the system. The diagonal cells of
the matrix correspond to the correctly classified instances. For example, in row
number 5 and column number 3, the cell contains actually an English word, that is
‘en’ tag, incorrectly classified as ‘univ’.

From the table (see Table 42.4), it is clear that highest confusion is in between
‘en’ and ‘as’ tag class. Though both language English and Assamese are highly
dissimilar in structure and syntax, our system misclassified some of the tokens
tagged with ‘en’ and ‘as’. Many English words, like ‘table’, are used for a long time
in Assamese that they too become native words.

Discussion

The code-mixed text is a new challenge to the NLP. Everyday social media users
create new forms of words. For example, many times they create new words by
adding suffixes coming from Assamese to the English root words. eg, timeor,
familyk, and customere. Sometime they create new words just for fun. Another
problem we faced is the Assamese words written in different transliterated forms.
For example, social media users may use ‘ghor’, ‘ghr’ or ‘ghar’ to indicate house,
because there is the standard form for transliteration.

2http://www.abc.net.au/.
3http://www.tdil-dc.in/index.php.
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The northeastern part of India is home to different tribes. They live very closely
with each other. Therefore, they have a great effect on their cultures, languages
from the neighboring tribes. We can find this effect on the social media also. Again,
we have some words which are present in both Assamese and Hindi dictionaries.
For example, ‘Bhai’ (Brother in English) have same meanings both in Assamese
and Hindi.

Table 42.2 Test set results for language detection from code-mixed test

Features Precision Recall F-score

n-gram 0.798 0.792 0.765
n-gram + emnlp dict 0.798 0.792 0.765
n-gram + emnlp dict + AS Dict 0.798 0.792 0.766
n-gram + emnlp dict + AS Dict + ABC Dict 0.891 0.895 0.889

Table 42.3 Token level results on the test data

Description Tag Precision Recall F-score

Acronym acro 0.000 0.000 0.000
Universal characters univ 0.778 0.958 0.859
Named-entity ne 0.750 0.333 0.462
English word en 0.935 0.950 0.942
Assamese word as 0.760 0.670 0.712
Hindi word hi 0.538 0.184 0.275
Word-mixing wm 0.000 0.000 0.000
Undefined undef 0.000 0.000 0.000

Table 42.4 Word-level confusion matrix for all the 8 tags

acro univ ne en hn as wm un

Acronym (acro) 0 0 0 1 0 0 0 0
Universal characters (univ) 0 249 0 4 0 7 0 0
Named-entity (ne) 0 1 6 9 0 2 0 0
English word (en) 0 22 2 1208 1 39 0 0
Hindi word (hn) 0 4 0 5 7 22 0 0
Assamese word (as) 0 44 0 65 5 231 0 0
Mixed word (wm) 0 0 0 0 0 3 0 0

Undefined (un) 0 0 0 0 0 0 0 0
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Conclusion

In this digital world, the number of social media users is growing exponentially.
Code mixing is a new problem to the linguistic works. In this paper, we have
reported an experiment on the language identification of code mixing in a social
media text. We have used SVM-based classification with n-gram and dictionary
features. In our experiment, we have focused only in Facebook posts or comments
written in English or Assamese language. Generally, data collected from different
social media exhibits different characteristics. For example, Facebook posts tend to
be longer than Twitters’ tweet as there is no any limitation on lengths. In near
future, we would like to experiment on other social media texts as they might carry
some special linguistic characteristics.
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Chapter 43
Automatic Visualization of Product
Features Using LDA and Word2Vec

Thomas N. T and Rajeev Mullakkara Azhuvath

Abstract In an e-commerce environment, the product features and specifications
may not be intuitive to a customer. The customers are often forced to go through the
whole product description to find products that match their purpose. Since customer
satisfaction is the success of any company, it is necessary that we present our
product features in short and simple, yet catchy way. Also, it is very difficult to
manually arrange product features from a corpus of data. Hence, we propose a
system which provides the users with a hierarchy of salient features from a corpus
of the retail product description. First, we abstract major topics from the input
corpus using Latent Dirichlet Allocation (LDA). Next, we find the feature vectors
for the words in the input corpus. Continuous skip-gram model of Word2Vec is
used to predict the context words surrounding each topic. A hierarchy of salient
features is then formed based on the extracted topics and corresponding context
words. The output is visualized by forming a collapsible tree structure.

Keywords Latent Dirichlet allocation ⋅ Internet shopping ⋅ Word2Vec

Introduction

E-shopping or online shopping is a part of electronic commerce (e-commerce) that
allows the users to purchase and sell products over the internet. The online shop-
ping has increased tremendously in our country and has made a revolutionary
change in the way we sell and buy. It helps the customers to search and buy
products at the cheapest rate by sitting anywhere, at any time. E-commerce com-
panies consider customer’s time, security concern, and trust as the main aspects of
internet shopping.
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The operational cost is very low for e-shopping. Plus, there are different types of
products to attract and satisfy customers. However, the customer may have to go to
multiple pages of the website to buy a product and it is not very easy to find
products that match their purpose from this large set of items. To solve this
problem, we propose a system which helps the customers to find their items easily
and in less time. To achieve this goal we use certain algorithms.

Latent Dirichlet Allocation (LDA) [1] algorithm is used to abstract the topics
from the input dataset of that particular product. It is a probabilistic generative
method used for topic modeling. In this model, each document is considered as a
mixture of a small number of topics and each word’s creation as an attribute to one
of the document’s topics. An algorithm called RAKE (Rapid algorithm for Key-
word Extraction) is also used to extract concepts, phrases, and keywords from a
document. Next, the words similar to the extracted topics are identified using
Word2Vec from the phrases and considers that these keywords represent the main
ideas expressed in that document.

Word2Vec produces word vectors as output. This can be achieved using either
of the two models such as CBOW (Continuous Bag-Of-Words) or skip-gram to
carryout word embedding. It is a bag-of-words model.

Related Work

Schmitt and Bergmann [2], in their work use case-based reasoning technology for
intelligent sales support. In their system, cases are compared using similarity
measures and then using adaptation techniques further customization of retrieved
data. However, the paper does not take of the optimization and maintenance aspects
of CBR.

Katawetawaraks and Wang [3] in their paper explains the different factors that
influence the decisions of an online shopper.

Yu et al. [4] in their paper explains how the drawbacks of product search on
e-commerce sites are addressed by developing a Latent Dirichlet Allocation-based
retrieval approach along with a Multivariate Bernoulli LDA model.

Schmitt and Bergmann [5] in their paper explains the factors that make the users
leave the site in frustration, e.g., there were

• too many questions,
• too difficult questions,
• redundant questions,
• wrong or no search results, etc.

The paper also says that e-commerce sites implement search improperly, and the
shoppers struggle with poor search interfaces. Paper explains that this can be
time-consuming, boring, and/or an even unsolvable task for the customer, espe-
cially if she is not familiar with the complexity of the products (e.g., personal
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computers) and that it would be worst case for both, vendors and potential buyers, if
the system returned wrong results or no results after the acquisition phase.

Proposed Method

The input dataset that is given to the system is a detailed description of products.
From the dataset, the proposed system extracts the most relevant words to show to
the user. Figure 43.1 shows the workflow of the system. In order to provide the
users with only relevant details of the product, from a large set of product details,
the proposed system follows two main steps:

1. LDA (Latent Dirichlet Allocation)
2. Word2Vec

LDA (Latent Dirichlet Allocation): LDA posits that, by analyzing the set of
words a large corpus of data uses, an outline of that text can be obtained. This is
because the set of words used in document carry very strong semantic information.
In LDA [1] these words are interpreted as topics and these topics make a short
description of the entire corpus of data. It is a joint distribution, given the hyper-
parameters, as:

∏
k

k =1
PðβkjηÞ

� �
∏
D

n=1
P θdjαð Þ ∏

N

n=1
P Zd, njθdð Þ.P Wd, njZd, n, βð Þ
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,

Fig. 43.1 Workflow of the system
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where,

α represents the Dirichlet hyperparameter for document topic distribution.
θd is the per-document topic proportion in case of a collection of the document.
Zd, n is the per-word topic assignment in case of a collection of the document.
βk is the per-corpus topic distribution in case of a collection of the document.
Wd, n is the observed word.
η is the Dirichlet parameter.
N is the document length.
D is the number of documents.
k is the number of topics.

LDA is applied to a multiple product descriptions using the following steps:

Step 1: Provide the algorithm with the required number of topics needed.
Step 2: Every word will be assigned to a temporary topic using Dirichlet

distribution.
Step 3: Algorithm will check and update topics (iterative).
Step 4: To get the most important features, specify the number of top N words.

Irrelevant topics are then removed from the abstracted topics, using minimal
manual intervention, to get the most relevant topics.

Word2Vec: From the relevant topics, in order to identify the most relevant
words we use Word2Vec method.

First, by using RAKE (Rapid Algorithm for Keyword Extraction), the keywords,
phrases, and context from the corpus are extracted. Rake splits the text into sen-
tences by treating punctuation signs as sentence boundaries. For phrases, all words
listed in the stop words file is treated as phrase boundaries.

Word2Vec is then applied to the output of Rake, to get the words similar to the
input word (context) of that particular product. Here, the extracted topics from LDA
are considered as the input words for Word2Vec. It uses a single hidden layer, fully
connected neural network, to find a high probability for a target word when a
context word is given as input. It provides an efficient implementation of the
continuous bag-of-words architecture for computing vector representations of
words. It produces the word vectors as output. The output of Word2vec is given and
is visualized on screen.

For each abstracted topics from LDA of that particular product, a hierarchical
relationship is formed with the most similar words (features) extracted using
word2vec. The output is visualized by using a JavaScript library for manipulating
documents based on the data called D3.js (Data-Driven Documents) by forming a
collapsible tree. The tree structures formed are shown in Figs. 43.2 and 43.3. The
tree layouts share a common root.

By clicking on one node, the tree translates to accommodate new nodes. In
Figs. 43.2 and 43.3, we used product description of a dataset containing wrist watch
data and refrigerator data as input corpus.
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As the input dataset, which is the multiple product descriptions, is bigger and
complex, the dimensionality of data increases. The high-dimensional input dataset
is then visualized on the screen using a dimensionality reduction algorithm called
t-SNE (t-distributed stochastic neighbor embedding). It helps to visualize the hid-
den data unmasking the clusters. Here, we used Barnes-Hut t-SNE and is visualized
in a standard scatter plot.

For example Fig. 43.4 depicts the Barnes-Hut t-SNE scatter plot of the watch.
Since the system output of watch in Fig. 43.2 shows a clear similarity to the clusters
formed by the Barnes-Hut t-SNE scatter plot of the watch in Fig. 43.4, it is
understood that the system output is similar to the expected output (Fig. 43.5).

Figure 43.4 depicts the sample UI of the system. The UI clearly shows us that
the system is user-friendly. If say the user has a leather strap watch in his mind. He
first searches for the term “watch” in the search bar. After he clicks on search, he is
given options such as: strap, brand, dial, etc., based on which he can precede his
search. Since he wants leather watches he can choose leather and continue with his
purchase. The main advantage of this type of system over other shopping sites like
Amazon is that, the user need not remember the exact keywords of the item he

Fig. 43.2 Collapsible tree
structure of wrist watch data
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Fig. 43.3 Collapsible tree structure of refrigerator data

Fig. 43.4 Barnes-Hut t-SNE standard scatter plot of watch data
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wants to purchase. This system takes the user to his desired item in an easy manner
for the effective shopping experience and customer satisfaction.

Experimentation

We conducted an online survey to understand the importance of the idea of
extracting only the relevant details from a huge product description. The survey is
also used to support the idea of feature-driven search over the random search for
user-friendly e-commerce environment. The survey was conducted in social net-
working site group (Facebook), using SurveyMonkey surveys and their Facebook
Collector to gather data. A few of the questions used for the survey include:

1. Have you ever made any purchases online?
2. On average, how often do you buy things online?
3. Do you always find what you were looking for on the e-commerce sites?
4. Would you like to see the product description as a lengthy paragraph with all the

details?
5. Do you think it is better to have the product description as a short description of

only relevant points?
6. Do you prefer feature-driven search over the random search of products?
7. Would you appreciate if you have to go through a vast number of products,

which comes under your conditions, while searching for the product you want?
8. Would you like to reach your desired product by selecting the product features

you want, as you proceed, in a step by step manner?

The responses to questions 5, 6, 7, and 8 are given prime importance and are
depicted in Fig. 43.6. From the responses of the survey, we can observe that, for

Fig. 43.5 Sample UI of the system
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customer satisfaction, it is important to have only a short product description that
would capsulize the relevant factors of a product rather than providing them with a
lengthy description and that feature-driven search is favorable than random search.

Conclusion

In order to make online shopping user-friendly, a system is proposed which will
generate only the relevant features from a large set of the product description. It is
not manually possible to arrange the entire product list based on the features. To
achieve this we used methods, such as: Latent Dirichlet Allocation and Word2Vec.
The output is then visualized by forming a collapsible tree structure. Surveys were
conducted to understand the necessity of feature-driven search over the random
search for user-friendly e-commerce environment and the results supported the
same. In this project, we tried for getting relevant topics that covers input data of
one product and tested for another product data. We applied LDA on a specific
product description (ex:-watch) and topics are abstracted. In future, we are planning
to consider many products. By applying text categorization on top of all products to
categorize products. Then, to apply LDA to get salient topics of products.

Fig. 43.6 Responses of the
survey
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Chapter 44
A Bengali-Sylheti Rule-Based Dialect
Translation System: Proposal
and Preliminary System

Saurav Chakraborty, Anup Sinha and Sanghamitra Nath

Abstract This paper proposes a preliminary architecture for text translation
between two dialectal variants of Bengali-Sylheti and Chalita Bangla. The proposed
system consists of a single main module—the dialect translation module, capable of
translating a given word, or group of words in one of the dialects to the other. The
outcome of this study is twofold—first, from the linguistic point of view, such a
system will help in understanding and analyzing the dialectal differences and sec-
ond, from a social viewpoint, it will be helpful to people interested in learning/
speaking/communicating in either or both the dialects. The paper takes a tour
through textual analysis, construction, and morphology of words, grammar, and
ambiguity and finally, proposes a methodology for such an intended translation
system.

Keywords Bengali ⋅ Sylheti ⋅ Dialect ⋅ Rule-based dialect translation
POS tagging ⋅ Suffix matching

Introduction

A Rule-Based Dialect Translation (RBDT) system is an application that translates a
word or a group of words, phrases, and/or sentences from one dialect of a language
to another based on a set of rules. These rules may be related to grammar or
morphology or anything else related to natural languages. This interdialect trans-
lation will be useful for people who know either dialect or wish to learn both.

S. Chakraborty ⋅ A. Sinha (✉) ⋅ S. Nath
Department of Computer Science & Engineering, Tezpur University, Tezpur, India
e-mail: anups253@gmail.com

S. Chakraborty
e-mail: sauravc2325@gmail.com

S. Nath
e-mail: s.nath@tezu.ernet.in

© Springer Nature Singapore Pte Ltd. 2018
J. K. Mandal et al. (eds.), Proceedings of the International Conference
on Computing and Communication Systems, Lecture Notes in Networks
and Systems 24, https://doi.org/10.1007/978-981-10-6890-4_44

451



The two dialects in contention are Sylheti and the more popular Standard Col-
loquial Bengali (known as Chalita Bengali or চিলতভাষা). Bengali is one of the top
ten largest speaking languages with more than 240 million1 speakers all over the
world. It is one of the 22 official languages of India and is the national language of
Bangladesh. Sylheti (sometimes spelt Sylhetti, Siloṭi, or Syloti) is the main language
of the Barak valley region of Assam, India, and the Kushiara and Surma valleys of
Sylhet Division in Bangladesh.2 Spoken by over 11 million people,1 Sylheti is
related to both Assamese and the rural dialects of eastern Bengal.

Though a lion’s share of words were derived into Sylheti from Persian and Arabic,
Sylheti also had its distinct grammar and script known as Sylheti Nagari. However,
the gradual transition toward Bengali has significantly reduced the usage of its script
and grammar and has a good share of vocabulary intertwined with Bengali.3 As such,
not many people are familiar with the script and unavailability of a good number of
manuscripts or texts does not help either. Moreover, Sylheti Nagari is almost
obsolete now and the script is limited mainly to linguists and researchers. Hence, the
proposed system also uses the Bengali script rather than Nagari.

The scope of this paper revolves around the text-based processing of the two
dialects. The paper has been organized in the following pattern. Section “Related
Works” lists out certain works related to the current study. Section “Proposed
RBDT System” puts forward the proposed system and its analysis. Sec-
tion “Methodology” describes the methodology used for designing the proposed
system. The Evaluation Framework is presented in sections “Evaluation Frame-
work” and “Conclusion and Future Scope” follows with a conclusion and future
scope of the proposed system.

Related Works

Quite a few works have been reported in the field of dialect translation and
rule-based machine translation (RBMT), with a limited number of works in Indian
languages and almost none in Sylheti. Tan et al. [1] propose a “Malay Dialect
Translation System” which consists of three modules: the Malay Dialect Transla-
tion module, the Malay Grapheme to Phoneme module and the Malay Dialect
Synthesis module. “A Machine Translation System for Standard Punjabi to Malwai
Dialect” [2] has also been reported, which consists of four modules: Preprocessing
of the source text, i.e., Standard Punjabi, Grammatical Translation Rules, Lexicon
Lookup, and Translation of standard Punjabi text to text in the Malwai dialect.
A direct Machine to Machine approach, based on word-to-word translation has
been used in this work.

1www.wikipedia.org/wiki/Bengali_language.
2www.sylheti.org.uk.
3Chalmers (1996) reports at least 80% vocabulary overlap.
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Regarding the Bengali language, a large amount of work has been done in
Bengali to English or English to Bengali machine translation using different
approaches. Adak [3] presents an advanced approach for “Rule Based English to
Bengali Machine Translation” using Penn-Treebank parts-of-speech (PoS) tags and
a Hidden Markov Model tagger. Ashrafi et al. [4] propose an “English to Bangla
Machine Translation System using Context-Free Grammars”, which uses the ap-
proximate lexical meaning mapping (ALMM) approach. Similarly, the authors in
their work on a “Tense Based English to Bangla Translation” [5] use
context-free-grammar for validating the syntactical structure of the input system and
a bottom-up approach for parsing.

There are other works partly related to this work such as “Vaasaanubaada:
Automatic Machine Translation of Bilingual Bengali-Assamese News Texts” [6]
which involves bilingual texts at the sentence level. “A Common Parts-of-Speech
Tagset Framework for Indian Languages” [7] covers POS tagging by employing a
hierarchical and decomposable tagset schema.

Proposed RBDT System

Proposed Idea for Translation

The proposed system will take a piece of text as input in either dialect, process it
according to rules and ambiguity and finally, produce the output in the other dialect.
The steps can be exemplified using the following illustration (Fig. 44.1).

Methodology

Text-Based Analysis

Basic Analysis

Bengali alphabet consists of 12 vowels and 36 consonants. Besides, there are a
number of conjunct consonants ( ). The differences between the two lie
mainly in the way the words are pronounced besides certain words which are totally
different. As such, mere text-based processing has its limitations, because people
make out the tense and/or other characteristics of the sentence from the tone of the
speaker and this cannot be easily incorporated in text-based translation.

Bengali, like any other Indian language, unlike English, is a free word-order
language. This means that interchanging word positions do not always change the
meaning of the sentence. For example, I am writing with a pen can be written
correctly as either or as
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Grammar and Parts-of-Speech (POS)

The Sylheti grammar was different from Bengali but as stated earlier, the gravitation
toward Bengali has reduced such differences to a minimum. Also, the
parts-of-speech list of words was made manually according to knowledge, memory,
and inputs from local people. The following is a sentence exemplified with POS:

Morphology

Bengali is a morphologically rich language. The main dialectal differences between
Sylheti and Chalita Bangla lies in the morphology of words including tense-forms

Input text in Sylheti
বইয়ার

Identification and removal of suffix
বই

Intermediate processing
ব

Get corresponding root from database
বস

Append suitable suffix
বসিছ

Output translated text in Chalita Bengali

Fig. 44.1 Flowchart of the proposed RBDT system
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and parts-of-speech-based ambiguities. Thus, the main target was to formulate a set
of morphological rules that pertain to both the dialects and in turn, help in
translation.

For example, the sentence I swam in the river can be written in Sylheti as
and in Chalita as , providing evi-

dence that there are clear distinctions in terms of morphology.

Formation of Translation Rules

For nouns and pronouns, basic rules belong to those of case markers. These are
single letters or group of letters agglutinated at the end of a noun/pronoun to show
their functional relationship in the sentence. In Bengali, cases are known as
while their markers are known as and are always appended at the end of a
noun or pronoun. Besides, another important feature is the use of marker’, which
denotes a shorter sound of O, and is peculiar to Sylheti, Assamese and some other
dialects and languages, but not used in Bengali. Also, a major chunk of morpho-
logical differences lies in tense forms of verbs of both the dialects. The following
tables lay out all the rules used in the proposed system (Tables 44.1 and 44.2).

Database Design

The dictionary (database), called Lexicon, in this implementation, can hold various
root-words and certain suffixes of one dialect and their corresponding root-words

Table 44.1 List of rules for nouns and pronouns with examples
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Table 44.2 List of rules for verb tense forms with examples
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and suffixes from the other, besides parts-of-speech tag and a short description of
root-words. The following is a schema of Lexicon (Table 44.3).

System Implementation

Suffix Matching

The best way to deal with the morphological entity is to analyze the root-word and
prefix/suffix of the same. The examples shown in the listed rules show that Bengali
and Sylheti append suffixes, i.e., they both follow the rule—different root-
word + similar suffix = different forms of the same tense, case markers, etc. The
following examples illustrate this fact.

Consequently, the suffix-matching technique proved valuable and efficient. This
technique gets the suffix and matches it to the list of rules to arrive at the most
suitable one. The root-word of the source dialect is then extracted and its corre-
sponding POS tag is also obtained from the lexicon, which is again exchanged with
the root-word of the other dialect in the database and then the suffix is replaced with
the target suffix. This is done according to the rules of nouns/pronouns (case marker
rules) and/or verbs (tense rules) as obtained from the POS tagging.

Table 44.3 Schema of the database table Lexicon

Column name Description

sylheti_root The root-word and/or suffix in Sylheti
Chalita_root The root-word and/or suffix in Chalita Bengali
english_description The meaning/short description of the word in English
POS Parts-of-speech tag

44 A Bengali-Sylheti Rule-Based Dialect Translation … 457



Handling Ambiguity

There are certain words which are spelled the same but mean different in different
circumstances. Though the human brain is trained to understand the ambiguity of
words mainly by using circumstance analysis and tone of the speaker, direct
implementation of the above rules in text-based processing becomes problematic
and often, erroneous results are obtained. The following example shows ambiguity
in the Sylheti word .

→ Used as verb here, meaning look/see
→ Used as noun here, meaning tea

Words which cause ambiguity can be pre-identified manually and kept in a
separate list or used directly through the computer program. Ambiguity is handled
in the proposed system as part of a twofold POS tagging method. In the first step,
the words are looked up in the database and tagged according to the basic tagging
mechanism of the words. Then, if an ambiguous word is obtained, using other tags
in the sentence and/or conforming to grammatical rules, it is tagged again. The
following example illustrates this method:

Evaluation Framework

Although the size of the database is limited, it meets our requirements since the data
has been carefully chosen to test all possible rules and various ambiguities. Testing
was done by inserting single words as well as a group of words, taken from various
speakers of both the dialects. Consequently, the following results were obtained
(Table 44.4).

Here, the only database refers to the fact that the word(s) in the input text is
stored in the database. In general refers to any text, which may or may not be
contained in the database. An example of the erroneous result is given as follows:
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Input Sylheti text—
Output Chalita text—
Correct Chalita text—

One reason for low accuracy in the general cases is the lack of vocabulary, i.e.,
the small size of the database. As this was a simulation project with limited anal-
ysis, design, and implementation time, the obtained results can be bettered with a
bigger database. Also, since Sylheti is a dialect, the main emphasis is on the tone of
the speaker and hence, users might insert text in the manner they speak and not
according to the actual word structure, the consequence of which might be an
erroneous result. In the above example, can be written as or
depending on the tense of the sentence, which in turn depends on the tone of the
speaker.

Conclusion and Future Scope

The theme of this paper was to present the translation rules and hence, a system
pertaining to text-to-text translation between Sylheti and Chalita Bengali. Trans-
lation within the limits of the database is crisp and calls for a bigger database with
all possible words used in the language. However, not all rules have been analyzed
in detail, because Sylheti has distinct rules as regards speech, tone, and prosody,
which are different from other dialects of Bengali, including Chalita Bangla. For
example, (elephant) is often pronounced as or in Sylheti, but not
written in the same way. Hence, apart from enlarging the database to incorporate
more words, rules for understanding and generating speech and analysis of basic
speech features and prosody of the dialects should be the next step forward.

Acknowledgements We would like to thank Mr. Wahiduzzaman Laskar, Mr. Muktar Hussain
Laskar and Mr. Mahbubul Hasan Laskar and Dr. Rajib Das for their valuable advice on various
aspects of this paper.

Table 44.4 Results of
evaluation

Dataset Accuracy (%)

Words (only database) 98
Words (in general) 55
Sentences (with words from database) 80
Sentences (in general) 38.5
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Chapter 45
An Approach Based on Information
Theory for Selection of Systems
for Efficient Recording
of Electrogastrograms

Paramasivam Alagumariappan and Kamalanand Krishnamurthy

Abstract Electrogastrograms (EGG) are electrical patterns or signals which are
generated by the stomach muscles and the amplitude of these signals increase after
meals. These signals can be used to diagnose several digestive disorders and are
recorded noninvasively using surface electrodes. In this work, a two electrode and a
three electrode EGG recording system have been designed and developed for
measurement of EGG signals. Further, the efficiency and performance of the
developed systems are compared using tools based on the Information theory. The
information content of the recorded EGG signals has been analyzed using Renyi
Entropy calculated at three different α values (α = 0.2, α = 0.5, and α = 0.8).
Results demonstrate that the entropy of EGG signals acquired using the three
electrode system is higher when compared to the signals acquired using the two
electrode system. It is observed that the Information content of EGG signals
acquired using three electrode system is higher when compared to the two electrode
system. This work appears to be of high clinical relevance, since the accurate
measurement of EGG signals without loss in its information content, is highly
useful for diagnosis of digestive abnormalities.

Keywords Electrogastrograms ⋅ Two electrode and three electrode systems
Renyi entropy ⋅ Information content
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Introduction

The human digestive system is a highly complex system consisting of several
interconnections. The process of digestion has several stages in which the food is
broken into smaller parts and the nutrients are absorbed. Further, the nutrients are
converted into energy for the functioning of the physiological system [1]. The
disorders of the digestive system leading to various problems like bleeding,
bloating, constipation, nausea, vomiting, bradygastria, and tachygastria [1, 2].

The Electrogastrograms (EGG) is the electrical signals generated by the stomach
muscles. The frequency of these signals is approximately three cycles per minute
(cpm) in normal individuals. Bradygastria occurs at frequencies lower than that of
the normal EGG signals and Tachygastria occurs at frequencies higher than the
normal EGG signals [2]. The EGG signals are acquired noninvasively by placing
two or more electrodes onto the abdomen over the stomach, using surface elec-
trodes [3]. The amplitude of the EGG signals increases after consuming food. In
patients with digestive abnormalities, there are significant variations in the features
of the recorded EGG signals [4]. By analyzing these electrical patterns, several
digestive disorders can be diagnosed [1].

Riezzo et al. [5] have compared the electrode placement positions for the two
and three electrode EGG systems. Further, the authors have presented the advan-
tages and disadvantages of the two electrode and three electrode systems for
recording EGG signals. Also, the authors have shown that a three electrode system
has good signal-to-noise ratio when compared to a two electrode system. Gopu
et al. [6] have designed and developed a three electrode system with Ag/Agcl
electrodes for recording and analysis of electrogastrograms in cases of digestive
system disorders. Yin and Chen [7] have analyzed the correlation of the electro-
gastrograms with gastric contraction. Further, the authors have presented the
applications of electrogastrograms such as detection of digestive abnormalities and
efficacy assessment of an intervention or therapy.

In recent years, tools from information theory have been utilized for analyzing
the quality, information content, and uncertainty of biosignals. Further, the features
based on the information theory have been utilized for classification of normal and
abnormal biosignals. The entropy associated with the signal is a measure of the
information content of the signal [8].

Cohen and Hudson [9] have developed new nonlinear dynamical approaches for
the analysis of ECG signals. Further, the authors have discussed the extension of
the nonlinear analysis to electrogastrograms. Liu et al. [10] have proposed an
algorithm based on a mutual information minimization criterion to recover source
signals from a mixture of various biosignals. Xie et al. [11] have introduced a new
method, namely, cross fuzzy entropy for analyzing the similarity of patterns
between two distinct EMG signals. Further, the authors have demonstrated that the
cross fuzzy entropy of EMG decreases significantly during the development of
muscle fatigue. Several researchers have utilized the entropy of biosignals for
analyzing the functional conditions of physiological and pathological states [11–14].
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Further, a high value of entropy indicates large information content in the acquired
signal [13].

The objective of this work is to analyze the Information content of EGG signals
acquired from the two electrode and three electrode recording systems.

Methodology

Acquisition of EGG Signals

In this work, a two electrode and a three electrode system were designed and
developed for the acquisition of EGG signals. Standard surface electrodes were
used to noninvasively collect EGG signals originating from the stomach. The
signals were amplified using an instrumentation amplifier designed using opera-
tional amplifiers. Further, a microcontroller-based data acquisition system was
developed for online monitoring and recording of EGG signals using a PC or
Laptop, by means of serial communication. LABVIEW (V14.0.1) software was
used for the acquisition of EGG signals. Figures 45.1 and 45.2 show the developed
circuits for the two electrode and three electrode EGG recording systems,
respectively.

The placement of surface electrodes is an important factor for proper acquisition
of EGG signals [15–18]. In this study, the standard electrode placement protocol was
adopted [4]. In the two electrodes system, one electrode is placed in between the
xyphoid process and the umbilicus, and the second electrode is placed on the left side

Fig. 45.1 The two electrode system for acquiring EGG signals
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of the abdomen [19]. In the three electrode system, the first and second electrodes are
placed in the fundus and the mid corpus of the stomach, respectively. The third
electrode is placed away from the stomach region for isolation purpose [5].

The EGG signals of six normal individuals were recorded using both the two
electrode and three electrode systems for a period of 32.5 s. Figures 45.3 and 45.4
show the typical EGG signals recorded for an individual using two electrode and
three electrode systems, respectively.

Fig. 45.2 The three electrode system for acquiring EGG signals
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Fig. 45.3 Typical EGG
signal recorded for an
individual using two electrode
system
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Analysis of Information Content of Recorded EGG Signals
Using Renyi Entropy

Entropy is the disorder associated with a system and it is correlated with the
uncertainty associated with the system and hence to the information content of the
system. The concept of entropy is derived from the second law of thermodynamics:

S=KBlogD, ð45:1Þ

where, S is the entropy, KB is the Boltzmann constant and D is the atomic disorder,
which states that the entropy is a measure of the information content of a given
signal [8]. There are several entropic measures such as Shannon’s entropy, Tsallis
entropy, Renyi entropy, and approximate entropy, etc. [20]. The Renyi entropy is a
special generalization of the Shannon entropy. Renyi entropy (H(a)) is defined as
[21]:

HðaÞ= 1
1− a

log2 ∑
n

i=1
pai

� �
, ð45:2Þ

where, pi is the probability of a random variable taking a given value out of n
values, and α is the order of the entropy measure. As α increases, the measures
become more sensitive to the values occurring at higher probability and less sen-
sitive the values occurring at lower probability [21]. Renyi entropy is a measure of
the complexity of the signal hence correlates with the information content of the
signal [22, 23]. For α = 1 the Renyi entropy equals the Shannon entropy. In this
work, the Renyi entropy at three different α values (α = 0.2, α = 0.5 and α = 0.8)
was calculated for the signals acquired from the two electrode and three electrode
systems. Further, the Information content of the signals was compared.
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Fig. 45.4 Typical EGG
signal recorded for an
individual using three
electrode system
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Results and Discussion

Figure 45.5 shows the Renyi entropy of EGG signals acquired from a typical
subject, using the developed two electrode and three electrode systems, as a
function of α. It is found that there is a significant variation in the Renyi entropy of
EGG signals acquired from the two electrode and three electrode systems. It is seen
that the Renyi entropy of the signals acquired using both the systems, increases with
increase in α. It is observed that the difference in entropy values acquired from both
two electrode and three electrode systems is less when α is low, and the difference
in entropy values increase as α increases. Further, it is seen that the Renyi entropy
of the signals acquired using the three electrode system is higher when compared to
the two electrode system.

Figure 45.6 shows the Average Renyi entropy of EGG signals acquired from six
subjects, using the developed two electrode and three electrode systems, as a
function of order α. It is seen that the average entropy increases with increase in α.
Further, it is found that the signals acquired using the three electrode system have
higher entropy compared to the two electrode system. Hence, it is observed that the
signals acquired with the three electrode system have higher information compared
to the two electrode system. Also, the Renyi entropy values at three different orders
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Fig. 45.5 The Renyi entropy
shown as a function of α for
typical EGG signals acquired
using a two and three
electrode systems
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(α = 0.2, α = 0.5 and α = 0.8) are presented in Table 45.1. It is found that, in most
of the cases, the information content of the EGG signals acquired using the three
electrode system is higher when compared to the two electrode system.

Conclusion

Electrogastrography is a noninvasive technique to record gastric electric potentials
by means of surface electrodes placed over the stomach. It gains more importance
due to its noninvasive nature and simplicity in recording when compared to any
other diagnostic methods [5]. In this work, two electrode and three electrode sys-
tems for recording EGG signals have been designed and developed. The infor-
mation content in the gastric electric potentials is analyzed using a tool from
Information theory known as the Renyi entropy computed at three different α values
(α = 0.2, α = 0.5, and α = 0.8). Results demonstrate that Average Renyi entropy
of EGG signals for different α values acquired using the three electrode system is
higher when compared to the entropy of EGG signals acquired using the two
electrode system. Hence, it is inferred that the three electrode system is more
efficient in preserving the information content of the EGG signals acquired from the
human digestive system. Further, the three electrode system has the best signal to
noise ratio and usually, more than three electrodes are used to pick up propagation.
The signals acquired from three electrode systems can be used for diagnosis of
several digestive disorders, such as dyspepsia, stomach ulcer, gastric esophagus
reflux disease, nausea, cyclic vomiting syndrome, etc. [6]. Also, the cost of the three
electrode system is less when compared to the higher electrode systems. Further,
interpretation of the EGG signals acquired using the three electrode system is less
complex when compared to the analysis of EGG signals acquired from higher
electrode systems. This work appears to be clinically significant since the proper
recording of EGG signals without loss of information is required for efficient
analysis of the physiological and pathological states of the digestive system.

Table 45.1 Renyi entropy values for different α values for signals acquired using two electrode
and three electrode systems from six normal subjects

Case Renyi entropy
Two electrode system Three electrode system
α = 0.2 α = 0.5 α = 0.8 α = 0.2 α = 0.5 α = 0.8

1 11.65 19.01 48.60 12.10 20.78 55.48
2 11.46 18.24 45.46 11.44 18.14 44.93
3 11.77 19.52 50.57 12.11 20.79 55.55
4 12.21 21.22 57.25 12.06 20.59 54.79
5 11.33 17.78 43.70 12.04 20.53 54.48
6 11.65 19.01 48.55 12.08 20.71 55.23
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Chapter 46
Pursuit-Evasion: Multiple Pursuer Pursue
Multiple Evader Using WaveFront
and Hungarian Method

Ayush Mittal, Akshay Jain, Akshay Kumar and Ritu Tiwari

Abstract Traditional pursuit-evasion search algorithms usually search for single
evader in a simple environment. In this paper, we have proposed an algorithm that
searches for a path from multiple starting points to multiple target points (static/
dynamic) in real time in real world. The world consists of a grid of cells comprising
of static and dynamic obstacles. The algorithm uses available environmental
information to successfully capture the evader in dynamic and complex environ-
ments. For each evader, a probability matrix is maintained which contains the
probability of finding the evader at that position. These probabilities are used to
predicting locations of evaders and subsequently solve the problem. Multiple
pursuers coordinate among themselves to update and reduce probability matrix. The
algorithm uses Wavefront algorithm for path finding and Hungarian algorithm for
minimum cost assignment. The algorithm is used in various static and dynamic
environments with a different number of pursuers and evaders to solve the problem.
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Introduction

The search problem of moving evader is of utmost important in the field of robotics
and computer games. In robotics, the moving evader search problem deals with the
use of a pursuer to search for an evader which is moving over a particular area.
Pursuer attempts to capture evader whereas evader attempts to evade from the
pursuer [1].

Pursuit-Evasion is a group of problems in the field of computer science and
mathematics, where one group (pursuers) attempts to track down another group
(evaders) in an environment having static and dynamic obstacles. Pursuit-Evasion is
relevant for many applications. For instance, the automated characters in games
should show intelligence, for which intelligent evading behavior is essential. This
can be used in a variety of applications, such as predator chasing a prey, cops
chasing robbers, a missile chasing an aircraft, monster princess problem, hunter
chasing a rabbit [2].

In Pursuit-Evasion problem, each pursuer tries to track down the evader by
minimizing the distance between the pursuer and the evader, whereas the evader
attempts to maximize the distance to avoid from being seized. In Pursuit-Evasion
there can be different capturing states as shown in Fig. 46.1.

Fig. 46.1 Different capturing states
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• Capturing by surrounding the evader, as shown in Fig. 46.1a.
• Capturing by approaching to the critical distance evader, as shown in Fig. 46.1b.
• Capturing by occupying the same position as an evader, as shown in Fig. 46.1c.
• Capturing by spotting evader in the visibility region, as shown in Fig. 46.1d.

This problem can be of four types:

• Single Pursuer Single Evader (SPSE)
• Single Pursuer Multiple Evader (SPME)
• Multiple Pursuer Single Evader (MPSE)
• Multiple Pursuer Multiple Evader (MPME)

Most of the research has been done for SPSE and this can be categorized into
two types: single side search and both side search. In single side search, the evader
is not aware of pursuer or it is busy in accomplishing its own task, whereas, in both
sided search, both pursuer and evader make effort. Pursuer attempts to capture
evader while evader attempts to move away from a pursuer. This is the simplest
kind of pursuit-evasion. In this problem, no coordination or cooperation is needed
among pursuers because pursuer is single [3].

In SPME, single pursuer attempts to capture multiple moving evaders. For
example, single predator chasing multiple preys [4].

In MPSE multiple pursuers attempt to capture a single evader. A lot of work has
been done on this problem. Most of the work makes various assumptions, for
example, the position of evader is considered to be known all the time or the path
along which evader is moving is considered known beforehand. Some of the
algorithms assume that the target does not move. In our work, all these assumptions
are relaxed as we calculate the positions of the evader on the basis of probability
[5].

In MPME multiple moving pursuers attempt to capture multiple moving evaders
[6]. Very little research work has been done on this problem. This has various
real-life applications such as multiple cops chasing many robbers. We have pro-
posed the algorithm for this case. In our work, all four cases are tested.

In MPME problem coordination among pursuers is necessary to reduce the
overall time for capturing all the evaders. Pursuers should spread the information
about evader’s position to other pursuers. One pursuer should guide another pursuer
so that they do not explore the same area while searching for moving evaders.

Related Work

The process of estimating a path from a starting point to an endpoint is called path
planning. Path planning algorithms can be categorized into two types: online
algorithms and offline algorithms. The algorithms that perform whole processing in
advance before starting the movement of the robot are called offline algorithms.
There are algorithms like Dijkstra’s algorithm [7] which do not need the knowledge
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of the environment. These are uninformed algorithms. Offline algorithms that use
environment knowledge are called informed algorithm such as probabilistic road-
maps, random trees [8–10], A* [11, 12], genetic algorithms [13]. It is difficult to use
these algorithms as they consume large time in dynamic environments. Offline
algorithms can be used in dynamic environments by making them incremental; it is
a technique which uses the previous searches information and finds the solution of
the problem faster than solving the problem from starting, i.e., scratch. Some
renowned algorithms available in the literature of such type are D* [14], Focused
D* [15], D* Lite [16–18] and MT-Adaptive A* [19]. Because of efficiency prob-
lems in offline techniques, various online approaches are developed. At a time,
online algorithms determine single step toward the goal. One of the oldest heuristic
search algorithms available in the literature is Tangent-Bug [20]. In this algorithm,
vision information is used to reach the target. Korf [21] introduced LRTA*—
Learning Real Time A*, a generic heuristic search algorithm that is used for
real-time path planning to fixed goals. However, most of such online search
algorithms cannot be used against a moving evader since they are usually devel-
oped for fixed goals but in moving, evader search position of goal continuously
changes.

MTS [22] is one of the algorithms capable of pursuing a moving evader. This
algorithm is based on LRTA*. The algorithm calculates the heuristic values for
each possible pair (x, y), where x is the starting point, i.e., the location of pursuer
and y is the endpoint, i.e., the location of evader. It maintains a table of all these
values. It is a slow algorithm because as evader moves (i.e., endpoint changes), the
whole process starts again which take a huge amount of time and causes a per-
formance bottleneck. Therefore, two new MTS are proposed which improve the
solution quality of original MTS, these are called MTS-c and MTS-d.

Very recently, two real-time search algorithms, RTEF [23] and RTTES [24]
were proposed for partially observable environments, on which our algorithm is
built. These algorithms are developed for stationary evaders, but they can be used
for moving evaders with some modifications.

The algorithms till now are applicable to only those problems which have single
pursuer. The other problem comes in that is the case where there are multiple
pursuers. Moving pursuers in coordination to capture a moving evader is a major
challenge. Most of the work done till now for coordination is done in a simple
environment that is free of static and dynamic obstacles.

In evader algorithms, usually hybrid techniques are suggested such as moving
randomly in any possible direction [22, 25, 26]; move away from the pursuer in a
circle or straight line [25, 27]; if evader sees a single pursuer then move in direction
opposite of pursuer, if evader sees multiple pursuer then move in such a way that
direction of evader forms the largest angle from the any two pursuers. Undeger [28]
proposed a real-time moving target search in partially observable and dynamic
environment called moving target evaluation search (MTES). MTES detects the
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directions that are closed around the pursuer and estimates the best direction to
capture a moving evader avoiding all the obstacles nearby. Various coordination
strategies for coordinating among multiple agents are proposed. Such as keeping
the robots apart from the centroid of robots.

Zheng [29] proposed the coordination strategy to coordinate multiple moving
pursuers in tracking and seizing a moving evader, targeting the reduction in capture
time. They assumed that the evader can be seen by any pursuer and can be captured
by two or more pursuer’s Mark. proposed an approach to capture single moving
evader by multiple pursuers using BDI model [30].

Methodology

In this work, we have provided an algorithm using which multiple moving pursuers
coordinate among themselves to capture multiple moving evaders in a dynamic
environment. Pursuers use probability matrix to find the possible locations of the
evaders.

Input: Map of size M X N, number of pursers and their location, number of
evaders and their location, number of dynamic obstacles, and their location and
locations of static obstacles.

Initially, we divide the available environment map into cells forming a square
grid. All the analysis is done on this grid. These grid cells form a single entity and
group of these cells will be treated as a set. After formation of cells, we repeat the
steps shown in Fig. 46.2.

Fig. 46.2 Proposed
methodology architecture
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Belief Set

This considers the possible grid cells of the environment where evader can be
found. These are formed on the basis of previous knowledge about the evaders’
location and updated on the basis of probability. If an evader is found in a visible
range by a pursuer, then its belief set contains only that grid cell and rest all cells are
removed from the belief set, and the probability of that cell is made 1.

Filtered Belief Set

This considers the most likely position of the evader. After movement of evader, the
probability of all grid cells is updated, the equal probability is propagated in all four
directions. If there is no evader present in all the locations which are in the visible
range of pursuers, then the probability of these cells is made zero. If any evader is
seen by any pursuer then the probability of all cells for that evader is made zero
except the location where it is seen. Locations with the highest probability are
chosen from this set for allocation to pursuer for movement.

Path Planning

In this step, path planning algorithm (Wave Front) [31] is applied to know the cost
of reaching the possible locations present in the filtered belief set from the current
locations of the pursuers.

Hungarian Method

After getting the cost of each pursuer to reach each possible location of evader,
Hungarian method [32] is used to choose the best target for each purser in terms of
cost.

Choose Move

After choosing the pursuer and evader possible position best move is chosen for the
pursuer to reach the evader. This move is based on the path planning algorithm.
This process is repeated until all evaders are captured.
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Design Details

Probability Matrix

We have used the concept of probability to find the positions of evaders. For each
evader a probability matrix is made of dimensions M X N, if our map size is M X
N. Initially, we know the positions of each evader so that location has probability 1
and all other locations have zero probability as shown in Fig. 46.3. In the left side,
the map is shown in which X denotes evader, and in the right side, corresponding
probability matrix is shown with all zeroes except one position where evader is
present. These probability matrices are formed for each evader and as evader moves
these are updated. A total probability matrix is formed of equal dimension which
has some of all probabilities. Allocation of location for movements of pursuer is
based on the total probability matrix.

Updating Probability

Every time an evader takes a step, its probability matrix is updated. We have
considered equal probabilities for all four possible directions, i.e., 0.25 for one
direction. At each step probability of a cell is propagated to its adjacent four cells.
Summation of all incoming probability at a cell is a new probability. This is shown
in Fig. 46.4.

Reduce Probability

After updating of probability matrix their reduction is done to minimize cells in
belief set.

Fig. 46.3 Evader location probabilities
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This involves two cases: (1) when an evader is seen in a visible range of one of
the pursuer then its probability matrix is made zero except that position as shown in
Fig. 46.5. (2) If no evader is seen by the pursuer then the probability of all the cells
which are in the visible range of the pursuer is made zero as shown in Fig. 46.6.
This is done for probability matrices of all the evaders and total probability matrix
is updated.

Fig. 46.4 a Probability matrix of evader, b probability matrix of evader after one step,
c probability matrix of evader after two steps, d probability matrix of evader after three steps
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Algorithm

Step 1: Initialize probability Matrix;
Step 2: If Evaders turn go to step 10;
Step 3: Find grid cells with the highest probability in total probability matrix and

find minimum cost path from each pursuer’s cell to these cells;
Step 4: Form a Square matrix in which minimum cost from each pursuer’s

location to location with the highest probability is stored;
Step 5: Apply Hungarian Method to find the minimum cost move for each

pursuer;
Step 6: Move each pursuer;
Step 7: If all evaders captured, terminate; else go to step 2;
Step 8: Reduce probability matrices;
Step 9: Move all dynamic obstacles;

Step 10: Move all evaders and update all probability matrices and go to step 2;

Fig. 46.5 a Positions of pursuer and evader, b probability matrix of evader, c probability matrix
of evader after reduction

Fig. 46.6 Probability reduction a positions of pursue, b probability matrix of evader, c probability
matrix of evader after reduction
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Experimental Results

In this paper, we conducted experiments on Java Applet. Experiments are done for
four types of map:

• Without Obstacles.
• Static Obstacles less Complex.
• Static Obstacles More Complex.
• Dynamic Obstacles.

In all four cases, evaders are fixed and numbers of pursuers are varied. It is
concluded, that increasing the number of the pursuer, decreases the time elapsed in
searching for an evader. That means the algorithm is working well and pursuers are
coordinating. In all experiments pursuers are shown in green color, evaders are
shown in red color, dynamic obstacles are shown in gray color and static obstacles
are shown in black color.

Case 1: No Obstacles (Map 1)

Map with Pursuers and Evaders with no obstacles is shown in Fig. 46.7, in which
each robot is supplied with range sensors.

The time taken by a number of pursuers in a no obstacle map is shown in
Fig. 46.8.

Fig. 46.7 Map 1 with no
obstacles
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Case 2: Static Obstacles in Complex Environment (Map 2)

Map with Pursuers and Evaders with static obstacles is shown in Fig. 46.9, in
which static obstacles are of different shapes at fixed positions. The Evaders
attempts to hide behind the static obstacles thereby increasing the search time for
Pursuers.

The time taken by a number of Pursuers in a static obstacle map is shown in
Fig. 46.10.

Fig. 46.8 Graph showing
variation of time elapsed in
capturing evaders in map 1

Fig. 46.9 Map 2 with static
obstacles
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Case 3: Static Obstacles in Complex Environment (Map 3)

Complex Map with Pursuers and Evaders is shown in Fig. 46.11, in which complex
environment with static obstacles reduces the speed of evaders’ movement and thus
enables it with less hidden positions to evade. This scenario decreases the search
time for the pursuers.

The time taken by a number of Pursuers in a Complex map is shown in
Fig. 46.12.

Fig. 46.10 Graph showing
variation of time elapsed in
capturing evaders in map 2

Fig. 46.11 Map 3 with static
obstacles
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Case 4: Dynamic Obstacles in (Map 4)

Map with Pursuers and Evaders with static and dynamic obstacles is shown in
Fig. 46.13, in which the static obstacles locations and the speed of dynamic
obstacles create traffic for the Evaders and thus leading to decrease in evading speed
itself. The Evaders gets trapped in obstacles, thereby, decreasing the search time.

The time taken by a number of Pursuers with Static and Dynamic Obstacles is
shown in Fig. 46.14.

Fig. 46.12 Graph showing
variation of time elapsed in
capturing evaders in map 3

Fig. 46.13 Map 4 with
dynamic obstacles
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Conclusion and Future Scope

The problem of pursuit-evasion is of utmost important in the field of robotics and
computer games and has many real-life applications. Most practical applications
exhibit multiple pursuer multiple evader (MPME) type problems but not much
research work has been done on this type. So in our work, we provided an algo-
rithm based on the probability matrix using which multiple moving pursuers
coordinate among themselves to capture multiple moving evaders in a dynamic
environment. The algorithm is tested on Java Applets in various scenarios showing
the capability of pursuers to be able to capture the moving evaders without knowing
the positions of evaders beforehand. It is also concluded from the results that if
numbers of pursuers are increased than time elapsed in search of moving target is
reduced if the environment is kept same. The algorithm is giving positive results
under varied environments and hence can be applied to solve any MPME type
problem.
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Chapter 47
An Efficient Multiscale Wavelet Local Binary
Pattern for Biomedical Image Retrieval

Vijay Kumar Nath, Rakcinpha Hatibaruah and Deepika Hazarika

Abstract A method for biomedical image retrieval using multiscale wavelet

local binary pattern (LBP) is presented in this paper. The method first decomposes

a biomedical image into approximation and oriented detail subbands using discrete

wavelet transform (DWT). Since the oriented detail subbands at each scale exhibit

distinct directional features the proposed method employ a new 4-point LBP with

selected non-diagonal neighbors in horizontal and vertical subbands, and a 4-point

LBP with selected diagonal neighbors in diagonal subband to extract the LBP his-

togram. An 8-point LBP is employed in approximation subband to extract the LBP

histogram. The biomedical image is finally represented by a single feature histogram

that is formed by concatenation of all the LBP histograms. The proposed method pro-

vides significantly reduced feature vector size while maintaining same or most of the

times better retrieval efficiency compared to original LBP and other relevant wavelet-

based LBP schemes. The Euclidean distance measure is used for query matching and

retrieval is performed based on the least matching distance. The method is tested

using OSIRIX image data sets and experimental results validating the efficiency of

the proposed method over other relevant schemes, are presented.

Keywords Discrete wavelet transform ⋅ Local binary pattern ⋅ Feature

extraction ⋅ Similarity measurement ⋅ Biomedical image retrieval
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Introduction

Biomedical image retrieval systems are gaining a lot of importance among the

researchers for its widespread applicability and utility in patient care, diagnosis, and

treatment. Biomedical images are considered as the best possible tool for in vivo

analysis of human body organs. The efficient handling of thousands of images pro-

duced daily for diagnosis of patients is quite difficult. For treatment and clinical pur-

pose, the doctors or the operating personal require them in organized and indexed

form. Biomedical image retrieval systems are designed to fulfill this purpose, as on

a particular query they present a set of similar type of images. The highly erroneous

and scrupulous text-based retrieval systems are presently replaced by content-based

image retrieval systems (CBIR) which are highly effective and swift. The efficiency

of a CBIR system is specifically dependent on two aspects: (1) the feature extraction

method and (2) the technique used for similarity measure.

Local binary pattern (LBP) operator was first introduced by Ojala et al. [4]

as an efficient tool for texture description and is found to be highly effective in

facial expression analysis, background modeling, image retrieval, and face recog-

nition. Commercial CBIR systems like Flexible image database system (FIDS) and

ImageScape are among the first ones to use LBP for retrieval purpose [9]. Takala et

al. [7] proposed a block-based LBP scheme for image retrieval which gained a lot of

attention among the researchers.

In the last few years, there has been good interest in multiresolution LBP with

most of its application still limited to face recognition [1, 3, 5, 6, 8, 10, 11]. By

varying the sampling radius the LBP’s of various resolutions were obtained [5]. In

[11], the LBP operator with a fixed radius is employed after the downsampling of the

original image. In multiscale approaches, the image is first decomposed into various

resolutions and then LBP is applied on each resolution to extract distinct features.

Wang et al. [10] proposed a pyramid-based LBP method where they used a Gaus-

sian filter for decomposition of the image into different resolutions. Liu et al. [3] used

wavelet decomposition for the same purpose. However, the drawback in these meth-

ods lies in the fact that they do not consider the high frequency subbands which leads

to loss of useful information. Tang et al. [8] eliminated this drawback by employing

LBP on each subband of Haar wavelet decomposed image for face recognition. Yi

Ding et al. [11] used the same concept for a hand vein recognition scheme, where

they decomposed the image up to two levels and then employed LBP on each sub

band excluding the diagonal subbands. The problem of information loss was mini-

mized to some extent but at the cost of increased computational complexity as the

feature vector size was increased due to the consideration of the high frequency sub

bands.

Ojala et al. [5] observed that there are certain patterns in LBP that can be termed

as uniform. By incorporating these uniform patterns (LBPu2
8 ) they eliminated some of

the redundant features and reduced the LBP feature vector size for a single image to

59 bins from 256 bins. The original 8-point LBP (LBP8) is usually effective for spa-

tial domain images, so employing the same method for both LL and non-LL sub band



47 An Efficient Multiscale Wavelet Local Binary Pattern . . . 491

will undoubtedly carry useful as well as redundant information. Although [5] and

[6] suggested two different ways of reducing redundant features, we observe that the

directional features in each oriented subband in these two methods are not exploited

properly. Rashid et al. [6] reduced the feature vector size by applying uniform LBP

(LBPu2
8 ) for encoding the approximation subband and four neighbors LBP (LBP4)

for coding the detail subbands. Through the use of four neighbors LBP (LBP4), each

detail or high-frequency subband was represented with 32 bins instead of 59 bins

thus reducing the feature vector size up to 46%.

In this paper for biomedical image retrieval, we propose an efficient feature extrac-

tion method using LBP and DWT which provides significantly reduced feature vector

size and better retrieval performance than Rashid et al’s method [6].

The organization of the rest of the paper is as follows. Section “Multiscale LBP

and Discrete Wavelet Transform” presents a brief discussion about the use of LBP

in multiscale approach. Section “Proposed Method” discusses the proposed method

for image retrieval and section “Experimental Results and Discussions” presents the

detailed analysis of experimental observations. At last conclusion of the work is

presented in section “Conclusion”.

Multiscale LBP and Discrete Wavelet Transform

An LBP operator [4] basically encodes a pixel element with an 8-bit binary pattern

and replaces the element with its corresponding decimal value in the pattern image.

LBP value for a given pixel is computed by comparing its gray value with all the

neighbors in its neighborhood and is given by:

LBPP,R =
P∑

i=1
2P−1(f (I(gi)) − I(gc)) (47.1)

f (x) =
{

1, ifx ≥ 0
0, otherwise (47.2)

where,

I(gc) = gray value of the center pixel

I(gi) = gray value of the ith neighbor

P = number of neighbors

The whole image is represented by constructing a histogram, from the obtained

LBP.

HLBP(l) =
N1∑

i=1

N2∑

j=1
f2(LBP(i, j), l) (47.3)
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f2(x, y) =
{

1, ifx = y
0, otherwise (47.4)

Using this 8-point LBP operator each image can be represented with 256 (28) bins,

which results in a large feature vector for the operation. As there may be many redun-

dant features, Ojala et al. in [5] introduced the concept of uniform patterns (LBPu2
8 )

which is only a subset of earlier 256 features. According to them, if a local binary

pattern contains maximum two-bit wise transitions from 0 to 1 or vice versa then

that pattern is called uniform binary pattern, e.g.,10000001 (2 transitions), 11111110

(1 transitions), 00000000 (0 transitions) are uniform, while 10000101 (4 transitions),

01111001 (3 transitions) are not. There are only 58 uniform patterns among 256 pos-

sible patterns in a 3 × 3 neighborhood and considering all other nonuniform patterns

in a single bin, the feature vector size is reduced to 59 bins. This is a huge improve-

ment in feature vector size optimization with almost 77% reduction in feature vector

size without any significant degradation in efficiency.

In a multiscale approach, an image is first decomposed into various resolutions

using a transformation method. The target pattern is then applied on each image

separately to extract distinct features from them [2]. The final feature vector is con-

structed by concatenating all the features together.

DWT decomposes an image at different scales into low-and high-frequency sub-

bands. The low-frequency approximation subband (LL) is a low-resolution approx-

imation of the original image and the detail subbands contain features of the image

in horizontal, vertical and diagonal directions. The LBP can be applied on each sub-

bands to extract the features. It was demonstrated that the redundant features can be

well reduced if approximation and detail subbands are treated with different LBP

codes [6]. In [6], Rashid et al. applied the LBPu2
8 on approximation (LL) subband

to extract the features for face recognition. For each detail, subbands they calcu-

lated two separate LBP codes, where first LBP code is computed based on the four

non-diagonal main neighbors and second LBP code is based on the four diagonal

neighbors. The final histogram of each detail subband was calculated based on the

concatenation of histograms of above two LBP sets. It should be noted that that all the

three detail subbands were treated with the same strategy for feature extraction [6].

Proposed Method

Although the work discussed in [6] has provided a good reduction in feature vector

size, still the authors have not considered the directional features of each oriented

subband properly. This paper proposes a method of extracting features more effi-

ciently than [6] by considering the directional features of oriented subbands which

results in further decrease of redundant features.
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Fig. 47.1 a 8 neighbors b 4

non-diagonal neighbors c 4

diagonal neighbors

(a) (b) (c)

We first decompose the biomedical image into approximation and detail sub-

bands, using Haar wavelet. Each oriented detail subband usually shows different

anisotropic feature. We propose to use the non-diagonal neighbors LBPh,v
4 in hor-

izontal and vertical subbands (Fig. 47.1b) and diagonal neighbors LBPd
4 in diagonal

subband (Fig. 47.1c) to extract the features. The use of LBPh,v
4 in horizontal and ver-

tical subbands, and LBPd
4 in diagonal subband captures the directional information

very efficiently.

As a result only 16 bins is required to represent each of these three subbands

instead of previously required 32 bins [6]. Approximation subband (LL) can be best

encoded with LBP82u. The single feature histogram is formed by computing the his-

togram of each subband image separately and are finally concatenated.

Experimental Results and Discussions

To analyze the retrieval performance, we have used a popular medical image database

namely OSIRIX database, which contains various images of human body organs

taken at various instants of interest. The database chosen in this experiment contains

271 computerized tomography (CT) thoracic aorta images of size 512 × 512 which

were acquired on a 64 detector scanner. In the preprocessing part for measuring effi-

ciency we classified them into four categories, each of which indicates the various

status of a spiral aortic dissection after surgical repair of ascending aorta, containing

74, 67, 69, and 61 images, respectively. One image from each category is shown in

Fig. 47.2. For query matching, we use Euclidian distance measure which is defined

as

D(Q,DBj) =
L∑

i=1
((fDBji

− fQi
)2)

1
2 (47.5)

where,

fQi
= ith feature of the query image feature vector

fDBji
= ith feature of the jth image in the database
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D(Q,DBj) =Matching distance of the jth image in the database from the query

image

L = Length of the feature vector

We have considered each image in the database as query image once and against

each of them ‘n’ number of relevant images are retrieved from the database. Then,

we have checked whether the retrieved images for each query, belongs to the same

category (Fig. 47.2) or not. Two standard parameters namely average retrieval pre-

cision (ARP) and average retrieval recall (ARR) are used to measure the retrieval

efficiency which are defined as follows.

ARP = 1
L

L∑

i=1
P(Ii) (47.6)

and

ARR = 1
L

L∑

i=1
R(Ii) (47.7)

where P(Ii) = (Number of relevant images retrieved)/(Total number of images

retrieved), R(Ii) = (Number of relevant images retrieved)/(Total number of relevant

images in the database) and L=Length of the feature vector.

We have implemented spatial domain LBP8, wavelet domain LBP8, wavelet

domain LBPu2
8 , Rashid et al.’s [6] method and proposed method in Matlab environ-

ment and their retrieval performances are compared in terms of ARP and ARR using

the selected database. The retrieval performance comparison of various methods and

proposed method are shown in Figs. 47.3 and 47.4.

The feature vector size comparison of various methods including proposed method

is provided in Table 47.1.

Figures 47.3 and 47.4 and Table 47.1 clearly reveals that the proposed method has

smallest feature vector size and much less (about 30%) than that of [6] while main-

taining similar or even better retrieval efficiency at many top matches. The retrieval

efficiency degrades slightly when compared to wavelet LBP8 method, however, the

Fig. 47.2 One image from each category
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Table 47.1 Comparison of feature vector sizes

Method Feature vector size

Spatial LBP8 256

Wavelet LBP8 1024

Wavelet LBPu2
8 236

Wavelet LBP [6] 155

Proposed method 107

reduction of feature vector size, in our case, is also extremely high (almost 90%).

The proposed method, for all the top matches outperforms spatial domain LBP8 and

wavelet LBPu2
8 .

Conclusion

In this article, a wavelet LBP-based approach with significantly reduced feature vec-

tor size is presented for retrieval of CT class of biomedical images. The proposed

method takes the full advantage of directional information present in each detail

subband, for extracting the features. The approximation subband and each high-

frequency detail subbands are treated differently for feature extraction. The use of

LBPu2
8 in LL, LBPh,v

4 in horizontal and vertical subbands and LBPd
4 in diagonal sub-

band provides the best retrieval results with 30% reduction in feature vector size than

one of the very recent related method.
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Chapter 48
Coupling Characteristic of Silicon-Based
Optical Directional Coupler

Himanshu R. Das, Isac Daimary and Subhash C. Arya

Abstract This paper demonstrates an optical directional coupler for communica-
tion purpose. The light propagating in one waveguide couples with the other
thereby transferring energy. The core has a refractive index of 3.5 and the cladding
has a refractive index of 1.5. When the length of the waveguide is changed from
670 to 820 µm, their behavior is observed in terms of coupling length and electric
field.

Keywords Optical directional coupler ⋅ Refractive index ⋅ Coupling length
Electric field

Introduction

Adirectional coupler is a device which couples the energy traveling in a waveguide to
the other in a particular direction. The concept behind this mechanism is the couple
mode theory. It has a simple structure and is widely used in the field of photonic
devices. Directional couplers are nowadays used in designing plasmonic-based
optical modulators [1]. Different types of plasmonic materials are being used like
graphene and indium tin oxide [2]. Also, it can be used in power dividers, switches,
filters, optical interleavers, multiplexers, and demultiplexers [3]. However, conven-
tional directional couplers can be III-IV semiconductor group-based and lithium
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niobate-based depending upon their operation and function. An optical directional
coupler made of these waveguides typically has a size of the order of few millimeters
to centimeters because of the large separation between the waveguides and hence,
have a long coupling length. This directional coupler has been designed and analyzed
for electro-optical modulation and its compatibility with CMOS technology [4, 5].
The silicon-based directional coupler is attractive structure to use in optical inter-
connection in Si-chips. Silicon-on-insulator can be used as a platform for integration
of such optoelectronic devices as it is of low cost and compatible with mature CMOS
technology [6, 7]. In this paper, we demonstrate an optical directional coupler of the
submicron level and observe its behavior in terms of electric field and frequency. We
also discuss the structural parameters of the optical waveguide.

Structure of the Directional Coupler

In a directional coupler light traveling through one waveguide couples with the
other thereby transferring energy. When both the waveguides are kept in a close
proximity, coupling phenomena occurs. So, the gap between the waveguides is an
important parameter. Here, 1 µm is taken as the gap between the waveguide cores.
Width, length, and height of the waveguide also play a significant role in deter-
mining the effectiveness of a directional coupler. The 3D view of the optical
directional coupler is shown in Fig. 48.1. The values of different parameters like the
width, length, height, and gap between the waveguides are given in Table 48.1.

Fig. 48.1 Structure of the optical directional coupler
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Silicon is used as the core material having a refractive index of 3.5 and the cladding
is made up of silica having a refractive index of 1.5. Due to this difference in the
refractive index of core and cladding, light is strongly confined inside the waveg-
uide core. The dimension of both the waveguide core is 1 × 1 µm.

Results and Discussion

The characteristic behavior of the optical directional coupler is observed using a
finite element method solver. Figure 48.2 shows the symmetric and asymmetric
mode of the directional coupler when a light of 1.55 µm wavelength is launched
from the lower port of the left side waveguide core. The effective refractive index
for the symmetric and asymmetric mode is 2.9577 and 2.9502. The red spot
indicates the presence of an electric field in the waveguide having length 670 µm.
Also, Fig. 48.3 shows the coupling phenomena in the optical directional coupler
when the waveguide length is 670 and 820 µm. It can be clearly seen that light

Table 48.1 Structural
parameters of the optical
directional coupler based on
the silicon waveguides

Parameter Value

Length of the waveguide 670, 820 µm
Width of the waveguide 6 µm
Height of the waveguide 4 µm
Gap between the waveguide cores 1 µm
Refractive index of core 3.5
Refractive index of cladding 1.5
Dimension of the waveguide core 1 × 1 µm

Fig. 48.2 Structure showing the a symmetric tangential boundary mode electric field, z
component (V/m) b asymmetric tangential boundary mode electric field, z component (V/m)
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couples from one waveguide to the other in both the cases but in Fig. 48.3b the
light couples onto the second waveguide and comes out from the first waveguide
due to increase in waveguide length. The main concept behind this mechanism is
coupling mode theory. The total electric field is calculated as the sum of electric
fields of the two modes:-

E=E1 expð− j β1xÞ+E2 expð− jβ2xÞ ð48:1Þ

εr = ðn− ikÞ2 ð48:2Þ

The electric field and the refractive index of the directional coupler can be easily
found out from the given Eqs. 48.1 and 48.2. E1 and E2 are the electric fields in
both the waveguides, β1 and β2 are the propagation constant, n and k are the
refractive index of the real part and imaginary part. The graphs are shown in
Fig. 48.4a and b give the details analysis of electric field distribution over the
wavelength (1.33–1.55 µm) in both the waveguides having 670 and 820 µm
waveguide length. Also, from Fig. 48.3a and b it can be seen that the energy
couples from one waveguide to the other. Both the proposed models work well in
the frequency range between 1.94 × 1014 Hz to 2.24 × 1014 Hz. The coupling
length of the waveguide with 670 µm length was observed to be 640 µm and the
coupling length for the waveguide with 820 µm was observed to be 400 µm. Also,
the waveguide with length 670 µm shows a maximum electric field around 1.40 µm
wavelength and waveguide with 820 µm shows a maximum electric field around
1.35 µm wavelength.

Fig. 48.3 Showing the coupling phenomena in the optical directional coupler a when the
waveguide length is 670 µm b when the waveguide length is 820 µm
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Conclusion

We have demonstrated an optical directional coupler based on the silicon waveg-
uide. The symmetric and asymmetric mode of the directional coupler has been
shown along with the coupling phenomena of both the waveguide with 670 and
820 µm waveguide lengths. The electric field distribution in both the waveguide
along the wavelength is shown in Fig. 48.4a and b. Also, by varying the structural
parameters the maximum electric field can be brought to a wavelength of 1.55 µm.
This optical directional coupler may play an important role in the field of optical
modulators as well as next-generation CMOS compatible photonic IC’s.
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Chapter 49
Characteristics of Visible Light
Communication Using Light-Emitting
Diodes

Sujit Chatterjee, Rubi Baishya, Kubla Khan, Priya Sarma
and Banty Tiru

Abstract In this paper, visible light communication using the white light-emitting
diode based system for indoor communication is considered. The experimental
setup for studying the characteristics of the system is presented. An analysis of the
received signal strength as a function of the distance between the transmitter and
receiver, number of receiving elements, and angle from the direct path is done.
Results show that with a 1 W light-emitting diode, a transmission is possible to a
distance of 6 m and message of 60 kHz. The arrangement can be used exclusively
or as components of hybrid networking facilities.

Keywords Visible light communication ⋅ Light-emitting diode
Power amplifier ⋅ Photodiode

Introduction

In recent years, the rapid development of semiconductor lighting devices such as
light-emitting diodes (LED) provides an alternative for future lighting technologies
[1]. The inherent advantages of LED over Compact Fluorescent Light (CFL) and
halogen bulbs are energy efficiency, long lifetime, ruggedness, environmentally
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friendly, and controllable. LED can also be used for visible light communication
(VLC) by pulsing it at very high speed. This speed is very high for the human eye
to detect [2, 3]. The inherent advantage of using VLC is that the portion of elec-
tromagnetic (EM) spectrum is license free and requires no regulations. There are no
health issues and the transmitter and the receiver are very cheap compared to that of
radio frequency (RF) [1]. Moreover, VLC does not interfere with the RF-based
system and a good opportunity exists to incorporate in varied applications like
airplanes, hospitals, and underwater [4]. In the recent years, a lot of research is
going on in Asia, Europe, and the US for developing this mode of communication
[5, 6]. Some of the research fields are spatial intensity on amplitude-frequency
characteristics of VLC [7], modulation characteristics [8], and as broadband
wireless home networking (WHN) [9]. A problem to be tackled is finding ways to
increase the beam angle of LED so as to obtain large coverage area [10].

VLC can also be used as components of hybrid networking configuration that
can supplement the shortcomings of the individual components. In the work, we
aim to study the characteristics of VLC using a suitable transceiver system. The
long-run plan of the work is to use the results for developing a hybrid communi-
cation network [11]. The VLC will be incorporated into Power Line Communi-
cation (PLC) for remote sensing of environmental parameters or for data
communication between devices [12]. The block diagram of the proposed hybrid
model is shown in Fig. 49.1. Sensor nodes will collect the required data and fed
into the PLC modem [13, 14]. Via the available indoor power line of the building,
the same will be made available in the same/different room via VLC. The paper
gives the experimental setup and a study of the dependencies of the variability’s for
the VLC component.

Fig. 49.1 Block diagram of the proposed hybrid system using power line communication and
visible light communication
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Experimental Setup and Measurement Technique

The block diagram for studying the characteristics of the VLC transceiver is shown
in Fig. 49.2. The experimental setup consists of a transmitter and receiver module
with the direct line of sight visible light channel. The schematic of the experimental
setup is in Fig. 49.3.

Fig. 49.2 Block diagram of VLC transceiver

Fig. 49.3 Schematic of the transmitter- receiver system, the block diagram is given in Fig. 49.2
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Transmitter Module

The transmitter module consists of a square wave generator, a power amplifier
(PA) and LED. The square wave generator produces the square wave which acts as
a message signal. Here, a square wave of 400 Hz and 1.1 V amplitude is fed into
the PA that acts as the LED driver circuit. The PA is in class A biasing mode using
IC TIP41C having a maximum collector to the base as well as a collector to emitter
voltage of 100 V. The biasing voltage and current of 4.8 V and 0.5 A, respectively
are supplied by a programmable power supply (PSD9001). A white LED (1 W) is
placed at the load and acts as the transmitter of data transmission section. The beam
angle of the LED is 120° and luminous flux is approximately of 90 lumens.
The LED has a DC forward current of 250 mA and a forward voltage of 3.4 V. The
maximum allowed forward current and voltages are 700 mA and 10.5 V, respec-
tively. Due to the message signal, the LED blinks at the same frequency which is
undetectable by eye. Using a suitable arrangement the beam angle of emitted light is
nearly 20° to get a strong directivity.

Receiver Module

The receiver module consists of silicon PIN Photodiode (PD) BPW34, amplifier, or
comparator circuit and a Digital Storage Oscilloscope GWINSTEK GDS-1052-U
(50 MHz, 250 MS/s). The dimension of the PD is 5.4 × 4.3 × 3.2 mm3 with a
radiant sensitive area of 7.5 mm2. The typical dark current is about 2 nA and is
sensitive to visible and near-infrared radiation. Further, the received signal from PD
is allowed to pass through an amplifier or comparator circuit using IC LM318
having typical slew rate 70 V/µS. The amplifier designed has a gain of 105. Finally,
the signal is stored in the DSO. The light from the LED falls directly on the PD and
the results analyzed.

Channel

The channel between the LED and PD is the free space connected by visible light.
The distance between the transceivers is changed and the results observed. The
numbers of PD at the receiver module are also changed to check the sensitivity.
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Results and Discussion

To study the performance of the VLC communication link, a number of experi-
ments have been carried out by varying the (i) distance between the transceiver
keeping the number of PD fixed and (ii) number of PD keeping the distance fixed
and (iii) angle of the receiver keeping the number of PD and distance fixed. The
results are shown in Table 49.1. In each case, the output of the amplifier is
recorded. A snapshot of the received signal from the amplifier at a distance of 1 m
and 5 m for 1 PD is shown in Fig. 49.4a and b, respectively. Figure 49.4c and d
show the received signal when the frequency of the square wave is increased to
60 kHz and the output of the comparator, respectively. Analyzing the results, in

Table 49.1 Variation of the output voltage of the photodiode with varying dependencies

Experiment 1 Experiment 2 Experiment 3
d (m) N O (mV) N d (m) O (mV) d (m) N A (°) O (mV)

1 1 2180 1 1 2180 2 1 1 640
2 4240 2 800 2 520
3 6240 3 340 4 360
4 8160 4 280 5 300
5 9760 5 200 10 120
… … 7 Noisy 11 Noisy

2 1 800 2 1 4240 2 1 1260
2 1520 2 1520 2 1010
3 2120 3 590 4 680

4 2700 4 450 5 600
5 3320 5 340 7 400
… … 6 280 12 140
… … 9 Noisy 13 Noisy

Experiment 4
d (m) N A (°) O (mV) d (m) N A (°) O (mV)

2 1 0 172 2 2 0 220
10 160 10 206
20 144 20 190
30 132 30 165
40 120 40 150
50 108 50 138
60 98 60 128
70 88 70 118

80 75 80 115
85 Noisy 85 Noisy

d: Distance between the transmitter and receiver, N: Number of photodiode at the receiver, O:
Output (peak–peak) at the amplifier, A: Angle in degrees of the photodiode from the direct path
*Results shown in the table only up to 2 m
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Fig. 49.4 a Snapshot of the input (top) and received (bottom) signal from the amplifier for 1
photodiode placed at a distance of 1 m from the LED and b at a distance 5 m from the LED
c Snapshot of the input (top) and received (bottom) signal for 60 kHz signal for 1 photodiode
placed at a distance of 1 m from the transmitter and d Output of the comparator

(a) (b)

Fig. 49.5 a The output voltage as a function of the number of photodiodes and b distance
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Fig. 49.5a it is found that when the number of PD is increased for a particular
distance, the output voltage from the amplifier also increases. Also from Fig. 49.5b
when the distance between the transceiver is increased, then the voltage at the
receiver PD decreases as expected. However, it is to be noted that the increases of
the output voltage with PD number are more significant at smaller distances. As the
distance is increased, the received output power does not show improvement even
when the number is increased to such as 5. From Fig. 49.6a and b, it is seen that as
the angle of the receiver is changed, the received signal power decreases in both the
angles from the direct path. The number of LED is also increased at the transmitter
place in a horizontal spread to increase the coverage of the transmitter on both sides
of the direct path. Figure 49.7b shows that for an increase of LED to 10 numbers
(1 W each), the coverage increases by 700%.

(a) (b)

Fig. 49.6 a Variation of the output voltage of 1 photodiode at a distance of 2 m with different
angle of the later and b The output voltage on both side of the axis

(a) (b)

Fig. 49.7 a Variation of output voltage of both side of the axis at a distance of 2 m for 10 LED at
the transmitter b Comparison of beam angle from the axis at a distance of 2 m for 1 and 10 LED at
the transmitter
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Conclusion

In this work, we have designed an experimental setup that can be used for VLC
using white LED and photodiode. It is found that the received signal strength
decreases with distance. The same is also increased when the number of photodi-
odes is increased. However, the increase is significant for the small distance
between the transceiver. The system works for the small angular width of the
receiver and for a frequency of 60 kHz message signal. With 2 PDs the distance
available is 8 m. The received signal at 60 kHz is highly distorted because of the
PA. Further frequency can be transmitted by proper design of this. In the future, this
arrangement will be used to acquire data from environment monitoring setups and
other data transmitting devices. The increase in the number of LED at the trans-
mitter in a horizontal spread increases the coverage of the receiver in both the
directions of the axis. It is concluded that the coverage area is directly dependent on
the beam angle of the LED. In the future, the effect of increasing the power of the
LED will be studied. Hardware will be developed for remote data acquisition and
control using VLC. This system will be incorporated as a part of a hybrid network
comprising of wireless, power line, and VLC to be used as a robust and efficient
communication system.
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Chapter 50
C-Band Silicon Optical Modulator
for High-Speed Optical Communication
System

Silpeeka Medhi, Subhash C. Arya and Balbindar Kaur

Abstract The static performance of MOS-based silicon optical modulator has been
depicted by analyzing the behavior of figure of merit (VπL) with respect to optical
modulator height (h). The loss characteristics of modulator have also been shown. It
has been observed that figure of merit is improved (from 3.5 to 1.5 V cm) by
decreasing the modulator height (from 1600 to 800 nm) at the cost of an increase in
loss coefficient (12–13.5 db/cm). These results are useful in designing high-speed
silicon optical modulator, which is compatible with matured CMOS fabrication
technology.

Keywords Optical modulator ⋅ MOS ⋅ Figure of merit ⋅ Effective index
Loss coefficient

Introduction

Optical modulators are used for modulating any one of the parameters of the beam
of light, phase, frequency, or amplitude using the electro-optic effect. There are
around five major emerging technologies for broadband optical modulator design:
(i) Electro-Optic Polymer Modulator, (ii) Gallium Arsenide Modulator technology,
(iii) Complex Oxide Electro-Optic Modulator, (iv) Organic Electro-Optic Crystal
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modulator, and (v) Silicon High-Speed Modulator [1]. Among these, the
silicon-based optical modulator is thrust area at present which aims to exploit silica
for optical modulator purpose. In general, silicon photonics is now innovative
technology; however, researchers are refining the technology to circumvent the
inherent performance limitations of silicon and to meet evolving application
requirements. Metal-oxide-semiconductor (MOS) capacitor-based modulators
works with carrier accumulation principle, where only majority carriers accumulate
on either side of the insulating layer of silicon dioxide. The same layer after being
placed in the wave-guiding region limits the bandwidth of the device till
resistance-capacitance cut-off frequency.

The modulation of the optical signal can be attained by varying the refractive
index of silicon through plasma dispersion effect, which is relatively less explored
zone and hence results in a significant gap between the technology of electronic and
photonic device fabrication. The proposed research work aims to minimize this
technological gap between electronics and photonics for device fabrication using
SOI state of art. The Silicon-on-Insulator (SOI) technology allows large integration
of electronic and photonic devices for miniaturization of devices, used in photonics
and fiber communication systems.

Various designs of optical modulator have been studied, namely: p-n, p-i-n,
MOS, etc. silicon optical modulator. One of the initial experimental results of
optical modulator using MOS has been reported in the year 2004. A study on
various structures of SOI optical phase modulators was carried out by Mardiana
et al. [2] based on the free-carrier dispersion effect at low-loss optical window. By
selecting ideal position of doping regions in SOI optical phase modulator, its
modulation efficiency of 0.015 V cm with a length of 155 μm was achieved using
simulation.

Rao and Della Corte [3] have numerically simulated the free-carrier injection and
depletion-based electro-optic modulator. Their experimental results attained bire-
fringence free, low-loss, single-mode waveguide-integrated phase modulator. An
upgraded phase modulation efficiency of 1.6 V cm had been achieved in noble
compact configuration, requiring lower bias voltages for a better CMOS
compatibility.

It is a challenge to attain high-speed optical intensity modulation in silicon
(Si) because the material does not exhibit the appreciable electro-optic effect. Sil-
icon being indirect band-gap material and due to its crystal symmetry, fast and
effective modulation response is difficult to design when compared to direct
band-gap materials such as III-V group materials. Modulation efficiency of 0.015
V cm with a length of 155 μm was found using simulation by selecting the ideal
position of doping regions in Silicon-on Insulator optical phase modulator.
Figure 50.1 shows the structural diagram of MOS-capacitor-based optical modu-
lator designed using Atlas Silvaco software.
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The front, top, and side view of MOS capacitor-based optical modulator have
been shown in the Fig. 50.2, which is derived from reference [1, 4] where only
cross-section has been given. It comprises an n-type doped crystalline silicon slab
and a p-type doped polysilicon rib with a gate oxide sandwiched between them. The

Fig. 50.1 MOS-capacitor-SOI optical modulator

Fig. 50.2 Cross section of MOS-capacitor-based SOI optical modulator, as in [1]
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optical absorption by metal contact has been minimized by using a wide polysilicon
layer on the top of the oxide layers on both sides of the polysilicon rib. The oxide
regions on either side of the rib maintain optical confinement and prevent optical
filed penetrating into areas where the metal contacts are located [5].

Mathematical Modeling

The working principle of CMOS optical modulator is that the refractive index of
silicon varies with the voltage applied to the modulator, which in return varies the
speed of light passing through the modulator.

Light Speed∝1 ̸ Refractive Index of materialð Þ ð50:1Þ

The refractive index of the material used in the modulator is due to the change in
the carrier concentration, i.e., electrons and holes. The phenomenon of change of
phase velocity with respect to the change in the refractive index of the modulator is
called as the free-carrier dispersion effect [6].

The electrical and optical behavior of modulator is shown separately. The
electrical characteristic can be modeled using 2-D drift diffusion equations, which
are given as the three-coupled partial differential equations (PDEs) describing
electrons and hole distribution [1–7]:

∈ 0 ∈ r ∇Ψð Þ= q Ne −Nh −Cð Þ, ð50:2Þ

∇. μpvt∇Nh
� �

+ μpNh∇Ψ
� �� �

−
∂Nh

∂t
=RSRH , ð50:3Þ

∇. μnvt∇Ne − μnNe∇Ψð Þ− ∂Nh

∂t
=RSRH, ð50:4Þ

where RSRH is the recombination rate Shockely-Hall-Read, Nh is the hole distri-
bution, Ne is the electron distribution, ∈ r is the relative permittivity, ∈ 0 is the
vacuum permittivity, C is the doping profile, μn is the electron mobility, μp is the
hole mobility, vt is the thermal voltage, Ψ. the electric potential, and RSRH can be
defined as [4].

Next, the static figure of merit VπL, (Vπ the half-wave voltage and L modulator
length) needs to be calculated using the formula [4]:

VπL=
λ

2
Δηeff
ΔVa

� �− 1

, ð50:5Þ

Or VπL = λ
2

ΔVa
Δηeff

� 	
,

Where ηeff is the effective index.
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The Effective index for Quasi-TE mode and Quasi-TM mode has a linear
relation with applied voltage on the modulator [8].

Results and Discussion

After solving the 2-D drift diffusion equations (Eqs. 50.1–50.3), the values of the
potential and the density of electrons and holes are calculated, which are used in
VπL using Soref–Bennetd relationship [2].

Using Eq. 50.5, the variation of figure of merit (VπL) for varying wavelength
can be seen in Fig. 50.3. From Fig. 50.3, it can be said that the value of Figure of
merit for quasi-TM (Transverse Magnetic) mode is much higher than that of
quasi-TE (Transverse Electric) mode. On the other hand, the graph also shows the
dependence of optical modulator performance on polarized incoming light.

Figure 50.4 shows the relation between figure of merit (VπL) and loss coefficient
αlossð Þ with respect to height of the modulator for quasi-TE and quasi-TM Mode.
The value for VπL and αloss have been calculated for different value of gate oxide
thickness of g = 4, 6, 10.5 nm for Transverse electric (TE), and Transverse
Magnetic (TM) modes. It has been observed the trend lines of Vπ L and αloss follow
linear characteristic (y = mx + c). Table 50.1 shows such linear equations at
g = 6 nm quasi-TE and quasi-TM modes. Minimum value of VπL is observed from
0.52 to 1.237 for gate oxide thickness (g) of 4 nm at the cost of loss coefficient α
13.45 for quasi TE mode. Minimum value of VπL is observed from 0.242 to 1.08
for gate oxide thickness (g) of 4 nm at the cost of loss coefficient 16.75 for
quasi-TM mode. Since loss coefficient is 19.7% more in case of TM mode compare
to TE, therefore, TE mode is more efficient for plasma dispersion silicon MOS
optical modulator.

Fig. 50.3 Static performance of silicon optical modulator for C-band wavelength
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Fig. 50.4 Figure of merit ðVπLÞ and loss coefficient ðαlossÞ behavior with respect to height of the
modulator for quasi-TE and quasi-TM. Mode

Table 50.1 Fitting parameters for the Fig. 50.4 at gate oxide thickness (g) = 6 nm

Modes Figure of merit VπLð Þ Loss coefficient αlossð Þ
TE 0.012H−0.0432 −0.0004H + 13.27
TM 0.0038H−2.0315 −0.00393H + 16.28
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Conclusion

In this paper, Figure of merit of the optical modular has been calculated and
observed that the modulation of the information passing through C-band silicon
optical modulator highly depends on the input polarized light. In addition, the
efficiency of the C-band optical modulator can be improved by minimizing the
figure of merit decreasing the height of optical modulator but at the cost of loss
coefficient. Therefore, there is trade-off between figure of merit and loss coefficient
about which comparative analysis has been done for quasi TE and TM modes. Our
reported results are in confirmation with previous published results.
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Chapter 51
Power Spectral Study of EEG Signal
from the Frontal Brain Area of Autistic
Children

Bablu Lal Rajak, Meena Gupta, Dinesh Bhatia, Arun Mukherjee,
Sudip Paul and Tapas Kumar Sinha

Abstract Autism or autism spectrum disorder (ASD) represents complex devel-
opmental disabilities characterized by deficits in social communications, interac-
tions, and cognitive development. The prevalence of ASD shows a growing trend
both in developed and developing countries. ASD occurs due to improper brain
development in early life and individuals characterized as ASD possesses abnormal
brain activity that is commonly studied using electroencephalography (EEG). Our
present work analyzes the EEG of ASD children from the frontal lobe of the brain
that is responsible for social, emotion, and cognitive functions, which was com-
pared with the EEG signals of normal healthy children. The power spectra (PS) of
EEG signal were obtained using fast Fourier transformation (FFT) algorithm in
MATLAB. EEG recording was performed on all the ten selected children (five
ASD and five normal) using two electrodes placed on F3 and F4. The artifact-free
EEG signals of 10 min duration were extracted and used for obtaining PS. The PS
revealed high-intensity power peak at frequency 50 Hz, for all healthy children; but
in case of ASD participants, there existed two peaks at 100 and 50 Hz. The
intensity of 50 Hz peak in ASD cases was not as intense as those of normal children
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but the 100 Hz peak was highly intense. The existence of high-intensity peaks in
ASD can be attributed to the imbalance in high-frequency EEG rhythm that is
responsible for perpetual and cognitive processing in humans.

Keywords Autism spectrum disorder ⋅ Electroencephalogram
Fast Fourier transformation ⋅ Power spectrum

Introduction

Autism or autism spectrum disorder (ASD) is an umbrella term that includes child
autism and developmental disorders. ASD represents complex developmental dis-
abilities characterized by deficiency in social communications, interactions, and
cognitive development. These characteristics appear in early childhood and tend to
persist lifelong with a poor outcome in adulthood [1]. From public health per-
spective, ASD is an important cause of morbidity due to their early onset, lifelong
persistence, associated impairments, and the absence of effective treatment. The
prevalence of ASD is reported to be 1 in 88 children in USA [2], and in India, it is
around 1–1.5% or 1 in 66 children [3]. The actual cause of autism largely remains
unknown but some studies found that abnormal brain growth in early age cause
changes in gray and white matter contents, leading to increased cerebral volume [4,
5]. Magnetic resonance imaging study on young children affected with ASD
revealed bilateral enlargement of amygdalae and hippocampi, which was propor-
tional to overall increase in volume of the cerebral cortex [6]. However, recently
published literatures based on family studies and genetics established higher genetic
and environmental contributions that disturb the normal biological pathways con-
tributing to the disorder [7, 8]. Whatever could be the cause, it is known that
abnormalities in the frontal lobe are responsible for generating severe impairment in
social, emotional, and cognitive functions in autism [9].

Despite extensive research toward understanding the neural basis of transformed
behavior in ASD, there still exists substantial debate about the functional and
neurophysiological workings of an “autistic” brain [10, 11]. In view of this, several
neuroimaging and neurophysiological methods have been used to comprehend the
correlation between normal brain function and its autistic counterpart. Among
these, clinical electroencephalography (EEG) studies are finding great interest
generally due to high prevalence of epileptic abnormalities in autistic patients [12,
13] and for evaluating diverseness of behavioral disorders, any treatment responses,
and consequences among other issues [14]. The simplicity of the EEG procedure
and its determination of brain activity along with consistent analysis protocols
provide an opportunity for intricate analysis of functions and dysfunctions of the
brain.

EEG is a recording of spontaneous brain activity, recorded from the scalp sur-
face of the brain employing metal electrodes pasted using conductive media [15].
EEG recording is widely used to distinguish brain’s neurological and
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neurophysiological disorders. The importance of EEG is its ability to be charac-
terized by linear or nonlinear investigation that depicts distinct state of the brain.
One of the most widely used feature extraction techniques is a computerized
analysis of EEG using Fourier transformations that convert signal from time domain
into frequency domain. Fast Fourier transformation (FFT) gives relative power
spectra (PS), which represents power change with change in frequency, or in other
words, the slope of the power curve as a function of frequency [16]. In this study,
we analyzed the power spectrum of EEG signals of ASD children and compared it
with those of normal children to detect change in periodicity or intensity of the
signal.

Materials and Method

Participants

Ten children (all male) matched by age were recruited in this study after obtaining
written consent from their parents/guardians. Five children (mean age: 9.55 ± SD
2.38) were ASD cases as diagnosed by consultant physician and another five (mean
age: 8.26 ± SD 3.05) were normal healthy children without any neurological dis-
orders. The recruited ASD children were from UDAAN for the differently abled
Delhi, a nonprofit organization that has pioneered in therapy-based treatment for
cerebral palsy and ASD using physical, occupational, and speech therapy since
1992. The normal children were also from the same organization that runs an
outreach learning program for the poor children of nearby areas. This study was
conducted after approval from the Institutional Ethics Committee for Human
Samples/Participants (IECHSP) of the host institution.

EEG Recording

The EEG of all the recruited participants was recorded using Nexus Mark II,
neurofeedback system (Mind Media B.V., Netherlands). Prior to EEG recording,
the participants went through a preparatory procedure where the selected recording
area on their scalp was cleaned using alcohol swabs, and the metal electrodes
connected to the device was fixed using a conductive gel. This was a single-channel
EEG recording; the placement of electrode on the scalp was according to Montage
10–20 system [17]. The selected recording area was F3–F4 with electrode at right
mastoid as reference. After placement of the electrodes, the recording was taken for
15 min without using any anesthetics; that is, the patients were awake.
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Data Analysis

Fifteen-minute EEG data was recorded at the rate of 256 samples per second using a
single-channel bipolar electrode. The recorded data was exported in a text file for
analysis in a user-designed FFT program in MATLAB. Preprocessing of the data
was carried out to remove the 50 Hz artifact by using the device in battery mode.
The EEG data of 10 min duration was used from different groups of children for
this power spectral study. The analysis was performed with FFT–Welch method to
obtain the power spectrum that was plotted power versus frequency. Welch method
is a nonparametric analysis accomplished by dividing the signal into smaller seg-
ments. Multiplying these smaller segments with an appropriate window size, the
periodogram was computed by calculating the squared magnitude on the result for
obtaining a distinct Fourier transform. The periodogram obtained was then aver-
aged resulting in power intensity with respect to frequency [18]. In this method, the
data sequences xi (n) can be represented as

xi nð Þ= xðn+ iDÞ here n=0, 1, 2, . . . , M − 1 and I = 0, 1, 2, . . . , L− 1
where iD is the beginning of ith sequence. This will lead to formation of L data

segments each of length 2M. The modified periodogram is given as

P̃
ið Þ
xx ðf Þ=

1
MU

∑
M − 1

n=0
x nð Þω nð Þe− j2πfn

�
�
�
�

�
�
�
�

2

,

where U is the standardization factor for the power in the window function given as

U =
1
M

∑M − 1
n=0 ω2ðnÞ

and ω nð Þ is the window function. Finally, the Welch power spectrum is obtained
which is the mean of this periodogram and is given as

PW
xx fð Þ= 1

L
∑
L− 1

i=0
P̃

ið Þ
xx ðf Þ

Result and Discussion

This study was performed to compare the power spectrum density of EEG signal
from the frontal area of the brain of ASD and normal children using FFT. Previous
studies using FFT demonstrated PS of different EEG sub-bands (alpha, beta, delta,
gamma, and theta waves) but we could not find any literature closely related to
employment of FFT used in raw EEG signals of ASD cases. Thus, the discussions
presented here are based on different possibilities that could be viable reasons for

526 B. L. Rajak et al.



validating our results. In the study, we observed that power spectra of EEG signal
from normal children revealed high-intensity peak at 50 Hz (Fig. 51.1a), but two
peaks of comparatively high intensity at 100 and 50 Hz were observed in PS of
ASD children (Fig. 51.1b). The presence of high-intensity power peak at 100 Hz in
ASD EEG signal may be attributed to the existence of irregular electrophysiological
brain activity as reported in [19] due to the existence of excess of high-frequency
oscillations. High-frequency EEG rhythm, often referred to as high gamma oscil-
lations, is known for cognitive processes such as memory and attention; and an
increase in gamma frequency is associated with neuropsychiatric disorders such as
schizophrenia, Alzheimer’s epilepsy, and ASD [20]. Moreover, imbalance in the
excitation–inhibition stability within the cerebral cortex also produces excessive
EEG oscillations that contribute to abnormal electrophysiological brain activity in

(A1) (A2)

(B1) (B2)

Fig. 51.1 Sample power spectrums of EEG signal from the frontal brain area (F3–F4) of normal
(a1, a2) showing prominent 50 Hz peak and ASD (b1, b2) children showing two intensity peaks at
50 and 100 Hz
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ASD [19]. Another factor responsible for unusual brain activity is the undercon-
nectivity within and between the frontal hemispheres (prefrontal cortex) of the brain
which is associated with cognitive dysfunction [21]. Additionally, power intensity
of 50 Hz peak in ASD cases was lower in comparison to those of normal cases; this
may be due to improper development of the autistic brain as reported in [5, 6].

Conclusion

Using our FFT algorithm, we observed high-intensity power spectral peaks at
50 Hz in all the EEG of normal children and complementary peak at 100 Hz in
ASD cases. The presence of two peaks at 50 and 100 Hz in autistic children may
originate due to imbalance in electrophysiological activity of “autistic brains”,
especially from the frontal lobe since this part of the brain plays important role in
higher order social, cognitive, language, and emotional functions; each of which is
extremely lacking in autism or it can be attributed to the improper development of
their brain due to volumetric reduction in regions of corpus callosum, basal ganglia,
frontal lobes, and cerebellum. These are regions of the prefrontal cortex responsible
for attention, memory, and information processing. Moreover, if it is due to any
other reason of abnormal activity of the brain in ASD, it is important to understand
the actual cause that leads to this disorder and corrective approaches employed
along with proper diagnostic tools to detect ASD in early developmental stages of
the child. In this line of work, we intend to optimize the FFT algorithm that can be
used as an early diagnostic tool for detecting ASD cases using simple EEG
recordings.
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Chapter 52
An Euler Path Based Online Testing
Technique to Detect Catastrophic Fault
in Triangular DMFBs

Piyali Datta, Amartya Dutta, Riya Majumder, Arpan Chakraborty,
Debasis Dhal and Rajat Kumar Pal

Abstract Defective microfluidic chip increases the assay completion and total
turnaround time and it is the main reason of deviation of the actual result of assay
operation. In online testing, the test droplets are moving out of step with each other.
Again testing of DMFB is NP-hard in nature. Using Euler path based test technique,
we can test the whole chip but we cannot apply Hamiltonian path based test method
in case of equilateral triangular electrode array due to routing constraints in trian-
gular DMFB. A graph-based test planning technique for online testing is proposed
in this paper. Considering the active parts of the chip, like mixer and store cell, as
obstacle in the triangular microfluidic array, we test the chip during the assay
operation running in some portions of the array. Here, we focus on Euler path based
test technique for catastrophic fault detection.

Keywords Lab-on-a-chip ⋅ Catastrophic and parametric failure
Online testing ⋅ Hamiltonian path ⋅ Euler circuit/path ⋅ Eulerisation
Graph matching ⋅ Testing

Introduction

Microfluidic biochips, also renowned as “lab-on-a-chip”, have become very
important biomedical analytic instruments [1, 2] as the experiments in a laboratory
can be efficiently performed within a chip. It manipulates nanolitre or microlitre
volumes of biological samples and reagents which lead to consumption of a very
low cost and relatively a very less time. Moreover, higher sensitivity of DMFBs and
less involvement of human manipulation make it less erroneous than laboratory
experiments. In spite of all the facilities of a biochip system, physical defects may
arise during microfluidic operations. Some manufacturing defects may be realised
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during the assay operations and may lead to a crucial diagnosis process in vain. It is
worthwhile to mention here that effective testing methodologies to test these
devices after manufacture and during assay operations are very essential as biochips
are generally used for vital biochemical and medical applications.

Generally, the testing procedure of the DMFBs is classified into structural testing
and functional testing. Structural testing aims to detect the physical faults, while the
functional testing focuses in identifying the faulty functional modules. One of the
important testing techniques is droplet trace-based fault detection where a test
stimulus droplet is moved through the testable cells, and depending on the presence
of the droplet at its desired position at scheduled time, the defected cells are
recognised. Such transportation of test droplets may be planned in terms of the
Euler cycle or Euler path problems in an undirected or a directed graph, respec-
tively. Sometimes, due to the unintended droplet, residual on the chip introduces
particle contamination [1, 3] during assay operation that leads to physical defects
afterwards. If one cell (Electrode) becomes faulty during the assay operation, even
the entire assay operation may be fouled depending on the positional impact of the
defective electrode(s). Thus, online and offline (e.g. Post-manufacturing) testing
techniques are required to ensure system reliability and to augment the system
performance [4, 5].

Now, in traditional square electrode array, we find a number of droplet
trace-based testing mechanisms that are not beneficial for Triangular Electrode
based Digital Microfluidic Biochip (TEDMB) [6] due to its routing constraints. In
this paper, we have developed an Euler path based online testing algorithm for
TEDMB. Moreover, a test planning procedure for online testing is introduced.
Procedure for finding Euler circuit in a graph is presented here which runs in O
(n + e), where a number of vertices and edges in the graph are, respectively,
denoted by n and e. In the next section, we first discuss the types of faults that may
occur in biochip and the basis of online testing as well as some already existing
testing algorithms for traditional DMFB. Section “Test Planning Issues for Online
Testing” formulates the problem as an Euler circuit finding problem in graph theory
and we discuss our algorithm in detail. In Sect. “Conclusion”, a comparative study
has been cited to explain the efficacy of our algorithm.

Classification of Faults in DMFB: Fault Modelling

Typically, the faults in DMFBs are of catastrophic and parametric [4, 5]. Catas-
trophic (i.e. hard) faults lead to a complete malfunction of the underlying system,
whereas parametric (i.e. soft) faults may introduce a deviation in the system per-
formance. Catastrophic faults have the highest priority for detection as they may
cause complete breakdown of the system. Catastrophic faults can occur due to some
physical imperfections such as (i) dielectric breakdown, (ii) short between a pair of
adjacent electrodes, (iii) degradation of electrode performance, (iv) open circuit in
the metal connections between the electrode and the control source and (v) defected
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configuration of parallel plates, to name a few. Physical defects that lead to para-
metric faults are deviation in geometrical parameters, particle contamination due to
residual effect and deviation in viscous force acting between a droplet and filler
medium.

To avoid the digression of the overall performance of the system, testing of the
electrodes is a crucial issue before the chip is subjected to market. Chip-level testing
is an iterative procedure where a chip is tested before or after the bioassay operation
(offline testing) or a parallel testing operation may be carried on simultaneously
with an assay in a time-overlapped manner. Parallel scan like testing [7] (using both
single and multiple droplets) and path-based testing (Hamiltonian and Euler circuit
[8, 9]) belong to offline testing.

Test Planning Issues for Online Testing

Problem Formulation

One of the most important catastrophic faults is stuck-at fault where a test stimuli
droplet may be stuck at a faulty cell during the droplet movement through the
electrode array from an original or customised source to a sink. The detection of all
test stimuli droplets by a sensing circuit placed at a droplet sink indicates that the
electrodes on the path are fault free. An efficient test plan must ensure two things:
(i) no conflict of the testing operation with the normal biomedical assay and
(ii) guarantee of the coverage of test droplets over all the microfluidic chip cells that
are available for testing.

Here, it is worth mentioning that we consider catastrophic faults detection and
we assume that every catastrophic fault in the microfluidic device affects only a
single cell on the chip array. Nevertheless, some faults, like electrode shorts, affect
more than one cell in the microfluidic array [1]. The fundamental idea behind the
graph-theoretic testing optimization approach is to formulate the 2D chip as a
directed graph followed by partitioning into sub-graphs such that each partition
requires one test stimuli droplet to cover the associated portion of the chip and it can
be tested independent of the other parts of the chip.

Testing by traversal generally finds a path such that the test droplet can be routed
through the array visiting every cell exactly once though a path connecting all
available electrodes does not exist in a chip as shown in Fig. 52.1a. Although this
method ensures the fault detection concerning a single electrode, it fails to identify
the faults associated with electrode-short and fluidic-open faults that influence two
neighbouring electrodes, e.g. as shown in Fig. 52.1b; the test droplet path
6 → 7→ 8 → 9→ 10 → 5→ 4 → 3→ 2 → 1 is unable to detect an
electrode-short present between electrodes 3 and 8. But the Hamiltonian path based
tour visits each electrode just once. Thus, Hamiltonian path does not pledge to
detect a fault-free microfluidic array. Therefore, a novel method for test planning is
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essential to solve this complication. Since this type of defect can happen in the
DMFBs not only in the manufacturing (in the fabrication) process but also during
the on-chip bioassay operations (e.g. owing to contamination of particles and
relocation of electrode metal), the offline and online testing techniques are equally
mandatory.

Here, we formulate the test planning problem into two well-known
graph-theoretic problems, i.e. the ‘Euler circuit’ and ‘Euler path’ [8]. The basic
idea behind this outlook is to construct an undirected graph representing the
microfluidic chip array where each electrode acts as a vertex. Between any two
vertices, i.e. two neighbouring electrodes, there exists an edge. Now, the problem of
finding a test path is comparable to finding an Euler path of the graph. A flow-based
test path for the test droplet can be acquired by using Euler’s theorem. Such a path
enables to detect the shorts between any two neighbouring electrodes. As the Euler
path/circuit based test technique visits all edges exactly once, it guarantees any
electrode-short fault within the chip array.

Initially, we model the chip array by employing an undirected graph G = (V, E),
where V is the set of microfluidic chip cells and E is the set of edge {u, v} between
any two vertices u and v if there exists a connectivity between two cells represented
by u and v, respectively. Euler theorem gives us the technique to traverse every
edge in the undirected graph only once. For an undirected graph, Euler path exists if
the graph is in connected pattern and the connected graph has exactly two
odd-degree vertices. Again, an undirected graph has Euler circuit if the graph is
connected and the degree of every vertex in the connected graph must be even.
Now, in general the graphical representation of the 2D microfluidic chip array has
more than two vertices with odd degree in nature. So, we have to retrace some of
the edges such that all the edges must be visited at least once. In G, retracing
signifies an additional edge between two adjacent vertices. Therefore, our objective
is to minimise the number of retracing throughout the testing, i.e. the requisite
number of additional edges to Eulerise the graph.

As each electrode in TEDMB has three direct neighbours, in the dual graph of
the array, each vertex other than the peripheral one has degree three [6]. At the
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(a) (b)

Fig. 52.1 a A test droplet from the source can traverse only two electrodes, but cannot reach the
sink. b Test stimuli droplet from the source can reach the sink leading two electrodes not reachable
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beginning of the algorithm, we identify all odd-degree vertices and transform them
into even degree by adding minimum number of extra edges. For type 1 triangle,
upward movement is restricted and for type 2 triangle downward movement is
restricted [6]. So, there is an edge between two vertices, belonging to two adjacent
rows, if and only if one vertex corresponds to a type 1 triangle and another vertex is
associated with a type 2 triangle. To find an Euler circuit/path in a connected
undirected graph, we use Fleury’s algorithm [4, 8].

In Fig. 52.2a, b, c, d, associated graph models for different triangular 2D arrays
are shown, i.e. in the 2D m × n array four cases may occur, (i) m = odd, n = odd,
(ii) m = even, n = even, (iii) m = odd, n = even and (iv) m = even, n = odd. We
next model the 2D microfluidic array using undirected graphs and then modify
these graphs so that the condition for possessing an Euler circuit is satisfied.
Applying Fleury’s algorithm [4, 8], the complexity becomes O (n + e), where
n = the number of vertices and e = the number of edges. So it requires linear time.

An Efficient Eulerisation Technique for Online Testing

To ensure unpredictable faulty status, online testing is performed throughout the
free cells during normal bioassay operation (say, on-chip mixing in some regions).
Here, the active parts of the chip along with its guard band may be considered as
obstacles to the test stimuli droplets. The graph model of a triangular biochip with
obstacle in it (i.e. with mixing and other operations running within the array) is not
regular structure as an m × n array. As a result, Eulerising it by adding extra
dummy edges for optimising test cost may not be straightforward as eulerising the
graph model of m × n triangular microfluidic array, as the odd degree nodes
geometrically, may be random in nature. For more than one test droplet, we par-
tition the graph model of the microfluidic array into sub-graphs and then manipulate
them individually such that there exists an Euler circuit in each sub-graph. Now,
multiple test droplets are dispensed in the chip for performing the concurrent

(a) (b) (c) (d)

Fig. 52.2 a–d corresponding graph model and Eulerisation of different-sized 2D triangular
microfluidic array
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edge-tour based testing in various sections of the chip array. Thus, entire testing
application time is equal to the maximum testing time among all these sub-graphs.

Let us illustrate the procedure with an example. A 10 × 10 microfluidic chip
array is shown in Fig. 52.3a where two mixing operations are going on and one
droplet is stored in a storage cell; hence, the active cells as well as their guard band
are not accessible during this period of time. In order to test the remaining free cells,
we first check the connectivity of the associated dual graph. If it is a disconnected
graph, we need to deploy more than one test droplet to perform the testing properly.

If there exist even number of odd degree vertices, we can pair them in such a
way that all vertices in the graph have even degree [8]. A matching M in a graph
G = (V, E) comprises pair-wise non-adjacent edges, i.e. a common vertex is not
shared by any two edges [8]. Appending additional edges between a pair of
non-adjacent vertices is not as easy as adding extra edges between a pair of adjacent
vertices. An extra edge in the graph model connecting two non-adjacent vertices
i and j signifies an order of edges formulating a path with endpoints at node i and
node j.

The Euler tour must be minimised to reduce the testing time. In a graph, this kind
of problem can be modelled as the classical Chinese Postman Problem [10]. For
doing this, instead of locating the arbitrary matching among the odd degree vertices
in the graph representation of the 2D microfluidic array, we choose the closest pairs
of odd degree vertices. There may be more than one connected sub-graph in the
graphical representation of the microfluidic chip array with obstacle.

Guard ring Mixer region

Store cell

G1

G2
Sub-graph with 
all nonzero 
degree vertices.

G3

Sub-graph with 
zero-degree
vertex.G4

(a) (b)

Fig. 52.3 a 10 × 10 chip array with obstacle, b Four sub-graphs G1, G2, G3, G4 constitute the
graph representation of the 2D microfluidic array with mixer and storage cell along with guard
bands as obstacle
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We establish a complete, undirected, weighted graph G′ = (V, E). Nodes of this
graph represent the vertices with odd degree where microfluidic operations are not
running. The least number of edges necessary to reach node j from node i, i.e.
shortest Manhattan distance between node i and node j, is symbolised by w(i, j).
Then, a perfect matching with minimum weight is found in the graph G′. Perfect
matching defines the matching where all vertices of the graph are matched, i.e.
every vertex of the graph is incident to exactly one edge of the matching. Minimum
matching in a weighted graph usually denotes the perfect matching with minimum
weight, i.e. a perfect matching with the weighted sum of all the edges in the
matching minimised [9]. This kind of matching is subsequently used for the
Eulerisation of the sub-graph model by adding extra edges that guarantee Euleri-
sation having least possible additional edges. All such sub-graphs of the graph
model abstracted from the 2D microfluidic chip array with obstacle are Eulerised
(Fig. 52.4).

Figure 52.3b shows that there are four sub-graphs with two sub-graphs having
zero degree vertices. G1 and G2 are two sub-graphs where vertices have non-zero
degree. But G3 and G4 cannot be Eulerised, since these sub-graphs have zero degree
vertices. Next, as shown in Fig. 52.5a, we pair the odd-degree vertices which are
close to each other in these two sub-graphs G1 and G2 and then we add extra edges
to make these sub-graphs eulerize, as shown in Fig. 52.5b. Deploying the
above-said algorithm, this is evidenced that required number of edges for different
types of array configuration is different. Hence, it depends on the row–column
combination of TEDMB as shown in Table 52.1. After performing a comparative
study between the number of extra edges required to Eulerise a square electrode
array and that for a TEDMB, we obtain Table 52.2.
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(b) (c)
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Fig. 52.4 a In sub-graphs G1 and G2, the vertices having odd degree are labelled, b Sub-graph G1

with odd-degree vertices, c Another sub-graph G2 with odd-degree vertices
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Fig. 52.5 a Pairing the odd-degree vertices in sub-graphs G1 and G2, b Eulerisation of the
sub-graphs

Table 52.1 Number of additional edges for eulerising the graphs for different TEDMBs

Number
of rows
(m)

Number
of
columns
(n)

Remaining columns
n1 = (n − i), i is either 4 or
3 depending on whether
n is even or odd,
respectively

Number
of
repetitive
clusters
(d)

Number of additional
edges Na

Even Even n1 = n − 4 d = n1/2 m + (d × (m − 1))
Odd Odd n1 = n − 3 d = n1/2 (n − 1) + (d × (m/

2)) + ((d + 1) × (m/
2))

Odd Even n1 = n − 4 d = n1/2 m + (n −
4) + (d × (m − 1))

Even Odd n1 = n − 3 d = n1/2 ((d + 1) × ((m − 2)/
2)) + (d × (m/2))

Table 52.2 Comparative study of requisite number of additional edges between DMFB and
TEDMB

Square DMFB TEDMB

m + n − 4, if m = even, n = even, m + n −
2, otherwise

m + (d × (m − 1)), for even–even
(n − 1) + (d × (m/2)) + ((d + 1) × (m/2)),
for odd–odd
m + (n − 4) + (d × (m − 1)), for odd–even
((d + 1) × ((m − 2)/2)) + (d × (m/2)), for
even–odd
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Conclusion

In triangular electrode array, Hamiltonian path based testing is not possible due to
the restricted movement of droplets along vertical axis (although Hamiltonian path
based test is not sufficient testing, it cannot detect electrode short), but Euler circuit
based testing works. This Euler circuit based test can be used both in offline and
online testings. In this paper, a graph-based droplet traversal testing algorithm has
been developed. Here, we have presented an Euler path based testing for online
testing that is easy to implement. Some physical failures are thus far not well
identified, like those faults related with power supply or deviation of microfluidic
assay operation as a consequence of unknown thermal effect or environmental
temperature variation [1]. Competent modelling of faults and generation of test
stimuli methods are required for the testing of biochips. Although the detection of
parametric faults is challenging and may lead in break down at a later stage,
catastrophic faults result in the complete abnormality of the system structure, and
hence, it should have the highest priority to be detected.
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Chapter 53
Realization of Basic Gates Using Universal
Gates Using Quantum-Dot Cellular
Automata

Jayanta Pal, Paramartha Dutta and Apu Kumar Saha

Abstract Among the limitations of Complementary Metal Oxide Semiconductor
(CMOS) technology, some serious observations are robustness and accuracy of the
circuits. Nanotechnology, on the other hand, has played a vital role in finding the
possible candidates as a replacement of CMOS. Quantum Cellular-dot Automata
(QCA) plays a vital role as one of the most promising nanotechnology candidates to
fix those limitations. This paper presented the implementation of basic gates like
AND, OR, and NOT gates using universal gates such as NAND and NOR gates
using QCA. To implement the basic gates, we have applied the implementations of
NAND and NOR using QCA. The results of the designed circuit have been verified
by using QCADesigner tool.

Keywords Quantum-dot cellular Automata ⋅ QCA ⋅ Universal gate
Majority voter gate ⋅ QCADesigner

Introduction

The concept of Quantum-dot Cellular Automata (QCA) technology was proposed
by Lent and Tougaw [1]. QCA is one of the emerging technologies in the field of
nanotechnology which uses an array of quantum-dot cells for implementing the
digital logics [2]. The ability of working in extremely small space, consuming
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ultra-low power, makes it one of the emerging technologies concerning future
computers [3]. The advantage of using QCA is discussed in [4]. The implemen-
tation of QCA circuits using majority gate and inverter gate is discussed in [5].
Along with the circuits, in [6], it is nicely described how to implement the Boolean
operators and other logical functions using majority voter gate. This paper proposed
a coplanar 4-dot 2-electron QCA design for universal gates and the implementa-
tions of basic gates using them.

This chapter is organized into different sections as follows: The section followed
by introduction describes the concept of two-dimensional 4-dot 2-electron QCA.
Next section deals with clocking in QCA. After that, the schematic design of basic
gates and universal gates using QCA have been described. The proposed design
and simulation result follows next two consecutive sections and final sec-
tion comprises simulation setup of the proposed design.

Quantum-Dot Cellular Automata

The structure of QCA cell is shown in Fig. 53.1, which shows a QCA cell consists
of four quantum dots placed at the four corners of position. The electrons reside at
any two dots which can move to any neighboring dot within the cell through
electron tunneling [7] maintaining the maximum possible distance. We can have
only two distinct stable positions of electron pair due to the Columbic interactions
between them. One position can have polarization (P) of −1 representing a logic 0
and polarization (P) of +1 representing a logic 1 in binary [8].

(a) (b)

(c) (d)

Informa on Flow

Clock 0 Clock 1 Clock 2 Clock 3

Electrons

Polariza on = -1 
(Logic ‘0’)

Polariza on = +1
(Logic ‘1’)

Quantum dots

input

output

Fig. 53.1 a QCA cell with different polarizations, b QCA wire, c Wire with 90° and 45° cell,
d QCA inverter
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The majority voter gate [7, 9] consists of three inputs and produces a single
output which is described by the following function. The basic design is shown in
Fig. 53.2.

MV A,B, Cð Þ=BC+CA+AB ð1Þ

The central cell also known as device cell senses the field imposed by the top,
left, and bottom neighboring cells. It assumes the polarization equal to the polar-
ization produced of the majority of the given three inputs. Therefore, the logical
AND operation can be performed as M(a, 0, b) and the logical OR sum can be
performed as M(a, 1, b) [10].

QCA Clocking

The QCA clock consists of four separate phases: 1. Switch (Clock 0), 2. Hold
(Clock 1), 3. Release (Clock 2), and 4. Relax (Clock 4) as shown in Fig. 53.3. The
clocking is described in detail in [1].

Input A

Input B

Input C

OUTPUT

Device Cell

Fig. 53.2 Majority voter gate
in QCA

Fig. 53.3 a Four-phase clocking mechanism b QCA operations in each clock cycle
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The concept of QCA clocking is discussed in [11, 12]; the inter-dot potential
barrier was being modulated simultaneously for all cells in the array. The com-
putational problem can be partitioned by subdividing an array into sub-arrays and
the advantages of multiphase clocking and pipelining can be achieved. These
sub-arrays (group of cells) are known as clock zones [11].

It is discussed in [1] that the probability of successful switching of all consec-
utive cells will decrease proportionally with the increase of wire length due to
thermodynamic limitations.

QCA Gate Design

Basic Gates

Figure 53.4 shows the schematic diagram of implementation of AND, OR, NAND,
and NOR gates.

Universal Gate

Figures 53.5 and 53.6 show the schematic diagram of implementation of basic gates
using NAND and NOR gates, which means they can be used in place of basic gates
such as AND, OR, and NOT gates.

They can be used to implement any circuit. They are often known as universal
gates because we can use only one of the universal gates to implement any circuit.

Fig. 53.4 QCA implementation of a AND gate, b OR gate, c NAND gate, d NOR gate
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Proposed Designs and Simulation Result

Implementation of AND Gate

In Figs. 53.7a and 53.8a, the proposed design of implementation of AND gate
using NAND and NOR gates, respectively, is shown.

To implement an AND gate using NAND gate, we have to use two NAND gates
connected serially where the input bits are given as the input of the first gate and the
generated output is shared among the inputs of the second gate, whereas, to
implement the same using NOR gate, we have to use two NOR gates parallelly

Fig. 53.5 Schematic diagram of implementation of basic gates using NAND gate

Fig. 53.6 Schematic diagram of implementation of basic gates using NOR gate
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followed by another NOR gate. The two separate input bits are shared among the
inputs of the first NOR gate and outputs are given to the final NOR gate.

The simulation result can be observed in Figs. 53.7b and 53.8b, respectively.

Implementation of NOT Gate

The proposed design for implementation of NOT gate using NAND and NOR gates
is shown in Figs. 53.9a and 53.10a, respectively.

The implementation of NOT gate is quite simple; if a NAND gate or NOR gate
is used with common input, the output generated would be the inverted of the given
input. The same is experienced with the proposed design.

The inverted property can be verified by the simulation result as shown in
Figs. 53.9b and 53.10b, respectively.

Fig. 53.7 a Design of AND gate using NAND gate, b Simulation result

Fig. 53.8 a Design of AND gate using NOR gate, b Simulation result
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Implementation of OR Gate

Figures 53.11a and 53.12a, respectively, describe the proposed design for the
implementation of OR gate using NAND and NOR gates.

To implement a OR gate using NOR gate, we have to use two NOR gates
connected serially where the input bits are given as the input of the first gate and the
generated output is shared among the inputs of the second gate, whereas, to
implement the same using NAND gate, we have to use two NAND gates parallelly
followed by another NAND gate. The two separate input bits are shared among the
inputs of the first NOR gate and outputs are given to the final NAND gate.

The simulation result can be observed in Figs. 53.11b and 53.12b, respectively.

Fig. 53.9 a Design of NOT gate using NAND gate, b Simulation result

Fig. 53.10 a Design of NOT gate using NOR gate, b Simulation result
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Conclusions

In this paper, we have proposed single-layer QCA design for the implementation of
basic gates using universal gates in QCA. The universal gates can be used to
implement any circuits in the replacement of basic gates. The detail analysis of
simulation-based results affirmed the reliability of the proposed design.

Simulation Setup

All the experiments have been tested and verified using QCADesigner version 2.0.3
[13].

Fig. 53.11 Design of OR gate using NAND gate, b Simulation result

Fig. 53.12 a Design of OR gate using NOR gate, b Simulation result
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Chapter 54
Performance Optimization in Nonuniform
Directive Arrays

A. V. L. Narayana Rao, N. Bala Ankaiah and Dharma Raj Cheruku

Abstract Antenna parameters can be optimized by considering various properties
of the array. Antenna performance may be improved by reducing mutual coupling.
Along with the reduction in mutual coupling between elements of the array, planar
pattern and interelement spacing can be altered to optimize the performance. In this
paper, arrays like circular and elliptical structures with nonuniform interelement
spacing are considered. It is evident that when the variation of the interelement
spacing between 0.5λ and λ is logarithmically varied in elliptical array, side lobe
level has been decreased significantly though the gain is constant.

Keywords Mutual coupling ⋅ DOA ⋅ Uniform ⋅ Nonuniform spaced arrays
Elliptical array

Introduction

Adaptive array performance is considerably affected by electromagnetic character-
istics. Mutual coupling also affects greatly the beamwidth, the signal-to-noise ratio
(SNR), resolution, and array gain [1]. This paper deals with side lobe reduction and
mutual coupling effect on nonuniform array. Directional array with dipoles in ellip-
tical and circular geometry is examined in this paper. Signal-to-noise ratio of adaptive
antenna array accounts for mutual coupling among the elements and their normalized
impedance. For improved directivity, elements used are dipoles in the array.
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Hence, compensation methods for mutual coupling and interelement spacing are
required. Out of many types of compensation methods proposed in [2] for receiving
antenna, receiving mutual impedance method (RMIM) [3] with nonuniform spacing
with Gaussian distribution is preferred [4, 5].

Mutual Coupling Compensation

Considering an antenna array of N elements,

Vk =Uk +Wk , ð54:1Þ

where Vk = kth element terminal voltage while receiving,
Uk = Received voltage of kth antenna element, andWk = Scattered field coupled

voltage from the other antenna elements. The equation of Wk becomes [6, 7]

W k = Zk1
t I1 + Zk2

t I2 +⋯+ ZkðK − 1Þ
t Ik− 1 +ZkðK − 1Þ

t Ik+1, ð54:2Þ

where Zk is the mutual impedance while receiving among elements k and i. Ii is the
ith terminal current given by

Ii =Vi ̸ZL, where i=1, 2, . . .N

where ZL = Load impedance at the terminal. Substituting Eqs. (54.2) into (54.1),

Vk=Uk +Zk1
t
V1

ZL
+Zk2

t
V2

ZL
+⋯+ Zkðk− 1Þ

t
Vk− 1

ZL

+ Zkðk− 1Þ
t

Vk+1

ZL
+⋯+ ZKN

t
VN

ZL

ð54:3Þ

In Fig. 54.1, the received voltages at the terminal loads are given as V1 and V2.
I1 and I2 are the currents through the two antennas. U1 is the isolation voltage on
antenna 1 when excited by plane wave source externally.

Uk (Uncoupled voltages) and Vk (received coupled voltage) can be given by
matrix in the equation as (54.4)

U1
U2
⋮
UN

2
664

3
775 =

1
Z12
t

ZL
. . .

Z1N
t

ZL
Z21
t

ZL
1 . . .

Z2N
t

ZL
⋮ ⋮ ⋮
ZN1
t

ZL

ZN2
t

ZL
. . . 1

2
66666664

3
77777775

V1
V2
⋮
VN

2
664

3
775 ð54:4Þ
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The Receiving Mutual Impedance

Effect of coupling can be compensated by a modest approach called receiving
mutual impedance method (RMIM). This mutual impedance caused by receiving
current distribution in 1, 2 elements is given by Eq. (54.5):

Z12
t = − V1 −U1ð Þ ̸I2 ð54:5Þ

In section “Optimal Size and Spacing of Elements in Array”, design strategy of
optimal size arrays is presented. In section “Results”, simulation results in FOR-
TRAN 90 for elliptical arrays and circular arrays with uniform and nonuniform
spacing are shown. Section “Conclusion” deals with the conclusion.

Optimal Size and Spacing of Elements in Array

Elliptical Arrays

Consider an elliptical array with N elements for solution of optimal array problem.
Let M be the number of interference signals along with mutually coupled signals
from neighbor elements. Elevation angle (θ) is from 0 to π and azimuth angle (∅) is
from 0 to 2π. Figure 54.2 shows the alignment of elliptical array.

The position of elements on x-y axis is given by

ri= x, y, 0, i=1, 2, . . .N ð54:6Þ

Fig. 54.1 Mutual impedance between antennas
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Input of array is given by

X tð Þ= ∑
M

n=1
f Θ,∅ð Þsn tð Þvn knð Þ ð54:7Þ

f Θ,∅ð Þ is the element pattern in array, and sn(t) and vn(t) are the signal and
steering vectors, respectively.

Autocorrelation matrix becomes

RXX =E X tð ÞxH tð Þ� �
=E ∑

M

n=1
sn tð Þvn knð Þ

� �
∑
M

n=1
sn tð Þvn knð ÞH

� �� �
ð54:8Þ

or trigonometrically expressed as

Rxx½ �ab = ∑
M

n− 1
σ2ne

− j2πλ sinΘðcos∅n xa − xbð Þ+ sin∅n ya − ybÞð Þ ð54:9Þ

The expected value of above equation is given by

E Rxx½ �ab =
Z2π

0

∑
M

n− 1
σ2ne

− j2πλ sinΘðcos∅n xa − xbð Þ+ sin∅n ya − ybÞð Þ d∅n

2π
ð54:10Þ

For evaluating integral substitutions, it can be considered as

xa − xbð Þ=Rabcos∅ab ð54:11Þ

ya − ybÞ
� 	

=Rabsin∅ab ð54:12Þ

Fig. 54.2 Geometrical
diagram of the ellipse
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Using trigonometric formula

Cos A−Bð Þ =Cos Að ÞCos Bð Þ +Sin Að Þ Sin Bð Þ ð54:13Þ

The integral (54.10) becomes

Z2π

0

e− j2πλ Rab sinΘ cos ∅n −∅abð Þ d∅n

2π
ð54:14Þ

Bessel function of the first-order n is

jn xð Þ= j− n

2π

Z2π

0

ej xcos∅+ n∅ð Þd∅ ð54:15Þ

Integral of autocorrelation can be written using 54.14 and 54.15

Sx½ �ab = E Rxx½ �ab = ∑
M

n− 1
σ2n

� �
j0

2π
λ
RabsinΘ

� �
ð54:16Þ

The above matrix in Eq. (54.16) is dependent on the interferences and mutual
coupling signals. To optimize the array from this problem, optimizing algorithms
are helpful. In this paper, perturbation of element position is done by Gaussian
distribution with norm μ, variance δ given by

ρ= f ðx ̸μ, δÞ= 1

δ
ffiffiffiffiffi
2π

p e
− x− μð Þ2

2δ2 ð54:17Þ

The spacing is chosen such that the perturbation of the average between ele-
ments is order of the 0.001λ. If the perturbation causes interelement spacing closer
to 0.25λ or nearby λ, new perturbation is selected. This simulates the nonuniform
spacing in array with different spacings.

The elements in circular or elliptical array are with an average distance of 0.25λ,
but not more than 0.75λ. The tradeoff between this and largely spaced arrays is used
for minimizing side lobe and mutual coupling.

Results

Simulation results using FORTRAN 90 for side lobe reduction by mutual coupling
compensation and optimized spacing by Gaussian distribution are analyzed in this
session.
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Case1: Nonuniform array with nonsymmetrical (Gaussian) spacing:

This section describes the simulation results where array factor was used as algo-
rithm for evaluating the pattern in dB with azimuth angle. Spacing among the
antenna elements is perturbed nonuniformly from 0.5λ for 8-element antenna
spacing variation of +0.03 and −0.01 respectively, in either direction from the
center of the array. The results are shown in Figs. 54.3 and 54.4, respectively.

Consecutive element spacing is +0.01 and −0.01, respectively, for 16-element
antenna from the center element towards the edges of the array. The results are
shown in Figs. 54.5 and 54.6 for elliptical and circular arrays.

From the simulations, Figs. 54.3, 54.4, 54.5, and 54.6, elliptical array has lower
side lobe level compared to circular array. The details of Gaussian spacing for
circular and elliptical arrays of 8 and 16 elements are given in Table 54.1. The table
also shows the comparison of results of elements which generate considerable side
lobes and half-power bandwidth (HPBW).

Observations:

The array factor increases with spacing between the elements. Referring to the
result obtained by the different number of elements, the gain is constant when the

Fig. 54.3 8-element elliptical array with desired and probe signals 90° and 180°

Fig. 54.4 8-element circular array with desired and probe signals 90° and 180°
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spacing of element is increasing toward lambda. But half-power bandwidth reduces
when spacing increases.

Comparing all the results from Figs. 54.3, 54.4, 54.5, and 54.6, the number of
side lobes is strictly increased when the spacing between elements is increased.
Figure 54.5 shows 19 dB gain for 0.1λ at one pair of elements. At the same time,
main lobe width is decreased. Results show that spacing between elements has an
effect on array pattern.

Fig. 54.5 16-element elliptical array with desired and probe signals 90° and 150°

Fig. 54.6 16-element circular antenna with desired and probe signals 90° and 150°

Table 54.1 Comparison of
nonuniform spaced arrays

Element
(nth)

d = 0.43 to 0.58
(N=16)

d = 0.46 to 0.59
(N = 8)

HP
BW

Max. side
lobe level
(dB)

HP
BW

Max. side
lobe level
(dB)

2 42.1° −25 53.4° −25
4 −29 −24
8 −20 −25
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Case2: Uniform spacing Arrays

Antenna arrays of geometrically elliptical and circle shaped with 16 elements with
the uniform spacing among the elements are illustrated here. Simulation results are
shown in Figs. 54.7 and 54.8. It is clearly elevated that elliptical array has low side
lobe level when compared with its counterpart. The elliptical array has magnitude
−19 dB for side lobe, whereas circular antenna has −13 dB.

Comparison of the suppressed probe signals at 30° and 150° in uniform and
nonuniform elliptical arrays is shown in Fig. 54.9. Nonuniform spacing is com-
puted logarithmically.

Fig. 54.7 16-element elliptical array with uniform spacing with desired and probe signals 90° and
150°

Fig. 54.8 16-element circular antenna of uniform spacing (desired and probe signals 90° and
150°)
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Conclusion

This paper presents reduction in side lobe with uniform and nonuniform spacing of
elements. The numerical results show that the logarithmic (nonlinear) array
geometry provides with best values for low side lobe levels.

Conclusion from the results is that the HPBW increases according to the number
of the elements and their spacing. Also, the gain increases proportionally with the
number of elements. The result obtained is evident for good performance in the
antenna at the maximum gain of 19 dBattained when the element spacing is equal
to 0.1λ in nonuniform spaced array. Furthermore, increasing the interspacing of
elements is not suitable for the application to improve the system performance
when the degradation is mainly caused by interference or jamming.
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Chapter 55
Stepped Impedance Resonator Based
U-Shaped Two-Element Monopole
Microstrip Antenna Array

Rakita Shaw, Pritam Roy, Pankaj Sarkar and Goutam Saha

Abstract This paper presents stepped impedance resonator (SIR) based U-shaped
two-element monopole microstrip antenna array. The stepped impedance resonator
has been used to achieve a wideband response. The separation between the array
elements has been optimized using fractal structures. Microstrip line feed has been
used as the feeding network for the antenna array. The proposed design achieves the
operating range of 800–1020 MHz (fractional bandwidth 24%) with a peak gain of
5.7 dBi at 1020 MHz. The antenna has been simulated using CST Microwave
Studio (CST-MWS). The analytical characteristic of the proposed antenna agrees
well with the simulated response.

Keywords Stepped impedance resonator (SIR) ⋅ Microstrip ⋅ Monopole
Fractional bandwidth

Introduction

There is a tremendous demand for microstrip antennas in numerous fields ranging
from mobile communications, satellite communications, and radio and television
broadcasts to integrated antennas. Several advantages of microstrip antenna have
led to this wide usage. Some of them are small size, easy fabrication, lightweight,
and low cost. A key point of concern for microstrip antennas is its limited band-
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width keeping a reasonably high gain and affordable size especially in the MHz
frequency range. Different works have been done on microstrip antenna arrays as
presented in [1–8]. In [1], a quarter-wave U-shaped patch antenna has been
designed with two unequal arms and shorted wall to obtain broadband response.
The unequal arms were used to get two resonant modes at 900 and 1800 MHz
which lead to a wide impedance bandwidth. A novel 2 × 2 microstrip antenna
array has been presented in [2]. A tooth-like slot patch has been used as the array
element. This antenna array design provides a gain of 14–16.3 dBi at 4.8–6.1 GHz.
The design of planar slot array antenna for dual-band operation covering the
bandwidth specification for LTE (2.5–2.7 GHz) and WiMAX (3.3–3.7 GHz) has
been proposed in [3]. This design provides peak gains of 13.9 and 14.1 dBi across
2.5 and 3.5 GHz bands, respectively. In [4], various array configurations of
proximity-fed gap-coupled ring microstrip antennas have been discussed. In a 3 ×
3 array of ring patches, rectangular slot is cut on the edges of the patch which is
gap-coupled along x-axis. Then, cuts are made inside the patches which are
gap-coupled along x- and diagonal axes. This antenna structure shows a bandwidth
of more than 500 MHz and a peak gain of around 10 dBi. Parasitically coupled
feed reduces the size of the array as illustrated in [5], where a four-element
microstrip array is directly fed through a feeding network consisting of T-junctions
and quarter-wave transformers. A wideband antenna array has been designed in [6]
having the operating range of 2.55–6.1 GHz using open-ended quarter-wavelength
slot antenna elements. In [7], aperture-coupled, L-shaped feeding structure has been
used to achieve a varying gain of 10.3–11.52 dBi over a bandwidth of 11.6–
15 GHz. A microstrip antenna array design of frequency range 11.8–12.8 GHz
having a maximum gain of 17 dB has been reported in [8].

This paper presents a novel configuration of two-element monopole microstrip
antenna array. U-shaped SIR is used as the array element. The proposed array
design achieves a wideband response and has been realized using FR4 substrate
having dielectric constant of 4.4 and height 1 mm. The dimension of the designed
antenna is 10 × 11.5 cm2. The antenna design procedure is presented in sec-
tion “Proposed Antenna Design”. Experimental results are subsequently reported
and discussed upon in section “Experimental Results”.

Proposed Antenna Design

The layout of the proposed antenna array is depicted in Fig. 55.1. The antenna is
designed on FR4 substrate of height 1.0 mm. The U-shaped array element is
configured as a stepped impedance resonator (SIR) so that the first three resonant
modes appear within the passband making it wide. The SIR is designed at the center
frequency of 1 GHz. The SIR consists of two sections: a λ/2 section has low
impedance, Z1, in the center and two identical λ/4 sections having high impedance,
Z2, as depicted in Fig. 55.2. The impedance ratio Rz = Z2/Z1 can be adjusted to
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have the first three resonant modes in the desired frequency band using Eqs. (55.1)
and (55.2) [9].

f1
f0

=
π

2 tan− 1
p
Rz

ð55:1Þ

f2
f0

=
π

tan− 1
ffiffiffiffiffi

Rz
p − 1 ð55:2Þ

For the three resonant modes to be f0 = 800 MHz, f1 = 1000 MHz, and f2 =
1200 MHz, Rz is found to be 9.47 from Fig. 55.3.

A single U-shaped SIR structure gives a gain of 3 dBi, 3.9 dBi, 4.4 dBi, and 4.7
dBi at 800 MHz, 900 MHz, 980 MHz, and 1020 MHz, respectively. To improve
the gain of this structure, an antenna array has been designed using two U-shaped
SIR elements. The separation distance between the two array elements is in the
order of λ/6. The array factor is found to be

AF =
2π
3
cos θ ð55:3Þ

At λ/6 element spacing, the nulls can be found in the direction

θ=±
π

2
+ 2nπ ð55:4Þ

The feed length between the U-shaped SIR elements is in the order of λ at the
center frequency of the SIR. To reduce the size of the antenna array as well as to
maintain the symmetry of the design λ/2 separation, distance has been implemented
in the form of S-shaped fractal structure as shown in Fig. 55.4. The unit element of
the fractal has a length of d. Hence, the Euclidean distance reduces to 4d, although

Fig. 55.1 Configuration of the proposed antenna array a Top layer, b Bottom layer
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Fig. 55.2 U-shaped SIR

Fig. 55.3 Impedance ratio versus normalized resonant frequency

Fig. 55.4 S-shaped fractal
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the overall electrical length is 12d. The length of the ground plane is optimized to
achieve better S-parameter characteristics. At the edges, the ground plane is cut for
impedance matching purpose. The dimensions of the proposed antenna design are
given in Table 55.1. The antenna array elements are fed through 50 Ω microstrip
lines.

Experimental Results

The full-wave electromagnetic software CST-MWS is used for simulation. Fig-
ure 55.5 represents the simulated S11 response of the designed antenna array. It can
be seen that the proposed antenna has the operating band from 0.8 to 1.02 GHz.
The far-field radiation patterns of the designed antenna array at four different fre-
quencies, 800 MHz, 900 MHz, 980 MHz, and 1020 MHz for φ = 90° and φ=0°,
are shown in Figs. 55.6 and 55.7, respectively. The far-field gain is found to be 3.8
dBi, 4.5 dBi, 5.3 dBi, and 5.7 dBi at 800 MHz, 900 MHz, 980 MHz, and 1020
MHz, respectively. Thus, proposed antenna array design shows approximately 22%
improvement in gain over single element antenna structure.

Table 55.1 Dimensions of the proposed antenna array (in millimeters)

Parameter L L1 w w1 L2 D fL w2 w3 L3 L4 L5

Value 70 15 36 1 25 7.1 15 60 100 37 34.5 115

Fig. 55.5 Simulated S11
response of the proposed
antenna design
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Conclusion

This research paper described a U-shaped two-element SIR based monopole
antenna array for broadband operation. The antenna array exhibits a fractional
bandwidth of 24% (800–1020 MHz) with broadside far-field radiation patterns and
a peak gain of 5.7 dBi at 1020 MHz.

Fig. 55.6 Far-field radiation patterns for φ = 90° of the proposed antenna array at a 800 MHz,
b 900 MHz, c 980 MHz, and d 1020 MHz
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Chapter 56
Spatial Array of Microwave Sensors
for IoT-Based Wireless Connectivity

Seyi Stephen Olokede and Babu Sena Paul

Abstract Spatial array of microwave sensors for IoT-based wireless connectivity is
presented. The traditional challenges of poor input impedance matching associated
with small antenna are analytically characterized using the many available formulae
based on a novel 2 × 2 excitation network. Alternative microwave sensor solution
designed at originally known low data throughput IEEE 802.11x standard was pre-
viously investigated to support multichannel bandwidth capacity, and now examined
for robust link budget to provide complementary leverage for IoT-based applications.

Keywords Big data ⋅ Insertion loss ⋅ Integrated circuit ⋅ Latency
Parasitic effect ⋅ System-on-chip

Introduction

It is anticipated that internet of things (IoTs) would have grown considerably to
become internet of all things in the next few decades. The growth is driven by the
recent increase of smart homes, smart wearable devices, smart cars, smart cities, etc.
Fundamentally, IoT-based technology requires an efficient information manage-
ment system for low-cost data acquisition technique, effective data mining, process,
collection, and transmission. In most cases, IoT ecosystem, usually consisting of
thousands of interconnected sensors, laptops, and RFID tags, must be robust
enough to generate, collect, communicate, and store these generated data securely
without distortion or data loss. The transmission of these data to the local or cloud
storage system must be through low-power wireless connectivity. Existing IEEE
802.11x wireless standard has been disadvantaged for highly densified IoT inter-
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connection networks due to its power-hungry architecture, limited link budget, set
up difficulty, and its cost ineffectiveness. Nonetheless, availability and adaption of
its existing infrastructure as well as its user-friendliness could make it a compli-
mentary alternative as heterogeneous interconnected wireless connectivity for IoT,
in particular, when an efficient low-power alternative radio connectivity is provided.
In [1], we presented a novel microwave sensor whose form factor does not depend
on the radiation wavelength, but rather on the lumped elements. The sensor was
reducible to smaller aperture size with respect to the resonance. Because of this
capability, the structure becomes miniaturized to mitigate its power-hungry
propensity. In this work, we intend to focus on the possibility of enhancing the
link budget rather than estimating the power-hunger property of the proposed
design or to assess to what extent the hunger has been mitigated. We intend to
consolidate on many of the advantages of the structure as identified in [1, 2]. We
have demonstrated that the structure when properly matched could deliver close to
17 bandwidth channels of 20 MHz each based on the IEEE 802.11 U-NII-3 stan-
dard, with link budget of more than 9 dBi. We assume that a better link budget
could be achieved if an array is implemented, provided good impedance matching
can be attained. We therefore out of necessity investigate the input impedance
matching as a precursor to establishing our set goal. We subsequently examine the
effect of efficiently coupled proximity coupled array to enhancing the link budget.

Problem Formulation

Figure 56.1 depicts a typical IoT technology. The data are collected by the inter-
connected sensors, which in turn are transmitted to low-power, high-speed,
large-scale, and highly interconnected microcontroller (servers). Wireless networks
such as BLE, Bluetooth, ZigBee, Wi-Fi, etc. are normally used to connect these
thousands of sensor nodes to the gateway. However, the transmission of data from
the transmitter to the cloud requires high-speed and long-range wireless internet
connectivity depending on the systemic requirement. This is the focus of this work.

Fig. 56.1 Typical layout of
IoT system
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Input Impedance Matching

In Fig. 56.2, the spatial array configuration to enhance both the channel bandwidth
and the link budget in order to provide a robust platform for high data throughput is
depicted. We assume that the depicted m × n array elements are optimally power
coupled by the excitation network. We provided x × y excitation network to
ensure that optimal coupling is guaranteed. We ensure that each element is identical
and is at equidistance position in both x- and y-directions. We further map the array
into sizeable rectangular sub-array lattices, such that array pattern of λ/2 interele-
ment spacing is maintained in both x- and y-planes. We exited each sub-array lattice
with an excitation source to ensure that each element is optimally power coupled.
On excitation, both magnetic and electric flux densities are created on the plane
perpendicular to the plane where the array pattern is laid. The flux densities in turn
excite the other array sensors via mutual and self-couplings. The equation to
determine the mutual coupling is stated in matrices of Eq. (56.1).

ZPort1 =

Z11 + ZL Z12 Z13 . . . Z15

Z21 Z22 + ZL Z23 . . . Z25

⋮ ⋮ ⋮ ⋮
Z51 Z52 Z53 . . . Z55 + ZL

2
66664

3
77775

ZPort2 =

Z65 + ZL Z66 Z67 . . . Z65

Z75 Z76 + ZL Z77 . . . Z79

⋮ ⋮ ⋮ ⋮
Z105 Z106 Z107 . . . Z109 + ZL

2
66664

3
77775

ZPort3 =

Z61 + ZL Z62 Z63 . . . Z65

Z71 Z72 + ZL Z73 . . . Z75

⋮ ⋮ ⋮ ⋮
Z101 Z102 Z107 . . . Z105 + ZL

2
66664

3
77775

ZPort4 =

Z65 + ZL Z66 Z67 . . . Z65

Z75 Z76 + ZL Z77 . . . Z79

⋮ ⋮ ⋮ ⋮
Z105 Z106 Z107 . . . Z109 + ZL

2
66664

3
77775

⋮

ð56:1Þ

Fig. 56.2 Spatial array of
microwave sensor
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The total input impedance (ZTotal) due to the mutual coupling is stated in Eq. (56.2).
An array of 9 × 10 is configured such that the entire array is subdivided into four
5 × 5 sub-array lattices and excited by a 2 × 2 excitation source.

ZTOTAL =

ZPort 1, 1ð Þ ZPort 1, 2ð Þ . . . Z 1, xð Þ
ZPort 2, 1ð Þ ZPort 2, 2ð Þ . . . ZPort 2, xð Þ

⋮ ⋮ ⋮ ⋮
ZPort y, 1ð Þ ZPort y, 2ð Þ . . . ZPort y, xð Þ

2
664

3
775 ð56:2Þ

The total input impedance as a result of the mutual coupling based on the four
probes is as stated in Eq. (56.3). The input impedance is determined using the
scattering parameter coefficients stated in Eq. (56.4) [3].

ZTOTAL =
ZPort 1, 1ð Þ ZPort 1, 2ð Þ
ZPort 2, 1ð Þ ZPort 2, 2ð Þ

� �
ð56:3Þ

b1
b2

� �
=

S11 S12
S21 S22

� �
a1
a2

� �
,

b1
b3

� �
=

S31 S32
S41 S42

� �
a1
a3

� �

b3
b4

� �
=

S13 S14
S23 S24

� �
a3
a4

� �
,

b2
b4

� �
=

S33 S34
S43 S44

� �
a2
a4

� � ð56:4Þ

The excitation voltage waves have been normalized using values a1, a2, … and b1,
b2, … Therefore, the respective currents and voltages as a function of excitation
sources are stated in Eqs. (56.5) and (56.6).

I1 = 1
ZPort1ð Þ0.5 a1 − b1ð Þ, I2 = 1

ZPort2ð Þ0.5 a2 − b2ð Þ
I3 = 1

ZPort3ð Þ0.5 a3 − b3ð Þ, I4 = 1
ZPort4ð Þ0.5 a4 − b4ð Þ ð56:5Þ

v1 = ZPort1ð Þ0.5 a1 + b1ð Þ, v2 = ZPort2ð Þ0.5 a2 + b2ð Þ
v3 = ZPort3ð Þ0.5 a3 + b3ð Þ, v4 = ZPort4ð Þ0.5 a4 + b4ð Þ

ð56:6Þ

The total impedance (Ztotal) is analyzed for a 2 × 2 excitation network using
Matlab code. Figure 56.3 shows the obtained total impedance (Ztotal) with respect to
interelement spacing. Perfect matching was observed at Z = 0.5λ. Based on this, a
proof of concept based on interelement spacing of 0.5λ was designed using EM
microwave HFSS Ansys solver. Figure 56.4 shows the obtained results.

The input impedance is theoretically estimated to be 49.66 + j1.07 Ω, whereas
the HFSS simulated result indicates a value of 49.98 + j.23 Ω. It is evident from the
two results that the reactive component is very meager. As such, the impedance
match is considerable.
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Link Budget

The extracted values of the voltages and currents of Eqs. (56.5) and (56.6) are
applied to the array configuration for the purpose of the proof of concept. We
assume that element factor f(θ) is identical due to identical elements of the array, the
uniform interelement spacing, and f(θ) is a function of the excitation sources and
also indirectly depends on the impedance matching emphasized in section “Input
Impedance Matching”. Equation (56.7) indicates the current density for an excited
microwave sensor, where Jx(x, y) and Jy(x, y) are defined by Eqs. (56.8) and (56.9),
and N is equal to the number of interdigit fingers. The electric field density per a
sensor is stated in Eq. (56.10) [4–7].

Jz zð Þ= ∑
N

i= n
Jx x, yð Þ+ Jy x, yð Þ� � ð56:7Þ

Fig. 56.3 Transfer
impedance versus
interelement spacing

Fig. 56.4 Input impedance
versus interelement spacing
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Jx x′, y′
� �

=
cos 2π

wc
x′

� �

πwc 1− 2x′
wc

� �2
� 	0.5 n=0, 2, 4, 6, . . . , 2n

sin 2π
wc
x′

� �

πwc 1− 2x′
wc

� �2
� 	0.5 n=1, 5, 7, 9, . . . , 2 2n+1ð Þ

ð56:8Þ

Jy x′, y′
� �

=
cos 2π

w y′
� �

πw 1− 2y′
w

� �2
� 	0.5 n=0, 2, 4, 6, . . . , 2n

sin 2π
w y′

� �

πw 1− 2y′
w

� �2
� 	0.5 n=1, 5, 7, 9, . . . , 2 2n+1ð Þ

ð56:9Þ

Ez x, y, zð Þ=
Z ∞

−∞
G kzð ÞE R, z=0ð Þe− jkzdkz ð56:10Þ

G kzð Þ=
Z ∞

−∞
Jz zð Þe− jkzdkz,

where G(kz) is the Fourier transform of the current distribution function upon
excitation. The far-field radiation is stated as shown in Eq. (56.11). Therefore,
Eq. (56.11) can be decomposed to give Eqs. (56.12) and (56.13) [8].

EFar− field =
EArray
z

sin θ

EFar− fieldðr, θ,φÞ= jk0G kzð Þe− jkr

2nr
f x, yð Þ θ,φð Þ×2 ∑

p x, yð Þ
IpG kzð Þejkr x cos θ+ y sin φð Þ sin θ ð56:11Þ

EP=
jk0G kzð Þe− jkr

2nr
f x, yð Þ θ,φð Þ ð56:12Þ

AF =2 ∑
p x, yð Þ

IpG kzð Þejkr x cos θ+ y sin φð Þ sin θ, ð56:13Þ

where AF is the array factor and EP is the product of the radiation intensities of the
element. Equation 56.11 is the radiation pattern of the proposed m × n array.
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Experimental Results

Equations (56.7) to (56.13) were coded using Matlab, to first extract the required
values to characterize the link budget of the proposed microwave sensor array.
A proof of concept was realized based on the extracted values using 3D EM
numerical finite integration technique code. The design is photoetched on Roger
printed circuit microwave laminate board.

Validation

To validate our proposition, an (9 × 10) array is implemented such that the array is
subdivided into (5 × 5) sub-array lattice as shown in Fig. 56.2 of [2]. The
(9 × 10) array is excited by (2 × 2) coaxial probe array coupling network, such
that every (5 × 5) sub-array lattice is excited by at least one excitation source.
Each microwave sensor is designed for IEEE 802.11 U-NII-3 standard, with res-
onance at 5.8 GHz. The interelement spacing of 0.5λ is determined to be 14 mm
where λ = 28 mm.

Results and Discussions

Figure 56.5 depicts the obtained normalized array factor (AF) based on Eq. (56.13)
using Matlab code. It is evident that the radiation pattern of the proposed array can
be expressed as the product of the excited element factors f(θ) and the array factor
(AF), i.e., AF × f(θ) as exemplified by Eq. (56.11) where f(θ) is expected to be
identical for all the array elements. The obtained 3D AF plot is computed at θ = 90
and φ = 0 as shown in the figure.

Table 56.1 summarizes the obtained performance profile of the proposed design.
Findings indicate first that the input impedance matching is substantial as
demonstrated by considerable reflection coefficient |S11| of well over 30 dB, with
superior voltage standing wave ratio (VSWR) of 1.081:1. The radiation efficiency is
69.18% and aperture efficiency is 72.80%. The proposed microwave sensor
demonstrated a robust area occupancy of (2.7 × 2.4 × 0.0315)λ and a link budget
of about 20 dBi. The obtained link budget is very superior and can readily support
long rage data transmission. The design is slim enough and is therefore adaptable
for monolithic integrated microwave circuit.
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Conclusion

In this paper, we presented a spatial array of microwave sensors for IoT-based
wireless connectivity for improved link budget. We opined that the IEEE 805.11x
though have low data throughput could be used as complementary solution
alongside the IEEE 805.15.4, in particular, when efficient alternative solutions are
provided to leverage on the interconnections of heterogeneous wireless networks.
We demonstrated in our previous work that alternative solutions could demonstrate
substantial channel bandwidth enhancement to support big data, and more so if they
are interconnected. We went further in this work to prove that such could also
achieve significant link budget if an array is implemented. We first demonstrated
that a miniaturized microwave sensor is achievable at lower frequency spectrum
and, second, showed that the prevailing impedance matching challenges of small
antennas at lower frequency band are surmountable.

Fig. 56.5 Obtained normalized array factor (AF) of Eq. (56.13)

Table 56.1 Performance profile of the proposed sensor

|S11|
(dB)

VSWR Freq
(GHz)

Gain
(dBi)

Radiation
efficiency (%)

Aperture
efficiency (%)

Aperture
size (mm)

34 1.081:1 5.80 19.79 69.18 72.80 2.7λ ×
2.4λ
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Chapter 57
Miniaturized Microwave Sensor
for Internet of Things Wireless
Connectivity

Seyi Stephen Olokede and Babu Sena Paul

Abstract A miniaturized microwave sensor for internet of things (IoTs) is pre-
sented. The proposed sensor though a periodic structure exhibits two intrinsic
resonances, namely the spatial wavelength due to its periodic geometric structure
and the radiation wavelength due to applied voltage source to the microwave
sensor. The wavelength difference between the spatial and radiation wavelengths is
employed for the sensing based on the electrical impedance tomography of the
sensed material. The miniaturized capability of the proposed sensor is investigated
based on some available formulae using Matlab code for parameter extraction, and
also with finite integration technique electromagnetic (EM) codes. A proof-of-
concept prototyped sensor is fabricated on a printed circuit microwave laminate
board in order to validate the miniaturized capability of the proposed sensor.
Findings indicate a superior impedance match, substantial impedance bandwidth,
robust gain, and cost-effectiveness, compared to AoC/AiPs with associated losses
due to the silicon substrate.

Keywords Antenna-on-chip/antenna-in-package ⋅ Big data ⋅ Channel band-
width ⋅ IoTs ⋅ Integrated circuit ⋅ Link budget ⋅ Reflection coefficient
System-on-chip

Introduction

The sustainability of big data technology may also depend on the efficiently
implemented interconnections of highly integrated, high-speed, large-scale
heterogeneous servers. Highly integrated IoTs heterogeneous sensor nodes and
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gateways must be implemented to provide robust platforms to collect and transmit
substantially massive and diverse data to the central controller through high channel
bandwidth semi- to long-range wireless connectivity. For these massive data to be
analyzed, stored, and mining, a real-time processing based on ultrahigh round-trip
latency is mandatory. Interestingly, for a robust round-trip latency to be guaranteed,
good link budget wireless connectivity, higher speed, low-power consumptions are
additional but essential design requirements. Millimeter wave applications have
indeed offered antidote for low channel bandwidth limitation, where possibilities of
extremely-wide impedance bandwidth enhancement in the excess of 12 GHz and
data throughput well above 1–20 Gbps have been demonstrated in some literature.
Ironically, the next generation of wireless digital interface data rates of 1–20 Gbps
is prerequisite for the mainstream deployment of big data technology. Unfortu-
nately, inferior link budget in the order of negative dB is evident in most cases due
to reduced radiation losses as a result of small aperture size of say 5 mm in
particular for 60 GHz SoC radios. High radiation losses due to low resistivity
silicon substrate, low-loss interconnect between components, propagation of sur-
face wave at the interface between the sensor and the substrate, low integration
levels, bulky and expensive waveguides and filters, conductor/dielectric losses, and
lack of high-quality machined metal housings [1–5] are other debilitating
challenges.

Though it has been determined that the existing IEEE 802.11x and
ultra-wideband (UWB) standards [6] are incapable of supporting future multimedia
applications, congestion of the band with too many competing applications are few
of the many drawbacks of this standards. Nonetheless, for big data communication
technology to be robust, highly densified large-scale heterogeneous nodes must be
configured to provide the hardware platforms for its ecosystem. If the architecture
must be heterogeneous, existing technologies such as IEEE 802.11x standards must
be factored in order to leverage on channel bandwidth enhancement, need for more
functionality, and also for IEEE 802.11x standards enable or adaptable applications.
Moreover, current advances in semiconductor technology based on the bandgap
reduction re-engineering could be complemented by these standards for low-cost
alternatives, rather than to warrant millimeter wave wideband wireless applications’
costs.

The basic requirement (among others) to achieve very high levels of integration
and functionality is to consolidate on different existing sub-micron IC technologies,
and also prospect for further new alternatives. In this work, therefore, we intend to
explore IEEE 802.11x standards to determine to what extent it can be configured
such that a miniaturized microwave sensor for wireless connectivity can be
achieved. We will also investigate if the proposed sensor is robust enough in terms
of directivity to leverage on long-range link budget. Finally, we will in addition
estimate the channel bandwidth, the cost consequence, and the replicability.
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Proposed Problem Formulation

The front-end design of the wireless connectivity device for big data transmitter/
receiver via the gateway is constrained by electrical length. If this challenge is
resolved, the problem of low radiative losses, poor directivity, and inferior link
budget due to small form factor will be ameliorated to certain degree. Conventional
sensor design procedure of transceivers at IEEE 802.11x and even at IEEE 802.15.3
has been inadequate to meet the system specifications. Hardware engineers are
prospecting alternative robust solution in order to meet the systemic considerations.
We proposed a microwave sensor depicted in Fig. 57.1. We explore alternative
such that the resonance does not depend on the electrical length to avoid the
dimensional limitation, and rather explore a geometry that depends on some lumped
components. The structure consists of an assemblage of microstrip sections, bends,

Fig. 57.1 The proposed sensor structure
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gaps, and joint discontinuity as demonstrated in Fig. 57.1a of [7]. The performance
of the structure is predicated on the intrinsic capacitive and inductive fringing fields,
in particular the interdigit capacitance. Moreover, the size reduction is contingent
on the long but folded interdigit meander line. The equation to determine the
resonance is stated in Eq. (7) of [7], whereas this said resonance function is
inversely proportional to square root of strip inductor (L), long but folded interdigit
capacitance (C), and also on the pad capacitance (Cp). These parameters (i.e., L, C,
Cp) are defined by Eqs. (1), (2), and (6) as stated in [7].

The values of these parameters are subsequently extracted based on these
equations using Matlab code. Various parameter values with respect to resonance
are determined exhaustively in order to investigate the miniaturized capability of
the structure. Table 57.1 below depicts the obtained result. Findings indicate an
aperture size of 528 mm2 at a resonance of 1 GHz and 29 mm2 at 6 GHz. The
aperture size is reduced by 28.81% between 1 and 2 GHz resonance pattern, 86.55%
between 1 and 3 GHz, 92.05% between 1 and 4 GHz, 94.13% between 1 and 5
GHz, and 94.51% between 1 and 6 GHz. Therefore, there is no limitation to the
extent of size reduction as demonstrated by the table. However, difficulty of
impedance matching, low radiative resistance, and etching limitation may constrain
further reduction.

The proposed structure is further investigated using 3D finite integration tech-
nique code. We first understand the effect of printed microwave laminate board on
the size reduction capability. The result is as tabulated in Table 57.2. The effect of

Table 57.1 Aperture size reduction capability of the proposed sensor

W1

(mm)
ge
(mm)

I’L
(mm)

N CL

(mm)
IL
(mm)

wC

(mm)
Freq
(GHz)

Length
l (mm)

Width
w (mm)

Aperture
size
(mm2)

5.84 0.25 15.8 16 15.8 0.127 0.55 1.00 18.2 29.00 528
5.84 0.25 9.40 16 9.14 0.508 0.51 2.00 17.6 23.00 397
1.60 0.35 5.59 10 5.29 0.813 0.45 3.00 8.90 7.99 71
1.40 0.30 4.19 8 3.89 1.570 0.40 4.00 6.40 6.60 42
1.20 0.30 3.35 8 3.05 2.540 0.35 5.00 5.40 5.80 31
1.20 0.30 2.79 8 2.49 3.175 0.30 6.00 5.40 5.30 29

Table 57.2 Reduction capability based on permittivity function

Substrate Substrate
thickness
(mm)

εr Frequency
(GHz)

Length
(mm)

Width
(mm)

Aperture
size (mm2)

R03003 0.127 3.00 5.784 7.000 5.680 39.760
RT6202PP 0.508 2.90 5.795 6.200 5.440 33.728
R04003C 0.813 3.38 5.800 5.800 5.600 32.480
RT5870 1.570 2.33 5.867 4.205 5.500 23.128
RT6010LM 2.540 10.2 5.882 4.205 4.335 18.229
RT5880 3.175 2.20 5.795 4.205 5.680 23.884
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two variables namely the dielectric thickness of the laminate board and the dielectric
permittivity function—on the size reduction, they were examined using numerical
EM code and available analytical formulae reported in [7]. It is evident from the table
that the both parameters influence the reduction capability. A respective reduction
ranging from 15, 18.19, 41.74, 54.1, and 39.84% is feasible when comparing Roger
3000 to other microwave laminates. It is evident that RT6010LM will offer the most
promising reduction, directly followed by RT5870, and finally by RT5880. Inter-
estingly, the increase of the thickness of the substrate may indeed enhance the
reduction capability of the area occupancy, and also enhance impedance bandwidth;
it may, however, be counterproductive in some practical applications where slimness
could be a premium, as such prototypes could be bulky.

A proof-of-concept was designed for IEEE 802. 11g standard for WLAN ISM
band for U-NII-3 indoor wireless applications. The dimensions are determined
using the earlier stated Matlab code based on the said equations. The parameter
values are stated in Table 57.3. The aperture size is 5.8 × 5.6 mm2 at resonance of
about 5.8 GHz. This aperture size is much smaller than the conventional rectangular
metal patch of about 17 × 13 mm2 at the same resonance. The proposed structure
therefore demonstrates miniaturized capability of 85.30% over the metal patch at
the same resonance, substrate permittivity, and thickness.

Experimental Results

Though a brilliant aperture size reduction of the proof-of-concept prototype is
reported in Table 57.3 above, it is, however, pretty early to conclude a premium
based on size occupancy only, in particular as regards small antennas. Feeding
challenges, poor impedance matching, low-power handling, parasitic effects on the
fingers, and poor radiative resistance could depreciate the otherwise gained
advantage if not carefully fabricated. To understand these effects, a 3D numerical
evaluation was done, and the prototype was measured. The numerical and the
measured results are tabulated in Table 57.4. The numerical impedance bandwidth

Table 57.3 Dimensions of the proof-of-concept prototype

W1

(mm)
ge
(mm)

IL
(mm)

CL

(mm)
N I’L

(mm)
wC

(mm)
Aperture size
(mm)

3.35 0.30 3.35 3.05 8 1.125 0.35 5.8 × 5.6

Table 57.4 Performance results of the proposed sensor

|S11|
(dB)

VSWR Freq
(GHz)

BW
(MHz)

Gain
(dBi)

Input
impedance (Ω)

Simulation 61.51 1.002:1 5.80 382 11.68 49.92−j1.32
Measurement 50.97 1.006:1 5.83 340 9.38 50.40−j2.16
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is 382 MHz, whereas the measured is 340 MHz. For IEEE 802.11 for U-NII-3
standard, the proof-of-concept bandwidth can support 17 channel bandwidth of the
transceiver with a standardized channel requirement of 20 MHz per channel. The
link budget is in excess of 9 dBi, which is very substantial for a single element
compared to what is obtainable when millimeter wave AoP or AiP is implemented.
Instead, an inferior impedance bandwidth of 79.73% is demonstrated by a metallic
patch even with such a large aperture size occupancy. It also demonstrates inferior
link budget due to significant dielectric and conduction losses. The impedance
matching is also reasonable both for the numerical and measured results as depicted
in the table. The reactive components of both results are moderate as they are less
than 3 Ω. Thus, the excitation power loss to the reactive component is negligible,
with an antenna efficiency of 98.16%. A casual comparison of the efficiency of the
proposed to that of metallic patch indicates an inferior patch efficiency of 64.1%.

Conclusion

In this paper, we investigated the feasibility of implementing a miniaturized
microwave sensor for IoTs application. We posit that if the interconnections of
densified heterogeneous IoT nodes are implemented, it could serve as platform for
big data communication technology. We subsequently investigate the realization of
IEEE 802.11x as a complimentary alternative for the heterogeneous interconnec-
tions of wireless connectivity. We introduce a sensor that does not depend on the
electrical length and as such, it is not limited by its radiation wavelength. We
established that other factors such as low radiative resistance, poor impedance
matching, and etching limitation do not limit the performance of our proposed
sensor. A proof-of-concept was implemented and measured to further validate our
position. We opined that if interconnections of the sensor are done, an efficient
cost-effective highly integrated, high-speed, large-scale sensor networks for big data
communication can be implemented.
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Chapter 58
Collaborative Intrusion Detection System
in SDN Using Game Theory

V. N. Gowtham, R. N. Baratheraja, G. Jayabarathi and V. Vetriselvi

Abstract The SDN architecture decouples the data plane and control plane support-

ing virtualization in business organizations. As with any new technology, potential

threats need to be addressed. The common vulnerability is the possibility of attack

at various layers of SDN. The ability to implement security mechanisms on top of

the central controller enables it to detect attacks in the network. In general, the SDN

controller would steer the potentially offending traffic to an Intrusion Detection Sys-

tem (IDS) for analysis. There are various IDSs available. Each IDS is capable of

detecting only a few kinds of attacks. Hence, more than one IDS has to be deployed

in the controller to cover a wide range of attacks. However, deploying more than one

IDS in the controller will lead to overhead by overloading it. This overhead can be

handled by having each IDS in different controllers and making them communicate

among themselves forming a collaborative system. The collaborative system is for-

malized in SDN using game theoretical framework that optimizes the behaviour of

each IDS with respect to other IDS by achieving Nash equilibrium state. The pro-

posed framework is evaluated by simulation to show the detection of wide range of

attacks and reduce the overload of the controller.
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Introduction

The dynamic environment enabled by virtualization has become a hindrance to tra-

ditional network. Hence, the new SDN technology has evolved to overcome this

challenge by supporting virtualization, since it separates control plane from the data

plane. OpenFlow protocol focuses specifically on these aspects. OpenFlow protocol

is used for communication between switches and the controller. In the OpenFlow pro-

tocol, each switch will have a set of forwarding rules as instructed by the controller.

When a new packet flow that does not match an entry in the forwarding table comes,

the packet will be sent to the controller as PACKET-IN message. The controller then

inspects the packet and adds the corresponding new flow in the forwarding table.

Next time when a similar packet arrives, the switch need not consult the controller.

Though SDN has the advantage of virtualization, it is open for many kinds of

attacks since the switches are not intelligent by themselves like in traditional net-

work. The switches in traditional network use packet switching concept to receive

and forward the data to the destination, whereas the switches in SDN work accord-

ing to the rules specified by the controller. Hence, the problem of detecting security

attacks on SDN network topology has to be addressed by the controller.

Many kinds of attacks like Denial of Service, worm and black hole attack are

possible in SDN. An IDS mechanism is required to detect these attacks. It becomes

impossible for the native IDS to detect other attacks which it is not designed to do

so. In such a case, the controller can consult other controllers with a different IDS

that is capable of detecting such an attack being deployed in it. From the response

obtained from the neighbourhood controller, the controller can decide on its actions.

Trust management comes into play in such a case whether to trust the controller

response or not. Based on the number of false positives or the probability of capture

failure, trust can be defined between the controllers. Each controller is assumed to

be the player of the game and the action of each controller as to whether pass or drop

the packet will affect the other controller. A state in which each controller action

would optimally help other controllers is called NASH EQUILIBRIUM. We propose

a game theoretical model to attain the Nash equilibrium state between the controllers

using Lagrangian relaxation to detect wide range of attacks without overloading the

controller.

Related Work

Software-Defined Networking (SDN) is growing with the development of SDN-

enabled devices and applications. The programmability and centralized control in

SDN opens opportunity for many security attacks. The SDN scalability issue can be

handled by using sFlow [1] protocol instead of OpenFlow. sFlow sends only a sam-

ple of packet to the controller when there is large traffic thereby avoiding flooding of
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the controller in SDN. A combined approach of OpenFlow and sFlow may be used

to detect the attacks in SDN like DDOS, port scan, etc.

An IDS is a device or software that monitors the network traffic for malicious

activities or policy violation. There are network-based and host-based IDS [2]. NIDS

is a network security system that focuses on the attacks that come from the inside

of the network. The attacks caused by the traffic flows can be detected by using

SPHINX IDS [3]. SPHINX detects the attacks in SDN with low-performance over-

head and requires no changes to controllers for deployment. Gaikwad et al. [4] dis-

cussed signature-based IDS using multi-threading in SDN. Multi-threading enables

parallel processing of the captured packets.

Snort IDS is a type of signature-based IDS that takes actions based on certain

rules and generates an alert on detecting the attack in traditional network [5]. The

snort rules are defined in such a way to alert, drop, or change packets when the

incoming packet matches a particular rule. Snort rules can be defined and updated

dynamically.

A particular IDS is capable of detecting only a few attacks. In order to cover wide

range of attacks, a distributed and self-organized framework collaborating multi-

ple heterogeneous IDS based on game theory may be used [6]. The harder problem

of collaborating multiple IDS is done using game theory in traditional network. The

architecture considers the game to be between the attackers and defenders. Here, each

IDS reconfigures its mechanism based on the response from the other IDS. Fung and

Boutaba [7] proposed the four main aspects of collaborative IDN (Intrusion Detec-

tion Network) system such as trust management, resource allocation, collaborative

intrusion decision and collaborative selection in traditional network.

Among the four aspects, trust and proper resource allocation among the collabo-

rating IDS are achieved by using a game theoretical model in traditional network [8].

Quanayan et al. [8] proposed the GUIDEX architecture which is based on reciprocal

incentive-based resource allocation and trust management in which the amount of

contribution from one IDS is proportional to the contribution of the neighbouring

IDS to this IDS.

In a peer-to-peer network, some network nodes may not contribute their resources

to other nodes but get benefited from other nodes. In order to resolve this issue,

service differentiation can be used in a P2P network [9]. The mechanism is driven

by a linear time distributed algorithm that works by assuming a game between the

nodes in the traditional network. All the nodes in the network communicate with the

information providing node to attain the Nash equilibrium state in a dynamic and

effective way.

Yan et al. [10] proposed an approach for resolving the selfish behaviour of peers

in the traditional network. Each peer in the network is assigned a ranking and those

with bad rankings are considered to be free riders. The peer can increase its rank by

contributing its services to the network and deteriorates its ranking by consuming

resources from the network.

Optimal resource allocation among the collaborating nodes in traditional network

may be achieved by following an economic model that uses cooperative game theory

[11]. In this model, the resource allocation is done according to the trust values.
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Here, the requests with lower trust value will be dropped. It is unfair because the

entire resources would be consumed by the nodes with highest trust.

Traditional IDS finds it difficult to find the new threats. An incentive-based model

using game theory [12] uses trust management for peers to collaborate truthfully in

an IDN environment. An iterative algorithm that converges to Nash equilibrium is

used based on the duality of the problem.

Dirichlet-based trust management [15] can be applied to measure trust among

IDSs according to the mutual experience among the IDS nodes. Feldman et al. [13]

proposed a system to study the phenomenon of free riding and free identities in peer-

to-peer system. The nodes that leave the system and rejoin the system are termed as

whitewashers.

The collaboration among multiple IDS using game theory is mostly dealt only in

traditional networks. In this paper, an incentive-based game theoretical framework

for the collaboration of multiple controllers in SDN deployed with heterogeneous

IDS is proposed. This framework could detect wide range of attacks in SDN platform

and can reduce the overload in the controller.

Collaborative Intrusion Detection Framework

The proposed architecture explains the collaboration of multiple IDSs to detect wide

range of attacks with optimal resource allocation and trust management. The archi-

tecture of the proposed system is shown in Fig. 58.1. It consists of three main com-

ponents, two controllers with different IDS being deployed in it and a common game

theoretical component that takes care of resource management between the con-

trollers. The number of controllers getting involved in collaboration can be extended.

The two different IDSs deployed here includes entropy-based IDS and snort IDS.

The entropy-based IDS detects the attacks based on the behavioural change in the

entropy of the packets. It uses the PACKET-IN messages for inspection and analysis.

Snort IDS is a rule-based IDS that checks each new packet against the predefined

rules and takes action according to the rules. Once the attack has been detected,

proper mitigation steps have to be taken to avoid the occurrence of similar attacks in

future.

A controller with single IDS is capable of detecting only a few attacks. If a con-

troller A is not sure about the attack or if it finds a packet to be suspicious, it may send

a consultation message to the another controller B asking for help. The controller B

then may get the required information from controller A network by sharing the pcap

file that would capture the traffic in binary format.

Based on the information obtained from the neighbourhood controller, the con-

troller applies its own algorithm to detect the attack. If an attack is detected, corre-

sponding mitigation process is also done accordingly for both entropy-based IDS or

snort IDS.

To help nodes decide on the amount of resources it should allocate for a neigh-

bouring IDS; a game theoretical incentive-based resource allocation mechanism is
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Fig. 58.1 Architecture of the collaborative IDS framework in SDN

used. The resource allocation is done based on their past assistance. The proposed

framework aims at achieving Nash equilibrium state among the collaborating IDS

nodes thereby avoiding free riders in the collaboration network.

Module Design

The design of the proposed architecture involves three major modules to be consid-

ered as depicted in Fig. 58.1.

Flow Statistics Collection

Using native OpenFlow approach The native OpenFlow protocol uses the forward-

ing logic in the controller and collects ordinary flow statistics from the switches along

with their corresponding counters [1]. Those counters will be updated only when a

look-up process matches the flow entry in the forwarding table. In the native Open-

Flow approach, when the controller places the flow-stat request, the switches reply

with large chunks of the flow table contents. Each chunk contains a portion of the
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flow entry along with the total count of packets from the instantiation of the rule.

For entropy-based detection, we require this count of packets during the last time

window.

Similar to flow-stat request sent by the controller, a switch would send a PACKET-

IN message to the controller when a packet that does not match any flow in the

flow table arrives. Thus, when large traffic is encountered, a number of PACKET-IN

messages would flood the controller. Hence, the controller might struggle to handle

large traffic.

The flow entry of an OFF switch contains the 12-tuple flow definition. The action

rule that specifies the forwarding path for a packet that is matched with the flow

entry is used for forwarding the packets to the destination. The number of packets

matched since the establishment of the flow, source IP and destination IP are used in

the detection process of entropy-based IDS. Snort IDS uses source and destination

IP and protocol in its detection process.

Entropy-Based IDS

Entropy is chosen as a measure to detect attacks. Entropy is a measure of randomness.

By measuring the randomness of packets in the network traffic, certain attacks can

be found. Controller maintains a window of packets to measure the randomness.

Also, it is important to calculate the entropy independent of the number of distinct

IP values in the window, so we calculate the normalized entropy by dividing it with

the maximum entropy value of the window. The entropy can be calculated by using

the formula

Hn(p) =
∑

i

pilogbpi
logbn

, (58.1)

where Hn(p) is the normalized entropy and 0 ≤ Hn(p) ≤ 1 and n is the total number

of occurrence of the entropy parameter under consideration and pi is the probability

of occurrence of the entropy parameter within a window. The entropy is divided by

the logbn for normalization.

For the occurrence of DOS attack, the attacker might flood a single target host

with large number of packets. The attacker may spoof the source IP of all the packets

with different IPs so that the IDS will not be able to identify the attacker. Hping3

is a tool used to generate the DOS attack with spoofed source IP by flooding the

controller. During this DOS attack, the controller will be flooded with PACKET-IN

messages due to different source IPs. These PACKET-IN messages will be inspected

by the IDS and the entropy value will be calculated for each PACKET-IN message.

The entropy value will be around 1 for normal traffic. But during the DOS

attack, the entropy value of the destination IP decreases drastically. The controller is

designed to identify such anomaly by using entropy values. Thus, when the entropy

value decreases, the DOS attack will be detected.
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Entropy IDS algorithm contains the sequence of steps followed by entropy-based

IDS. The algorithm uses a queue to maintain the window of PACKET-IN messages.

When a new PACKET-IN message occurs, the old packet is dequeued and the new

packet is enqueued. Then, the probability of occurrence of the arrived PACKET-IN

message in the current window is found. This probability is used to calculate the

entropy. The DOS attack will be detected when there is a drastic decrease in the

entropy value.

Snort IDS

Snort is a multi-mode packet analysis tool. Snort has certain rules that form the

signatures to detect malicious behaviour. Any new traffic that does not match any

flow entry in the switch will be checked against the snort rules. When a flow entry

matches the snort rule, the corresponding traffic alert will be sent to the log file. The

snort detection engine is programmed in such a way that it describes per packet tests

and actions [14]. The components used by snort IDS in its detection process include

sniffer, packet logger and data analysis tool.

In a software-defined network, the IDS is deployed in the controller of the net-

work. When a new packet arrives, the snort IDS deployed in the controller would

inspect the packet against the snort rules checking for intrusion. Based on the rule

matched, the controller would take the corresponding action.

The packet decoder or sniffer would have decoding routines that are called in

order to use the protocol stack. The main functionality of the decoder includes set-

ting pointers into the packet for later analysis by the detector. The decoder would

send details like inport, outport, source IP, destination IP and the protocol used to

the detection engine. The detection engine maintains the detection rules in a two-

dimensional linked list. The detection engine recursively checks this list of rules,

and the first rule that matches a decoded packet in the detection engine would trig-

ger the corresponding action.

The logging or alerting subsystem would send the alert to either syslog or store

it in the text file or display it as a window pop-up message. Here, we would send

the alert message to the other controllers in a collaborative network when asked for

consultation.

The three basic actions carried out by the snort IDS are pass, log, or alert. Pass

rules simply forward the packet, and log rules would write the full packet to the log

file. Alert rule would create a notification as specified by the user at command line.

Snort allows us to create new rules and update. Snort rules mainly focus on protocol,

direction and port of interest in the packet.

The working of snort IDS is evaluated by generating port scan attack. Packets

with specific destination IP with randomly changing destination ports will be used

to generate port scan attack. Nmap is the tool used to generate port scan attack. The

rules defined in snort IDS will help in detecting the occurrence of attack.
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Resource Management

Resource Allocation Modelling

In our collaboration network, we consider N peers or controllers. The IDS nodes can

communicate by sharing information using the REST APIs for sending consultation

messages and feedbacks. We denote the number of controllers as N = 1, 2,… ,N [8].

The neighbouring node of a controller u is denoted by Nu. We consider the network

to be symmetric in such a way where when u is a neighbour of v, then v is also a

neighbour of u. The topology of the collaboration network can be represented by

a graph G ∶= (N, 𝜉), where 𝜉 represents the set of (u, v) pairs in the network. We

use rvu to represent the units of resource that node u should allocate to v for the

full satisfaction of v, whereas mvu represents the minimum units of resource that

node u should allocate to node v. These parameters are decided by v and sent to u
during communication and establishment of connection. Let puv𝜖R+ over the interval

[mvu, rvu] be the units of resource that u allocates to v and it should lie within the

specified interval for u to satisfy v. This is considered to be the deciding variable of

controller u and is known only to u and v.

The response given by u to v is closely related to the trust value of controller v
denoted by Tu

v ∈ [0, 1]. This represents the amount of trust that controller u has on v
and is assessed by u. In our model, we assign various trust values for the controllers

and learn the behaviour of the collaborative intrusion detection network.

Based on the capacity constraint Cu, which includes bandwidth, CPU and mem-

ory, each controller would try to maximize the help it offers for the neighbouring

nodes. Thus, resource allocation should satisfy the following capacity constraint:

∑

v∈Nu

puv ≤ Cu, ∀ u ∈ N (58.2)

We here use the non-cooperative approach in our game theory to model the altru-

istic behaviour among controllers. The non- cooperativeness is appropriate here

because there is no centralized control among the controllers. The controllers intro-

duced in the network intend to help other controllers and if one controller refuses

to help the other controllers, the other controllers would correspondingly decline to

help them in return, thus avoiding free riders.

The proposed framework is suitable for collaborative networks with reciprocal

altruism. Also, the distinct features of intrusion detection system are incorporated.

The insider attacks in IDS networks have been handled by imposing upper and lower

bounds on puv, which can be used to prevent DOS (denial of service) attacks from

the insiders. We have our players (controllers) aligned in a certain way to facilitate

efficient sharing of knowledge with each other.
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Incentive Properties

A collaborative network is said to be incentive if the helping resource puv from con-

troller u to v increases as pvu from controller v to u increases. Also, the helping

resource depends on the trust value, i.e., the more the controller u trusts v, the more

will be the helping resource puv.
The lower and upper bounds on the incentives will be decided by the controller.

The bounds are decided because when a higher level request occurs, the controller

would prefer to satisfy the lower level ones by allocating resources for them first.

Hence, increased request rate will result in lowering the reply rates.

Primal/Dual Iterative Algorithm

This is the dynamic algorithm to compute the unique Nash equilibrium. Let puv(t)
be the resource allocated from controller u to v at step t. Consider the following

algorithm: {
puv (t + 1) = suv + tuvpvu (t)
pvu (t + 1) = svu + tvupuv (t)

(58.3)

where suv =
(
1 + 1

𝛼

)
mvu −

1
𝛼

rvu, tuv =
Tu
v

𝜉uv(ln(1+𝛼))
, and svu, tvu can be found in the

same manner with initial conditions puv (0) = min
{

Cu

Nu
, ruv

}
, ∀u, v 𝜖N. This algo-

rithm depends on the Lagrange multiplier 𝜆u.

Hence, the algorithm in (58.3) will be used to calculate the amount of resources

shared between controllers at different instances when a consultation message is sent.

Experimental Evaluation

We evaluate the performance of the collaborative IDS in SDN by simulation. We

focus on the detection accuracy of the collaborative framework and the range of

attacks it could detect using OpenFlow mechanism in the Floodlight controller using

Mininet simulation tool. Communication among the controller is achieved using the

REST API. The entropy-based IDS and snort IDS are deployed in two separate con-

trollers. The result from each IDS will be sent to the anomaly mitigation module

for proper countermeasures. The proposed mechanism can be extended to a generic

SDN topology with more number of OpenFlow-enabled switches and controllers.

Whenever a new packet arrives, the entropy will be calculated by sliding the win-

dow according to the window size. The entropy variation for the arrival of each

packet is shown in Fig. 58.2. When the attacker floods the same destination with

large number of packets, the entropy decreases drastically.
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Fig. 58.2 Entropy variations of destination IP to detect DOS attack

Fig. 58.3 Time versus Incoming packet rate

The incoming packet rate increases drastically during a DOS attack because of

flooding and stays high if mitigation is not handled. If proper mitigation is done, the

incoming packet rate would be restored back to original state since the flooding will

be blocked by dropping the packets from the attacker. This is depicted in Fig. 58.3.

The graph in Fig. 58.4 shows the attainment of NASH equilibrium state by vary-

ing the trust among the controllers. The higher the trust, the sooner the attainment of

Nash equilibrium. The response rate varies based on the maximum capacity of the

controllers to help others. For experimentation, the controllers are initially assumed

to respond to all requests with the maximum capacity of 30. The number of responses

decreases over iterations and becomes stable at some particular point based on trust.

It is evident that as trust decreases, the attainment of Nash equilibrium is delayed.

The term ‘Capacity’ here refers to the number of responses a controller could send

to other controllers for helping them. The response rate increases with the capacity
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Fig. 58.4 Time versus response rate

of the controller to help other nodes. The response rate becomes stable at a partic-

ular point based on the trust and the maximum capacity to help. Each controller is

assigned with a capacity value so that it could monitor the attacks in its own net-

work and respond to the consultation messages from the neighbouring controllers.

The stable response rate would be equivalent to capacity when trust value is 1 but

for lesser values of trust, the response rate attains stability at a value less than the

maximum capacity Rvu. This is shown in Fig. 58.5.

The detection accuracy remains the same with or without collaboration when the

IDS is handling the attacks that it is designed to identify. But for other new attacks,

the detection accuracy is very low for the IDS without collaboration. Hence, it is

observed that the detection accuracy of the proposed collaborative framework is

found to be higher than that of the IDS without collaboration. Thus, it is evident that

Fig. 58.5 Capacity versus Response rate
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Fig. 58.6 Detection accuracy for various attacks

the proposed framework covers detection of wide range of attacks. This is shown in

Fig. 58.6.

The observations from all the above graphs show that the efficiency of detection

is increased in the proposed framework.
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Chapter 59
Intrusion Detection System
for Software-Defined Networks
Using Fuzzy System

Shalini S., Shafreen Nihara A., Sathiya Priya L. and Vetriselvi V.

Abstract In the field of computer networks, one among the latest technologies
which is attracting researchers is software-defined networking (SDN). The network
is centrally managed through software-based SDN controllers. SDN offers several
advantages over conventional networks. Our area of interest is to enhance the
security of present networks to a greater extent through centralized SDN con-
trollers. Mechanisms to achieve this goal via SDN should be devised. An efficient
intrusion detection system which is capable of monitoring real-time network traffic
and reporting about intrusion if any to the controller is a good solution to this
problem. Intrusion detection system (IDS) exists for traditional networks. Intro-
ducing IDS in SDN field results in achieving better efficiency compared to tradi-
tional networks, since it allows the controller to take immediate action on the
attacker as soon as the attack is found. The aim of this project is to enhance security
in networks through SDN by developing IDS using machine learning technique,
namely fuzzy approach. The advantage of using this approach is that it provides
high attack detection rate and less false alarm rate.
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Introduction

In the networking world, security becomes a basic requirement as more sensitive
data are available on Internet. When information gets transferred from one system
to another in the network, it has to go through a number of intermediate nodes. This
gives other users in the network an opportunity to gain access over the data which
may result in compromising confidentiality, integrity, and availability of the system.
In the field of computer networks, more efforts have been done till date to tackle
security threats and attacks. The latest technology SDN provides a new paradigm of
separating control plane from the underlying data plane so that the control of the
network becomes directly programmable. Through SDN, the entire network can be
viewed globally [1] and network configurations can be adjusted through centralized
SDN controller which acts as a backbone of SDN network.

In conventional networks, the control resides in each and every networking
device which takes forwarding decisions. But in SDN, separating the control plane
from those devices and centralizing, it provides the following advantages. It
facilitates to allow or block certain packets, set priorities to them, set path of packet
flow over the network, etc. The control plane acts as a master by sending
instructions to the data plane which serves as a slave. These networking devices
simply act as forwarding devices by checking the flow entries installed and man-
aged by the controller in flow tables. The messages between controller and data
plane were exchanged securely via OpenFlow protocol.

There are two key interfaces in SDN network. They are Northbound and
Southbound interface. A northbound interface is between external applications and
the control plane. Through this interface, external applications can influence the
network behavior. A southbound interface is between the controller and the
physical data plane. Using this interface, SDN controller implements certain actions
such as setting flow entries, dropping packets, disconnecting the host from network,
etc. in forwarding plane.

SDN suffers from same security issues as of conventional networks. Apart from
these, SDN has additional security issues also. As the controller is centralized in
SDN, serious issue arises when the attacker gains control over the controller. To
address the security problems that exist in both traditional and SDN networks,
security defence mechanisms working in traditional networks can be deployed in
SDN framework but some changes have to be applied to adapt to software-defined
network. Some of the mechanisms which were developed to filter out and detect
various attacks, threats, and malicious behaviors are firewalls, antivirus, and
intrusion detection systems.

Firewall screens out viruses, worms or any malicious behavior that tries to reach
the end host over the Internet. But there is no guarantee that every packet on the
Internet passes through these firewalls. Hence, an intrusion detection system which
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monitors and analyzes overall network traffic and reports malicious activities in the
network is essential. Signature-based IDS is not efficient in detecting unknown
attacks. Hence, anomaly-based IDS must be developed to address emerging new
attacks. There were many techniques available for developing such anomaly-based
IDS. Some of them include rule-based expert systems, data mining techniques,
machine learning techniques, etc. Among those various techniques, machine
learning proves to be the best technique to develop anomaly-based IDS. This
technique uses supervised learning approach for this particular classification
problem taken. This project deals with development of intrusion detection system
using fuzzy logic which is a machine learning technique.

The paper is further organized as follows: Section “Related Works” deals with
related works of the project. Section “Proposed System” discusses the proposed
system. Sections “Feature Extraction and Controller Action”, “Early Detection
Algorithms”, and “Anomaly-Based Fuzzy Intrusion Detection System” explain
about each and every module in detail. Section “Experimental Framework” speaks
about experimental setup and performance metrics. Finally, the paper is summa-
rized and concluded in section “Conclusion”.

Related Works

Software-defined networking is gaining the interest of business and academia.
Recently, many researches have been done in the field of SDN. Since it is an
emerging field, there is a need to analyze the key benefits and challenges of
software-defined networks. These key concepts were addressed and SDN reference
model was proposed [2].

Security proves to be a great challenge in software-defined networks. SDN has
same security threats as that of traditional networks. In addition, it also suffers from
new security threats such as flow entries being overwritten and fraudulent flow
entries being inserted, etc. To address these security issues, a solid security archi-
tecture for software-defined network is essential [3]. In this architecture, various
security policies were received from third-party applications by controller through
northbound interface. The SDN controller follows those security policies in order to
achieve security in the network.

The policy from application with high privilege level is given the first choice by
the controller in terms of collision. Any malicious behavior in the network is
reported to external security management application which sends information to
the controller immediately for necessary action.

Software-defined networking was initially designed for wired networks.
Nowadays, wireless environment is gaining much attention among people. Hence,
carrying huge volumes of traffic and providing support for more sophisticated
services such as VoIP, streaming media, and messaging has become inevitable for
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mobile operators. Offering these services using software-defined networking has
more advantages over traditional networking. SDN enables path management based
on bandwidth demands which vary according to the type of content being sent.
Also, deploying SDN in wireless is cost effective. Many works have been done in
software-defined wireless networks and an architecture for SDWN has been pro-
posed [4]. Also, a survey on security for mobile devices was held [5].

In order to overcome the security threats in the network, several efforts have
been taken. One among them is intrusion detection system. Intrusion detection can
be categorized into two types, namely misuse and anomaly detection. Combining
both misuse detection and anomaly-based detection resulting in hybridized detec-
tion system yields much better results [6].

In the introduction of this paper, the benefits of using fuzzy logic for developing
intrusion detection system are discussed. An intrusion detection system for tradi-
tional networks was developed using genetic fuzzy systems [7]. Fuzzy logic
algorithms were devised and combined with genetic algorithms for development of
efficient IDS [8].

Generating fuzzy rule base is essential to train the machine learning component
to differentiate between normal and abnormal behavior. Fuzzy rule base can be
manually created by recording entries given by experts. But logging numerous
records covering wide variety of attacks is a challenging task. Thus, mechanisms to
automatically generate fuzzy rules have gained more interest [9]. KDD Cup 99
dataset is used for training the machine learning component and for testing the
system [10].

From the brief review, we can infer that efficient intrusion detection systems
developed using fuzzy logic exist only for traditional networks. There is no such
IDS to achieve better security in software-defined networks. Some early detection
algorithms to detect attacks prior to connection establishment phase devised using
fuzzy logic help in achieving some amount of security in SDN [11]. But these
algorithms handle only two scenarios using connection success ratio and throttling
connection algorithms.

Thus, our interest is to develop an intrusion detection system using fuzzy logic
capable of detecting all kinds of attacks and informing the controller about intru-
sion. Our IDS achieves security to a greater extent in SDN, since it identifies all
types of attacks.

Proposed System

Figure 59.1 depicts the overall architecture of the proposed system. The proposed
system consists of centralized SDN controller, early detection algorithms, and
anomaly-based fuzzy IDS which were embedded as modules within the controller
and the forwarding plane, i.e., switches.
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In this architecture, only one OpenFlow-enabled switch which is controlled by
SDN controller is exposed for ease of exposition. Hosts in the network are con-
nected to the OpenFlow-enabled switch. The number of switches and hosts can be
extended.

The OpenFlow-enabled switch forwards the network traffic to the SDN con-
troller and waits for the flow responses from it via secure OpenFlow channel.
Whenever a switch receives a packet from a host, it first checks whether the packet
is of request type or data. The switch forwards the packet to early detection
algorithms module if it is of request type. Else, it forwards it to anomaly-based IDS
module.

Early detection algorithms module consists of two detection algorithms, namely
connection success ratio and throttling connection [12] which are capable of
detecting attacks at an early stage, i.e., before the connection is established. These
algorithms use the PACKET-IN message of connection request packets sent from
switches, process them, and detect attackers if any. Then they inform the SDN

Fig. 59.1 Architecture for intrusion detection system in SDN
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controller about the malicious host. Else, it sends the PACKET-IN message to
anomaly-based IDS for further inspection.

Anomaly-based fuzzy IDS which is capable of detecting unseen attacks is
developed using supervised machine learning approach. Dataset is collected from
software-defined network and KDD Cup 99. The dataset consists of 500 training
samples. Each sample consists of eight features (x1, x2, …, x8) which were
extracted from PACKET-IN message and a class label (attack or normal) distin-
guishing normal host from malicious host. The collected dataset is quantized,
normalized, and then mapped to fuzzy. Fuzzy membership functions were defined.
Fuzzy rule base is created. The machine learning component is trained with the
fuzzy rule base. This is a classification problem where the IDS classifies the
incoming packet as either attack or normal based on the knowledge learned by
training. IDS reports to the controller if it detects any abnormal behavior.

The controller receives information about intrusion either from anomaly-based
fuzzy IDS or early detection algorithms in real time. The controller takes immediate
action by disconnecting malicious host from the network. In this manner, the
control is logically centralized.

Feature Extraction and Controller Action

The OpenFlow-enabled switches which act as just forwarding devices in SDN rely
on the controller for each and every new incoming packet they encounter. Suppose
let us say host A needs to communicate with host B and connection needs to be
established between the two hosts. For requesting the connection, host A needs to
send connection request packet to host B via switch to which it is connected. Once
the connection is established, both the hosts can send or receive data between each
other. Whenever a switch encounters a packet, it checks in the flow table for the
corresponding source and destination host in order to route the packet. If entry is
present, it simply routes the packet via the path present in flow table. Else, it sends
PACKET-IN message of the received packet to the controller and waits for the flow
response.
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Algorithm 1. Controller Action

Input : PACKET-IN message from switch to controller
Output : Disconnects host from network if attack is found
if PACKET-IN msg arrives then
if the packet is connection request then
Extract src_ip, dest_ip, flag
Pass PACKET-IN message and extracted features to Ear-

ly detection algorithms module for inspection
else if packet is data
Extract src_ip, flag, protocol, diff_serv count
Pass PACKET-IN message and extracted features to 

Anomaly based IDS module for inspection
end if

if either Early detection algorithms or Anomaly based 
fuzzy IDS module reports intrusion then
Disconnects host which sent the packet from the switch 

by dropping future packets from the particular host.
end if
end if

Features such as source address, destination address, and flag were extracted and
sent to early detection algorithms since those features were the essential ones to
detect attacks if any. For anomaly-based IDS, source address, protocol, flag,
diff_serv count were extracted and sent since the machine learning component
which resides in anomaly-based fuzzy IDS is trained with these features. Hence, it
is essential to pass input packet’s necessary features to the IDS so that the trained
model compares and detects attacks.

Early Detection Algorithms

The early detection algorithms module receives PACKET-IN message and essential
features from SDN controller. Based on the observed fact that most attacks require
Internet connection, early detection algorithms [12] to detect attacks prior to con-
nection establishment phase were used. The motive of using these algorithms in
addition to anomaly-based fuzzy IDS is to enhance security by detecting certain
attacks at early stage avoiding huge loss. These algorithms are as follows.
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Connection Success Ratio

This algorithm works on the observed fact that if a good host attempts for a
connection with any other host in the network, the probability that it succeeds in its
connection should be much higher compared to any other malicious host. This
algorithm is designed based on connection success ratio. To implement this,
detection module maintains a pending request list. When the number of pending
connections commenced from the specific host is high, the more likely the host has
been infected. A threshold T1 is defined which represents that maximum number of
pending requests a host can have. Whenever the count of pending connection
requests for a host exceeds certain threshold value T1, the algorithm considers the
host to be malicious and informs the controller.

Throttling Connection

This algorithm works on the fact that attackers normally try to propagate to different
systems within very short duration. Connection rates will be higher for malicious
hosts. The detection module maintains Recent Accessed Hosts (RAH) list for each
host. It checks the list whenever it receives a new connection request from a host.
If RAH list contains the destination host, connection request will be forwarded
directly to destination, else the request will be forwarded after making an entry in
waiting queue. R connection requests per N seconds will be continuously popped
out from the waiting queue. Despite popping, if the length of queue exceeds certain
threshold value T2, corresponding host will be considered suspicious and will be
informed by the controller.

Till any attack is found, all the modules will be called one after another say
connection success ratio, throttling connection, and anomaly-based fuzzy IDS,
respectively, for inspection of particular packet that entered early detection algo-
rithms module. A host that remains to be normal in all the modules is considered as
normal host and is not disconnected from network. Any host which is detected as
malicious by any of the modules will be considered as attacker and is disconnected
immediately by the controller.

Anomaly-Based Fuzzy Intrusion Detection System

Anomaly-based fuzzy IDS is built using machine learning technique.
Anomaly-based IDS is achieved by training the machine learning component with
normal behavior of network without intrusion. Any deviation from this behavior
will be treated abnormal by IDS and reported to the controller. Also, the machine
learning component is trained with some kinds of attacks so that the IDS detects
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particular attacks exactly when it encounters and informs the controller. Fuzzy
approach is used for the development of anomaly-based IDS for the following
reasons. One such reason is that intrusion detection problem involves many features
that are quantitative which could be viewed as fuzzy variables. The second reason is
that security itself includes fuzziness. Fuzzy logic allows concepts to be considered
in more than one category, i.e., overlapping of categories. Rules are created using
fuzzy logic and input network traffic is compared with these rules to find any
abnormal behavior in the network. The training is given with the help of fuzzy rule
base which covers normal behavior of the network without intrusion as well as
attack types. Hence, the initial step in developing anomaly-based fuzzy IDS is fuzzy
rule base creation.

Creation of Fuzzy Rule Base

Fuzzy rule base creation involves the following stages:

Dataset Collection: A precise dataset consisting of SDN adapted features of 500
training samples is collected. The dataset contains significant amount of records
from KDD Cup 99 dataset covering normal network behavior and also two cate-
gories of attacks, namely dos and probe. Collected dataset also contains samples
that are collected from SDN network for both normal and abnormal behavior. Every
sample in the dataset contains below eight features as shown in Table 59.1 say (x1,
x2, …, x8) in order terminated by class label (y) which is the output representing
whether the sample with specified features is normal or attack. This is a supervised
machine learning approach because the dataset tells the model the right answers,
i.e., which is attack and which is normal.

Table 59.1 The features in the dataset are as follows

S.No Selected
features

Feature description

1. Duration Gives the length of the connection in number of seconds
2. Protocol Type of protocol used such as tcp, udp, etc.
3. Flag Gives the status information of connection such as normal or error
4. Source bytes Gives the number of data bytes sent from source to destination
5. Destination

bytes
Gives the number of data bytes from destination to source

6. Urg Gives the number of packets flagged urgent
7. Packet count Gives the total number of connections to the same host as the current

connection in the past two seconds
8. Diff_serv

count
Gives the total number of connections to different services
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The reason for training the model with such limited features arrives from the
limitation of feature extraction in SDN environment. The controller receives only
PACKET-IN message from switch and not the entire packet. PACKET-IN message
contains only these limited features that could be extracted.

Preprocessing: Quantization of non-numeric attributes: The collected dataset
contains features such as protocol, flag, and output label, namely class whose values
are non-numeric. These non-numeric values need to be quantized to numeric values
for ease of processing in upcoming stages.

Algorithm 2.  Quanitize non-numeric attributes

Input : Collected dataset
Output : Quantized dataset

Let m be number of training samples (500)
Let x1,x2,..x8 represent features and x9 represent class in 
dataset
for i from 1 to m do
for j from 1 to 9 do
if xj equals protocol then
set xj to 0 for tcp
set xj to 1 for icmp
set xj to 2 for udp

end if
if xj equals flag then
set xj to 2 for SYN
set xj to 4 for RST 

end if
if xj equals class then
set xj to 0 for normal
set xj to 1 for attack 

end if
end for

end for

Normalization: The dataset contains only numeric values after quantization
step. But the values in the dataset will not be in uniform range and vary widely.
Hence, value of each and every feature (x1, x2, …, x8) in the dataset should be
normalized to fit in uniform range (0, 1). Normalization is done using Eq. (59.1).
The maximum and minimum values in each feature need to be calculated in order to
proceed with normalization.

NormAttrVal = actualattrval−minval attrð Þð Þ ̸ maxval attrð Þ−minval attrð Þð Þ
ð59:1Þ
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end for
for i from 1 to 8 do
for j from 1 to m do
Normalized_Val =(actual_val - min(xi)) / (max(xi)- 

min(xi))end for
end for

Algorithm 3.  Normalize attribute values

Input : Quantized dataset
Output : Normalized dataset
Let m be number of training samples (500)
Let x1,x2,..x8 represent features in dataset
for i from 1 to 8 do
for j from 1 to m do
calculate max(xi) and min(xi)end for

Defining membership function: Each and every feature in the normalized
dataset is then mapped to a fuzzy variable. A fuzzy variable may take either discrete
or continuous value. Fuzzy variables which take discrete values were defined using
singleton membership function. For fuzzy variables which takes continuous values,
fuzzy sets such as low, medium, and high were defined using triangular member-
ship function. For example, triangular membership function for fuzzy variable
source bytes is defined as follows:

FUZZIFY source bytes
TERM low1 := trian 0 0.0005 0.001;
TERM medium1 := trian 0.001 0.013 0.025;
TERM high1 := trian 0.02 0.51 1

ENDFUZZIFY

Membership value assignment is done by inference. With sufficient knowledge
about the problem, the dataset is thoroughly analyzed and conclusions were inferred
to assign values to membership function.

Deriving fuzzy rules: Once membership functions were defined, fuzzy rules are
manually created with the knowledge of the problem. A typical fuzzy rule consists
of complex fuzzy expression in the IF part followed by class label in THEN
part. All possible combinations of fuzzy sets for all possible combinations of fuzzy
variables constitute fuzzy rule base. A sample fuzzy rule is shown below:

if (PROTOCOL is TCP and FLAG is SH) and (COUNT is MEDIUM3 and
DIFF_SERV_COUNT is MEDIUM4) then CLASS is PROBE
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Here, PROTOCOL and FLAG are discrete fuzzy variables, whereas COUNT and
DIFF_SERV_COUNT are continuous fuzzy variables. CLASS label tells that the
packet is of attack type and is of PROBE category. The machine learning compo-
nent is trained with this fuzzy rule base.

Intrusion Detection Using Anomaly-Based Fuzzy IDS

The data packets from the controller were sent to anomaly-based fuzzy IDS to
detect intrusion. Also, the attacks that are not dealt by early detection algorithms
(i.e., packets which resulted normal from early detection algorithms) were for-
warded to anomaly-based fuzzy IDS for further investigation. Hence, the input to
this fuzzy IDS is PACKET-IN message and essential features from either controller
in case of data packets or from early detection algorithms in case of request packets.

Since the machine learning model is trained with fuzzy rule base, it is essential to
map the input to fuzzy before carrying out comparison. The same preprocessing
steps such as quantization and normalization are applied to the input traffic. Then,
the features are mapped to fuzzy variables. Then, the fuzzy inference system maps
the values of input fuzzy variable to fuzzy sets and compares input with that of
fuzzy rules and calculates support value for all rules. The rule whose support value
is maximum is selected and the final outcome of IDS is the class of the selected
rule. For example, consider the following fuzzy rules:

RULE 1: if (PROTOCOL is TCP and FLAG is SH) and (COUNT is
MEDIUM3 and DIFF_SERV_COUNT is MEDIUM4) then class is PROBE

RULE 2: if (PROTOCOL is TCP and FLAG is SH) and (COUNT is
LOW3 and DIFF_SERV_COUNT is MEDIUM4) then class is NORMAL

Then the support value for each fuzzy rule is calculated as

TV(normal) = TV(condition) * weight
TV(abnormal) = TV(condition) * weight

where condition is a complex expression involving fuzzy variables and weight is a
real number which defines the strength of the rule [8]. There exist various tech-
niques to discover the class label to which an object belongs to. Maximum tech-
nique is one such technique which classifies based on maximum support value.

Class is normal if TV(normal) > TV(abnormal)
Class is abnormal if TV(normal) < TV(abnormal).

The output fuzzy variable which is class label is defuzzified to crisp values
which helps in plotting the outcome. If the class predicted by IDS is of attack type,
then IDS sends information about attack to the controller which in turn takes
immediate action. Thus, our work on developing intrusion detection system for
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software-defined network results in enhancing security to a greater extent. All
intrusion detection systems till date detect attacks and inform the administrator to
take necessary action against the attack. This process of relying on the administrator
may result in time delay to take appropriate action. Meanwhile, the attacker would
have accomplished his task. But our idea of adapting IDS to SDN helps in taking
immediate action by controller preventing the attacker to proceed further, thus
avoiding huge damage.

Experimental Framework

In section “Experimental Setup”, details about experimental setup and descriptions
about the dataset collected are given. Section “Evaluation Metrics” discusses about
various evaluation metrics and performances of our proposed system.

Experimental Setup

For training the machine learning component in IDS, dataset has to be collected.
KDD Cup 99 dataset which is a standard dataset for network intrusion detection
system is used. The original size of KDD Cup 99 dataset is huge. Hence, a small
subset of records were selected from KDD Cup 99. Remaining records for the
dataset were collected from the behavior of software-defined network for both
normal and abnormal cases. The dataset comprises features for attacks such as
dosnuke, pingofdeath, ipsweep, smurf, and tcpreset. Various attacks are grouped
under the following four categories in KDD Cup 99 dataset. They are as follows:

Denial of Service (DOS): DOS attack makes a particular resource become
exhausted or unavailable to users by sending numerous requests from various hosts
in the network.

Remote to Local (R2L): R2L attacks are a type where an attacker gains local
access to a machine on a network without having any account on that machine by
sending packets to it over the network.

User to Root (U2R): User-to-root attacks are deployed by attackers who gain root
access to particular host by cracking passwords, pins, etc.

Probing: Probe attack is a type where an attacker collects significant information
which like machines, services, etc. could be accessed on a given network, and
discovers well-known vulnerabilities by examining the network which is useful for
attacking in future.

To setup software-defined network, Mininet emulator is used. By using Mininet,
a network of virtual hosts, switches, controllers, and links could be created.
Real-time network can be simulated using Mininet environment. Mininet can be
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used to create custom topology and connect it to remote controller. Several
researches have been carried out using Mininet by simulating the network and
observing how it responds to various tests. We use Floodlight as the controller.
Floodlight is the SDN controller that works with OpenFlow protocol to manage
traffic in SDN environment. Floodlight installs and maintains flow table entries.
Modules can be easily embedded in Floodlight controller. It offers developers the
ability to easily adapt software and develop applications which are written in Java.
Third-party applications can be created and can be integrated to Floodlight using
REST APIs. Early detection algorithms and fuzzy-based intrusion detection system
were developed as modules and embedded within the controller in Eclipse envi-
ronment. Fuzzy logic is implemented using fuzzy control language. JFuzzyLogic is
used to integrate fuzzy control language with Java.

Evaluation Metrics

The following evaluation metrics are used to measure the performance of the SDN
controller in the presence of early detection algorithms:

Latency: The time interval between request packets being sent to the controller and
the response being received from the controller is termed as Latency. This evalu-
ation metric helps in measuring the performance of the SDN controller when the
traffic is not much heavy. For achieving high performance, latency should be low.

Throughput: It represents number of packets processed by controller per unit time.
This evaluation metric helps in measuring the performance of the controller when
the traffic is much heavy.

The performance of the SDN controller is evaluated in the following different
scenarios:

• SDN controller runs with only one early detection algorithm being enabled at a
particular point of time.

– That is, both the algorithms are enabled individually (one after another but
not at the same time).

• SDN controller runs with both early detection algorithms being enabled.

In this paper, several metrics were selected for analyzing the performance of
intrusion detection system.

TP = number of detected attacks and it is truly attacked (True positive).
TN = number of detected normal instances and it is truly normal (True Negative).
FP = number of detected attacks but it is truly normal (False positive).
FN = number of detected normal instances but it is truly attacked (False negative).
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Accuracy: It is the proportion of total number of correct predictions:

Accuracy=
TP+TN

TP+ TN +FP+FN
ð59:2Þ

Intrusion Detection Rate: It represents the accuracy rate for the attack classes. IDR
is calculated as follows:

IDR=
∑1

i=0 TPi

∑1
i=0 TPi+FNi

, ð59:3Þ

where i is the class type. If i = 0, it denotes DOS class and if i = 1 it denotes probe
class.

True Positive rate: TPR is when it is truly an attack and how often does it predict it
as attack:

TPR=
TP

FN +TP
ð59:4Þ

False Positive rate: FPR is when it is truly not an attack and how often does it
predict it as attack:

FPR=
FP

TN +FP
ð59:5Þ

False Alarm rate: FAR is the percentage of false negatives found. The false alarm
rate can be calculated as follows:

FAR=
FP

TP+FP
ð59:6Þ

The performance of IDS by various metrics can be visualized from Fig. 59.2.
This graph makes sense that the model detects attacks at a better rate with less
number of false alarms.

The rate of correct detection and false alarms for each and every attack can be
seen from Fig. 59.3. From the graph, it is concluded that IDS detects dosnuke and
tcpreset attack types at a better rate with small number of false alarms. PingofDeath
and ipsweep categories suffer considerable amount of false alarms. IDS sees equal
detection and alarm rate in the case of smurf attack. This is because of limited
features that are extracted from SDN packets.

ROC graph can be seen from Fig. 59.4 where all the test sets get plotted above
threshold proving that the model is a good classifier.
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Conclusion

In this work, a better approach for the development of IDS to detect attacks in
software-defined network compared to other techniques is proposed. Early detec-
tion algorithms employed in detecting attacks at early stage do not degrade the

Fig. 59.2 IDS evaluation

Fig. 59.3 TPR and FPR per
attack

Fig. 59.4 Region operational
characteristic
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performance of the system. Thus, the combination of both early detection algo-
rithms and intrusion detection system has resulted in achieving better security in the
field of SDN. Several testsets are employed in evaluating the performance of IDS.
The results are quite good. The good behavior of this model is derived from the
advantage of fuzzy logic. The machine learning component is trained with precise
dataset collected from KDD Cup 99 and SDN containing both normal behavior and
several attack types. Experimental results portray the good performance of our
system in correctly identifying attacks with high accuracy which are already
trained. This better performance paves way to explore several ways for future work.
The efficiency of the system could be increased by training the machine learning
component with large dataset containing diverse attack types. Genetic algorithms
[13] could also be applied to obtain accurate and compact rule base which helps in
attaining maximum accuracy.
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Chapter 60
A (t, n)Multi-secret Sharing Scheme
with Updated Secret Shadows

Shyamalendu Kandar and Bibhas Chandra Dhara

Abstract In multi-secret sharing, a number of secrets are shared among a group of

participants in a single-secret sharing process. Each participant gets only one share

from the sharing process and secrecy of one secret does not depend on the recon-

struction of any other secrets. YCH method is a well-known multi-secret sharing

scheme proposed by Yang, Chang, and Hwang. This scheme has used two-variable

one-way function. Among these two variables, one is made public and another is a

randomly distributed secret shadow for each participant. In the current work, YCH

method is extended where the “public variable” is shared and each participant gets

one of them. The shadows are updated periodically to prevent any adversary from

collecting all the secret shadows within a stipulated time period.

Keywords Multi-secret sharing ⋅ Secret shadow ⋅ One-way function ⋅ Updated

secret shadow

Introduction

Some real-life applications require a secret information to be shared among a group

of persons. As an example, for missile launching, it requires a secret code. If it is kept

under the possession of a single person, there is a threat of misuse of power. In this

case, secret sharing can be chosen to play its role. Secret sharing is a part of informa-

tion security evolved from the context of safeguarding cryptographic keys. In 1979,

Shamir [1] and Blakley [2] individually proposed secret sharing scheme. Lagrange

interpolation polynomial is the backbone of Shamir’s scheme where hyperplane
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geometry is used in Blakley’s method. Using Chinese Remainder Theorem (CRT),

a secret sharing scheme is proposed by Asmuth and Bloom [3]. Secret sharing is

found useful in managing missile launching code, digitally operated secret vault key

management, e-auction, etc.

In (t, n), threshold secret sharing scheme from secret n shares are generated (by

dealer) and distributed to the participants so that secret can be obtained (by com-

biner) by using at least t shares. The success of (t, n) sharing scheme is based on

the honesty of dealer and participants. Since dealer has no role after distribution of

shares, the dealer entity is deleted.

In classical secret sharing scheme, single secret is shared in one secret sharing

process and that particular is retrieved in the reconstruction process. Multi-secret

sharing scheme (MSSS) is very useful in case of multiple secrets. In MSSS, a number

of secrets can be shared in a single-sharing process without consuming extra data as

compared to single secret sharing.

MSSS classified as either (i) single-time use scheme or (ii) multi-time use scheme.

In the first category, dealer issues fresh shares to the participants after reconstruction

of some or all secrets. In the second category, each participant needs to keep single

share known as secret shadow and dealer does not require to resend new secret shad-

ows after reconstruction of some or all secrets.

In [4], a multistage secret sharing is addressed based on one-way function and

public shift technique to share multiple secrets. In the scheme secret, shadows are

obtained using public shift technique and one-way function is applied in stage by

stage reconstruction of the secrets. Sharing p secrets among n participants, total pub-

lic value is p.n. Chien et al. [5] have used systematic block codes in their proposed

multi-secret sharing scheme. The advantages of the scheme are dynamic determina-

tion of the distributed shares, multi-use policy, and parallel reconstruction of secrets.

This method is with less public values but highly time constraint due to its iterative

nature and in each iteration, several linear equations need to be solved. This has made

the method inefficient to use for large number of secrets.

In 2004, Yang et al. [6] have proposed a two-variable one-way function based on

multi-secret sharing scheme (YCH scheme). One variable is made public and another

one is randomly chosen secret shadows for each participant. The method has two

cases: (i) v ≤ t and (ii) v > t for v secrets in (t, n) multi-secret sharing scheme. Case

(i) requires (n + 1) public values and case (ii) needs (n + v − t + 1) public values.

After the reconstruction phase, dealer is initiated to start sharing of new set of secrets.

Dealer just takes a new one-way function but does not require to choose fresh secret

shadows for the participants. This makes YCH method a multi-use scheme. A recent

proposal [7] tries to reduce the requirement of public values in YCH scheme. Authors

have used set-wise co-prime number to address the same. Threshold number of such

numbers reveals a variable by performing GCD. A MSSS scheme is addressed in [8].

The scheme used linear recursion and linear feedback shift register based public key

cryptosystem.

In dynamic multi-secret sharing scheme [9], each participant holds one mas-

ter share. Using the master share along with the threshold value, different groups

of secrets can be reconstructed. Step-by-step execution of one-way function with
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XOR operation provides more security in the scheme. A MSSS scheme with mini-

mal linear code is available in [10]. Tentu et al. [11] used Asmuth-Bloom sequence

to address a multistage multi-secret sharing. Some recent proposals of multi-secret

sharing schemes are available in [12–14].

Image is multimedia data that consists of correlated pixels. In recent years, using

and transmitting image in web is gaining its popularity in social media, medical

applications, military, etc. Image sharing is considered as a type of multi-secret shar-

ing scheme. Refs. [15–18] are some image secret sharing schemes available in liter-

ature. In image secret sharing scheme, shares are generated by taking group of pixels

one at a time as secret; thus, the size of the shares becomes a fraction than that of

the original image. Some multi-secret sharing proposals are addressed in [19, 20]

which perform secret sharing of multiple images in one secret sharing process.

For a long-lived secret, there is a possibility of collecting shares by corrupting

one or more participant by an adversary. This can be prevented by proactive secret

sharing scheme [21]. In [22], a proactive secret sharing scheme is discussed where

the shares of the participants are updated periodically keeping the secret same. The

duration of the shares is partitioned into periods, and in each period the shares hold by

each participant are updated by mutual exchange of data among the participants. The

share accumulated at time period T is no use of adversary at time period T + i, i =
1, 2,….

Right shares collected from participants will reveal the original secret. Thus, the

backbone of secret sharing lies on the trust over the participants. It is believed that

dealer and participants are trusted. But in real-life application, one or more partic-

ipant/s may submit a wrong share resulting in retrieval of wrong secret of no use.

Cheating is a vulnerability of secret sharing scheme. Verifiable secret sharing (VSS)

scheme deals with cheating detection/cheater identification in secret sharing. Some

of the verifiable secret sharing schemes are available in [23–26].

Though YCH is a popular MSSS scheme, it has a number of disadvantages. In this

article, we have highlighted some of the drawbacks of YCH method. In the current

work, we have presented a new (t, n) MSSS scheme based on YCH method. In this

work, no variable is made public and the secret shadows are updated periodically.

The organization of the paper is as follows. A brief description of YCH scheme

is given in section “YCH Method”. Drawbacks of YCH method are pointed in

section “Drawbacks in YCH Method”. Proposed scheme is presented in

section “Proposed Method”. Section “Performance Analysis” contains the perfor-

mance analysis of the proposed scheme and conclusions are drawn in section “Con

clusion”.

YCHMethod

The term YCH scheme is abbreviated after a multi-secret sharing proposal of Yang

et al. [6] in 2004. f (a, b) is a two-variable one-way function which is the backbone of

the method. This type of function is mainly a cryptographic primitive used in several
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fields. f (a, b) is computationally easy but finding f −1(a, b) is very hard. Multi-use

property of YCH scheme is achieved due to the following properties of f (a, b):

(a) f (a, b) is easily computable when a and b are available.

(b) Having knowledge of both f (a, b) and b, it is difficult to compute a.

(c) Without any knowledge of b, computation of f (a, b) is difficult though a is

known.

(d) For a known b, finding ai and aj is computationally intensive when f (ai, b) =
f (aj, b).

(e) Finding b is difficult, if a and f (a, b) are known.

(f) If ai and f (ai, b) are given, then for aj(≠ ai) finding the value of f (aj, b) is very

hard.

In YCH scheme, a fixed length bit string is generated from f using a public valuew
and a secret shadow sw. This string is used to generate the shares for n participants

from a set of v secrets S1, S2,… , Sv ∈ 𝔽p (For a prime field p) using (t, n) secret

sharing. n secret shadows sw1, sw2,… , swn are randomly chosen by the dealer and

swi is sent to Participanti using a secret channel. Multi-secret sharing is performed

depending on the following two conditions:

I. If v ≤ t

(a) A (t − 1) degree polynomial

g(x) = S1 + S2x1 +⋯ + Svxv−1 + c1xv + c2xv+1 +⋯ + ct−vxt−1mod p

is constructed by the dealer with random coefficients ci ∈ Fp.

(b) The shares are computed as zi = g(f (w, swi))mod p for i = 1, 2,… , n
(c) w, z1, z2,… , zn are published publicly following the methods proposed in

[27, 28].

Here, total (n + 1) values are publicly published.

II. If v > t

(a) A (v − 1) degree polynomial

g(x) = S1 + S2x1 +⋯ + Svxv−1mod p

is constructed by the dealer.

(b) Participants’ share is computed as zi = g(f (w, swi))mod p for i = 1, 2,… , n.

(c) Dealer computes g(i)mod p for i = 1, 2,… , (v − t)
(d) w, g(1), g(2),… , g(v − t), z1, z2,… , zn are published publicly following the

methods proposed in [27, 28].

Here, total (n + v − t + 1) values are public.
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Drawbacks in YCH Method

YCH scheme is well-known multi-use MSSS scheme. But it has a number of disad-

vantages listed below.

(i) According to YCH scheme, swi are valid throughout the lifespan of the secret

sharing process. This leads to a threat to YCH scheme. An adversary may col-

lect sufficient number of swi from the participants by corrupting or managing

them. For a long-lived secret, adversary gets enough time to make some deal

with the participants.

(ii) f (w, swi) is easily computable if any intruder is able to collect swi, as w is made

public in YCH scheme.

(iii) How the dealer is initiated to choose a new w as public variable is not addressed

clearly in YCH scheme.

Proposed Method

In the current section, a new multi-secret sharing is proposed. This method takes an

integer w ∈ 𝔽p (For a prime number p) as one of the two variables of the one-way

function. The integer w is shared to shi, i = 1,… , n using Shamir secret sharing [1].

w − (n − i) acts as the second variable of the one-way function where i is the par-

ticipant number. v secrets are shared using YCH method. The pair (i, shi) is sent

to Participanti using some secure channel. To protect w from any adversary, shi is

updated periodically. The proposed method is described in the following section.

A. Initialization Let v secrets (S1, S2,… , Sv) ∈ 𝔽p are to be shared using (t, n)
MSSS scheme. A random integer w ∈ 𝔽p is chosen by the dealer and a (t − 1)
degree polynomial

Y(x) = w + C1x1 + C2x2 +⋯ + Ct−1xt−1

is constructed with random coefficients Ci ∈ p, i = 1,… t − 1 such that

P(0) = w. The pair (i, shi) is sent to Participanti through a secure channel. A

two-variable one-way function f (a, b) is taken by the dealer and it is made pub-

licly known.

B. Share Generation: Depending on the number of secrets, there are two cases in

share generation process. (I) v ≤ t and (II) v > t.
Case I: If v ≤ t:

(a) Dealer constructs

g(x) = S1 + S2x1 +⋯ + Svxv−1 + c1xv + c2xv+1 +⋯ + ct−vxt−1mod p

where cj, j = 1, 2,… , (t − v) are random values taken as coefficients.
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(b) bi = (w − (n − i)) is computed and is taken as the second variable of f .
(c) zi = g(f (w, bi)) mod p is computed for i = 1, 2,… , n.

(d) zi, i = 1, 2,… , n are made public such that those obey [27, 28].

Total publicly published value is n.

Case II: If v > t:

(a) Dealer constructs

g(x) = S1 + S2x1 +⋯ + Svxv−1mod p

(b) bi = (w − (n − i)) is computed and it is taken as the second variable of f .
(c) zi = g(f (w, bi)) mod p is computed for i = 1, 2,… , n.

(d) g(j) mod p is computed for j = 1, 2,… , (v − t).
(e) zi, i = 1, 2,… , n and g(1), g(2),… , g(v − t) are made public such that those

are in [27, 28].

Publicly published value is (n + v − t).

C. Secret Reconstruction:

Case I: If v ≤ t:

(a) Combiner chooses atleast t participants from the set of participants.

(b) Participanti i = 1,… , t sends the pair (i, shi) to the combiner.

(c) Combiner computes∑t
i=1 shi

∏t
j=1,j≠i

(−j)
i−j

mod p
to get w and finds vali = f (w, (w − (n − i)).

(d) A (t − 1) degree polynomial

g(x) =
t∑

i=1
zi

t∏

j=1,j≠i

(x − vali)
vali − valj

mod p

= S1 + S2x1 +⋯ + Svxv−1 + c1xv + c2xv+1 +⋯ + ct−vxt−1mod p

is constructed from t pairs of (vali, zi) and the secrets Si; i = 1,⋯ , v are

retrieved.

Case II: If v > t:

(a) Combiner chooses atleast t participants from the set of participants.

(b) Participanti i = 1,… , t sends the pair (i, shi) to the combiner.

(c) Combiner computes∑t
i=1 shi

∏t
j=1,j≠i

(−j)
i−j

mod p
to get w and finds vali = f (w, (w − (n − i))).

(d) The (v − 1) degree polynomial
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g(x) =
t∑

i=1
zi

t∏

j=1,j≠i

(x − valj)
(vali − valj)

+
v−t∑

i=1
g(i)

v−t∏

j=1,j≠i

x − j
i − j

mod p

= S1 + S2x1 +⋯ + Svxv−1mod p

is constructed from t pairs of (vali, zi) and (v − t) pairs of (i, g(i)) and the

secrets are retrieved.

D. Updating the secret shadows: In the proposed scheme, f (w, bi) is fully unknown

to some participant as w is unknown to him and thus no question of knowing bi
arises. Having shi unchanged throughout the lifetime of the secret sharing raises

the threat of getting shi from some corrupted Participanti by some adversary.

Being able to collect sufficient (i, shi) pair, w is made disclosed. To remove the

threat, shi is updated periodically in such a way that value of w remains intact in

reconstruction process from the shares accumulated from a particular period. The

updation process is done by message exchanging among participants as described

in the following section.

(a) Participanti, i = 1,… , n individually constructs (t − 1) degree polynomial

Vq
i (x) = Cq

1,ix + Cq
2,ix

2 +⋯ + Cq
(t−1),ix

(t−1)mod p

with random coefficients Cq
j,i for j = 1,… , (t − 1),

where q denotes the number of period (times) the secret shadows are

updated. It is to be noted that Cq
0,i is 0 for all q and i.

(b) sh′qi,j denotes the jth share generated from the polynomial taken by

Participanti in period q and computed as sh′qi,j = Vq
i (j) for j = 1⋯ n.

Participanti sends sh′qi,j to Participantj for j ≠ i.
(c) Participanti updates its secret shadow by computing shqi = (shq−1i +

∑n
j=1 sh

′q
j,i) mod p and destroys the old shadows.

Performance Analysis

In the proposed method, w is not public, and thus one less public value is required to

made public than YCH method. Another variable of f is computed as (w − (n − i)).
For each participant having no knowledge of w, it is impossible to guess the value

from f . Thus, the property of two-variable one-way function is preserved. Peri-

odical updation of the secret shadows removes the threat of collecting sufficient

number of such from a particular period by corrupting the participants. Shares col-

lected at period q are of no use in period q + i, i > 0. Collecting t shares belonging
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to a particular period can retrieve w as in each polynomial taken by the participant,

Cq
0,i is zero [22]. The duration of the period is set in such a way that the adversary

cannot get sufficient time to pollute significant number of participants.

Conclusion

An MSSS scheme based on YCH method is proposed in this paper. In the proposed

method, none of the two variables of f is made public but one of the variables w
is shared among the participants. Thus, no participant is able to calculate f as w is

unknown to him. Even any adversary fails to get w if less than t participants are man-

aged. For long-lived secret, there is always a threat of disclosure of shares from the

participants by some unauthorized persons as it gets enough time to make sufficient

number of participants corrupt. This is prevented by updating the shares generated

from w in each time period. Shares gathered by an adversary at period q are of no

use in period q + i. The updating is done in such a way that any t shares accumulated

from a particular time period can retrieve w.

The major drawback of the proposed scheme is that it is a one-time use scheme.

After retrieval of some or all the secrets, dealer has to take new w and new f to share

another set of secrets. Taking the burden of updating the shares generated from w
and sending information to each participant after a certain time interval are pointed

as other disadvantages of the scheme.

Cheating is a rising concern in information security and thus in secret sharing

also. During the updation process in some period, any participant acting as a cheater

may provide arbitrary information to other participants. This spoils the value of w
and the secrets retrieved are the fake ones. Development of a verifiability scheme

with cheating detection over the proposed technique is left for future work.
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Chapter 61
Design and Analysis of LFSR-Based Stream
Cipher

Subhrajyoti Deb, Bubu Bhuyan and Navin Ch. Gupta

Abstract Stream ciphers are increasingly used for lightweight applications like

RFID, Bluetooth, and Wi-Fi communications where the length of the plaintext is

initially unknown. Generally, the stream ciphers are characterized by fast encryption

and decryption speed. The LFSR-based stream cipher can generate pseudorandom

binary strings with good cryptographic properties. Hardware implementation cost is

also minimum for it. In this paper, we have discussed the architecture and properties

of the LFSR. We have also discussed the properties of secured Boolean function as

one of the important components of stream cipher. Here, we have implemented a gen-

eralized nonlinear combination of generator-based model comprising LFSR/NLFSR

and Boolean function for designing a pRNG. The bitstream properties of pRNG are

tabulated and compared with their best attainable parameters.

Keywords LFSR ⋅ Stream ⋅ Cryptography ⋅ Sagemath

Introduction

Cryptography is the study of mathematical techniques used for achieving secured

communication over the unsecured channel. Cryptographic primitives are designed

to deal with the basic security issues like confidentiality, integrity, authentication,

and non-repudiation. It can be classified into two categories, namely symmetric key

and asymmetric key primitives. Symmetric key cryptographic primitives have the

advantage of higher throughput over asymmetric ones, and therefore symmetric key

cryptographic primitives are widely used for bulk data encryption and decryption.
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Symmetric key ciphers are again subdivided into two categories, namely block cipher

and stream cipher. The stream ciphers have the advantages of higher throughput, low

latency, and lesser error propagation effect than that of block cipher. The basic work-

ing principle of the stream cipher is to generate an arbitrarily long pseudorandom

bit stream from a given random string and that pseudorandom bitstream is used to

encrypt the message stream. Further, stream cipher based on LFSR (Linear Feedback

Shift Register) is characterized by its lightweight property and ease of implementa-

tion in hardware. A few examples of popular stream ciphers are A5/1 used in GSM

security, E0 used in Bluetooth, RC4 used in SSL, etc. A few prominent lightweight

stream ciphers are Grain, WG, Trivium, SNOW, Salsa 20, Sprout, SOBER, etc.

[1–3].

The outline of the paper is as follows: section “Literature Survey” provides the

literature survey. Section “Background and Preliminaries” provides the background

and preliminaries related to stream cipher. Section “Analysis of Feedback Shift

Registers for Stream Cipher” provides the FSR analysis part. Section “Proposed

Design” describes the architecture of implemented nonlinear generator model and its

result analysis. Finally, section “Conclusion and Future Work” concludes the paper.

Literature Survey

Here, we have discussed the different types of LFSR-based stream ciphers. A renewed

interest has grown among the research communities for analysis and design of stream

ciphers due to the launch of eSTREAM project [1]. This research project was main-

tained by European Network of Excellence for Cryptology from 2004 to 2008. Only

seven candidates are chosen from long-term research project in Europe known as

ECRYPT [4]. In Table 61.1, we have listed a few LFSR-based stream ciphers and

their building process [2, 3].

Background and Preliminaries

In this section, we have included mathematical preliminaries related to LFSR-based

stream cipher design.

Boolean Function

A Boolean function is a mapping from Fn
2 → F2, over the finite field with two ele-

ments{0, 1}. If the number of combination mapping consists of an equal number of

1′s and 0′s, then the Boolean function is called as balanced.
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Table 61.1 LFSR-based stream cipher list

Cipher name Platform used Building process

A5/1 Hardware Combination of three LFSRs

with irregular clocking

E0 Hardware LFSR of length 4

Sosemanuk Software LFSR of length 10

HC-256 Software Nonlinear Filter

32-bit-to-32-bit mapping

Linear masking

Trivium Hardware NLFSR (Nonlinear Feedback

Shift Register) of lengths 93,

84, and 111

Grain Hardware NLFSR of length 128 and

LFSR of length 128

Sprout Hardware LFSR and NLFSR of the

length 40

WG Hardware and software LFSR of length 11

Espresso Hardware 256-bit NLFSR are in

Fibonacci configuration

Decim v2 Hardware LFSR of length 192

Decim-128 Hardware LFSR of length 288

For example, let us consider n = 3 variable Boolean function f (x1, x2, x3) =

x1x2 + x2x3 + x3. The input sequences of (x1, x2, x3) are (000, 100, 010, 110, 001,

101, 011, 111) and the final output of the Boolean function is depicted as (0, 0, 0, 1,

1, 1, 0, 1).

A cryptographically secured Boolean function should satisfy the following prop-

erties [5, 6]:

∙ Boolean function should be balanced.

∙ The nonlinearity and correlation immunity of the function should be high so that

it can resist correlation attack.

∙ The algebraic degree and algebraic immunity of the function should be high so

that it can resist algebraic attack.

Algebraic Normal Form

Usually, every Boolean function has a distinct representation as a multivariate over

F2 which is known as algebraic normal form (ANF). This function can be represented

as
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f (x1, x2,… , xn) = c0 ⊕
∑

1≤i≤n
cixi ⊕

∑

1≤i≤j≤n
ci,jxixj ⊕…⊕ c(1,2,…,n)x1 … xn

where the coefficients c0, ci, ci,j,… , c(1,2,…,n) ∈ F2. In this function, the number of

variables in the highest order product term (with coefficient non zero) is known as

the algebraic degree. In general, when the degree of the function f is at most one, it

can be described as an affine function. The affine functions with (c0 = 0) are known

as linear functions [6, 7].

Walsh Transform

This transformation function is an n variable Boolean function. In that case,

c = {c1 … cn} ∈ Fn
2 and a n variable linear function can be represented as

lc(x) = c1x1 ⊕…⊕ cnxn. So, this transformation function can be described as

Wf (c) =
∑

x∈Fn
2

(−1)f (x)⊕lc(x)

From the above definition of Wf (c), it can be observed that, when f (x)⊕ lc(x) value

is 0, then sum is increased by 1, and when this value is 1, sum is decreased by 1

[6, 7].

Nonlinearity

Nonlinearity of a Boolean function f of n variables can be described as the distance

between the function and the set of all possible affine functions. Nonlinearity can be

defined in terms of Walsh transform as given below [7, 8]:

nl(f) = 2n−1 − 1
2
max |Wf (c)|

Correlation Immunity

A Boolean function f on Fn
2 is said to be correlation of order m, where 1 ≤ m ≤ n,

if the output of f and any m input variables are statistically independent. A Boolean

function f on Fn
2 is correlation immune of order m iff Wf (c) = 0 for all vectors c ∈ Fn

2
such that 0 ≤ |c| ≤ m [6, 8].
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Analysis of Feedback Shift Registers for Stream Cipher

The normal way of designing Feedback Shift Register (FSR) through binary

sequences, {c0, c1,… cn} ∈ GF(2), fulfills the recurrence relation of order n. FSR is

created by D Flip-flops which are connected serially and each D Flip-flop
constructed in such a way that each gate is simulating the Boolean logic for feed-

back function. Moreover, if FSR runs with linear recurrence, feedback function is

known as LFSR and if it runs with nonlinear recurrence, then feedback function is

known as NLFSR [9]. eStream selected Grain, Trivium, and MICKEY stream cipher

are designed by NLFSR [1].

LFSR

Linear Feedback Shift Register (LFSR) is a shift register with a feedback path. Here,

the output sequence of each D Flip-flop is joined to the input of the adjacent D Flip-
flops. Feedback path is defined as the tap position of D Flip-flop which takes part

in the XOR (modulo 2) operation and provides input to the last D Flip-flop. Initial

value of LFSR is known as seed value of LFSR. The feedback path is also known as

feedback function or connection polynomial [9, 10].

For example, let us consider a LFSR degree is m = 3. The LFSR structure and

feedback path are shown in Fig. 61.1. Here, this feedback path can be represented

in polynomial form as (x3 + x2 + 1). The internal state bits are expressed as ai and

it has been shifted by one to the right at each clock. In that case, rightmost state bit

is considered as present output bit and the leftmost state bit is calculated by feed-

back path. Let us consider the output bit is ai and assuming the initial state bits are

(a0, a1, a2).

Now, the output sequence of the LFSR can be calculated as ai+3 = ai+1 + ai mod

2, where i = 0, 1, 2, 3,… ,.

FF
a2

FF
a1

FF
a0

CLK

a ... a , ai 1 0

a3 = a1+a0 mod 2
a4 = a2+a1 mod 2
a5 = a3+a2 mod 2

...

Fig. 61.1 Schematic diagram of LFSR
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Properties of LFSR

∙ In l-stage LFSR, if l number of registers are available in the LFSR, then the number

of states is equal to 2l−1.

∙ However, every feedback path or connection polynomial will not give maximum

length. The LFSR will yield maximum length if and only if the corresponding

feedback path is primitive polynomial.

Klapper and Goresky developed similar type of LFSR design, known as Feed-

back with Carry Shift Register (FCSR). There are two different types of LFSR,

namely Fibonacci and Galois [11]. In FCSR and LFSR, linear sequences are pos-

sible to employ through Berlekamp–Massey algorithm [10, 11].

LFSR-Based Stream Ciphers

The main use of LFSR in stream cipher is to produce pseudorandom sequence. We

know, LFSR can generate an infinite bitstream. In the most common form, multi-

ple LFSRs are used to build a stream cipher. But LFSR exhibits linear property.

Thus the nonlinearity concept has been introduced to overcome the drawback of

linear property [12] by irregularly changing the clock of the LFSR. LFSR-based

stream cipher uses mainly three classes of pRNGs (pseudorandom number genera-

tors), namely nonlinear combination, nonlinear filter, and clock-controlled genera-
tors [13]. Almost every LFSR-based stream ciphers follow any of these nonlinear

techniques or use a combination of these techniques with some extra efforts like

adding counter or a combination of different LFSRs with NLFSR [1]. Usually, non-

linear combiner design employs n number of LFSRs of different lengths. In that case,

all are initially assigned with nonzero seed values. During each clock pulse, n num-

ber of results from the LFSRs are taken and filled as n data inputs to an n variable

Boolean function. In case of nonlinear filter generator, n numbers of outputs from

different positions of the LFSR are filled as n inputs to an n variable Boolean func-

tion. Moreover, the Boolean function and memory collectively construct an FSM

[7].

Proposed Design

Our proposed model follows a simple implementation of nonlinear combination gen-

erators shown in Fig. 61.2. The model comprises cryptographically secure Boolean

function and number of LFSR can be added in a customized fashion. Here, for sim-

plicity purpose, we use less number of the LFSR.
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Fig. 61.2 Proposed design

structure
LFSR1(X   )L1

LFSR2(X   )L2

LFSR3(X   )L3

LFSR1(X   )L4

LFSR2(X   )L5

LFSR3(X   )L6

LFSR1(X   )L7

LFSR2(X   )L8

LFSR3(X   )L9

LFSR4(X    )L10

LFSR5(X    )L11

L1

NLFSR1(f )1

NLFSR2 (f )2

NLFSR3 (f )3

F

Output

Design Specifications

This design consists of three main blocks. In the first block, three LFSRs are initially

loaded and passed through NLFSR1(f1) function. The second block is also loaded

with three LFSR and passed through NLFSR2(f2) function and in the third block, five

LFSRs are loaded and passed through NLFSR3(f3) function. In LFSR, the feedback

polynomial values are listed in the next subsection. Finally, three blocks are passed

through one nonlinear function (F).

Initialization

Before the output sequence generation, the structure must be initialized with nonzero

seed values. Usually, LFSR connection polynomial over GF(2) is the primitive poly-

nomial or it can be called as the update function. Now, LFSR filled with a sequence

of bits or it can be loaded like a fixed sized bit of hex values, or a string. Table 61.2

shows the LFSR tap polynomials. Specifically, results of the structure, i.e., binary

sequences of the functions, are listed in the matrix order.
1

1
LF is represented as LFSR.
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Table 61.2 Parameters of the proposed model

Tab Polynomials /
Feedback Path
LFSR1 = x6 + x5 + 1
LFSR2 = x5 + x3 + 1
LFSR3 = x4 + x3 + 1

NLFSR1

Combining function:
f1(x1,x2,x3) = x2+
x1x3 + x1x2

Output function:
F (x1,x2,x3) =
x3 + x1x2 + x3x2

Tab Polynomials/
Feedback Path
LFSR4 = x7 + x6 + 1
LFSR5 = x5 + x3 + 1
LFSR6 = x11 + x9 + 1

NLFSR2

Combining function:
f2(x1,x2,x3) = x3x2

+x3x1 + x1

Tab Polynomials/
Feedback Path
LFSR7 = x5 + x3 + 1
LFSR8 = x7 + x6 + 1
LFSR9 = x8 + x6 + x5

+x4 + 1
LFSR10 = x9 + x5 + 1
LFSR11 = x10 + x7 + 1

NLFSR3

Combining function:
f3(x1,x2,x3,x4,x5)
= x1x2 + x2x3+
x3x4 + x4x5 + x5

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

LF1 1 0 0 1 0 0 1 0 1 1 0 1 1 1 0
LF2 1 0 1 0 1 0 0 0 0 1 0 0 1 0 1
LF3 0 0 1 1 0 1 0 1 1 1 1 0 0 0 1
LF4 1 0 0 1 0 0 1 1 0 1 1 0 1 0 1
LF5 0 1 0 1 0 0 0 0 1 0 0 1 0 1 1
LF6 1 0 0 0 1 0 0 1 1 0 1 1 0 1 0
LF7 1 1 0 0 0 1 1 0 1 1 1 0 1 0 1
LF8 0 0 1 1 0 0 0 0 1 0 1 0 0 0 1
LF9 1 1 1 1 0 0 0 0 1 0 1 1 1 1 0
LF10 1 0 0 0 1 0 0 0 1 0 0 0 0 0 0
LF11 1 1 1 1 1 0 0 0 0 0 0 0 1 1 1
f1 0 0 1 1 1 0 0 0 1 1 0 0 0 0 1
f2 0 0 0 1 0 0 1 0 1 1 0 1 1 1 1
f3 1 1 0 0 0 0 0 0 1 0 0 0 1 1 0
F 1 1 0 1 0 0 0 1 1 1 1 0 0 0 1

Results and Performance Analysis

We have done all our experiments in SageMath tool. Here, the final bits obtained

from the nonlinear filter, i.e., F, will be considered as the final output bit which is

used as a nonlinear sequence. We have taken only 15 bits of output; however, the

number of bits can be increased or decreased as per requirement and also can be

further converted to fixed bit hex values or string. In this paper, we have analyzed

the nonlinearity property of the proposed schemes which are numerically depicted.

Table 61.3 shows the typical values of parameters such as balancedness, nonlinearity,

Table 61.3 Cryptographic properties obtained after using the Boolean functions

Function Balancedness Nonlinearity Maximum

nonlinearity

Algebraic

immunity

Correlation

immunity

Walsh

transform

f1 YES 2 2.59 2 0 (0, 4, 4, 0,
0, 4,−4, 0)

f2 YES 2 2.59 2 0 (0, 0,−4, 4,
−4,−4, 0, 0)

f3 YES 12 13.18 2 0 (0, 8, 0,−8,
8, 0, 8, 0,
0,−8, 0, 8,
−8, 0,−8, 0,
8, 0, 8, 0,
0, 8, 0,−8,
8, 0, 8, 0,
0, 8, 0,−8)

F YES 2 2.59 2 0 (0, 4, 0,−4,
4, 0, 4, 0)
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maximum nonlinearity, algebraic immunity correlation immunity, and Walsh trans-

form. More specifically, proposed model resultant bits are shown in Table 61.3. It

shows the maximum possible nonlinearity and proposed design nonlinearity.

Conclusion and Future Work

In this paper, we have surveyed LFSR-/NLFSR-based stream ciphers. We have also

implemented one nonlinear-based generator model to generate cryptographically

secured bitstream. The various properties of randomness like algebraic immunity,

correlation immunity, Walsh transformation, nonlinearity, etc. are listed in the tabu-

lated form. The nonlinearity of the bitstream is compared with maximum nonlinear-

ity achievable for a particular Boolean function. Research problems on NLFSR are

still not well understood like patterns and its behaviors. Development of an intelligent

algorithm for designing customized LFSR-based stream cipher using the generalized

model shall be our future research work.
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Chapter 62
A Modified RSA Cryptography Algorithm
for Security Enhancement in Vehicular Ad
Hoc Networks

Debasish Roy and Prodipto Das

Abstract Secure the communication over network is an important task. Security of
Vehicular Ad hoc Networks (VANET) is prime concern due to the numbers of
attacker’s existence. We can protect information by using different cryptography
methods. The Rivest–Shamir–Adleman (RSA) is one of the asymmetric key
cryptography systems to protect information. In asymmetric key cryptography
system from the generated key pair, one key is used for information to encrypt and
the another key is used for information to decrypt. In RSA, the value of n is
computed through the multiplication of two prime numbers p and q. If the factors of
n can be found by the intruder using brute force attack, therefore, the security level
will reduce. In this paper, we proposed a modified RSA algorithm called MRSA
with three prime numbers j, k, and l for VANETs to increase the level of security in
vehicular communication. RSA algorithm is with one more prime number, i.e.,
three prime numbers are used rather than two prime numbers, for increasing the
brute force attack time. The lifetime of a message in VANETs may be less.
Therefore, MRSA may provide us better result by enhancing the level of security
with small key size. The experimental results and analyses are shown for both the
RSA and MRSA cryptography algorithms.
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Introduction

In VANETs [1], wireless communication between vehicles provides road safety and
efficient transportation by spreading the road related information such as traffic
condition, road condition, accident, etc. VANET is highly dynamic in nature due to
its mobility and fast changing of network topology. In VANETs, each vehicle is
allowed to transmit traffic-related information to its neighbors. Therefore, an
existence of attackers may lead to security threats. Security threats may be avoided
by giving the better security solution. One of the security solutions is cryptography
[2]. Cryptography is the art of science to write the information in secret code.
Therefore, to whom it is made for can read and process the information; no one else
can read or process. Cryptography provides secure communication over the net-
work. Cryptography has came out with the objectives of ensuring integrity, privacy
or confidentiality, authentication, key exchange, and non-repudiation. There are
basically three types of cryptography: secret key cryptography (SKC) [2], public
key cryptography (PKC) [2], and hash functions [2]. In SKC for both encryption
and decryption processess, a single key is used. In PKC, key pair is generated and
from this key pair, one key is used to perform encryption and the other is used to
perform decryption. Hash function is the one-way encryption. It does not use any
key; instead, it uses mathematical transformation to encrypt the data. Encryption is
the process of transforming plain text to the ciphertext and decryption is the process
of converting the ciphertext to the original plain text. RSA [3] is one of the PKC
techniques and we modified the RSA to enhance the security in vehicular com-
munication over the network. The attackers in RSA may attack using brute force
mechanism in which the attacker tries all the possible combination to identify the
private key value. Therefore, we modified the RSA cryptography with three prime
numbers to enhance the level of security. We have used the prime numbers, length
of at least half of the key size. In VANET, MRSA with large key value may be used
during the registration process of newly arrived vehicle into the network because
here the encryption and decryption times are negligible with respect to the security

Fig. 62.1 Proposed
registration process layout
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level of communication. The MRSA algorithm consists of three steps mainly: Key
generation, encryption, and decryption. Figure 62.1 shows the registration process
of newly arrived vehicle into the network. The roadside units (RSUs) [4] are
deployed near the side of the road and V represents the vehicle.

The remaining part of the paper is organized as follows: In section “Literature
Review”, existing works of VANET communication security framework are
reviewed. Section “Algorithm” discusses about the RSA and proposed MRSA
algorithms. Section “Experimental Results, Analysis and Discussion” discusses
about the experimental results and analysis. Lastly, conclusion and future work are
given in section “Conclusion and Future Work”.

Literature Review

Security of VANET is a crucial issue due to the fact that all the transmission of
information is done on the network environment which is open to all. The network
is open to each vehicle to transmit information to its neighbors. Therefore, to solve
the security issue in VANET is essential. There are significant and large numbers of
research work that has been done regarding the security in VANET. In this section,
we briefly reviewed some of them.

Nema et al. [5] proposed a mechanism to secure the intelligent traffic system of
VANET by using RSA algorithm. Trust values are assigned to each vehicle to
identify and remove the malicious nodes from the network. The RSA algorithm is
used during the communication between the RSU and vehicle. The authors are
mainly focused on maintaining the message integrity, providing confidentiality,
identify, and remove the malicious as well as misbehaving nodes. Ad hoc
On-demand Distance Vector routing protocol (AODV) is used. They have imple-
mented the boundary for vehicle communication with RSU and done simulation
using MATLAB to show the result. This scheme improves the system efficiency.

Barani et al. [6] proposed a mechanism to implement application for trans-
forming safety-related information in VANET. They introduce self-organized
VANET development. Each vehicle registration has done using RSA cryptography
algorithm and the verification has done by using Zero-Knowledge Proof (ZKP) al-
gorithm and also identify and remove the attackers from the network. NS2 is used
for simulation. The public and private keys are generated through MATLAB. In
future, plan to establish more secured encryption algorithm.

Choi et al. [7] proposed a security scheme with privacy and strong
non-repudiation. They used ID-based cryptosystem. To verify the vehicle-trusted
ID, third-party ID is used and developed RSA public key is used in terms of peers
ID. This scheme is efficient than that of signature and verification.

Leu et al. [8] proposed a mechanism Ambulance Traffic Control System (ATCS)
for ambulance (AMU) to reach the hospital as early as possible. The mechanism is
to turn on the green light when an ambulance is near the intersection of the road.
One ambulance can communicate with the other, and all the transferred information

62 A Modified RSA Cryptography Algorithm for Security Enhancement … 643



are encrypted using RSA cryptography algorithm. When an accident occurs, the
Roadside Transportation Authority (RTA) will find out the nearest and suitable
ambulance, calculate the shortest path for the selected ambulance, and control all
the traffic lights along this shortest path so that ambulance may reach the destination
as fast as possible. In future, plan to establish formal behavior, reliability model,
and also to give the control of the traffic lights to ambulance.

Sarkar et al. [9] proposed a mechanism, RSA threshold cryptography by using
verifiable secret sharing (VSS) which is based on Chinese remainder theorem for
MANET. Asmuth bloom secret sharing scheme is used. Assumptions taken are
unique node identification number for each node in the network and a broadcast
channel where the broadcast of data must be same for all nodes. The routes are
established using AODV routing protocol. In future, plan to develop in test beds.

Isaac et al. [10] proposed a payment protocol in VANET where no direct
communication is possible between user and issuer for authentication. Nontradi-
tional digital signature scheme is used in this protocol and satisfies credit as well as
debit card transactions; it also maintains the privacy. In user registration part, RSA
cryptography technique is used. In future, plan to increase the functionalities of the
proposed protocol.

Vijay et al. [11] proposed an intrusion detection system for detecting the mis-
behaving and malicious nodes. An Enhanced Adaptive ACKnowledgment
(EAACK) system is developed. It has mainly three parts: end-to-end acknowl-
edgement (ACK) scheme, Secure ACK (S-ACK) scheme, and Misbehavior Report
Authentication (MRA) scheme. AODV is used as a routing protocol. An EAACK
scheme consists of the mixture of both RSA and AES algorithms. In future, plan to
establish a key exchange mechanism and test in real environment.

Yang et al. [12] proposed RSA with threshold-based multi-signature mechanism
for Mobile Ad hoc Networks (MANET). A mechanism for maintaining the
sequence is described for multi-signature. The proposed mechanism shows efficient
result in computational and spatial complexities. In future, plan to establish a
scheme for group partial signature validity.

Jagdale et al. [13] proposed a protocol using cryptography technique to protect
the data packets and control packets. Group signature and ID-based encryption
technique are used. Two different stages of the protocol are route discovery and key
generation. The protocol is implemented using three encryption algorithms: RSA,
Advanced Encryption Standard (AES), and Data Encryption Standard (DES) with
AODV protocol, and the performance is compared with AODV protocol. The
simulation is performed in NS2 simulator. In future, plan to scale down encryption
time.

Caballero-Gil et al. [14] proposed an approach for secure authentication in
VANET. In this algorithm, each vehicle selects the public key. Authentication of
new vehicle is done using Zero-Knowledge Proof (ZKP). The simulation is per-
formed using NS2 network simulator tool. Each vehicle is characterized by using
unique ID, fixed public or private key pair of RSA algorithm, and key store.

Aswathy et al. [15] proposed a modified RSA cryptography algorithm.
Field-Programmable Gate Array (FPGA) development of modular exponentiation
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depends on two schemes: one is maximum sequential operation and another is
parallel. It has two stages: first, mapping of two operations in parallel with two
multipliers and second, in case of modular multiplication, the square and multi-
plication operations are done in parallel. The analysis of results is done based on
area, speed, and power. The Xilinx ISE software is used for experiment.

Chhabra et al. [16] proposed a modified method for RSA cryptography algo-
rithm for secure communication. They proposed a scheme where transformation of
n is not the multiplication of two large prime numbers.

Moghaddam et al. [17] proposed a user authentication and encryption scheme to
secure access in cloud servers based on clients. Trust is also ensured or identified to
give access. Encryption is done by using the modification of Diffie–Hellman and
RSA algorithm. Client-based system validates the user ID and controls the access.
The algorithm is analyzed based on key value, time correctness, and security.

Mainanwal et al. [18] proposed an algorithm for authentication in web login
process using zero-knowledge and RSA cryptography (Z-RSA) method. In the
client part, Z-RSA is used and performed its task between client and server.
Password hashes are not needed to save on the server. They have shown the
registration and authentication process. It reduces the computation and cost of
computation.

Wang et al. [19] proposed a mechanism to the personal information using RSA
cryptography algorithm. Personal information is transferred original text to
encrypted form. Privacy is maintained in communication between customer rep-
resentative and clients.

Sone [20] proposed a mechanism to increase the security level and performance
in wireless networks using efficient key management process. The author aims to
decrease the execution time, increase throughput, etc. RSA cryptography, convo-
lutional codes, and sub-band code are used to give security in wireless networks.
Execution time is reduced by using the small key size value. In future, plan to
embed the code in Field-Programmable Gate Array (FPGA) device.

Sahana et al. [21] proposed security protocol in wireless sensor networks
(WSN) using RSA cryptography. They propose a cluster-based routing protocol.
RSA cryptography is used during the communication between the cluster node and
cluster head. Base station is broadcasting its own public key. Cluster head is also
broadcasting the public key of its own to its cluster node. Cluster head is respon-
sible for generating the public and private key pair.

Arazi et al. [22] proposed an RSA-based model to mitigate the Denial of Service
attack (DOS) in Wireless Sensor Networks (WSN). Three mechanisms are used to
generate the key. Elliptic Curve Digital Signature Algorithm (ECDSA) and
self-certified DH fixed key generation are used for validation purpose,

Sulochana et al. [23] proposed a mechanism for secure data communication in
the presence of false data injection attack. RSA is used to generate key pair. Keys
are assigned to each node in the network. Each node is having unique network ID
which is used during the communication with destination. They proposed a
Polynomial-based Compromise Resilient En-route Filtering (PCREF) scheme to
identify fake data. PFDI Fuzzy algorithm is used to prevent the fake information.
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Zhao et al. [24] proposed an approach to secure communication using RSA
cryptography in wireless sensor networks. They have performed the encryption of
digital image and shown the result. They have shown two types of image file
encryption: one is gray image encryption and another is color image encryption.

Algorithm

The RSA and MRSA cryptography algorithms are described as follows:

RSA Algorithm

The steps of RSA algorithm are as follows [3]:

Step 1: Generate two random prime numbers p and q of same size, where p ≠ q.
Step 2: Calculate n, which is the multiplication of two generated prime numbers p

and q.

n= p× q

Step 3: Evaluate φ = (p − 1) × (q − 1).
Step 4: Choose an integer e, so that gcd (e, φ) = 1, where 1 < e < φ.
Step 5: Evaluate d such that d ≡ e−1 (mod φ) or e × d ≡ 1 (mod φ), where

1 < d < φ.
Step 6: (e, n) represents public key and (d, n) represents private key. Keep the

values of d, p, q, and φ as secret.
Step 7: The encryption is done by C = Me mod n.
Step 8: The decryption of ciphered text is done by M = Cd mod n.

Proposed MRSA Algorithm

The steps of proposed MRSA algorithm are as follows:

Step 1: Generate three random prime numbers of same size j, k, and l where
j ≠ k ≠ l.

Step 2: Compute the value of z that is the product of three prime numbers j, k, and
l.
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z = j × k× l

Step 3: Compute the value of ϕ,

ϕ= j− 1ð Þ× k− 1ð Þ× l− 1ð Þ

Step 4: Choose an integer u, such that gcd (u, ϕ) = 1, where 1 < u < ϕ.
Step 5: Multiply u with the third prime number which is l.

w= u× l

Step 6: Compute the value of v so that v ≡ w−1 (mod ϕ) or w × v ≡ 1 (mod ϕ),

where 1< v<ϕ.

Step 7: The public key is (w, z) and the private key is (v, z). Keep the values of v,
j, k, l, and ϕ as secret.

Step 8: The encryption of message is done by E (M) = Mw mod z.
Step 9: The decryption of encrypted message is done by M = E (M)v mod z.

In Step 5, we multiply the value of u with third prime number l because if attackers
find out the public key pair (w, z), still it will be difficult for them to find the value
of u.

Experimental Results, Analysis, and Discussion

Both RSA and MRSA cryptography algorithms are developed using Java.
Figures 62.2, 62.3, 62.4, 62.5, 62.6, 62.7, 62.8, 62.9, 62.10, 62.11, 62.12, and

62.13 show the comparison between RSA and MRSA cryptography algorithms.
The time for encryption and decryption increases in both the algorithms with the
increase in key size and chunk size of data. We are getting better security with the
increase in key size in both the algorithms but at the same time speed also
decreases. Therefore, by increasing one more prime number in MRSA cryptogra-
phy algorithm, we are getting better security results with small value of key size in
comparison with RSA cryptography algorithm. MRSA takes more time to generate
the key in comparison with RSA due to the additional multiplication of one more
prime number. In the comparison of MRSA with key size 512, encryption time is
361 ms and decryption time is 734 ms with 1024 chunk size of data, whereas the
RSA with key size 1024, encryption time is 554 ms and decryption time is 993 ms
with 1024 chunk size of data; and the MRSA with key size 1024, encryption time is
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Fig. 62.2 Data size versus
encryption time with 128-bit
key

Fig. 62.3 Data size versus
decryption time with 128-bit
key

Fig. 62.4 Data size versus
encryption time with 256-bit
key
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Fig. 62.5 Data size versus
decryption time with 256-bit
key

Fig. 62.6 Data size versus
encryption time with 512-bit
key

Fig. 62.7 Data size versus
decryption time with 512-bit
key
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Fig. 62.8 Data size versus
encryption time with 768-bit
key

Fig. 62.9 Data size versus
decryption time with 768-bit
key

Fig. 62.10 Data size versus
encryption time with 1024-bit
key
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Fig. 62.11 Data size versus
decryption time with 1024-bit
key

Fig. 62.12 Data size versus
encryption time with 1280-bit
key

Fig. 62.13 Data size versus
decryption time with 1280-bit
key
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920 ms and decryption time is 2028 ms with 1024 chunk size of data, whereas RSA
with key size 1280, encryption time is 827 ms and decryption time is 1708 ms with
1024 chunk size of data. Therefore, MRSA is performing better than that of RSA
from the viewpoint of encryption and decryption as well as MRSA enhancing the
security.

Conclusion and Future Work

The paper presents a modified RSA cryptography algorithm called MRSA to
enhance the security. The security is enhanced by increasing the number of factors
of n, three prime numbers rather than two prime numbers. We are maximizing the
time taken for brute force attack by increasing the numbers of factors of n in MRSA
cryptography algorithm. Time complexity increases with the increase in factors of n
but from the viewpoint of security it is negligible. Therefore, MRSA is more
secured compared to RSA. In future, have a plan to reduce key generation time and
also encryption, decryption time for large key value.
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Chapter 63
HLR_DDoS: A Low-Rate and High-Rate
DDoS Attack Detection Method Using
𝜶-Divergence

Nazrul Hoque and Dhruba K. Bhattacharyya

Abstract In this paper, an effective method called HLR_DDoS is proposed to detect

both low- and high-rate flooding attacks using a statistical approach. The method

detects both types of attacks in two steps: (i) normal traffic analysis using cross-

correlation measure and (ii) identification of suspicious high- and low-rate attack

traffic using 𝛼-divergence. The proposed method is evaluated on DDoS CAIDA 2007

and DARPA 2000 datasets.

Keywords Flooding attacks ⋅ Anomaly detection ⋅ Correlation ⋅ Accuracy

Introduction

DDoS attack also known as coordinated attack is performed on system(s) with the

help of many compromised machines called zombies, and it prevents legitimate

users to access the services provided by the system(s). The attack is catastrophic

as it can crash a system in a short attacking period due to its cooperative and large-

scale nature. The main purpose of DDoS attack is twofolds: resource exhaust and

bandwidth consumption [1, 2]. According to Mirkovic et al. [3], a DDoS attack can

be classified as continuous and variable rate attacks based on attack rate dynam-

ics. Moreover, a variable rate attack can be either low- or high-rate attack. Xiang

et al. [4] defined low- and high-rate attacks in terms of number of packets sent to

the victim. Low-intensity flooding attack is very similar to normal traffic. There-

fore, low-intensity attack can easily bypass the security mechanism of an anomaly-

based defense system. Today, hackers create a large-scale low-rate DDoS attack com-

bining various low-intensity attacks that are spread in a distributed manner. As a
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consequence, traditional anomaly detection mechanism cannot detect low-rate DDoS

attack. Hence, many researchers as well as security experts use statistical mechanism

to overcome the problem because low-intensity DDoS attack can be identified from

the statistical behavior of network traffic parameters, such as entropy of source IPs

or destination IPs, packet arrival rate, etc.

Motivation: Anomaly-based DDoS detection mechanisms consider normal network

traffic to identify anomalous traffic based on the divergence between normal and

attack traffic patterns. In both the signature- and anomaly-based detection systems,

network traffic is analyzed using different mechanisms by considering multiple fea-

tures of network traffic. However, an intelligent attacker might generate attack traffic

in such a way that a defense mechanism cannot identify the divergence between

attack and normal network traffic. Moreover, performance of an anomaly-based

DDoS detection mechanism depends on certain parameters or thresholds and it is

very difficult to predict the correct range of values for those parameters a priori.

Although many statistical methods have been developed to identify DDoS attacks

as early as possible with low false alarm rate, there is no any method that can iden-

tify both low- and high-intensity traffic using only one threshold value. We propose

a method using 𝛼-divergence and cross-correlation for attack detection using one

threshold value and less number of network features.

Contributions:

1. We propose a DDoS attack detection mechanism called HLR_DDoS to protect

a victim from DDoS attacks. In the first phase, the method identifies anomalous

patterns coming to a system. In the next phase, it identifies both the low- and

high-rate attack traffic.

2. HLR_DDoS considers only one threshold parameter called 𝛽 to detect DDoS

attacks.

3. HLR_DDoS identifies DDoS attack traffic using 𝛼-divergence.

Paper Organization: Rest of the paper is organized as follows. In section

“Related Work”, related work on various low- and high-rate DDoS attack detection

methods is discussed. The proposed DDoS attack detection method is

explained in section “Proposed Method”. Results are analyzed and compared in

section “Experimental Results”. Conclusion and future work are discussed in section

“Conclusion and Future Work”.

Related Work

In literature, we found many DDoS attack detection methods for high-rate attacks

[5–7]. Most DDoS attack detection methods use statistical and machine learning

approach to identify high-rate DDoS flooding attacks. A few statistical methods such

as entropy and chi-square are discussed by Feinstein et al. [8]. Yu et al. [9] proposed
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Table 63.1 Comparison among detection methods

Author Year Method Parameter used LDoS/ LDDOS

Yang et al. [11] 2004 Randomized

algorithm

minRTO, RTT LDoS

Chen et al. [12] 2006 Signal analysis

(DSP) using DFT

Packet arrival rate LDDoS

Zhang et al. [13] 2011 Robust RED RTO, burst rate LDoS

Xiang et al. [4] 2011 Information

metric

IP address and

protocol

LDDoS

Zhang et al. [14] 2012 Congestion

participation rate

Probability of

packet drop

LDDoS

Zhi-jun et al. [15] 2013 Chaos-theory LDoS

Zhijunt et al. [16] 2014 Cross-correlation Attack periods,

pulse peak

LDDoS

a collaborative method using entropy rate to identify DDoS attack traffic from legit-

imate traffic. The method identifies attack at an early stage calculating entropy of

flows on routers and if the flow entropy is less than a particular threshold, then an

alarm is generated. A TCP SYN flooding attack detection method is developed by

Xiao et al. [10]. The method uses an active probing scheme to capture attack signa-

ture for detecting DDoS attack in an early stage.

Due to the similarity between normal traffic and low-intensity attack traffic, detec-

tion of low-rate attack is very difficult. Many researchers use behavioral analysis of

network traffic patterns for low-rate attack detection. In literature, we found a few

methods to detect LDDoS attacks [6]. A comparison among the detection methods

is shown in Table 63.1.

Proposed Method

The proposed method consists of two phases, namely analysis of normal network

traffic and analysis of captured traffic. The captured traffic analysis phase identi-

fies anomalous traffic in the first step and discriminates low- and high-rate DDoS

attack traffic in the next step. The method uses cross-correlation and 𝛼-divergence

for anomaly detection. However, the method discriminates low- and high-rate attacks

using 𝛼-divergence only. The intuition behind using two measures is that in many sit-

uations identification of low-intensity traffic is difficult due to its similar nature with

normal traffic. Hence, if one measure is incapable of identifying their difference then

another measure can discriminate them. So, during captured traffic analysis, both the

measures, i.e., cross-correlation and 𝛼-divergence, are used. The cross-correlation

between a normal network traffic and a similar low-rate attack traffic may be very

high and hence, the method cannot find any difference between them. On the other
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hand, 𝛼-divergence is very effective to identify the difference between low- and high-

rate attack traffic. The proposed method splits network traffic into 1-s time window

samples and from each 1-s time window, it extracts four features, viz., distinct source

IPs, packet rate, entropy, and variation of source IPs [6].

Cross-correlation for DDoS attack: Correlation between any two samples or vec-

tors can be computed using cross-correlation. Cross-correlation defines a linear rela-

tionship between two variables or objects. Cross-correlation between two variables

is +1 if they rise in an identical rate and if one of the two variables does not move

then cross-correlation is 0; whereas if the other variable falls at an identical rate,

then cross-correlation is −1. Using this measure, a normal profile is generated from

the computed cross-correlation values during normal traffic analysis. First, normal

network traffic is sampled into 1-s time window and from each time window dis-

tinct source IPs, packet rate, entropy, and variation of source IPs are extracted. Now

for each two consecutive time windows, say X and Y, we compute cross-correlation

using the four extracted features as follows:

rd =
∑
[(x[i] − x̄).(y[i − d] − ȳ)]

√
(
∑
[(x[i] − x̄)])

√
(
∑
[(y[i − d] − ȳ)])

, (63.1)

where d is the time lag, and x̄ and ȳ are the mean values of X and Y. Cross-correlation

between any two normal network traffic samples or between any two attack samples

at a different time lag d will be close. But the correlation value between a normal

sample and an attack sample certainly have diverged value. So, the measure can

effectively discriminate DDoS attack samples from normal.

Normal traffic analysis: During normal traffic analysis, the proposed method con-

siders normal network traffic and extracts features from each 1-s normal traffic sam-

ple. The method computes cross-correlation and divergence between any two normal

network traffic samples using the extracted normal traffic features. Normal profile

stores four parameters, viz., mean of normal samples, mean cross-correlation dis-

tance, mean 𝛼-divergence, and mean distance between individual cross-correlation

and mean cross-correlation value computed from normal traffic samples.

Algorithm 1 describes the steps of normal profile generation.

Captured traffic analysis: In the second phase of the proposed method, raw network

traffic is captured and sampled the traffic into 1-s time window samples. Like normal

traffic analysis, the method extracts four distinct features from each 1-s traffic sample

and computes cross-correlation and 𝛼-divergence between a captured test sample,

say Ti and the normal mean sample, i.e., meanN. If the cross-correlation value is

greater than a particular threshold value or the 𝛼-divergence is greater than 1, then the

test sample is marked as an attack. Algorithm 2 describes the steps of the detection

phase.

The proposed method detects anomalous traffic sample in the first phase of detec-

tion. In the next phase of detection, it discriminates low- and high-rate attack traffic

using 𝛼-divergence. The method considers the traffic samples that are detected as



63 HLR_DDoS: A Low-Rate and High-Rate DDoS Attack . . . 659

Data: Samples of normal network traffic

Result: mean of normal samples (meanN), mean alphaDiv (meanDiv), mean

cross-correlation (meanCross) mean distance (meanD)

for each normal sample Si, i = 1, 2,⋯ , n do
compute

Oi = {Esip,Vsip,Dsip,Prate}
end
meanN= mean of all normal samples Oi
for each normal sample Oi, i = 1, 2,⋯ , n do

Xcorr(i)=cross-correlation(Oi, Oi+1)

alphaDiv(i)=D(Oi||Oi+1)

end
Compute meanDiv and meanCorr using the following equations, respectively

meanDiv =
∑n

i=1 alphaDiv(i)
n

meanCorr = 1
n

∑n
i=1 Xcorr(i)

for each normal sample Oi, i = 1, 2,⋯ , n do
Compute Distance, Dist(i)=distance(Xcorr(i), meanCorr )

end
Compute mean distance meanD

meanD = 1
n

∑n
i=1 Dist(i)

Store meanDiv, meanD, meanCorr and meanN as profile parameters

Algorithm 1: Normal profile Generation

Data: meanN, threshold 𝛽, samples of captured network traffic

Result: normal and attack samples

for each captured sample Ti, i = 1, 2,⋯ , n do
compute

Ti = {Esip,Vsip,Dsip,Prate}
end
for each captured sample Ti, i = 1, 2,⋯ , n do

Xcorr(i)=cross-correlation(Ti, meanN)

alphaDiv(i)=D(Oi||meanN)

Compute distance Dist(i)=distance(Xcorr(i), meanCorr )

end
if ((Dist(i) − meanD) > 𝛽||(|meanDiv − alphaDiv(i)|) > 1) then

mark Ti as attack

else
Ti is normal sample

end
Algorithm 2: Captured Traffic Analysis

anomalous in the first phase and compares the 𝛼-divergence value with maximum

(maxDiv), mean (meanDiv), and minimum (minDiv) 𝛼-divergence values of normal

network traffic samples. If an anomalous traffic sample Ti satisfies the following con-

dition, then the sample is marked as high-rate DDoS sample:

if((maxDiv-alpha(Ti))>(meanDiv-alpha(Ti)) >(minDiv-alpha(Ti))).
maxDiv, meanDiv, and minDiv are computed from normal traffic and alpha(Ti) rep-

resents alphaDiv of a test sample Ti. The above condition ensures that 𝛼-divergence

is less than minDiv value but in case of high-intensity DDoS attack, attack samples
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Table 63.2 Low- and high-rate classification accuracies on different threshold values

Threshold values

0.01 0.5 0.9 1 2

Detection rate 0.99 0.99 0.98 0.99 0.99

FPR 0 0 0 0 0

FNR 0.119 0.078 0.044 0.041 0.029

must have high packet rate, high variation index, and high distinct source IPs which

are not close to normal network traffic sample. Therefore, the 𝛼-divergence value is

greater than the normal range of 𝛼-divergence. But in case of low-intensity attack,

attack samples have low packet rate, low entropy, and variation of source IPs. So, the

𝛼-divergence for low-intensity samples will be close to normal traffic samples and

hence, the 𝛼-divergence value of a low-intensity samples is bounded by the meanDiv

value of the normal profile.

Complexity analysis of the proposed method: The complexity of the method

depends only on the captured traffic analysis phase. Complexity of the captured traf-

fic analysis phase is O(m) + (O(m ∗ k)), where m is the total number of sample and

k is the possible cross-correlation values between two samples at different lags.

Experimental Results

The experiment is done on a test bed that consists of 40 machines and five worksta-

tions. Both normal and attack traffic are generated from the test bed. The proposed

method is implemented using MATLAB R2015 software. We use DDoS CAIDA

2007 and DARPA 2000 intrusion datasets to validate the method.

Performance analysis on CAIDA and DARPA dataset: In the first phase of detec-

tion, the method identifies the samples either as normal or attack but in the second

phase of detection, the method identifies the type of the attacks, i.e., low- or high-rate

attacks. On CAIDA dataset, HLR_DDoS yields high detection accuracy on certain

threshold values. As shown in Fig. 63.1a, if the detection threshold value is less than

0.2, then the proposed method gives 99–100% detection accuracy. However, if the

threshold value increases, performance of HLR_DDoS decreases. Similar to DDoS

CAIDA 2007, the method gives 100% detection accuracy when the threshold value

is less than 2. However, as shown in Fig. 63.1b, detection accuracy of the proposed

method is degraded sharply as increased the threshold values beyond 2. So, for the

DARPA dataset, the optimal range of threshold is any value smaller than 2.

The method gives high detection accuracy during classification of low-rate as well

as high-rate attacks as shown in Table 63.2. The method is compared with three exist-

ing methods as shown in Table 63.3. From the comparison table, it can be observed



63 HLR_DDoS: A Low-Rate and High-Rate DDoS Attack . . . 661

0

0.2

0.4

0.6

0.8

1

1.2

0.01 0.05 0.1 0.12 0.2 0.3 0.4 0.5

0.955
0.96

0.965
0.97

0.975
0.98

0.985
0.99

0.995
1

1.005

0.1 0.5 1 1.5 2 2.2 2.5

A
cc

ur
ac

y 
A

cc
ur

ac
y 

(a) Accuracy on CAIDA Dataset 

(b) Accuracy on DARPA Dataset 

Fig. 63.1 Performance analysis of the proposed method on CAIDA and DARPA datasets

Table 63.3 Comparison with other methods on CAIDA dataset

Method DR (%) FPR

NOX/OpenFlow [17] 99.11 0.46%

Traffic flow [18] 95 NA

Wavelet analysis 97.95 1.75%

Proposed method 99.8 0.4 %

that on certain threshold values HLR_DDoS efficiently discriminates attacks with

low false alarm rate on CAIDA 2007 DDoS dataset.

Conclusion and Future Work

An effective method called HLR_DDoS is proposed to detect DDoS attacks using

cross-correlation and 𝛼-divergence. Moreover, the method classifies low-intensity

attack traffic from high-intensity attack traffic using 𝛼-divergence. The method gives

high detection accuracy on CAIDA and DARPA datasets. The advantage of the pro-

posed method is that it uses only one threshold value to detect DDoS attacks and

identifies attack types either as low rate or high rate. Work is going on to develop a

real-time DDoS traceback mechanism to prevent DDoS attacks.
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Chapter 64
A Symmetric Key-Based Image Encryption
Scheme

Jaydeb Bahumik and Supriyo De

Abstract In this information age, secure transmission and storage of digital image

are an important requirement. Due to its better performance, symmetric key algo-

rithms are popularly employed to provide confidentiality of digital information. In

this paper, a new symmetric key-based image encryption technique has been intro-

duced. In proposed scheme, firstly, a plain image is divided into blocks of 16 pixels

and then each block is permutated by an invertible linear transformation. After that,

permutated image pixel values are XOR-ed with expanded key bytes. The scheme is

implemented and analyzed against statistical analysis and cryptanalysis. It is shown

that proposed scheme is secure and easy for implementation.

Keywords Image security ⋅ Symmetric key ⋅ Linear transformation ⋅ Cipher

image ⋅ Histogram ⋅ Correlation ⋅ Entropy ⋅ Differential attack

Introduction

Cryptography is a tool to transform readable information into a meaningless one. It

plays a vital role when the secure information is transmitted through a non-secure

channel. This scenario makes it more complex and significant for digital image. En-

cryption plays an important role which makes the image meaningless to the attacker.

Although there exists several well-established encryption [1, 2] techniques such as

Data Encryption Standard (DES), International Data Encryption Algorithm (IDEA),

RSA, and Advanced Encryption Standard (AES) but with respect to robustness and

complexity, they are not suitable for image encryption.
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In last few years, researchers developed several image encryption schemes. But till

date, it is becoming a challenge to develop an efficient image encryption scheme due

to large size, redundancy, and strong correlation between pixel values of plain im-

age. In [3], skew tent chaotic map and permutation–diffusion architecture have been

proposed. But with respect to differential cryptanalysis, it does not provide satisfac-

tory result in round one and the paper concluded that more than two times iteration

of the algorithm can resist the differential attack. Bhowmik et al. [4] developed their

work with the help of genetic algorithm (GA). Here, GA has been applied to generate

encryption key with the combination of well known Blowfish encryption technique.

Using GA, a new approach of image encryption has been developed in [5]. Beside

GA-based scheme, several researchers focused their work on AES and modified AES

for image encryption [6, 7]. In [8, 9], image encryption schemes based on AES in

Electronic Code Book (ECB) mode have been presented. In these schemes, two d-

ifferent linear operations are performed before applying AES. Most of the existing

image encryption schemes either do not satisfy all cryptographic parameters or they

are costly for implementation in real-time application.

In this paper, a new image encryption scheme has been introduced. The scheme

consists of three parts: image permutation, key expansion, and the final one is key

XOR-ing with the permutated image. The correlation between adjacent pixels of

cipher image significantly reduced by the proposed scheme, and it is observed that

linear transformation with optimum number of iterations makes the algorithm lighter

and faster.

The rest of the paper is organized as follows. In section “Proposed Scheme,” pro-

posed image encryption scheme is described. Section “Experimental Results” elabo-

rately represents the experimental outcomes. In section “Security Analysis,” security

analysis of the proposed scheme is discussed and finally conclusions are drawn in

section “Conclusion.”

Proposed Scheme

The said scheme consists of three functional blocks: linear transformation for plain

image, key expansion, and the last one is encryption by XOR operation with ex-

panded key and outcome of the permutation block. The details of the each block are

explained below.

Linear Transformation for Plain Image (LT_PI)

LT_PI is a linear transformation, and it is a 128 × 128 binary matrix. The matrix is a

tri-diagonal matrix where upper and lower diagonal elements are all ones and main

diagonal elements are as follows:

0100100010001000001011111011110101100111000000111001111001011110



64 A Symmetric Key-Based Image Encryption Scheme 665

0101111001011000110000001110011010111101111101000001000100010010
In LT_PI, at a time, 16 bytes data are XOR-ed with 16 bytes output of LT_PI. Then,

XOR-ed output is passed through the linear transformation.

Key Expansion

In key expansion algorithm, cipher key is expanded to produce key of size equal to

image size. Key is expanded by employing linear transformation for key and nonlin-

ear mixing function Nmix.

Linear Transformation for key (LT_Key) It takes 16 bytes input (initially 16 bytes

cipher key) and produces a 16 bytes output by employing the matrix Tkey shown in

Eq. 64.1(a) and the 16 bytes previously permutated output. T matrix (Eq. 64.1(b)) is

a (8 × 8) binary non-singular matrix and TL = I, where I is a (8 × 8) identity matrix

and L = 255. T matrix is as follows:

Tkey =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

T1 T2 T3
.... T15 T16

T2 T4 T6 T30 T32

T3 T6 T9 T45 T48

...

...

T15 T30 T45 T225 T240

T16 T32 T48 T240 T1

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

..(a) and T =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 1 0 0 0 0 0 0
1 1 1 0 0 0 0 0
0 1 0 1 0 0 0 0
0 0 1 1 1 0 0 0
0 0 0 1 0 1 0 0
0 0 0 0 1 1 1 0
0 0 0 0 0 1 0 1
0 0 0 0 0 0 1 1

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

..(b) (64.1)

The characteristic polynomial associated with T matrix is (T + I.x), and it is also a

primitive polynomial of degree 8. Input 128-bits cipher key is first passed through

LT_Key. Then, output of LT_Key is mixed with input of LT_Key using Nmix func-

tion. For even/odd key generation, Nmix is operated from left to right/right to left,

respectively. After 16th iteration, 16th 128-bits key is loaded as an input of LT_Key
and it repeats until it expands the key size at par with size of plain image. Process

has been presented in Fig. 64.1.

Nmix, the nonlinear key mixing function [10], is applied here for the key expansion

from the permuted keys. Two different directions of operation of Nmix in key ex-

pansion algorithm are considered here to produce odd and even 128-bit keys. For an

odd set of 128 bits output (obtained from LT_Key), the Nmix operation is done from

the right to left (LSB to MSB). On the other hand, in an even set of key generation,

the Nmix operation is done from the left to right (MSB to LSB) direction. The de-

tailed equations for right to left Nmix operation are expressed in Eqs. 64.2 and 64.3.

Similarly, left to right operation is performed starting from MSB.

yi = xi ⊕ ki ⊕ ci−1 (64.2)
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Fig. 64.1 Block diagram of proposed image encryption scheme

ci = ⊕

i
j=0xjkj ⊕ xi−1xi ⊕ ki−1ki (64.3)

where X, K, and Y are n-bit variables, ci is the carry term propagating from the ith
bit position to (i + 1)th bit position; 0 ≤ i ≤ n − 1 and 0 ≤ j ≤ n − 1.

Encryption

Image encryption part is done by bitwise XOR operation of permutated image with

expanded keys. Here, the cipher image is obtained from the XOR operation between

expanded keys(K) and permuted image(P).

C = P⊕ K (64.4)

where P: permuted image, K: expanded key, C: cipher image

Decryption

Image decryption is done using following steps.

Step 1: Expand cipher key

Step 2: XOR between cipher image and expanded key

Step 3: Reverse image permutation
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Fig. 64.2 a Lena image; b Permuted Lena; c 128 bits key; d Expanded key(256 × 256)

Fig. 64.3 a Micky image; b Encrypted Micky; c Lena image; d Encrypted Lena; e Baboon image;

f Encrypted Baboon

Experimental Results

Proposed scheme is tested by using several plain images. The plain image “Lena” and

result of the permutation block are shown in Figs. 64.2(a) and 64.2(b), respectively.

On the other hand, initial 128 bits key and expanded keys for encryption are shown in

Figs. 64.2(c) and 64.2(d), respectively. Figure 64.3 represents the plain images and

corresponding cipher images obtained by applying the proposed scheme.

Security Analysis

In the following section, security analysis of proposed scheme is discussed.

Key Space Analysis

Key space indicates the all possible set of keys which can be used for encryption.

Security level is proportional to the key space size. In proposed scheme, key length

is 128 bits, i.e., the key space size is 2128. As the key space size is larger than 2104
[11, 12], it can be stated that the proposed scheme can prevent the brute force attack.
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Fig. 64.4 a Histogram of Lena; b Histogram of encrypted Lena; c Correlations of two horizontally

adjacent pixels of Lena; d Correlations of two horizontally adjacent pixels of encrypted Lena

Statistical Analysis

Statistical analysis is absolutely necessary to verify the encryption scheme. Robust-

ness of the algorithm and the random distribution of the cipher images can be cate-

gorized by this analysis.

Histogram Analysis An image histogram illustrates how the pixel values are dis-

tributed throughout the image. The uniform distribution of histogram indicates to

have equal probability of all color intensity level which is highly required for the

cipher images. Plot of histograms for “Lena” image and corresponding cipher image

are shown in Figs. 64.4(a) and 64.4(b), respectively. Here, the histogram analysis is

justifying the proposed scheme.

Correlation Analysis Correlation analysis is used to find out the relation between

two adjacent pixels of an image in all possible direction. High correlation is an intrin-

sic nature of general digital image. On the other hand, for an encryption scheme, it is

the primary target to break the correlation between two adjacent pixels of the image.

Correlation analysis has been done for plain image and cipher image produced by

proposed scheme. The equation to compute correlation may be found in [3]. Com-

parison of correlation with other existing methods of image encryption schemes are

provided in Table 64.1. Figure 64.4c, d shows the correlation of two horizontally ad-

jacent pixels of “Lena” image and corresponding cipher image, respectively.

Entropy Analysis

Entropy is a mathematical tool which is basically used for checking the uncertainty

of a signal or sequence. For an image encryption scheme having maximum values

of entropy implies that it is more significant encryption. The column 5 of the Ta-

ble 64.2 represents the entropy value of cipher images obtained by employing pro-

posed scheme which is nearly closed to ideal 8-bits random sequences. Table 64.2

shows that the proposed scheme is competent enough with other existing image en-

cryption schemes.
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Table 64.1 Correlation coefficient of two adjacent pixels in the plain image and the cipher images

Image Direction Plain image Cipher image

[3]

Cipher image

[7]

Cipher image-

proposed

Micky Horizontal 0.9350 – −0.0112 −0.0024
Diagonal 0.8891 – 0.0009 −0.0019
Vertical 0.9244 – −0.0813 0.0012

Lena Horizontal 0.9327 −0.0008 – 0.0031

Diagonal 0.9288 −0.0001 – −0.0049
Vertical 0.9468 0.0037 – −0.0019

Baboon Horizontal 0.9210 – – −0.0025
Diagonal 0.8287 – – 0.0033

Vertical 0.8550 – – −0.0018

Table 64.2 Entropy value for the cipher images

Image Cipher image [3] Cipher image [7] Cipher image [8] Cipher

image-proposed

Micky – 7.9992 7.9973 7.9971

Lena 7.9974 – – 7.9972

Baboon 7.9993 – – 7.9993

Table 64.3 NPCR and UACI of cipher images with respect to key sensitivity

Image NPCR UACI

Reference [3] Proposed Reference [3] Proposed

Micky – 99.6332 – 33.5005

Lena – 99.6332 – 33.5629

Baboon 99.6052 99.6187 33.4132 33.4645

Sensitivity Analysis

Block cipher-based cryptosystem can be analyzed by sensitivity analysis. It is a tech-

nique to check how the encryption scheme reacts with respect to one-bit change of

key and/or plaintext. The number of pixels change rate (NPCR) and unified average

changing intensity (UACI) [13, 14] are measured for this analysis. Mathematical

expressions to compute NPCR and UACI may be found in [14].

Key Sensitivity In this test, one-bit difference between two 128 bits keys is employed

for encrypting a plain image and then from the two different cipher images, NPCR

and UACI values are computed and comparative study is shown in Table 64.3.

Plaintext SensitivityThe sensitivity is measured by finding out the NPCR and UACI

from two cipher images(using same key) obtaining from two plain images with one-

bit difference. The Table 64.4 shows the result of this study.



670 J. Bahumik and S. De

Ta
bl
e
64
.4

N
P

C
R

a
n

d
U

A
C

I
o
f

c
ip

h
e
r

im
a
g
e
s

w
it

h
re

s
p

e
c
t

to
p

la
in

te
x
t

s
e
n

s
it

iv
it

y

I
m

a
g
e

N
P

C
R

U
A

C
I

R
e
fe

re
n
c
e

[
3

]

1
s
t

ro
u
n
d

R
e
fe

re
n
c
e

[
3

]

2
n
d

ro
u
n
d

R
e
fe

re
n
c
e

[
7

]
P

ro
p
o
s
e
d

R
e
fe

re
n
c
e

[
3
]

1
s
t

ro
u
n
d

R
e
fe

re
n
c
e

[
3

]

2
n
d

ro
u
n
d

R
e
fe

re
n
c
e

[
7
]

P
ro

p
o
s
e
d

M
ic

k
y

–
–

9
9
.5

8
9
7
.5

6
3
1

–
–

2
9
.6

3
3
2
.6

9
5
7

L
e
n
a

3
7
.6

3
8
9

9
9
.6

0
6
3

–
9
7
.7

0
7
1

1
2
.7

0
3
4

3
3
.4

7
5
8

–
3
2
.8

3
2
7

B
a
b
o
o
n

8
4
.1

2
5
5

9
9
.6

0
4
8

–
9
8
.7

1
7
8

2
8
.1

7
9
9

3
3
.4

5
5
4

–
3
3
.1

3
8
5



64 A Symmetric Key-Based Image Encryption Scheme 671

From Table 64.3, it is observed that NPCR and UACI values with respect to key

sensitivity are better compared to existing scheme. On the other hand, in Table 64.4

the NPCR values with respect to plaintext are slightly lesser than existing scheme in

[3, 7], whereas in Table 64.4, UACI values of proposed scheme is better than existing

scheme in [3, 7].

Conclusion

In this paper, a new image encryption scheme is introduced. The scheme consists

of three functional blocks. In permutation step, the scheme generates same size of

image from plain images using LT_PI. Next step, the key expansion module expands

the key with same size of plain image using LT_Key and Nmix function. Third block

performs XOR-ing of permutated image with the expanded same size key. The ex-

perimental results show that the scheme is able to break the correlation and provides

the random outcome as a cipher image. Proposed scheme is able to prevent the brute

force attack, statistical attack as well as differential attack.
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Chapter 65
Anonymous RFID Authentication
for IoT in LTE-A

Hiten Choudhury

Abstract Due to advantages like global reach, cost-effective connectivity and easy

maintenance, machine to machine (M2M) communication through long-term evolu-

tion advanced (LTE-A) is emerging as an infrastructure for the Internet of things

(IoT). In LTE-A, base stations can be configured as evolved NodeBs (eNBs) in

macrocells and home eNBs (HeNBs) in femtocells. Through these stations, con-

nections among M2M devices can be extended in both indoor and outdoor condi-

tions. Radio frequency identification device (RFID) has the potential to play a cru-

cial role as an M2M device in the IoT. However, anonymous authentication of RFID

in LTE-A is a challenge, as pseudonymization is used instead of anonymization in

LTE-A. Moreover, a typical anonymization technique may not be suitable for RFID,

because it is limited by power, storage, and computational capability. In this paper,

a lightweight scheme for anonymous RFID authentication in LTE-A is proposed.

Keywords Anonymous authentication ⋅ Anonymization ⋅ IoT ⋅ RFID

Lightweight cryptography ⋅ Security ⋅ Privacy

Introduction

Machine to machine (M2M) communication allows machines or devices to commu-

nicate with each other without the intervention of any human beings. The Internet

of things (IoT) may involve a huge number of interconnected devices and appliances

that are used in our day-to-day life. M2M communications through mobile networks

like long-term evolution advanced (LTE-A) are expected to play an important role in

the deployment of the IoT [13]. LTA-A features several advantages, such as global

reach, cost-effective connectivity, and easy maintenance, thereby providing a ready-

to-use infrastructure for the IoT. In LTE-A, evolved NodeBs (eNBs) in macrocells

H. Choudhury (✉)

Department of Computer Science and Information Technology,

Cotton University, Guwahati 781001, Assam, India

e-mail: hiten.choudhury@cottonuniversity.ac.in

© Springer Nature Singapore Pte Ltd. 2018

J. K. Mandal et al. (eds.), Proceedings of the International Conference
on Computing and Communication Systems, Lecture Notes in Networks

and Systems 24, https://doi.org/10.1007/978-981-10-6890-4_65

673



674 H. Choudhury

and home eNBs (HeNBs) in femtocells can be configured as base stations [3, 9].

Through these base stations, connections among M2M devices can be extended in

both outdoor and indoor conditions.

Radio frequency identification device (RFID) has the potential to play a crucial

role as an M2M device in the IoT [12, 13]. However, due to limitation of RFID in

terms of power, computation, and storage, anonymous authentication of RFID in

LTE-A is a challenge.

In the authentication protocol used in LTE-A, pseudonymization is used instead

of anonymization for protecting the identity privacy of the subscriber/device. Which

means, for identity presentation during authentication and key agreement in LTE-

A, pseudonyms (temporary identities) are used instead of the real identity of the

endpoints [1].

Recently, 3GPP has released a technical specification [4]. The objective of this

document is to analyze privacy- related key issues impacting 3GPP networks and to

establish privacy- handling guidelines for future specifications. It presents privacy

principles that should be followed in 3GPP when designing new systems, security

architectures, and protocols. In this document, it is mentioned that ‘pseudonymiza-

tion’ (use of temporary identities) is less efficient than ‘anonymization.’

Considering 3GPP’s observation about anonymization [4] and keeping the limi-

tations of RFID in mind, in this paper a lightweight cryptographic scheme for anony-

mous RFID authentication in LTE-A is proposed.

The remaining portion of the paper is arranged as follows: In

section “Authentication in LTE-A,” the authentication and key agreement proto-

col of LTE-A is studied; in section “The Problem,” the security problem that is

addressed in this paper is discussed; in section “Related Work,” similar works that

have already been done in this area are discussed; in section “The Proposed Scheme,”

a proposal for anonymous authentication of RFID in LTE-A for IoT is presented; a

computational cost analysis of the proposal is performed in section “Computational

Overhead”; in section “Space Overhead,” the space overhead analysis of the proposal

is performed; in section “Security Analysis,” a security analysis of the proposal is

made; the paper is concluded in section “Conclusion.”

Authentication in LTE-A

In LTE-A, each and every M2M device, like any normal human subscriber, has to be

registered with its home network, where the subscription information of the device is

stored in a server called the home subscriber server (HSS) [1] (Fig. 65.1). In a visited

network, the device (for example RFID) is authenticated on behalf of the HSS by an

entity called the mobility management entity (MME). The authentication protocol

requires the following to be shared in advance between the device and the HSS [1].
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Fig. 65.1 Security

architecture of LTE-A

eNB

RFID

HSS

MME

Visited Network

Home Network

∙ A secret key: k.

∙ The identity of the device called the international mobile subscriber identity: IMSI
[2].

∙ A set of hash functions: f0 − f5.

The authentication protocol used for M2M communication in LTE-A works as fol-

lows (Fig. 65.2) [1].

1. Device: Transmits its IMSI to the MME (through the eNB).

2. MME: Forwards the IMSI to the HSS.

3. HSS: Locates the secret key k stored against IMSI in its database and computes

a vector V , which it sends along with IMSI back to the MME. V is computed as

follows.

R = f0(Seed) (65.1)

X = f2k (R) (65.2)

C = f3k (R) (65.3)

I = f4k (R) (65.4)

A = f5k (R) (65.5)
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ASMEK3. V= (R, ATN, X,                )     

ASMEK

WiredLink

MME
HSS

Wireless Link (through eNB)

1. IMSI

6. pseudonym

RFID

2. IMSI

HSS computes V

MME Extracts R, ATN

4. R, ATN

Using secret key k, the device checks
whether R and ATN are acceptable.

If same, authentication successful and 
a pseudonym is generated

If yes, the device computes X’ and 

5. X’

MME compares X with X’.

Fig. 65.2 Authentication protocol used in LTE-A

M = f1k (SQ‖R) (65.6)

ATN = (SQ⊕ A‖M) (65.7)

KASME = KDF(C, I) (65.8)

V = (R,ATN,X,KASME) (65.9)

where, R: random number, X: expected response, C: cipher key, I: integrity key,

A: anonymity key, SQ: sequence number, M: message authentication code, ATN:

authentication token, KASME: access security management entity, KDF: a key

derivation function, ‘‖’: concatenation, and ⊕: XOR operation.

4. MME: IMSI and KASME are stored in the IMSI-to-KASME mapping table that is

maintained in the MME database. After this, R and ATN are extracted from V
and are transmitted to the device.

5. Device: Computes A (using Eq. 65.5) andM (using Eq. 65.6). SQ is then extracted

from the ATN using A. If ATN is acceptable (which is verified based on the fresh-
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ness of SQ and the comparison of the computed M with the received M), the

device computes the following.

X′ = f2k(R) (65.10)

C = f3k (R) (65.11)

I = f4k (R) (65.12)

KASME = KDF(C, I) (65.13)

It then transmits X′
back to the MME.

6. MME: Compares X′
with X. If they are same, the authentication is successful,

otherwise the MME sends an authentication failure message to the device.

Therefore, at the end of a successful authentication, a KASME is shared between the

device and the MME [1]. The KASME is used for confidentiality and integrity protec-

tion of the communication between the device and the MME. It may also be used for

future authentications that may be performed locally between the device and MME.

The MME assigns a new pseudonym [2] to the device through the confidentiality-

protected channel, so that for identity presentation during future authentications, it

may be used by the device instead of the IMSI .

The Problem

The transmission of the IMSI of a device should as far as possible be avoided. If it

is exposed, a person/device with malicious intent may track it and prepare an elabo-

rate profile about the movement of the device. Therefore, for identity presentation, a

pseudonym is transmitted in place of the IMSI. However, transmission of IMSI can-

not always be avoided through pseudonymization, like in the following situations.

∙ During the first authentication in the lifetime of the device, when the device has

not even acquired a pseudonym [1].

∙ When the MME cannot map a received pseudonym to its IMSI.
∙ When the MME of a newly visited network, cannot acquire the IMSI from the

previous MME.

Therefore, it has become extremely important that effort be made to adopt

anonymization instead of pseudonymization, so that anonymity of the device may

be strengthened.
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Related Work

Identity privacy in mobile networks has been an area of research for quite some

time. In the early days of mobile communications, when researchers started recog-

nizing privacy as an important security issue, several schemes and protocols were

proposed to improve identity privacy. Some of these proposals are the ones proposed

by Asokan [6], Lin et al. [19], Park et al. [20], Barbeau et al. [7]. However, during

those days, emergence of IoT was not anticipated.

Keeping the computational and power constraints of mobile computing environ-

ment in mind, several schemes and protocols in general, that are not targeted at any

specific mobile technology, were proposed recent times. In these proposals, compu-

tationally light techniques that use symmetric key-based cryptosystems, hash func-

tions, XOR operations, temporary identities, alias names, etc., are used. Some of

these protocols are the ones proposed by Tang et al. [21], Zhou et al. [23], Chen et

al. [10], He et al. [14], Jiang et al. [15], etc.

Several schemes and protocols were proposed to strengthen privacy of a sub-

scriber in LTE. Li et al. [18] proposed an enhanced authentication and key agreement

protocol. This protocol is designed to overcome the existing vulnerabilities such as

disclosure of identity. However, computationally intensive public key infrastructure

is used in this proposal and are not suitable for RFID. In [11], Choudhury et al. pro-

posed a protocol for enhanced identity privacy. The proposal uses symmetric key

cryptography, XOR operations, and hash functions. However, this work is based on

pseudonymization. In [17], Koien et al. have proposed to enhance mutual identity

privacy in LTE where a dummy identity (pseudonym) is used. In [5], Angermeier et

al. proposed a privacy-preserving scheme for LTE in vehicular communication. The

scheme makes use of pseudonymous identifiers. In [12].

Recently, Fan et al. proposed an anonymous RFID authentication scheme for IOT

in 5G. However, the scheme allows the shared secret keys, between the RFID and the

database, to be transferred to the RFID readers. This may lead to serious compromise

in privacy and overall security of the devices, as there may be several readers in a

network and there could be possibility of the keys being leaked through any of them.

Thus, the need to design an anonymous authentication scheme for devices like

RFID that are going to contribute in a big way to the IoT of things through networks

like LTE-A continues to exist.

The Proposed Scheme

In this section, a lightweight anonymization scheme that may be adopted in LTE-A

for authentication of M2M devices like RFID is proposed.

The scheme requires that a unique IMSI is assigned to every device through the

identity module. For successful implementation of this scheme, the set of IMSIs
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IS1 IS2 ISm

I={i1, i2, .........., iN}
(IMSI Set of all the registered devices )

(IMSI Subset) 
I1={i11, i12, ......, i1x}

I2={i21, i22, ......, i2y}
(IMSI Subset) 

IMSI Subset Identifier (ISI)

Im={im1, im2, ......, imz}
(IMSI Subset) 

IMSI (i)

Fig. 65.3 Division of the IMSI Set I, of all the N registered subscribers at the HSS, into m IMSI

subsets

(say I) stored at the HSS, containing the IMSIs, viz., i1, i2, ..., in, of all the (say N)

registered devices, is divided into m subsets, viz., I1, I2, ...., Im (Fig. 65.3). Therefore,

I = {i1, i2, ..., iN} (65.14)

I = {I1, I2, ...., Im} (65.15)

The value of m is to be decided by the operator, depending on the pace at which

it wishes to identify the IMSI of a device. The larger is the value of m, the faster it is

for the operator. The N IMSIs in I are randomly distributed among the m subsets of

I. Therefore,

I1 = {i11, i12, ...., i1x} (65.16)

I2 = {i21, i22, ...i2y} (65.17)

Im = {im1, im2, ..., imz} (65.18)

where x + y + ... + z = N.

Each of the m subsets of I, viz., I1, I2, ..., Im, has a unique IMSI-Subset-Identifier

(ISI), viz., SI1, SI2, ...., SIm, respectively. The ISI of the subset to which the IMSI
of a particular device belongs has to be stored in the device’s identity module, as

well as in the device’s profile in HSS database. Therefore, in addition to IMSI, k and

f0 − f5 (as explained in section “Authentication in LTE-A”), the ISI is also stored at

the device and at the HSS. Also, two one-way hash functions, H and h (explained

later in this section), are shared between the M2M device and the HSS.
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MME
HSS

b=H (r ),
1

c=h (r )1

Generates random number    r 1

ASMEK3. V= (R, ATN, X,                 ), IMSI

ASMEK

WiredLinkWireless Link (through eNB)

MME compares X with X’.
If same, authentication successful.

Using secret key k, RFID checks whether
R and ATN are acceptable. If yes,

RFID

Calculates

1. a, b, c, ISI, HNC

and generates an V
HSS identifies IMSI and K 

the device computes X’ and 

a = r       IMSI, 1

k

2. a, b, c, ISI

MME Extracts R, ATN

4. R, ATN

5. X’

Fig. 65.4 Initial connection through a particular MME using the proposed scheme

The Initial Connection Through a Particular MME

For the initial connection through a particular MME that is located in a newly visited

network, the device begins by generating a 128 bit random number r1 (Fig. 65.4). It

then calculates the following.

a = r1 ⊕ IMSI (65.19)

b = H(r1) (65.20)

where H is a one-way hash function.

c = hk(r1) (65.21)
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where k is the secret key that is shared between the device and the HSS, and h is a

keyed one-way hash function.

The rest of the scheme proceeds according to the following steps:

1. Device: Initiates the procedure by transmitting a, b, c, ISI, and HNC to the MME

(through the eNB).

2. MME: Forwards a, b, c, and ISI to the HSS.

3. HSS: ∀IMSI′ ∈ IISI (where IISI is the IMSI subset whose subset identifier is ISI),
calculates r′1 = a⊕ IMSI′, and verifies if H(r′1) = b and if hk′ (r′1) = c; where k′
is the key that is stored against IMSI′ at the IMSI-to-key mapping in the HSS

database. If for any IMSI′ (say IMSId) and k′ (say kd) the verifications are suc-

cessful, IMSId is established as the IMSI of the device and kd is identified as the

secret key of the device.

After secret key kd is identified, a vector V is computed using kd in the same way

as in section “Authentication in LTE-A.” The HSS then sends V and IMSId back

to the MME.

4. MME: Takes out R and ATN from V and sends them to the device as a chal-

lenge. IMSId and KASME are stored in the IMSI-to-KASME mapping table that is

maintained in the MME database.

5. Device: Computes A (using Eq. 65.5) andM (using Eq. 65.6). SQ is then extracted

from the ATN using A. If ATN is acceptable (which is verified based on the fresh-

ness of SQ and the comparison of the computed M with the received M), the

device computes the following.

X′ = f2k(R) (65.22)

C = f3k (R) (65.23)

I = f4k (R) (65.24)

KASME = KDF(C, I) (65.25)

It then transmits X′
back to the MME.

6. MME: Compares X′
with X. If they are same, the authentication is successful,

otherwise the MME sends an authentication failure message to the device.

At the end, a shared secret KASME is established between the device and the MME.

Subsequent Connections Through the Same MME

For subsequent connections through the same MME, the AKA procedure may be per-

formed locally between the device and the MME, without involving the HSS, thereby

reducing communication latency. However, the MME may choose to fall back on the

full authentication procedure (presented in section The Initial Connection Through
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Fig. 65.5 Subsequent

connections through the

same MME using the

proposed scheme

MME

Generates random number    r 2

l = r       IMSI, 

m=H(r ),
2

n=h  (r )  2

MME identifies IMSI and     K ASME  

Generates random number    r
3
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3h             (r  )

KASME
h             (l)r3

Wireless Link (through eNB)

RFID

Calculates

1. l, m, n, KSI        , HNC

2

k

ASME

3. 

 .2 ,

a Particular MME) beyond a certain threshold time (say T) that the device has spent

with the same MME. The value of T depends on the operator’s security policy.

The authentication procedure that can be executed locally between the device and

the MME is as follows (Fig. 65.5).

The device begins by generating a 128 bit random number r2. It then calculates

the following.

l = r2 ⊕ IMSI (65.26)

m = H(r2) (65.27)

n = hkASME
(r2) (65.28)

The rest of the scheme proceeds according to the following steps.

1. Device: Initiates the procedure by transmitting a request to the MME (through

the eNB). The request should include l, m, n, the KSIASME (say KSI′ASME), and the

HNC (say HNCd) of the device.

2. MME: Extracts the IMSIs of all the devices whose HNC is HNCd and that were

authenticated by it in the past time period T (where T is the threshold time). All

these extracted IMSIs are then kept in a set (say IT ). The MME then, ∀IMSI′ ∈ IT ,

calculates r′2 = l⊕ IMSI′, and verifies if H(r′2) = m and if hk′ASME
(r′2) = n; where

k′ASME is the key that is stored against IMSI′ and KSI′ASME at the IMSI-to-key

mapping in the MME database. If for any IMSI′ (say IMSId) and k′ASME (say

k′ASMEd
) the verifications are successful, the MME is convinced that k′ASMEd

is the
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key for access security management of the device and IMSId is the IMSI of the

device. The MME then generates a random number r3 and calculates an expected

response X.

X = hkASME
(r3) (65.29)

It then transmits r3 to the device.

3. Device: Calculates a response X′
.

X′ = hkASME
(r3) (65.30)

X′
is then transmitted back to the MME.

4. MME: Verifies whether X = X′
. If they match, the authentication is considered

successful. Otherwise, the MME communicates an authentication failure mes-

sage to the device.

Computational Overhead

In the proposed scheme, lightweight cryptographic functions like hash functions and

XOR operations are used. While designing the scheme, the following factors are

taken into account: (a) the limited battery, space, and computational capability of

the device/RFID (b) the theoretically unlimited battery, space, and computational

capability of the HSS. Considering the computation involved in one hash operation

as h, one XOR operation as x and generation of a random number as g, the compu-

tational overhead introduced at the device, the MME and the HSS, over and above

what is required by the authentication protocol used in LTE-A, can be derived as

follows.

During Initial Authentication

∙ Device: The cryptographic operations that are performed at the device and the

computation involved therein are as follows.

– For generating a random number r1, computation involved is g
– For calculating a, the computation involved is one XOR operation: x
– For calculating b and c, the computation involved is 2h

Therefore, the total computation involved in executing the scheme at the device is

g + x + 2h.

∙ MME: No additional computation is introduced.
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∙ HSS: For every request, the HSS, ∀IMSI′ ∈ IISI , calculates r′1 = a⊕ IMSI′, and

verifies if H(r′1) = b and if hk′ (r′1) = c. Considering the average number of IMSIs

in a particular IMSI subset to be v, the computational overhead introduced at the

HSS is v ∗ (x + 2h).

During Subsequent Authentication

∙ Device: The cryptographic operations that are performed at the device and the

computation involved therein are as follows.

– For generating a random number r2, computation involved is g
– For calculating l, the computation involved is one XOR operation: x
– For calculating m and n, the computation involved is 2h

Therefore, the total computation involved in executing the scheme at the device is

g + x + 2h.

∙ MME: For every request, the MME, ∀IMSI′ ∈ IT , calculates r′2 = a⊕ IMSI′, and

verifies if H(r′2) = b and if hk′ASME
(r′2) = c. Considering the number of IMSIs that

belongs to the same HNC as the received IMSI and that are with the MME for

the past T seconds, to be u, the computational overhead introduced at the HSS is

u ∗ (x + 2h).
∙ HSS: There is no computation at the HSS.

Therefore, as evident from the above derivations, most of the computation is intro-

duced at the HSS, a minimal amount of computation is introduced at the device,

and no additional burden is introduced at the MME during the initial authentication.

However, during subsequent connections within time T , some amount of computa-

tion is involved at the MME, with no additional computation at the HSS.

Space Overhead

The proposed scheme needs additional memory space at the device, MME and the

HSS for its successful implementation. The amount of space required in the random

access memory and in the read-only memory of the device, MME and the HSS, may

be computed as follows.

∙ Device:

– 128 bits, to temporarily store r1∕r2.
– 128 bits to temporarily store a/l.
– 128 bits to temporarily store b/m.

– 128 bits to temporarily store c/m.

– 128 bits to permanently store KSIHN .
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Therefore, a total of 56 bytes in the random access memory and 16 bytes in the

read-only memory will be required additionally at the device.

∙ MME:

– 128 bits to temporarily store r2.
– 128 bits to temporarily store a/l.
– 128 bits to temporarily store b/m.

– 128 bits to temporarily store c/n.

– 128 bits to temporarily store KSIHN .

Therefore, a total of 62 bytes in the random access memory will be additionally

required at the MME.

∙ HSS:

– 128 bits to temporarily store a.

– 128 bits to temporarily store b.

– 128 bits to permanently store KSIHN against each of the device’s profile.

Therefore, a total of N × 32 bytes in the random access memory and N × 16 bytes

of space in the read-only memory will be additionally required at the HSS where

N is the total number of registered devices/subscribers at the HSS.

Security Analysis

In this section, a security analysis of the proposed scheme is performed with respect

to some common vulnerabilities that a device is susceptible to.

∙ Non-eavesdropping: Eavesdropping is the act of listening to the private conversa-

tion of others without their consent or knowledge [22]. In LTE-A, the MME and

the device are connected through a wireless link, which is vulnerable to eaves-

droppers due to its open nature. However, neither the IMSI nor any other private

information is transmitted in clear text. Therefore, eavesdroppers cannot obtain

any secret information regarding the device.

∙ Non-tracking: The IMSI is never transmitted through the radio interface. More-

over, the values of a∕l, b∕m, and c∕n are different for every session because r1∕r2
is randomly chosen. Therefore, there is no fixed information that can be used by

an adversary to link two subsequent connections.

∙ Non-denial-of-service: A Denial-of-service attack (DoS attack) is an attempt to

make a service unavailable to its intended users. Such an attack involves flooding

the target device with fake communications requests, such that the target device

cannot respond to legitimate request or responds so slowly as to be considered

effectively unavailable [8]. With no knowledge of the IMSI, the secret key k and

kASME, the attacker cannot disguise a device to affect the authentication procedure.

Therefore, the proposal can prevent the denial-of-service (DoS) attack.
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∙ Replay attack: A replay attack is a form of network attack in which a valid data

transmission is maliciously or fraudulently repeated at a later instance, masquerad-

ing it as a regular transmission. This is carried out either by the originator or by an

adversary who intercepts the data and retransmits it [16]. In our scheme, even if an

adversary retransmits a, b, c, ISI, and HNC or X′
, the involvement of a sequence

number SQ, as in the original authentication protocol, and a freshly generated

random number r3, during subsequent authentication, ensures that a replay attack

cannot succeed.

∙ Forward security: Even if the attacker obtains a∕l, b∕m, c∕n, and ISI, she/he can-

not compromise any precious information regarding the device, because the value

of a∕l, b∕m, and c∕n (that depends on random number r1∕r2) changes with every

authentication. Therefore, the proposal ensures forward security.

Conclusion

M2M communication in LTE-A is emerging as an infrastructure for the IoT, and

RFID has the potential to play a crucial role as an M2M device in the IoT. However,

anonymous authentication of RFID in LTE-A is a challenge, as pseudonymization is

used instead of anonymization in LTE-A. Moreover, a typical anonymization tech-

nique may not be suitable for RFID, because it is limited by power, storage, and

computational capability. There are several proposals for anonymous authentication

in mobile networks and for RFID, in general. However, none of them are specifically

targeted at authentication of RFID over LTE-A. In this paper, a lightweight scheme

that may be adopted in LTE-A for anonymous authentication of RFID is proposed.
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Chapter 66
An Indirect Addressing Image
Steganographic Scheme Using 9 × 9
Sudoku Matrix

Ambar Bandhyopadhyay, Debanjali Dey, Rajat Kumar Pal
and Arnab Kumar Maji

Abstract In recent world, everybody wants to transmit their valuable information
securely without the knowledge of the intruder. One of the way-out is steganog-
raphy. Using steganography, information can be transferred using cover media.
Cover media can be image, video, sound, or text. Most popularly used cover media
is a digital image because the slight modification of a cover image is difficult to
distinguish by human eye. İn our paper, the proposed method uses Sudoku puzzle
to hide secret message within a cover image. The benefit of using Sudoku is if any
intruder modifies the secret message then receiver will be able to detect this. In this
proposed method, the length of the secret message is directly proportional to the
resolution of the cover image. The proposed method has been developed to transmit
the secret message more securely. Here, a single 9 × 9 Sudoku puzzle is used, and
this Sudoku puzzle is embedded within the image by modifying the RGB value of
pixels. Within each cell of the Sudoku puzzle we indirectly store one character of
the secret data; hence, the intruder cannot fetch the secret message directly, to detect
if intruder modifies the secret message or not, and associated information is stored
which makes the proposed method more reliable than other existing methods. This
proposed method is better than the existing methods because it uses RGB value,
whereas the most of the methods used grayscale value.
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Introduction

In today’s world, the most important issue of information and communication
technology is the security of information. Cryptography is a methodology for
preserving the secrecy of message. To keep the message secret, different method-
ologies are developed for encryption and decryption of data. The popularity of
multimedia data creates a new opportunity for communication using digital
steganography.

The word “steganography” came from Greek word “Steganos.” The meaning of
it is “covered” or “reticent.” The following formula provides a standard description
of the steganographic process:

cover medium + hidden data + stego key = stego medium

The cover_medium is the file in which we hide the hidden_data, which can be
encrypted using the stego_key. The consequential file is the stego_medium (which
is, of course be the similar category of file as the cover_medium). Thus, the cov-
er_medium (and hence, the stego_medium) is naturally image or audio/video file. In
this paper, we focus on image files and, therefore, refer them as cover_image and
stego_image.

The primary goal of our proposed method is to transfer the secret message
embedded securely so that the intruder will not get any clue about the message in
the image and if somehow intruder modifies the secret message knowingly or
unknowingly, it will be detected.

Some of the key terminologies that are used in this paper are discussed in the
next subsection.

Key Terminologies

• Secret message: Data which sender wants to send to receiver securely.
• Cover image: Taking the cover object (within which we embed the secret

message) as image in steganography is known as cover image.
• Intruder: A person who intrudes, especially who fetch and modify the secret data
• Sudoku puzzle: A puzzle in which players insert the numbers into a grid con-

sisting of blocks into a further smaller subblocks in such a way that every
number appears once in each horizontal line, vertical line, and blocks.
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• Encryption and decryption: The process of converting the data into cipher text is
called encryption. So that the intruder cannot get any secret information from
that cipher text. The process of converting the cipher text into data is called
decryption.

The paper is organized into six sections. In section “Introduction to Sudoku,”
Sudoku is introduced where the logic behind Sudoku is discussed. In sec-
tion “Existing Literature,” existing literatures are discussed. In section “Proposed
Technique,” the proposed technique is introduced and the algorithm of the proposed
technique is also written. In section “Experimental Results,” the experimental result
of the proposed technique is given. In section “Conclusion,” conclusions are given
where a judgment about the proposed technique is written.

Introduction to Sudoku

Sudoku is a puzzle in which some predefined clues are given. The most common
size of Sudoku is 9 × 9, i.e., 9 rows and 9 columns. Nine rows and columns,
formulates 3 × 3 smaller subgrid, which is popularly known as minigrid. The aim
of this game is to fill up all 9 rows, columns, and minigrids with the numbers
(generally 1–9) in such a way that, all the numbers occurs exactly once.

In Fig. 66.1, a sample Sudoku puzzle is shown and its solution (we called it as
Sudoku matrix) is shown in Fig. 66.2.

Fig. 66.1 An instance of a
Sudoku puzzle
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Existing Literature

There are several algorithmic techniques for image steganography; in this section
we are going to discuss some of them.

Gupta et al. [1] have proposed a data concealing plan utilizing the minimum
huge piece steganography alongside cryptographic strategy. In this proposed
methodology, the raw information was scrambled before inserting it into the pic-
ture. This framework makes utilization of Rivest, Shamir, Adleman (RSA) calcu-
lation, and the Diffie Hellman calculation to scramble the secret data. To give higher
security, the secret information is encoded and after that it was changed over to
double frame. In the mean time, the picture pixels were additionally changed over
to parallel shape and afterward the scrambled mystery data was installed into the
picture by a LSB encoder.

Khare et al. [2] have proposed a framework that enables client to exchange
instant messages safely by concealing them into a computerized picture document.
This framework was a blend of both steganography and encryption calculations
and gives a solid spine to its security. This framework additionally proposed a
structure for concealing the extensive volume of information in pictures while
acquiring negligible perceptual debasement. In this proposed strategy, entropy
thresholding (ET) and selectively embedding in coefficients (SEC) were utilized to
choose whether or not to install the mystery information into the picture. This
framework was mostly utilized for applications that require high-volume
implanting with vigor.

Fig. 66.2 A solved Sudoku
puzzle
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Saradha et al. [3] have proposed a plan for enhancing information concealing
limit utilizing Sudoku confound in shading pictures. The primary thought of the
plan was to utilize a Sudoku astound, in which each esteem relates to a pixel match
(red, blue) of the picture mapped with the mystery by supplanting a couple of one
pixel of two hues. This plan was proposed to enhance the visual nature of the stego
image and to enhance the normal concealing limit of the picture to 4 bpp (bits per
pixel). This plan makes utilization of 24 bit of a picture and adjusts 16 bit of every
pixel. The Sudoku arrangement was utilized as a kind of perspective lattice for both
inserting and extricating the secret information into and from the picture.

Tawade et al. [4] have proposed a proficient information concealing plan uti-
lizing mystery reference networks. The information was covered up in 8-bit
grayscale image utilizing 256 × 256 grid which was built by utilizing 4 × 4 table
with unreported digits from 0 to 15. The proposed technique was to enhance the
holding limit of cover picture and increment the many-sided quality to split the
secret reference matrix (SRM). They additionally proposed another spatial area
information concealing plan by utilizing a secret reference grid (SRM) for infor-
mation embedding and extraction.

Tyagi et al. [5] have proposed a steganographic technique utilizing least sig-
nificant bit (LSB) alongside a cryptographic calculation. The symmetric crypto-
graphic calculation was utilized for encryption of the mystery message. This
calculation utilizes arbitrary size of the key. In the wake of changing over the data
into mystery code or scrambled shape, it was fixed into the picture. For fixing the
mystery information, the slightest noteworthy piece of the picture was utilized.

Khalaf et al. [6] have proposed a strong steganography procedure in view of
LSB matching. In this plan, the mystery information was disguised in the picture in
view of LSB addition and RSA encryption method. The key of the proposed system
was to encode the mystery information. At that point the scrambled information was
changed over into a bit stream and partitioned it into various sections. The cover
picture is likewise separated into a similar number of portions. Each portion of
information was contrasted and each section of the picture to locate the best match
fragment, so as to make another irregular arrangement of portions to be embedded
into the cover picture.

Chithra et al. [7] have proposed a steganography system by utilizing Sudoku
Puzzle and ECC algorithm. It changes over the first information into mystery code.
In the proposed technique, the picture steganography is finished utilizing Sudoku
bewilder. Along these lines, this technique shrouds the information, as well as
proselytes the first information into mystery code. In this way, by consolidating
these two strategies the information will be all the more safely exchanged by this
approach.
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Proposed Technique

All the existing methods which specify in the subpart “Existing Literature” uses
“Tile Matrix.” In order to make the tile matrix, more storage space is required. In
some existing methodology, 256 × 256 tile matrix is also used which used too
many storage space but here only 9 × 9 Sudoku matrix is used. And also in the
existing methods, the length of the message is restricted, where as in this proposed
method the length of the message directly proportional to the resolution of the
image, for example, if the resolution of the cover image (in which image the secret
message is hidden) is 256 × 256 then the number of characters it can hide will be
greater than the data embedding capacity of the cover image whose the resolution is
128 × 128. Also in the existing methods, first RGB value is converted to gray
scale then the secret message is embedded then again it is converted to RGB so
extra computation time is needed for these conversions, whereas in this proposed
method RGB value is directly used so extra computation is not needed here. One of
the major drawbacks of the existing methods is that if any intruder changes the pixel
values then it is no way possible to report about the corrupted image which is the
most hazardous drawback among all. Now in this section, a new method has been
proposed to omit the above disadvantages (Fig. 66.3).

Here, a 9 × 9 Sudoku matrix is used as shown in Fig. 66.4. Sudoku is used to
encrypt and decrypt the secret message. The proposal method is discussed with an
example. Let the secret message is “MBA” so first of all every character is con-
verted into its ASCII value. The ASCII value of the characters “M”, “B”, “A” are
77, 66, 65, respectively. Now 32 is subtracted from each of the ASCII value
because in the ASCII table the corresponding character of 1–31 is not been used
which helps to make each value within two digit because the highest ASCII value
that can be the part of the secret message is 127 and subtracting 32 from it will give
value less than 100. So after subtracting the values will become 45, 34, 33. In each
cell of the Sudoku, one character is stored so “M” will be stored at (1, 1)th position
in the Sudoku, “B” will be stored at (1, 2)th position in the Sudoku, “A” will be

Cover Image message to be encrypted Embedded Image  decrypted message

Encryp on Decryp on

Magic Magic

Fig. 66.3 Basic structure of the proposed method
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stored at (1, 3)th position in the Sudoku. In our proposed method, row and column
start from 1.

Now the element of (1, 1)th position in the Sudoku is 6. So the mechanism is
that six steps will be moved in forward side (counting the starting position) then the
new position will be the pivot. Here, the pivot will be (1, 6). Now from that position
the value (in this case it is 45) is searched along column wise taking one digit at a
time. So first 4 will be searched and it is in (8, 6) so the displacement will be
(8 − 1 + 1) or 8 and also for 5 again it will be searched and it is in (1, 6) position
so here the displacement is (1 − 1 + 1) or 1. Now to check at the receiver side
whether the intruder modifies the value or not another information also be sent and
that is the element situated at (8, 1)th position in the Sudoku matrix (here 8 and 1
are two displacement), here it is 8.

Now, for “B” the elements of (1, 2)th position in the Sudoku is 3. So here 3 steps
will be moved in forward direction then the new position will be the pivot. Here the
pivot will be (1, 4). Now from that position first, we search 3 in column wise it is at
(4, 4)th position so the displacement will be (4 − 1 + 1) or 4 and also for 4 again it
will searched and it is at (5, 4)th position so the displacement will be (5 − 1 + 1) or
5. Now to check at the receiver side whether the intruder modifies the value or not
another information also be sent and that is the element situated at (4, 5)th position
in the Sudoku matrix (here 4 and 5 are two displacement), here it is 6.

Now, for “A” the elements of (1, 3)th position in the Sudoku is 4. So here 4 steps
will be moved in forward side then the new position will be the pivot. Here the
pivot will be (1, 6). Now from that position first, we search 3 in column wise it is at
(2, 6)th position so the displacement will be (2 − 1 + 1) or 2 and also for 3 (second
one) again it will searched and it is at (2, 6)th position so the displacement will be

Fig. 66.4 A solver Sudoku
puzzle used as an example
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(2 − 1 + 1) or 2. Now to check at the receiver side whether the intruder modifies
the value or not another information also be sent and that is the element situated at
(2, 2)th position in the Sudoku matrix (here 2 and 2 are two displacement), here
it is 7.

So in this method one set we will transmit one Sudoku elements, two dis-
placements digit, and one check digit. Each cell will have 5 pixels as shown in
Fig. 66.5. So to store a Sudoku matrix along with the secret message we need total
(9 × 9 × 5) or 405 pixels. Now each pixel contain three parts R(Red), G(Green),
and B(blue). The value of Sudoku element must be within 1–9, so we need at most
4 binary bits; so for this 4 pixels are used, and it is stored in the LSB of the G part of
the pixel, so that for this change there will be minimal change in the cover image, to
store this we use G1, G2, G3, G4. Now the two displacements are stored in B part,
the first displacement is stored in second last bit and the last displacement is stored
in LSB now to store this value we also need 4 binary bits but from pivot we can go
upward or downward for this an extra bit is needed for each displacement so for this
5 B parts are taken (for example, if the pivot is (4, 3) now to search 8 we need to
move upward whereas to search 2 we need to move downward). The value of the
check digit must also be within 1–9 so we need at most 4 binary bits; so for this 4
pixels are used, and it is stored in the LSB of the R part of the pixel, so that for this
change there will be minimal change in the cover image, to store this we use R1,
R2, R3, R4.

Now at the receiver end first take the Sudoku matrix, then start fetching the
character by starting at the position (1, 1) that is 6 (if not modified by intruder) then
again we move 6 steps from (1, 1) so now we are in (1, 6)th position now fetch two
displacement from the received image it will be 8 and 1. Now take out the check
digit from the received image (here it is 8) and check the element at the (8, 1)th
position in the Sudoku matrix is 8 or not, if it is also 8 then we can proceed
otherwise we report that intruder modifies the message. If the image is not corrupted
then calculate the digit at 8 position displacement from (1, 6) and here it is (8, 6)
and the element of the Sudoku matrix at that position is 4 now the digit at 1 position
displacement from (1, 6) is (1, 6) and the element of the Sudoku matrix at this
position is 5. Now concatenate 4 and 5 so the final value will be 45 now add 32 with
it to get the ASCII value of the corresponding character here the final ASCII value
will be 77 and the corresponding character will be “M” proceeding in this way
decryption is done for all characters. Following this way all the encrypted char-
acters can be retrieved successfully at the receiver end.

Fig. 66.5 Structure of cell of Sudoku matrix
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Algorithm for Encryption:

Input: Cover image, Sudoku matrix and Secret message.
Output: Cover image, where the secret message is embedded

Step 1: Start.
Step 2: Read the cover image.
Step 3: Calculate the length of the line and store the length into a variable ‘msglength’.
Step 4: At the end of the secret message insert a symbol ‘$’ to know the end of the secret message then 

convert each character of the secret message into the corresponding ASCII value and store it in the 
array. 

Step 5: If the size of the message is greater than 81 then divide the message into several parts where each 
part except last part will contain 81 characters and the last part will contain less than or equal to 81 
character then for each part do steps 6 to 31

Step 6: for i=1 to 9 by 1 do //Store the Sudoku matrix into the array
Step 6.1: for j=1 to 9 by 1 do

Step 6.1.1: content=Sudoku(i,j)
Step 6.1.2: Convert the content into 4 digit binary number
Step 6.1.3: fetch 5 pixels at a time.
Step 6.1.4: Store this 4 digit binary number into the LSB of the Green part of the first 4 
pixel.

Step 6.2: end
Step 7: end
Step 8: i=1
Step 9: j=1
Step 10: for k=1 to msglength 

Step 10.1: content=Sudoku(i,j)
Step 10.2: secretdata=asciimessage(k)
Step 10.3: secretdata=data-32
Step 10.4: firstbit=secretdata/10
Step 10.5: secondbit=secretdata%10
Step 10.6: From the point (i, j) go forward ‘content’ number of steps then this new position will    

be the pivot let it be (pi, pj) here.
Step 10.7: From that position search first bit column wise and then find the displacement from that 

point let it be d1 here.
Step 10.8: From that position search second bit column wise and then find the displacement from 

that point let it be d2 here.
Step 10.9: checkbit = Sudoku(d1, d2)
Step 10.10: Fetch 5 pixel at a time.
Step 10.11: Store the check bit into LSB of the Red part of the first 4 pixel.
Step 10.12: Store d1 into second Last bit of the Blue part of the last 4 pixels among 5 pixels and 

now if from pivot the d1 displacement comes going upward then in the second last bit of the 
Blue part of the first pixel store 1 else 0.

Step 10.13: Store d2 into LSB the Blue part of the last 4 pixels among 5 pixels and now if from 
pivot the d1 displacement comes going upward then in the LSB of the Blue part of the first 
pixel store 1 else 0.

Step 10.14: increment j by 1 and then if j exceeds 9 then initialize j by 1 and increment i by 1.
Step 11: end.
Step 12: Stop.
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Algorithm for Decryption:

Input: Cover image in which secret message is embedded
Output: Secret message

Step 1: Start
Step 2: read the cover image
Step 3: imgrow=1
Step 4: imgcolumn=1
Step 5: for i=1 to 9 by 1 do

Step 5.1: for j=1 to 9 by 1 do
Step 5.1.1: Take out the 5 pixel set image.
Step 5.1.2: Now from the set take the LSB of Green part of the first 4 pixels and after 
getting 4 binary digits concatenate it and convert it into decimal and store it in a variable 
‘content’.
Step 5.1.3: Sudoku(imgrow, imgcolumn)=content
Step 5.1.4: Increment imgcolumn by 1 after that if it exceed 9 then initialize imgcolumn 
by 1 and increment imgrow by 1

Step 5.2: end
Step 6: end
Step 7: imgrow=1
Step 8: imgcolumn=1
Step 9: for i=1 to 9 by 1 do

Step 9.1: for j=1 to 9 by 1 do
Step 9.1.1: Take out the 5 pixels set from the cover image.
Step 9.1.2: Now from the set take the LSB of Red part of the first 4 pixels and after 
getting 4 binary digits concatenate it and convert it into decimal and store it in a variable 
‘checkbit’.
Step 9.1.3: Now from the set take the second last bit of Blue part of last 4 pixels and after 
getting 4 binary digits concatenate it and convert it into decimal and then store it in a 
variable ‘d1’ now if in the first pixel of the Blue part the second last bit is 1 then multiply 
d1 by -1 else don’t do anything.
Step 9.1.4: Now from the set take the second last bit of Blue part of last 4 pixels and after 
getting 4 binary digits concatenate it and convert it into decimal and then store it in a 
variable ‘d2’ now if in the first pixel of the Blue part the LSB is 1 then multiply d2 by -1
else don’t do anything.

Step 9.1.5: if Sudoku(absolute_value(d1),absolute_value(d2)) != checkbit then
Intruder modifies the message , give error message to the receiver and exit.

Step 9.1.6: end
Step 9.1.7: Now from pivot go to displacement d1 and store the element stored in Sudoku 
in variable ‘firstbit’.
Step 9.1.8:Now from pivot go to displacement d2 and store the element stored in Sudoku 
in variable ‘secondbit’.
Step 9.1.9: Concatenate secondbit at the end of firstbit and then increment the resultant 
by 32 now this will be the ASCII value of one of the character of the secret message and 
store it in a variable ‘asciino’.
Step 9.1.10: After converting this asciino into the corresponding character using ASCII 
standard if the character equals to ‘$’ then 

Step 9.1.10.1: this will be the end of the message so exit
Step 9.1.11: else 

Step 9.1.11.1: show the character to the receiver.
Step 9.1.12: end

Step 9.2: end
Step 10: end
Step 11: Till now ‘$’ is not recognized so go to Step 3.
Step 12: Stop

698 A. Bandhyopadhyay et al.



Advantages of this Proposed Technique:

(a) This method ensures that if the intruder modifies the data then it can be caught.
(b) All the existing methods first convert the color image into gray-level image and

then encryption is done therefore it is time consuming, whereas the method
directly encrypt in color image so conversion from color image to gray image
not needed for this reason this method will need less computation.

(c) Here the size of the message totally depends on the resolution of the image so it
is not constant.

(d) Here any kind of tile matrix is not used which generally uses more space.
(e) Here it is not needed to send Sudoku matrix explicitly, it is embedded into the

cover image with the secret message.

Experimental Results

The distortion in cover image depends upon the change in value of pixels and
number of pixels of cover image used for embedding which in turn depends upon
the number of components of the pixel used and amount of input data. PSNR value
is used to evaluate the quality of an image. The PSNR is defined as follows:

PSNR =10log10255
2 ̸ MSE dB

where MSE is the mean square error between the original image and the stego
image. The MSE is defined as follows:

MSE
V− 1W− 1

= 1 ̸3 *V * W
i=0

∑
j = 0

∑ Rij−R
0
ij

� �2
+ ∑ Gij−G

0
ij

� �2
+ ∑ Bij−B

0
ij

� �2

V * W gives number of all pixels display in a picture. A bigger PSNR shows that
the nature of the stego picture is nearer to the first one. Ordinarily, human’s eyes
think that it is difficult to recognize the mutilations on a stego picture contrasted
with unique picture when its PSNR esteem is more noteworthy than 30 dB.

The width and height of the following image is 512 × 512 and throughout the
discussion this image is used (Fig. 66.6 and Table 66.1).
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Fig. 66.6 Cover image

Table 66.1 Performance of
the proposed technique shown
below

Message PSNR (db)
Red Green Blue

SO 91.5583 81.4866 86.7871
ME 90.8889 81.4866 86.7871
MY 90.8889 81.4866 87.8786
US 91.5583 81.4866 87.1650
WE 91.2107 81.4866 86.6681
BYE 90.8889 81.4866 87.5789
YOU 91.2107 81.4866 87.5789
SIX 91.5583 81.4866 88.0365
OUT 90.3089 81.4866 88.0365
LAW 91.9362 81.4866 86.6681
FIND 90.0457 81.4866 85.7226
HANG 89.7974 81.4866 85.3604
LOCK 90.5892 81.4866 86.4395
OKAY 89.7974 81.4866 85.1074
GOAL 90.8889 81.4866 85.7226
HELLO 90.0457 81.4866 84.7914
ARRAY 89.3398 81.4866 87.4365
BASIC 89.7974 81.4866 86.0155
POINT 90.5892 81.4866 85.8180
TURBO 89.3398 81.4866 86.6681
%56# 90.0457 81.4866 87.0354
^&*123 87.2986 81.4866 87.7262
#58974* 86.6681 81.4866 77.4929
CALCUTTA UNIVERSITY 83.0052 81.4866 74.3293
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Comparison of Experimental Results

See Table 66.2.

Analysis of the Experimental Result

Here Table 66.1 shows the experimental result of the new method, where as in
Table 66.2 it is compared with some existing methods. By looking at Table 66.2, it
can be seen that this proposed method is better than the existing methods. It can be
seen that existing methods use gray level, whereas proposed method uses RGB

Table 66.2 Average PSNR in dB for n characters

Number of
character

Existing algorithm Proposed algorithm
Existing
algorithm1
Gray level

Existing
algorithm2
Gray level

Red Green Blue

2 85.81132 88.63408 91.22102 81.4866 87.05718
3 84.17294 86.58102 91.27355 81.4866 87.58
4 83.1824 85.2717 90.19405 81.4866 85.91465
5 81.62497 83.594757 89.82238 81.4866 86.1459
6 81.0947 82.9763 87.2986 81.4866 87.7262
7 80.0971 81.2331 86.6681 81.4866 77.4929

Fig. 66.7 Histograms of original and stego image
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value and also for comparison PSNR value is used where the proposed method
shows its quality. For these comparisons, same 21 text messages and three
numerical values are used for comparison with the existing methods and the pro-
posed methods.

Now for experimental purpose, a 65 characters secret message is embedded
within an image using proposed method and after that the original and stego image
and there histogram of red, green, blue component is shown in Fig. 66.7. It is clear
from this figure that human cannot distinguish these two images easily by
just seeing.

By using the proposed method steganalysis of the stego image is also performed,
and we find that the proposed scheme in this paper is safe against geometrical
attack, noise based attack, and so on.

Conclusion

Data transmission is an important issue, and everyone wants to transmit their data
more securely. In this paper, a new method has been proposed to transmit data more
securely. Here, we have used 9*9 Sudoku to secure the message. The best part of
our algorithm is that if someone (intruder) modifies the data then this algorithm can
detect this and show the appropriate error. Here, we have treated the elements of the
Sudoku as index which is a new concept, and before this paper no one has ever used
this concept, to the best of the author’s knowledge. This paper presents a secure
technique based on a steganographic method using Sudoku matrix. For embedding
the cipher into the cover image, the Sudoku matrix is used. Thus, the data will be
more securely transferred by embedding the cipher into an image. Hence, this
technique can be used where we want to transmit data securely. Here, 9 × 9
Sudoku matrix has been used to transmit the data more securely. All the previous
methods use either 256 × 256 or 27 × 27 or 18 × 18, whereas in this work
9 × 9 Sudoku matrix has been used; thus, it saves the computation time and space.
Therefore, it can be concluded that the proposed method is more robust with less
computation.
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Chapter 67
Video Steganography Techniques
in Spatial Domain—A Survey

Mukesh Dalal and Mamta Juneja

Abstract Steganography is considered as a useful approach for hiding data in a
carrier file; data could be any multimedia file such as image, text, audio, video.
Steganography is referred to as the science of invisible communication. Sometimes
steganography is used with encryption schemes of cryptography to provide addi-
tional security for the secret data. A good steganographic technique must fulfill
three basic requirements of steganography, i.e., capacity, imperceptibility, and
robustness. Videos have become a very popular choice for steganography due to its
significant growth on Internet and are able to fulfill all these requirements due to its
large size and statistical complexity. This paper presents the survey of video
steganography schemes based on spatial domain techniques.

Keywords Cryptography ⋅ Video steganography ⋅ Spatial domain
Imperceptibility ⋅ Payload

Introduction

Steganography is defined as a technique which hides message in a way that the
intruder not even realizes that the secret message is being exchanged. The word
came from Greek words steganos meaning covered (secret) and graphy meaning
drawing (writing). Steganography has been used since ancient times, where to send
a message, a wood with wax tablets base was used keeping the top of the wax blank
[1]. Almost every web page on Internet contains multimedia files of different types
so to hide the secret message, any of these multimedia files can be utilized.
Nowadays, due to the growth of videos over Internet, they are becoming powerful
carrier for hiding secret data as compared to other files. They have high embedding
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capacity and are robust against attacks due to their complex structure. The
embedding of secret data in videos can be done by using spatial domain techniques
such as least significant bit (LSB), RGB (red, green, blue) components, YUV
components, histograms. The goal of this paper is to do survey of various spatial
domain techniques presented in the literature. The basic steganography model is
shown below in Fig. 67.1.

Literature Survey

Most of the researchers utilized LSB technique of spatial domain for embedding
secret data, and there also exist other spatial domain techniques such as YUV
components, RGB components which are utilized by very few of the researchers.
The literature survey related to these spatial domain techniques is discussed in this
section.

Hanafy et al. [2] utilized two bits of the red, blue, and green channels for
embedding. The secret data was first segmented into blocks, and its randomization
was done before embedding. Pseudorandom locations were searched for embedding
the secret data with the help of secret key. This approach was experimented upon
different multimedia data types such as text, image, audio, and video with different
size, and the obtained results demonstrated that PSNR was above 50 dB for
embedding all type of data with high embedding capacity.

Bhattacharya et al. [3] proposed an approach for high-resolution AVI video
steganography based on directed graph pattern. This approach converted the frames
of cover video to bitmap format and utilized graph direction to insert data bits in
cover video with LSB replacement. The method used two graph patterns for
embedding process, and results demonstrated that they have high embedding
capacity. This scheme was implemented in spatial domain; it can further improve
robustness and security by applying the frequency domain methods.

Sherly and Amritha [4] proposed a video steganography algorithm called tri-way
pixel-value differencing with pseudorandom dithering (TPVDD) to embed text in
MPEG videos. Secret data was embedded in the I-frame micro-blocks with maxi-
mum scene change and P and B frames macro-blocks based on motion vectors with
large magnitude. This scheme provides high capacity and imperceptibility. The
results show that it can be applied to compress videos without any noticeable
degradation in visual quality.

Fig. 67.1 Basic steganography model
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Balaji and Naveen [5] proposed a highly secure method by utilizing LSB
technique for hiding data in a video. A frame of cover video was chosen to create an
index for the secret data, and this index frame was used for secret data location
while extraction. This was very simple method with high security and was also
efficient in terms of calculation time.

Hu [6] presented a data hiding scheme to hide secret video in an uncompressed
video of approximately same size. Embedding was done by partitioning the frames
into non-uniform rectangular codes with 4 bits LSB. In non-uniform rectangular
partition, three main factors were used; they are the initial partition, the bit-variate
polynomial, and the suitable error control. Obtained results showed that the pro-
posed algorithm was highly secure with high embedding capacity and without
distortion with average PSNR above 28 dB.

Paul et al. [7] utilized a scene change detection algorithm for embedding data in
a video. This algorithm detected abrupt changes in sequence of frames with his-
togram difference by checking each frame of the video, and embedding was done
with 3-3-2 LSB substitution. They utilized a random sequence generator known as
indexed-based chaotic sequence which helped in improving the security. The
experimental results were evaluated through histogram with no perceptual differ-
ence between the cover video and the stego video.

Moon and Raut [8] proposed a steganography algorithm for an uncompressed
AVI video file and improved the payload by utilizing 4LSB method for hiding
secret text and image file. The security of this method was improved by using
computer forensics as an authentication tool, and the security analysis was done
with the help of histogram. This algorithm compared results with 1LSB and 2LSB
methods and demonstrated that the proposed algorithm has four times more
capacity (50%) than 1LSB. This algorithm provided three layers of security using
encryption and computer forensics.

Gupta and Chaturvedi [9] proposed a method for embedding secret data in AVI
video format by using 1, 2, or 3 LSB replacement technique. Before embedding, the
video was converted to 20 grayscale images and after that, embedding was done
using LSB replacement technique. They calculated correlation coefficient for each 1
bit, 2 bits, and 3 bits LSB embedding and the results demonstrated that correlation
factor decreased with the increase in replacement of bits.

Yadav et al. [10] presented a novel video data hiding scheme with high capacity
and security. This scheme divided cover videos frame into its individual compo-
nents, and those components were converted into binary patterns of 8-bit.
Encryption of each frame of the secret video was done with a secret key using XOR
function, and encrypted frames were hidden in the cover video with the help of LSB
sequential encoding using a pattern BGRRGBGR. The proposed scheme possesses
high embedding capacity, and average PSNR was above 34 dB with no visual
distortion.

Chaudhary [11] proposed a multiphase model with three steps where frame
selection was done in first step using entropy method based on content level
analysis. Using frequency-based analysis, adaptive mask identification was done in
second step and in final step, LSB embedding was done over the mask. The results
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of this scheme demonstrated that average PSNR was above 50 dB which resulted in
less distortion.

Richa [12] proposed a method to embed text into AVI format videos using back
propagation neural network for video steganography. Neural network was trained to
perform XOR operation and select the symmetric key and bit pattern. In this
method, predefined bit position was used for hiding the text and evaluation of the
result was done using histogram.

Kelash et al. [13] utilized color histograms of AVI video formats to propose
video steganography algorithm. This algorithm hides secret data in frames ran-
domly selected using a threshold with the help of histogram constant value. The
video frame pixels were divided into two parts where the embedding of bits was in
the right part and number of bits was counted in the left part of the pixels. Results of
the proposed scheme demonstrated that the algorithm was simple, secure with very
good embedding capacity and PSNR above 47 dB.

Mstafa and Elleithy [14] presented a secure video steganography scheme using
hamming code (7, 4) based on linear block code principle. The secret image was
hidden by changing the positions of Y, U, and V component pixels. This method
used three keys: one for the reposition of Y, U, V component pixels, and other two
keys were used for embedding. To provide more security, the secret image was
encoded with hamming code (7, 4) and was XORed with random values generated
by using a key. This scheme was having high embedding efficiency with payload 16
Kbits that can be extended up to 90 Kbits in a single frame without noticeable
distortion and with average PSNR above 51 dB.

Athira et al. [15] proposed a scheme to hide secret data in audio and image part
of a video file. Digital signature was used for encryption of the data to be hidden.
For image steganography, the proposed method used 4LSB technique, and for
audio steganography, phase coding algorithm was used.

Kapoor and Mirza [16] proposed a method based on pixel extraction of RGB
model, and LSB insertion was used to insert the data into video frames. In this
secret, data was embedded after applying some checks in terms of capacity and
imperceptibility. The secret text was embedded using LSB insertion to the MPEG
video formats as a cover file. The results of this scheme demonstrated that it
achieved better imperceptibility in terms of MSE and PSNR with average PSNR
above 52 dB. This scheme could be used for other video formats also such as AVI
with little modification.

Singh and Singh [17] utilized grayscale videos for data embedding using LSB
substitution technique. They used background subtraction technique to detect the
pixels for foreground, and embedding was done only in the foreground pixels to
provide it a natural randomness. A major drawback of this method was that after
extraction of the data cover, video was not recovered, and this method is applicable
only to the grayscale videos.

Ramalingam and Isa [18] presented a video steganography technique for hiding
text and images in the RGB components. This method used random key for
encryption and decryption to provide more security, and embedding was done in
RGBBGRRG order of the video frames. The extraction of the hidden data was done
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with no error with PSNR above 62 dB. This method possessed high embedding
capacity as it can hide different size data in the video without any change in the size
of cover video.

Mstafa and Elleithy [19] utilized KLT tracking algorithm and hamming codes to
purpose a video steganography algorithm. This scheme used two pre-processing
techniques, hamming code for secret data and other was for face detection and
tracking in cover videos. They utilized spatial domain LSB technique for embed-
ding secret data in the covert video. This method was tested against different noise
attacks and achieved average value of PSNR = 36.86 dB, PSNRH = 50.29 dB,
and PSNRM = 55.56 dB which could be improved further.

Table 67.1 Comparison of spatial domain techniques

Authors Steganography
method

Carrier
format

Additional
key

Message
supported

PSNR

Hanafy et al. [2] LSB AVI Yes Audio, image,
and text

50

Bhattacharya
et al. [3]

LSB
replacement

AVI No Characters –

Sherly and
Amritha [4]

TPVD MPEG Yes Text 40

Balaji and Naveen
[5]

LSB
replacement

AVI No Binary text –

Hu [6] 4 LSB AVI No Video 28
Paul et al. [7] 3-3-2 LSB WMV,

MPG, AVI
No Text –

Moon and Raut
[8]

4 LSB AVI Yes Text, image –

Gupta and
Chaturvedi [9]

LSB
replacement

AVI
(grayscale)

No Text and binary
images.

64

Yadav et al. [10] LSB sequential AVI Yes Video 34
Chaudhary [11] LSB AVI No Image 50
Richa [12] LSB AVI Yes Text 64
Kelash et al. [13] Histogram AVI No Text 47
Mstafa and
Elleithy [14]

Y, U, V
components

YUV Yes Binary logo
image

51

Athira et al. [15] 4LSB AVI Yes Text –

Kapoor and Mirza
[16]

LSB insertion MPEG – Text 52

Singh and Singh
[17]

LSB
substitution

Grayscale No Image 54

Ramalingam and
Isa [18]

RGB
components

BMP
(Images)

Yes Text and image 62

Mstafa and
Elleithy [19]

LSB AVI No Text 36

Sudeepa et al.
[20]

LSB insertion AVI Yes Text –
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Sudeepa et al. [20] utilized randomization and parallelization for efficient video
steganography algorithm using LSB insertion. The encryption of secret text was
done using symmetric key, and the frames were chosen randomly with feedback
shift register (FSR) for embedding the text. They used four threads for paral-
lelization process, and the encryption/embedding and decryption/extraction pro-
cesses were executed in parallel. The throughput of the proposed scheme increased
as the size of input increased.

The comparative analysis of the above literature is done in Table 67.1 as shown
below. This analysis is according to the literature presented by the corresponding
researchers, and the PSNR value used here is the average of PSNR values in dB
given in the literature.

Conclusion

The paper tried to present the literature survey of video steganography based on
spatial domain techniques. It is seen that the spatial domain methods are very
simple and easy to implement with high embedding capacity. The methods used for
steganography are advancing day by day due to the increased use of the Internet
over the past. Numerous techniques exist, and more updated and developed ways of
detecting hidden data also advance quickly. So to avoid detection of secret message,
methods must be secure enough and need to be combined with other security
systems such as encryption techniques of cryptography.
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Chapter 68
Trust-Based Routing for Mitigating
Grayhole Attack in MANET

Kefayat Ullah and Prodipto Das

Abstract MANET is a temporary network without having any pre-existing net-
work setup. In this network, each node participating in the network act both as host
and router. Due to the dynamicity and mobility of the network, connections in the
network change frequently. Since each participating node in the MANETs is mobile
and distributive and also the nodes are resource restricted, traditional networks
security systems cannot be applied directly. Also, due to MANET various features
like mobility, dynamicity, distributive, cooperative nature, MANETs are vulnerable
to various attacks like blackhole, wormhole, grayhole, flooding. This paper explores
trust and security challenges to improve security level for MANET. In this study, a
new dynamic source routing protocol for MANET based on trust model is devel-
oped to mitigate grayhole attack. Trust is calculated based on trust function. Nodes
are selected based on the values of trust function and threshold value. The modified
DSR protocol can effectively detect the grayhole nodes and isolates them from
taking part on routing.

Keywords MANET ⋅ DSR ⋅ Trust ⋅ Grayhole ⋅ RREQ ⋅ RREP

Introduction

MANET [1] is a temporary network created and operated by the nodes themselves
without having any centralized infrastructure. Nodes cooperate with each other by
passing data and packets from one hop to another. Every nodes act as a router itself
for communication. MANET is a multihop wireless network with dynamic topol-
ogy, low battery power, and limited bandwidth. Due to dynamic nature of nodes,
topology changes frequently at any time. So it is very difficult to find an optimal
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route for communication. The routing algorithm must act quickly as the topology
changes. Different protocols [2] have been developed for such type of network.
Since the network is dynamic in nature, the topology changes frequently and the
network is open to attack and unreliability. Nodes misbehavior due to malicious
intention could significantly degrade the performance of MANET. In MANET, the
nodes act both as host and router and act as a communicating device in a wireless
environment, so trust is a major factor in MANET because ad hoc network com-
municates depending upon the cooperative and trusting nature of nodes. Since the
nodes change frequently, so the number of nodes participating in the route selection
is always changing; thus, the degree of trust also changes. Trust is a relationship
between two nodes. Trust value can be stated as the degree that one node expects
another node to offer certain services. Trust can be calculated directly or by rec-
ommendation by other nodes. Grayhole attack [3], is unlike blackhole attack [4], is
an active attack type which drops packets. In grayhole attack, the attacker node
accepts the packets for forwarding, but without doing so, it just drops it. In grayhole
attack, the malicious node initially behaves correctly and replies true RREP mes-
sages to that forwards RREQ messages. This way it takes the packets and later just
drops the packets. The sender nodes thus loose the connection and again try to
establish a new route, broadcasting RREQ messages. Attacker node again do the
same things thus consumes battery power and other network resources. This study
reveals a new dynamic source routing protocol for MANET based on trust model to
mitigate grayhole attack. Trust is calculated based on trust function. Nodes are
selected based on the values of trust function and threshold value. The modified
DSR protocol can effectively detect the grayhole nodes and isolates them from
taking part on routing. This paper tries to mitigate the grayhole attack using
trust-based routing. In this paper, the original DSR protocol has been modified
along with trust estimation model. The communication between the nodes in the
MANET is based on the trust value of a node to its neighbors. Trust value is
calculated based on the experiences of node. Grayhole attack, a type of blackhole
attack [5], is an active attack type which drops packets. In grayhole attack, the
attacker node accepts the packets for forwarding, but without doing so, it just drops
it. In such attack, the malicious node initially behaves correctly and replies true
RREP messages to nodes that forward RREQ messages. This way it takes the
packets and later just drops the packets. The sender nodes thus loose the connection
and again try to establish a new route, broadcasting RREQ messages. Attacker node
again does the same things thus consumes battery power and other network
resources. Trust is a critical factor based on uncertainty conditions and is used for
decision-making on cooperating with unknown participants [6]. It includes estab-
lishment and updating of trust. In [7] the authors state that trust may not be tran-
sitive, symmetric. That means if node A trust node B, and node B trust node C that
does not necessarily imply A trust C. Also, symmetric means if node A trust node B
that does not guarantee that B will trust A. In [8] authors elaborate logic and
reputation based trust. Logical policy-based mechanism takes binary decision
depending upon which a node is certified as trusted or not. In [9], the authors
proposed an aggregate signature algorithm for grayhole nodes. In that mechanism,
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aggregate signature algorithm, DSR protocol, and network model were incorpo-
rated. Aggregate signature algorithm was used to trace grayhole nodes. In this
paper, we present a trust-based DSR (TBDSR) to mitigate packet dropping that is
grayhole attack. In the process, first, the nodes trust value is calculated using the
trust calculating function and then, the DSR RREQ header and RREP header were
updated. Based on trust value and threshold value, the optimal route has been
selected for routing. Finally, the performance was measured based on various
performance parameters. The remainder of this paper is structured like this. In
section “Proposed Trust-Based Model (Trust-Based DSR),” the proposed trust
model is discussed including the algorithm. In section “Simulation Environment,”
the experimental setup was presented. In section “Results and Discussions,” the
result and discussion were discussed. Finally, the paper is wind up with conclusion
and future work in section “Conclusion and Future Work”.

Proposed Trust-Based Model (Trust-Based DSR)

The proposed trust-based DSR (TBDSR) improves the DSR protocol [10] fortified
with trust-based route selection. In this model, the trust values will be adjusted
based on the experiences that the node has with its neighbor nodes. In the proposed
work, the DSR routing protocol is embedded along with the trust estimation
function. The communication among the nodes in the MANET depends on the
coordination and the trust value with its neighbors (Fig. 68.1).

Trust
Computation

Modify 
DSR 

Modify 
DSR RREP

Optimal Route 
Selection 

Measure 
QoS

Fig. 68.1 Proposed trust
model
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I. Trust Computation

We propose a very simple equation for the calculation of trust value.

V = tanh ðr1+ r2+AÞ ð68:1Þ

where V = trust value

r1=
number of packets sent

number of packets to be sent

r2=
total no. of packets received from a node but not originated from that node

total number of packets received from it

A = acknowledgement bit (0 or 1)
Here, we use hyperbolic tangent function [11] to limit the computational trust
value within the range −1 and +1.

II. Maintaining Trust Information

In this scheme, the trust of each node is calculated locally. To store the trust
information, the DSR’s route request (RREQ) and route reply (RREP) headers
are modified to attach the trust values of nodes. The modified RREQ and RREP
header of DSR routing protocol are shown in the Table 68.1 and Table 68.2,
respectively.

III. Decision Making using Threshold Value

To make a security decision with the computed trust value, we need to
approximate the level of risk that can be affordable by each task. In other
words, a threshold trust value has to be fixed for each task. Such threshold
value may be varied depending on the security requirement of each ongoing
task, for example, a very important message may have threshold value as 0.8,

Table 68.1 Modified DRS RREQ header for grayhole

IP
header

DSR
header

DSR RREQ
header

Intermediate addresses Address 1,
Address 2, …, Address n

Trust
values

Table 68.2 Modified DRS RREP header for grayhole

IP header reply DSR
header

DSR RREP
header

Addresses source Address
1, Address 2, …, Address
destination

Reply trust score values
between source node and
destination node

DSR
source
node route
header

DSR source
route Address 1
…, Address N

DSR source route trust
values
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whereas a less important one may have threshold value as 0.2. By comparing
the computed trust value and the threshold trust value, it is easy to see whether
the trustor node can trust the trustee. A simple equation for making decision is
defined as follows:

D=V − threshold value ð68:2Þ

If D≥ α, it means the computed trust value satisfies the trust requirement of the
ongoing task and is trusted as per the degree of trust. If D ˂ α, it means that the trust
requirement is not satisfied.

IV. Algorithm for Routing

Notations: 
SN: Source Node         
 IN: Intermediate Node    
 DN: Destination Node   
Step 1: SN broadcasts RREQ  
Step 2: SN receives RREP { 
  IF (RREP is from trusted node){ 
   Route data packets (Secure Route)  } 
  ELSE RREP is from Unknown node 
Insecure Route 
IN can be a grayhole node 
} While (IN is NOT a reliable node) 

Simulation Environment

The proposed model is implemented using network simulator 2. Here, the original
DSR protocol is modified with calculated trust value. The DSR’s route request
(RREQ) and route reply (RREP) headers are modified to attach the trust values of
nodes. Here, calculated trust is used to identify and handle grayhole attack in the
routing process which drops the packets. For simulation, random waypoint model is
used, that is, in random waypoint, any node can start at random position, waits for
pause time, and then moves any other random position. The simulation parameters
used are tabulated (Table 68.3).
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Results and Discussions

In this simulation experiment, we have used various parameters for performance
analysis of the trust-based DSR protocol. Here, we have calculated packet delivery
ratio, throughput of the network, routing overhead, and dropped data packets. The
experimental values and their respective graphical representation are given below.
In Fig. 68.2, we have calculated the packet delivery ratio of both DSR and TBDSR
for measuring the performance of trust-based DSR. It is been observed that when
there is no grayhole malicious node, both DSR’s and TBDSR’s packet delivery
ratio is more than 90%, but as the number of malicious node increases the PDR
decreases. It is estimated that with approximately 20% of grayhole node, the PDR
for TBDSR is approximately 70% which is a 10% improvement over DSR. In
Fig. 68.3, packet dropped by grayhole node is calculated. Here also, when there is
no grayhole node, packets dropped were very few, but as the malicious node
increases, percentage of packet drop is very high in DSR as compared to TBDSR.
The simulation result shows that the proposed TBDSR can prevent packet dropping
at a great since the routing takes place via secured and trusted node. In Fig. 68.4,
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Fig. 68.2 Packet delivery
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Table 68.3 Simulation
parameters

Parameter Value

Simulator NS2.34
Simulation duration 800 s
Number of nodes 100
Transmission range 250 m
Topology 1000 m × 1000 m
Routing protocol DSR
Network traffic CBR
No. of malicious node 9
Packet size 512
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routing overhead is measured for both DSR and TBDSR. When grayhole node is
present in the network, all the attacking nodes participate in the routing process and
forward some packets. Since in TBDSR, routing is done through trusted node,
routing overhead is higher than DSR. Finally, in Fig. 68.5, the simulation result
shows the throughput of the DSR and TBDSR protocol in the presence of the
grayhole malicious node. The simulation result shows that when there is no mali-
cious node, the throughput was more than 90% both for DSR and TBDSR. But at
20% of grayhole node, the throughput for TBDSR is 80% while for DSR it is 60%.
When grayhole node is 60%, the throughput for DSR is only 25% and for TBDSR is
62%, which is 37% improvement over DSR.
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Conclusion and Future Work

This paper discussed about a security solution of grayhole attack in mobile envi-
ronment. The performance of the proposed technique is evaluated with respect to
routing overhead, PDR, dropping nodes, and throughput. The performance matrix
shows a reasonable outcome. In future, more improved trust-based security protocol
may be designed to secure the network from various kind of attack and same can be
implemented for other protocol also. Also, the work can be tested using test bed.
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Part VIII
Data Mining and it’s Applications



Chapter 69
MaDGM: Multi-aspect Dynamic Graph
Miner

Hardeo Kumar Thakur, Anand Gupta, Rahul Khanna and Sakshi

Abstract Dynamic graphs model time-varying interactions between related entities
in a network. Extensive studies have been carried out on the mining of frequent,
regular, and periodic behavior of such interactions. Some of the previous research
focused on providing users the platform to mine periodic patterns on a single aspect
(structure, weight, or direction) at a time. However, the designed tool needs to be
run multiple times, to mine significant information that is gained by the study of
multiple aspects simultaneously in a network. Moreover, it lacks capability of
mining the regular patterns in a network, and the applicability of which lies in
wide-ranging domains. In the present research, a tool, the Multi-aspect Dynamic
Graph Miner, is proposed that fills up these gaps by providing users an integrated
platform for mining regular and periodic patterns on multiple aspects. Besides the
primary features, it facilitates easy visualization of tool output and provides a
converter for the users of previous works that some portion of our software is based
on. We further discuss its applicability by testing on real-world and synthetic
datasets.

Keywords Multi-aspect ⋅ Data mining ⋅ Periodic pattern ⋅ Regular pattern
Dynamic graph ⋅ Weighted directed network ⋅ Repetition rule
Pattern miner
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Introduction

A dynamic graph is a means to represent time-varying interactions between related
entities in a network. A vertex in such a graph represents an entity, the corre-
sponding edge between any two entities denotes a relationship and the weight
associated with each edge gives the strength of the corresponding relationship. The
interaction between these entities being dynamic varies with time. The mining of
these dynamic interaction patterns in such a given network is widely known as
dynamic graph mining.

These interaction patterns have been divided previously into three major cate-
gories, which are—frequent patterns that occur frequently in graph data, periodic
patterns which occur after a fixed interval of time with temporal periodicity, and
regular patterns occurring repeatedly in a sequence, representing certain charac-
teristic or behavior. Frequent pattern mining first put forth by Agrawal et al. [1] has
been followed by significant contributions of many other researchers [2, 3].
Noteworthy research has been carried out in the fields of periodic [4, 5] and regular
pattern mining [6, 7]. All types of pattern mining have been based broadly, on three
major aspects of interactions in a time-varying dynamic network: (i) topology or
structure, (ii) weight, and (iii) direction of the interactions.

Although a lot of work has been done in the field of data mining, none of it has
taken into account the relation between various categories of interactions. A set of
regular patterns is itself a subset of a set of periodic patterns. This can be illustrated
as follows: if a pattern abcdabcdabcd occurs in an interaction, abcd can be seen as a
regular pattern occurring in three consecutive intervals or as a periodic pattern with
periodicity 4; but it also exhibits periodicity with respect to each of a, b, c, d (period
4). Hence, we might find in the real-world situations where a user requires to
simultaneously study the periodicity and regularity in a network as illustrated with a
real-world example.

A Web site owner wishes to analyze the response of customers to a set of
Webpages that he creates. If a network is built out of this dataset, any customer and
Webpage would form a node each and the presence of an edge between a customer
and Webpage means that the customer has accessed that Webpage. The owner now
wishes to analyze the results of mining these interaction patterns. Not only does he
need the periodicity of occurrence of edges but also its regularity. There is no one
platform for such a user to study both of these patterns simultaneously so as to save
time, effort, and resources.

There are several tools in the field of data mining, like sequential pattern mining
using bitmaps [8], periodic subgraph embedding miner [4] to name a few. To the
best of our knowledge, there exists no tool that integrates mining of periodic and
regular patterns. To fill up this gap, a tool, Multi-aspect Dynamic Graph Miner
(MaDGM), has been proposed in the present research to facilitate the user with an
interactive platform for mining regular and periodic patterns in a network.

726 H. K. Thakur et al.



Algorithmic Background

Periodic Pattern Miner

Any network modeled from the real world contains patterns that recur with a natural
periodicity [4]. Such patterns exhibit predictable behavior because of their property
of repeating periodically. The study of these patterns called periodic pattern mining
is a significant part of any network’s analysis.

Gupta et al. [5] have proposed the periodic pattern on structure and weight
framework (PPSWF) based on the PSEMiner [4] to efficiently mine periodic pattern
on structure (PPS) and periodic pattern on weight (PPW) together in a weighted
dynamic network. It can be generalized to mine any two related aspects at a time—
primary and secondary aspects [9]. We use the existing PPSW framework as an
instance that structure being the primary aspect and weight being the secondary
aspect. In the PPSWF, snapshots of a weighted dynamic network are taken and the
edges having occurrence less than threshold are removed as infrequent edges. Rest
of the edges and edge-weight combinations are assigned a unique number each and
stored in a structural input table and a unique numbered edge map, respectively.
Edited PSEMiner (EPSEM) is applied to the structural input table to identify
structural inverse periodic patterns (SIPP). The unique numbers that occur in SIPP
are mapped to their corresponding vertices to build a periodic pattern on structure
(PPS). Data regarding the edges present in structural edge lists are selected from the
unique numbered edge map and are input to the EPSEM to find weighted inverse
periodic patterns (WIPP). Mapping unique numbers to edge-weight combinations
and edges to their vertices results in periodic patterns on weight (PPW).

We leverage this algorithm for periodic pattern miner (PPM) to mine periodic
patterns on any two aspects at a time. The primary and secondary aspects for a
directed network are structure (PPS) and direction (periodic pattern on direction,
PPD) and that for a weighted directed network are weight (PPW) and direction
(PPD) [9].

Regular Pattern Miner

Apart from periodic patterns, there may exist repeated patterns in a dynamic net-
work that represents certain characteristic or behavior called regular patterns.
Regular pattern mining has found a host of potential applications like weather
forecasting, earthquake prediction.

We leverage the novel method put forth by Gupta et al. [7] focusing on mining
regular patterns on weight and direction in a directed weighted dynamic network, as
the second component of MaDGM called the regular pattern miner (RPM). In this
method, snapshots of the dynamic weighted directed network are taken, and from it,
a sequence is obtained over time corresponding to occurrence, weight, direction,
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and weight-direction. From this sequence, infrequent edges are removed and sub-
string of maximum length that repeats consecutively at least threshold number of
times along with its starting position, results in a repetition rule. Edges with same
rule are grouped to form evolution patterns [7].

Descriptive Analysis of MaDGM

Interaction patterns can be mined for all three aspects using RPM and any two using
PPMs, thus giving rise to the name ‘Multi-aspect Dynamic Graph Miner.’ Fol-
lowing subsections describe how MaDGM integrates its components for the
exploratory analysis of real-world dynamic graphs. Both the miner and user
interface have been implemented in JAVA.

Periodic Pattern Miner

This component (b in Fig. 69.1) is used for mining periodic patterns. Tree datas-
tructure has been used in its implementation, in accordance with the leveraged
algorithm. The input to PPM is a text file having the number of timesteps, ‘n,’ on
which snapshots of the dynamic network are taken, in its first line. The lines that
follow contain entries of the form < v1 v2 w1 w2 . . .wn>, where v1 and v2 represent
vertices and w1 through wn represent the weight on corresponding edge at
n timesteps. A weight ‘0’ at any timestep signifies that that edge does not exist on
that particular timestep.

The output of the component is also available in a text file. Each line contains an
entry of the form < i s p num ðv1, v2,w1Þ, ðv1, v3,w2Þ, ðÞ, . . .½ �> that represents a
subgraph having num number of edges (v1 − v2, v1 − v3) with weights w1 and w2,
containing a pattern that occurs for s number of timesteps starting from ti and
repeats after every p timesteps. This forms the weight-rule file of the output.

Regular Pattern Miner

This component (a in Fig. 69.1) is used for mining regular patterns. The UI contains
multiple columns to be filled by the user—(i) threshold, minimum number of times
a pattern should recur consecutively to be a regular pattern, (ii) jitter, number of
miss occurrences allowed(to accommodate imperfect regularity), (iii) input text file.
Each line of the input file contains entries of the form <ek vi vj occurrence-string
weight-string direction-string> where ek is edge number of the edge between
vertices vi and vj. Of the strings that follow, occurrence-string is mandatory. The
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length of the strings is total number of timesteps. A ‘0’ on a timestep indicates that
the edge does not occur at that timestep.

The output of this component is also available as text files with the following
formats. First line of the first file with the repetition rule contains an edge ek(vi, vj),
and the next line contains an entry of the form < v i s c > where the repeated
pattern ‘v’ starts at ti has a length ‘s’ (ti to ti+s) and occurs c number of times
consecutively (c must be greater than threshold). There may exist more than one
repetition rules for one edge, for instance, ‘abcabcabcabdabdabd’ has two
quadruplets <abc 1 3 3> and <abd 10 3 3>. As a result, many different <v i s c>
entries exist for each edge. Also, multiple edges may be associated with each <v i s
c> combination. Corresponding to every unique <v i s c>, a list of all edges
containing it is constructed, within which some might end up having common
vertices. All the edges in the same list sharing common vertices form a subgraph.
Any edge that does not share a vertex with any other edge in its <v i s c> list is
rejected, as a subgraph must have minimum two edges. Many subgraphs are mined
from each list and are stored in the second output file, each line of which is in the
format <i s c num [e1 (v1, v2) e2 (v2, v3), …]> where i, s, c are same as defined
above; num is the number of edges; e1, e2 are two such edges between vertices
v1 − v2 and v2 − v3, respectively. It makes use of linked list for the formation of
these subgraphs.

RPM and PPM in MaDGM can be run simultaneously, using (c) in Fig. 69.1.

Fig. 69.1 MaDGM structure
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Converter

Since the input formats for the required and generated files of PPM and RPM are
not the same, MaDGM enables the user to convert from one input format to another
conveniently as per the requirement. This component of the tool aids the user of
already existing PSEMiner to use the same input file which they would have used in
PSEMiner, thereby saving their time and resources. This component is shown as
(e) in Fig. 69.1.

Graph Viewer

This component makes MaDGM output easy to read and visualize. The input to this
component is a file containing subgraphs with edges (that follow a common rep-
etition rule) in each line. The format is of the type < e1ðv1, v2Þ e2ðv2, v3Þ
e3ðv1, v4Þ . . .> with e1, e2, e3 representing edges between v1 − v2, v2 − v3, and
v1 − v4, respectively. The component along with a sample graphical output is
shown as (d) in Fig. 69.1.

System Features and Comparison with PSEMiner

In 2007, Lahiri et al. proposed a new mining problem of finding a minimal set of
periodically recurring subgraphs to capture all periodic behavior in a dynamic
network. [4] The tool implementing their algorithm came into existence as the
PSEMiner. However, considering only one of structure or weight of interactions, as
proposed by the author, misses some important information. Therefore, it needs to
be run twice, to identify both aspects of periodic interactions resulting in a loss of
efficiency of the tool. Consequently, Gupta et al. [5] proposed PPSWF to efficiently
mine on both aspects simultaneously. In this algorithm, only subgraphs having
more than one edge are considered, thereby removing redundant PSEs. Besides this,
it also provides a better user experience as user does not have to himself assign
unique number to edges unlike the PSEMiner. Clearly, PSEMiner is a subset of
PPSWF.

PPM component of MaDGM leverages PPSWF and exploits all of its advan-
tages over PSEMiner. Moreover, it comprises of RPM, using which users can mine
regular patterns too. Thus, MaDGM clearly supersedes PSEMiner.

We illustrate the applicability of MaDGM with a real-world example—consider
a social network that facilitates interaction among its users. This interaction may not
be limited to immediate as one might interact with people who are not known to
him directly but share similarities with him due to a common bond. Therefore, one
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of the key features of a social networking system is the ability to recommend to its
users who they can interact with and then let them choose.

We take the case of a hypothetical social network SN. It aims to provide rec-
ommendation to its users to avoid them from leaving the network, because of lack
of communication with mutual connections having similar interests. Communica-
tion among users in SN occurs by the exchange of messages, the length and fre-
quency of which may vary.

Let users be represented by nodes and the corresponding edge between any two
nodes represent the interaction between them. The weight of this edge is a function
of the length of the message exchanged, and its direction originates from the sender
of the message and terminates at its recipient. For instance, the existence of two
nodes X, Y and an edge directed XY with a weight ‘a’ at a particular instance
indicates the presence of two users X and Y with messages of length ‘a’ sent from
X to Y at that instance.

Now suppose, another user Z signs up on SN, is a connection of X and X, Z also
communicate with each other. Should Z be recommended as a connection to Y and
vice versa due to common connection X? The answer would depend on the simi-
larity in their communication patterns with X. Thus arises the need to study the
network and give connection recommendations. In a large network, it becomes a
tedious and time-consuming job. In this scenario, MaDGM studies the network and
helps to generate necessary recommendations for the users.

First of all, the communication data among users is stored each day for say
70 days and kept in a file in a desired format which is input to MaDGM. Suppose
now, in the pattern ‘a0aba0aba0ab,’ regular pattern ‘a0ab’ with count 4 or periodic
pattern ‘a’ with period 2 is mined in the same sequence for both edges XY and XZ.
From this, it can be concluded that a great deal of similarity occurs in the com-
munication between users X, Y and X, Z. This data is output as a subgraph con-
sisting of nodes X, Y, Z and directed edges XY and YZ.

Based on this output, connection recommendations can be sent to all nodes
(users) that belong to the same output subgraph. In this way, the owners reap
savings in time and resources, which would have to be put in, had they not made
use of MaDGM.

Performance

MaDGM execution has been done on Ubuntu 14.04 64 bit virtual machine, having
2 Intel core i7 CPU @ 2.2 GHz processor with 8 GB RAM. RPM can be run on any
OS(JVM 1.7 or higher) while PPM requires a Linux environment to run. Also,
RAM requirements for PPM are higher than that of RPM.

To test the efficacy of the proposed tool, we run it on various real and synthetic
datasets. A real-world stock market dataset consisting of opening and closing prices
of S&P 500 stocks has been used. A stock represents a node, and an edge denotes
that both nodes are profitable. Weight represents the combined profit of the
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corresponding nodes. Random test case datasets have been generated by random
function for testing. The datasets collected are processed in RPM, and the results in
terms of time of successful execution have been recorded in Table 69.1.

For big data, PPSWF is more efficient than PSEMiner in terms of time and space
complexity. For detailed performance, comparison between PSEMiner and PPSWF
(used for PPM) refers [5].

Conclusions and Future Work

In this paper, we have introduced a tool called the Multi-aspect Dynamic Graph
Miner (MaDGM), for mining of regular and periodic patterns. Importance of mining
regular and periodic patterns simultaneously, for meaningful deductions from
real-world networks, has been justified with the help of examples. MaDGM pro-
vides the platform to its users for this simultaneous mining, efficiently. For this
reason, it would have a host of potential application domains including medicine,
social networks etc. has been tested on synthetic and real-world datasets.

While regular pattern mining using MaDGM can be done on all aspects of
structure, weight, and direction of interactions simultaneously; periodic patterns can
be mined only on two of these aspects at a time. Also, the algorithmic background
of PPM (PPSWF) does not take into account imperfect periodicity. We look for-
ward to versioning the tool with these improvements in the future.
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Chapter 70
Efficient Prior-Art Retrieval of Patent
Documents Using MapReduce Paradigm

K. Girthana and S. Swamynathan

Abstract A patent is a legal right given to novel, non-obvious and useful inventions.

The prior-art search involves retrieving prior works related to it to avoid duplication

of the invention and granting of the patent. Moreover, it analyzes a variety of docu-

ments like newspaper articles, proceedings, and journals. The amount of patent doc-

ument and the volume of filings keep on increasing at an unprecedented rate every

year. Processing on this enormous volume of data sequentially is time-consuming.

Hence, the proposed Prior-Art Retrieval System (PARS) retrieves only the patent

documents through Google patent API, and K-Means clustering was employed in

a parallel mode to cluster the documents. Through Relevance Mapping prominent

document clusters were identified. The documents within the relevant clusters are

ranked based on the citations. The top ranked documents were displayed to the patent

analyst.The results show that the processing time with map reduce has reduced sig-

nificantly and accuracy of clusters was around 50%.

Keywords Prior-art search ⋅ Clustering ⋅ MapReduce

Introduction

A patent document is a license, conferring a right or title for a limited period. The

patent provides rights to exclude others from making, using and selling it. When

there is an innovation, prior-art search becomes much more important. It is under-

taken to ascertain whether the invention is novel, non-obvious and useful or not. It

uncovers any knowledge that exists before the filing of the current invention. Clus-

tering, an unsupervised machine learning technique, is employed for this prior-art
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search to group relevant patent documents. It also describes the relationship between

the patent documents and finds the intrinsic structure of the patent documents. The

emerging increase in the size of patent filings and non-patent articles greatly influ-

ence the processing capability of the retrieval system. The patent documents are

structured with specific field information while the non-patent literature is unstruc-

tured in nature.The non-patent literature includes newspaper articles, conference pro-

ceedings, videos, web documents and so on. Each varies in structure and analyzing

mechanism. Analysis on huge volume and variety becomes tedious and may not be

sufficient if processing is done sequentially; hence, the big data paradigm and related

data processing strategies came into existence.

Hadoop, the core platform addresses the challenges of Big data by allowing mul-

tiple types of analytical workloads to run on the same data parallelly. The two main

components of Hadoop are Hadoop Distributed File System (HDFS) and MapRe-

duce paradigm. The computations are carried out with Map and Reduce functions,

which operate as Key-Value pairs.

The remainder sections of the paper are organized as follows: Section “Literature

Survey” discusses the prior works in the field of clustering. Sections “Architecture

of Prior Art Retrieval System” and “Implementation” briefs the architecture of the

proposed model and Implementation details. Section “Results and Discussion” dis-

cusses the results obtained through this system and section “Conclusion” concludes

the paper with guidelines for future enhancement.

Literature Survey

The prior art is an art of searching the previous works which are related to the cur-

rent work, which may not exist but might be cited by others. Gaff and Rubinger

[1] discussed in detail about the prior-art search process. The various approaches

involved in standard Information Retrieval process are explained with different com-

binations of patent document fields by Wanagiri and Adriani [2]. Their experimental

results shows title, description, and claim field combination retrieves better. Xue and

Croft [3] proposed a method for automatic generation of the search query from the

full patent application. They considered different type of search features along with

learning to rank method.

Document Clustering groups similar documents and has been applied widely in

various fields. Patent document clustering includes clustering the data taken from

various fields of the document like title, abstract and description of the patent doc-

ument [4, 5]. Huang et al. [6] examine the Chinese patent documents based on the

implicit and explicit structure using Self-Organizing Maps. Balabantaray et al. [7]

compared K-Means clustering with the K-Medoids and found that K-Means suits

well for summarization of documents. The efficiency of K-Means clustering depends

on the initial set of seed points [8] and its sensitive to outliers.

Subspace clustering identifies clusters of similar vectors on a subspace of the

data space [9]. It is suitable for clustering on high dimensional data, and they
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usually follow either density-based or K-Means clustering approach. Though there

are many clustering methods [10], currently, no subspace clustering algorithm can

handle vast datasets in reduced time. For very high dimensional data such as docu-

ments where the features are the words in the document, parallelism will be effective

and efficient. Ngazimbi [11] presented a case study of different clustering algorithms

like K-means, Greedy Agglomerative, and Expectation Maximization algorithms in

Map-reduce framework on Netflix Movie data. Sun et al. [12] use hierarchical clus-

tering technique for the internet users by mining an enormous volume of web access

logs. They improved the efficiency of the algorithm by co-occurrence based fea-

ture selection and by the batch update process. A PARABLE algorithm [13] for the

MapReduce framework, solves the problem of using divide and conquer strategy.

This work relies on Map-Reduce based K-Means clustering [14] because the

majority of the clustering algorithms require the dataset to reside in main memory,

and the linkage clustering algorithms cannot be applied to mapreduce framework.

This work differs from the rest by having an initial number of clusters formed by

manually assigned International Patent classification (IPC) code [15]. The clustered

documents are ranked to show the priority among the relevant documents. Aleman-

Meza et al. [16] measured relevance by considering the semantics of relationships.

The major drawback of this approach is ontology derived may negatively affect the

semantic annotation and retrieval steps. Here, the authoritative importance or pop-

ularity along with similarity score is used as a measure for ranking the documents

within the cluster.

Architecture of Prior Art Retrieval System

The prior art retrieval system (PARS) of the patent documents helps to retrieve the

relevant patent documents by grouping the documents into a set of clusters. The

system flow was outlined in Fig. 70.1. The patent analysts or patentee submits the

innovation details in the form of new patent document to the system. The keyword

extractor extracts the prominent keywords from the title, abstract portions of the

patent document. Using this information, the query formulator formulates the query.

This query, in the document searcher phase, helps to retrieve the top K documents

from the search system through Google Patent API and stores their contents in the

patent database. It also stores citation information retrieved from national patent

databases ESPACENET. The patent database is pre-processed and used for further

processing.

Hadoop-based patent document processor includes Patent document Indexer and

Patent Document Clusteror. The Indexer allows fast and full-text searches at the cost

of increased processing. The Patent Document Clusteror makes use of K-Means clus-

tering in the hadoop environment to analyze the relationship between the document

clusters. The inputs to the Map-reduce K-Means algorithm are the set of the doc-

uments with TF-IDF (Term Frequency and Inverse Document Frequency) scores

for each word in the title and abstract sections of the document after preprocessing.



738 K. Girthana and S. Swamynathan

Fig. 70.1 Architecture of prior-art retrieval mechanism

The retrieval system then checks for relevance between the novel patent document

and the clusters. Relevant clusters are retained and the documents within the rele-

vant clusters are ranked based on the citation count of the patent document and the

similarity score. Preference is given to the most cited patent documents.

Implementation

This section describes the execution environment and in detail about the various

phases involved in the prior-art retrieval system.

Environmental Setup

The experiment was conducted by configuring Hadoop in Pseudo-Distributed Mode.

The node is configured with 4 GB memory, 64 GB hard disk along with JDK 1.7.0

and Hadoop 2.6.1 version and Ubuntu 14.04 operating system.

Patent Retrieval from Google API

Google APIs are a set of Application Programming Interfaces (API) allow com-

munication with Google Services and their integration with other services. When

the patent analysts or patentee submits the query (Metaheuristic Algorithm) to the

search system, the system retrieves the first 500 patent documents links through the
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Fig. 70.2 Sample patent

database

Google Patent API. Their contents were parsed with an HTML parser (Jsoup). Since

the title and the abstract portions of the patent document convey the major portion

of the invention details, only those portions of the document were parsed along with

the document ID and the IPC code. A snapshot of the patent database was shown in

Fig. 70.2. The extracted citation details are also stored in the patent database.

Patent Document Pre-processor

The patent documents are checked for consistency and duplication. The redundant

documents are removed and and inconsistent documents are updated with a single

latest version of the patent document. These Pre-processing reduces the total number

of documents to 350. In addition to them, other pre-processing steps like stemming,

and stopword removal are carried out. The documents are represented using a bag

of words model.

Patent Document Indexer

The Hadoop patent document Indexer helps to scan the documents quickly through

map and reduce phases. The inputs to the indexer map phase are pre-processed patent

documents. For each token in the pre-processed document, it computes the term

frequency. The indexer map phase splits the document into multiple parts and for

each word it encounters, the map phase emits (word, 1). The reducer combines the

output of multiple map phases and sums up the count for each word (word, term

frequency).

MapReduce K-Means Clusteror

The MapReduce framework splits the data into M splits and processes them in par-

allel. The clustering algorithm takes input as the set of the documents with TF-IDF

values for each word and the set of K initial centroids chosen randomly.The mapper

and reducer pseudo code for K-Means are given in Figs. 70.3 and 70.4 respectively.

The number of clusters are determined based on the IPC code information of the
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Fig. 70.3 Pseudo code of

K-Means map function

patent document. The map function calculates the cosine similarity score between

the input set of documents and each K centroids and produces output in the form

of <centroid, document id>. The reducer function takes the output of map function

and calculates the new k-centroids.

Results and Discussion

The results analysis was done for the query Meta-heuristic algorithm. Since the

majority of the pre-processed patent documents belong to the IPC codes G06N3,

G06F17 and G06Q10, the number of clusters was assigned as 3. Patent docu-

ment clusteror iterates until the cluster centroids remain constant, and the system

does a comparative analysis on K-Means clustering with and without Map Reduce.

Figure 70.5 depicts the results of K-Means clustering with Map-reduce. Its clear that

for small sized data corpus, there is only marginal difference between their execution

times while for large corpus K Means clustering with Map-Reduce executes faster

than traditional K-Means clustering. Table 70.1a outlines the cluster details along
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Fig. 70.4 Pseudo code of

K-Means reducer function

Fig. 70.5 Comparison of

K-Means clustering with and

without MapReduce

with clustering accuracy. It’s known that the precision and recall for the clusters are

around 50%. This is because the documents lexicon are unique and the semantics

and relations between the lexicons was not considered. Relevance between the doc-

ument clusters and the novel patent was determined based on both the word similar-

ity and the IPC code description information. The most relevant cluster was chosen

for further ranking and processing. Since two-third of the documents belongs to the

cluster2 and also because of its closeness to the novel patent, cluster2 is chosen for

providing the retrieval results to the user. Another search query “Smart Devices”

was also executed on the prior art retrieval system that executes K-Means cluster-

ing in the Hadoop framework and the results obtained were similar to the one dis-

cussed. This query was also executed under the same environmental setup and 800

documents were retrieved. After pre-processing there were 715 documents and these

documents were clustered. The clustering quality and the cluster details were briefed

in Table 70.1b.
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Table 70.1 Patent document clusteror

Query1: Metaheuristic algorithm

Clusters # of Documents Cluster topic area Precision

C1 (G0F17) 121 Digital computing and

data processing

techniques

0.57

C2 (G06N3) 167 Genetic algorithm,

stochastic approaches,

fuzzy logic

0.58

C3(G06Q10) 62 Optimisation and

scheduling

Approaches

0.62

Query2: Smart devices

Clusters # of Documents Cluster topic area Precision

C1 (H04W4) 285 Mobile application

and substation

equipment

0.57

C2 (G06Q20) 111 Payment architectures

and protocols

0.52

C3(G06F3) 232 Image acquisition and

digital information

0.45

C4(H04W84) 47 Network topologies 0.623

C5(G06Q30) 40 E-commerce 0.49

The documents within the cluster were ranked based on document citations. The

citation information was retrieved from online patent databases like USPTO (United

States Patent and Trademark Office) and ESPACENET. If the document citations

are same, the retrieval ordering was used for ranking. Since the document citations

were given preference, the most popular and widely cited documents are given more

weight and they appear at the top of the result section. For performance evaluation,

the PARS was compared with Google patent search. The top five relevant documents

were retrieved for the query from both PARS and Google patent search along with

their ranking and the same was depicted in Table 70.2. The retrieved top 5 documents

were totally different because PARS clusters the documents and gives preferences to

the citations. The top results of the Google patent search obtained lower rank in

PARS because the cohesion between the novel patent and the patent document was

less or the relevant terminologies that match the query were meagre or the citations

are less.
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Table 70.2 Prior-art retrieval system versus google patent search

Google top 5

documents

Google ranking PARS top 5

documents

Google ranking

US9015145 1 US6360191 43

WO2008079097A1 2 US6055523 22

US9251460 3 US6327582 8

US9305257 4 US6263325 11

US20160140441 5 US20080077544 3

Conclusion

Patents are technical documents that provide exclusive rights to the invention. Prior-

art search on the patent is an essential task to uncover the knowledge that exists in

a particular field. Since the data for Prior-art retrieval keeps on increasing exponen-

tially, finding insights into the data and invalidating a patent application becomes

essential. Clustering on retrieved patent helps to group the patent documents based

on the domain. Among several clustering algorithms, K-Means algorithm is straight-

forward and familiar. This work makes uses of K-means clustering algorithm in Map-

Reduce framework to retrieve efficient and quality clusters in reduced time. It uses

patent classification code information for deciding the number of clusters and decid-

ing the relevant cluster. The patent documents within the cluster makes use of citation

information for ranking.The results show that the processing time with mapreduce

has reduced by almost 25% for larger data sizes and for smaller sized the variation

has reduced and also the precision and recall for the clusters was around 55%. This

work can be further enhanced with multi-node cluster setup and also by assigning

importance to the words in the Patent document abstract and also through semantic

analysis [15].
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Chapter 71
FCA Based Ontology Revision

Zubin Bhuyan and Shyamanta M. Hazarika

Abstract Ontology is a formal description of a conceptualization for a domain of

discourse. Revision of an ontology is primarily required because of changes in the

domain, its conceptualization, or in the defined specification. This paper proposes an

approach for revision of
D

ontology, wherein changes are incorporated into

the ontology without human intervention. Techniques from Formal Concept Analy-

sis (FCA) form the backbone of the proposed method. The Description Logic (DL)

knowledge base is emulated on an extended FCA framework. Thereafter, revisions

are incorporated, following which the DL ontology is reconstructed. Throughout the

process of revision, the system endeavors to minimize loss of information.

Keywords Ontology ⋅ Ontology revision ⋅ Formal concept analysis

Introduction

Ontology is a data engineering artifact which enables formal conceptualization of

any domain of discourse [1]. An assortment of formalisms has been developed to

represent ontologies, starting from the frame-based and object-based models, to the

more recent Description Logics (DL). DL has emerged as the prime formalisms for

ontology representation as it allows one to formally define terms and relations which

constitute the vocabulary of a particular domain. The term ontology change is used

to mean any kind of ontology modification, including the problem of deciding the

modifications required, followed by implementation and their management. These

modifications may be due to the requirement to improve the conceptualization of a
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domain, a requirement change from the users, a dynamic alteration in the domain,

or due to perception of information which was previously unknown or unavailable.

In this paper we make use of FCA techniques for revision of 
D

ontology.

Background and Related Work

Description Logic

DL has a clear formal semantics, and expressive diversity to cover a variety of repre-

sentation needs, and this has enabled it to become the preferred choice for ontology

representation. The building blocks in DLs to represent knowledge are concepts,1
roles and individuals. The namespace of an ontology defined using a DL is the

set of allowable names and terms for concepts, roles and individuals. The names-

pace, usually referred to as NDL, comprises of three disjoint sets, viz., NC
DL, NR

DL
and NI

DL, which respectively denote the sets of concepts, roles and individuals in

the DL namespace. Primitive elements, i.e., concepts, roles and individuals may be

combined using operators and connectives to form complex definitions. For exam-

ple, the idea that concept mother is equivalent to a female human with at least one

human child is expressed in (71.1).

Mother ≡ Human ⊓ Female ⊓ ∃HasChild.Human (71.1)

The part of DL Knowledge Base (DLKB) involving concepts and roles is called

the TBox, and the other part involving individuals is called the ABox.

Web Ontology language, or OWL, is a family of ontology languages which was

primarily aimed at the semantic web community, but have been used in diverse

area as medicine, bioinformatics, geography, astronomy and robotics. The relation

between DLs and OWL was established in [2]; it was shown that OWL-DL and

OWL-Lite were equivalent to the DLs 
D

and 
D

respectively. Read-

ers are referred to [3] for a detailed understanding of description logics.

Formal Concept Analysis

Formal Concept Analysis (FCA) is an order-theoretic technique of abstracting a

concept hierarchy from a set of individuals and their corresponding properties [4].

Formally, a context is defined as K = (O,A, I). Here O and A are sets of objects

1
Note that the idea of concepts in description logic is different from that of Formal Concept Anal-

ysis.
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and attributes respectively, and I is an incidence relation between O and A, i.e.,

I ⊆ O × A.

For every formal context (O,A, I), the two concept forming operators
↑ ∶ 2O → 2I

and
↓ ∶ 2I → 2O are defined for every X ∈ O and Y ∈ A as:

X↑ = {y ∈ A|for each x ∈ X ∶ (x, y) ∈ I}
Y↓ = {x ∈ O|for each y ∈ Y ∶ (x, y) ∈ I}

A formal concept is a pair (X,Y) where X ∈ O and Y ∈ A such that X↑ = Y and

Y↓ = X. X is referred to as the concept’s extent, and Y is called it’s intent. The sub-
concept relation between two concepts (X1,Y1) and (X2,Y2) is denoted by ≤, and is

defined as:

(X1,Y1) ≤ (X2,Y2) ⇔ X1 ⊆ X2 ⇔ Y2 ⊆ Y1

The set comprised of the concepts of a context (O,A, I) is denoted by (O,A, I).
This set of concepts is partially ordered by the subconcept relation, and is called the

formal concept lattice. This lattice is represented as the tuple (,≤). For a review of

the theoretical foundation and current trends in FCA, readers may refer to [5].

Existing Work on FCA and Ontology Dynamics

Albeit FCA and DL follow different methodologies, several attempts have been made

to combine the two for expedient representation and reasoning. The prime difference

between the two is that in DL, the concept description is given independent of the

objects of the domain, whereas in FCA it is a fixed pair of object and attributes sets

in a formal context.

Sertkaya’s Ph.D. dissertation [6] presents a technique for assisting construction

of DL KB, along with an extended form of FCA for completion of DL KBs. In [7],

the author employs FCA to identify structure in theories which are used to construct

ontology via conjunctive concepts and relation among them. Hance et al. in [8],

proposes a platform for ontology management using FCA based Relational Concept
Analysis.

Another FCA based approach is presented in [9] for designing of sensor ontology

which allows knowledge sharing and reasoning on sensor equipments’ characteris-

tics. In [10], an FCA based method of development of ontology from ambiguous and

implicit data is proposed. A concise state-of-the art survey of FCA based construc-

tion and merging of ontology can be found in [11].
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Ontology Revision Using FCA Techniques

In this section we discuss the proposed ontology revision method. We espouse

FCA based representation and revision for a 
D

knowledge base. Such an

approach will be especially be useful in scenarios where the TBox axioms and rules

are generated based on the features and behaviour of entities of the domain being con-

sidered. It is to be noted here that, unlike standard ontology environments, we make

the Unique Name Assumption, i.e., all elements of the DL ontology are assumed to

have unique names.

Modeling DL Information in FCA

The data is organized as a triple  = (,,), where  is a set of contexts whose

extents are composed of sets of objects,  is a context of roles whose lattice repre-

sents role hierarchy, and  is a set of functions, mR ∶ Oi → 2Oj , where Oi and Oj
are the object sets from Ki,Kj ∈ , and R is a role between two DL concepts. Each

m can also be represented as a relation m ⊆ Oi × C() × Oj. Here C() is the con-

cept set of . We shall discuss about  and  in sections “Construction of ” and

“Construction of ” respectively.

For ease of representation and understanding, three supplementary functions are

defined as follows:

∙ Domain function: δ ∶ C() → O where δ(mR ∶ Oi → 2Oj ) = Oi, where C() is

the concept set of , i.e., this function maps roles to its respective domain.

∙ Range function: ρ ∶ C() → O where ρ(mR ∶ Oi → 2Oj ) = Oj. The ρ function

maps the set of roles to their respective ranges.

∙ Function to map a context to a set of roles: μ ∶  → 2C()
, i.e., μ(Ki) = {R|δ(r)

= Oi}. The function μ maps contexts from  to a set of roles, such that their

domain is the given context.

Construction of

DL role hierarchies are defined by axioms having the form R ⊑ S where R and S are

both atomic.

In our model a formal context (R,R, I) is constructed where R is the set of all role

names and I is a binary relation ⊆ R × R. If rIr′ we say that r′ subsumes R. Hence,

we get a concept lattice of role hierarchies.
2

2
All concepts in this lattice which directly subsume supremum are independent roles with no sub-

roles or super-roles.
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Construction of

Every context Ki in  has a set of objects forming its extent. Construction of every

formal context begins with one primitive concept (class) and its immediate sub-

concepts as its intent. The corresponding individuals of the ABox forms its extent.
That is, for each primitive DL concept there exists a K ∈ . Thereafter, the intent

of the formal context is iteratively augmented by concept descriptions like ¬C, ⊔C,

⊓C, ∀r.C and ∃r.C, where C is the name of a DL concept.

Adding Conjunction to Attribute Set (⊓C) With respect to a context Ki, let C be a

formal concept already defined in some other context, Kj. If a definition for an object

is encountered with ⊓, it is added to the intent of the context Ki. It is important to

note here that C will be a concept of another lattice, i.e. C ∈ j.

Mathematically it can be defined as a conjunction operator, opj
⊓

∶  → . For

a given context Ki = (Oi,Ai, Ii) the conjunction operator, with respect to the lattice,

extends the Ai and Ii, but keeps the Oi unaltered.

opj
⊓
(Ki) =(O

j

i ,Aj

i , Ij

i )

where ∶ Oj

i = Oi,

Aj

i = Ai ∪ {⊓C|C ∈ j},

Ij

i = Ii ∪ {(o, ⊓C)|o ∈ Oi,C ∈ j}

Adding Disjunction to Attribute Set (⊔C) If a definition for an object is encoun-

tered with ⊔, it can be directly added to the intent of the context under consideration.

For a given context Ki = (Oi,Ai, Ii) the disjunction operator results in an extension

of the Ai and Ii, keeping the Oi unaltered.

opj
⊔
(Ki) =(O

j

i ,Aj

i , Ij

i )

where ∶ Oj

i = Oi,

Aj

i = Ai ∪ {⊔C|C ∈ j},

Ij

i = Ii ∪ {(o, ⊔C)|o ∈ Oi,C ∈ j}

Adding Negation to Attribute Set (¬C) Attribute set extension can be defined via

a negation operator, opj
¬ ∶  → .

opj
¬ (Ki) =(O

j

i ,Aj

i , Ij

i )

where ∶ Oj

i = Oi, A
j

i = Ai ∪ {¬C|C ∈ j},

Ij

i = Ii ∪ {(o,¬C)|o ∈ Oi,C ∈ j}
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Scaling of Relations (∀r.C and ∃r.C) Rouane et al. in [12] have presented an adap-

tation of FCA which analyzes objects and their relational attributes. It proposes a

method called relational scaling to incorporate relations in FCA. They define two

encoding schemes for relational scaling, namely narrow encoding for ∀R.C and wide
encoding for ∃R.C.

We employ a similar technique to include the relations as binary attributes in the

formal context. However, our technique also preserves the defined role hierarchy.

The newly incorporated attribute name will be of the form R ∶ C. (Attribute name

should be based on the concept name for unique identification.)

Let us consider a DL role R with δ(R) = Oi of Ki and ρ(R) = Oj of Kj.

The operator for narrow scaling, opj
× ∶  →  is expressed as:

opj
× =(i) = (OR,j

i ,AR,j

i , IR,j

i )

where ∶ OR,j

i = Oi, A
R,j

i = Ai ∪ {∀R ∶ C |C ∈ j},

IR,j

i = Ii ∪ {(o,∀R ∶ C)|o ∈ Oi,C ∈ j,mR(o) ≠ φ,

mR(o) ⊆ extent(C)}

For ∃R.C, the operator for wide scaling, opj
+ , is defined as:

opj
+ =(i) = (OR,j

i ,AR,j

i , IR,j

i )

where ∶ OR,j

i = Oi, A
R,j

i = Ai ∪ {∃R ∶ C |C ∈ j},

IR,j

i = Ii ∪ {(o,∃R ∶ C)|o ∈ Oi,C ∈ j,mR(o) ∩ extent(C) ≠ φ}

Operators defined in the above subsections can be used in a composite manner.

Considering the set of roles given by μ(Ki), whose domain is a context Ki, composite

scaling can be defined as:

Ki = op
⊙
(op

⊙
(… op

⊙
(Ki))) (71.2)

In (71.2), op
⊙

can be any operator defined above.

Transitive Roles and Cardinality Restrictions Transitive roles are handled by

explicitly incorporating new mappings for MRt
∈ , where Rt is a transitive role.

For example, let o1 and o2, be related via a known transitive role Rt. Similarily, o2
and o3 are also related via Rt, i.e., mRt

(o1) = o2 and mRt
(o2) = o3.

In such cases, an explicit mapping is introduced in mRt
for mRt

(o1) = o3. Accord-

ingly attribute set and incidence relation in the corresponding context Ki has to be

augmented as shown in sections “Ontology Revision Using FCA Techniques” and

“Conclusion and Future Work”. The t in the attribute name indicates that it is a tran-

sitive role.
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AR,j

i = Ai ∪ {t ∶ Rt ∶ C|C ∈ j} (71.3)

IR,j

i = Ii ∪ {(ol, t ∶ Rt ∶ C)|ol ∈ O1,C ∈ j,mR(ol) = o3} (71.4)

Restrictions on cardinality can be checked or enforced by maintaining the cardi-

nality of the set mR(o) where o is an object.

Inverse Relation (R−) In DL, inverse of a role R is denoted by R−
, and its semantics

is given by {(x, y)|(y, x) ∈ RI}. For such a role R ≡ S−, a set of functions in  have

to be defined. Following our convention, the corresponding mR function is defined

as:

{mRk
∶ Ojk → 2Oi |k is the index representing elements of

2Oi in mR ∶ Oi → 2Oj}

Accordingly attribute scaling in Kjhas to be done.

Nominals () Nominals define a class in terms of a specified number of values.

Nominal classes will have individual contexts in just like any other primitive class.

For a nominal DL concept C, with possible values {o1, o2,… , on}, its corresponding

context’s intent will have attributes {o1 ∶ C, o2 ∶ C,… , on ∶ C}.

Datatype properties (D) In many ontology languages, object properties specify

relationships between pairs of objects, and datatype properties specify relationships

between a resource and a datatype value. The sets of object and datatype properties

are mutually disjoint.

An elegant approach on Typed FCA has been made by Peake et al. in [13]. Based

on this work, we introduce datatype values as an additional context in  by defining

an auxiliary mapping s which maps type labels, T , to the values it can take.

s ∶ T → 2U ,U is a countable set of all possible values.

Let ⊤s =
⋂

s(t) and ⊥s =
⋃

s(t), where t ∈ T , and Ls = {s(t)|t ∈ T} ∪ {⊤s, ⊥s}.

Hence, we get a complete lattice (Ls, ⊆) with ⊤s as the supremum and ⊥s as the infi-

mum. An example of the type lattice is shown in Fig. 71.1. This lattice can be treated

as any another member of, and the datatype properties can be represented as object
type property. Augmented attributes should be appropriately named so that datatype

propertied can be explicitly identified while mapping back the contexts to DL.

Construction of Lattice from The construction of lattices for  is done in an iter-

ative fashion which alternates between lattice construction and expansion of attribute

sets of the contexts of . We will adopt the notations used in [12].

The process initiates with the construction of lattices for each of the contexts con-

sidering only the concept definitions, i.e., excluding all relational information. Given

a context Ki, its attribute set and incidence pairs gradually grow along the iterative

process. Its evolution can be represent as a series, Kp
i , where p is the current number

of iteration. The starting element, K0
i = (Oi,A0

i , I
0
i ), is the original context Ki. The
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Fig. 71.1 A finite lattice of types

subsequent context state of the series is obtained from the previous state by appli-

cation of any of the intent expansion operators defined above. It can be expressed

as Kp+1
i = (Kp

i )
relp , where .

relp indicates that an operator was applied at step p of the

procedure. Augmenting a context with new attributes results in expansion of the

corresponding lattice with new concepts; however it does not alter or remove any

previously attained concepts [14]. One point to note here is that for any Oi there can

be 2|Oi| possible concepts, hence the concept set is bound from above by 2|Oi|.This

guarantees termination of the context analysis and lattice construction process.

Whenever for two successive steps all pairs of lattices, say 
p
i and 

p+1
i , remain

isomorphic, termination of the procedure is affirmed. The final lattice formed is rep-

resented as
∞
i . Another vital matter to be kept in mind is that the lattices thus formed

will have several new concepts which were not originally defined in the DL TBox.

Hence, for mapping back the FCA concepts to DL statements, we shall consider

only those concepts whose definitions and subsumptions were used to augment the

attribute sets of the contexts in .

Updating the Ontology

Update statements are meant to infuse new information into the ontology.

The types of update statements are as follows:
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1. Inclusion/Modification/Deletion of individuals of ABox and their properties:
If the statement involves addition, deletion or changing properties of individuals

of ABox, it will only result in the change in extent of a context, migration of an

item to a different concept or creation of a new concept. This form of revision

is handled in the initial stage of lattice formation. For removal or inclusion of

new individuals, the respective extents of the contexts are changed. If o is the

new element to be removed or included, it can be expressed as Oi+1 = Oi ∪ {o},

or Oi+1 = Oi − {o}, where Oi is the extent of a context Ki. Modifications to the

property values of an object are reflected directly in the incidence mapping of the

contexts where the modifications are made.

2. Inclusion/Modification/Deletion of roles: For updates of this kind, the relevant

role(s) in C() has to be added or shifted to the appropriate subsumption hier-

archy level. If a role R is required to be deleted, it is removed from C() along

with all its sub-roles. Thereafter, all references to R are removed in the following

process where  is constructed. However, if the sub-roles of R require preserv-

ing, these have to be first moved up in the lattice hierarchy and the role R has to

be deleted.

3. Inclusion of new concepts and Modification/Deletion of concepts: Update

statement for inclusion of a new primitive DL concept will result in creation of a

new context in  whose extent will be the individuals of the new concept.

Constructing the Ontology from 

The process of building the Description Logic KB from  begins with the mapping

of the initial set of attributes of all contexts to relevant DL concepts. Concepts from

the lattice of , i.e. 


, are mapped to roles, objects to individuals and formal con-

cepts in 
∞
i are mapped to defined concepts. Let λ be a bijection from  to the DL

KB.

Denoting a DL knowledge base as ((TC,TR),ABox), λ is defined as:

∀Ki ∈ ,∀ai ∈ A0
i ∶ λ(ai) ∈ TC

∀Ri ∈ C() ∶ λ(R) ∈ TR
∀o ∈ Oi ∶ λ(o) ∈ ABox

∀ci ∈ 
∞
i which are defined using DL constructs ∶ λ(ci) ∈ TC

An operator used to augment the particular attribute set of a context implies a DL

construct. The inverse of these operators are used to obtain the complete description

of the defined concepts of 
∞
i .

For construction of the ABox, the object sets of formal contexts are associated

with their respective concepts and the basic relations are deduced.
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∀a ∈ A0
i ,∀oi ∈ {a}↓ ∶ [λ(a)](λ(oi)) ∈ ABox

∀Ri ∈ C(),∀o1, o2 in mR(o1, o2) ∶ [λ(Ri)](λ(o1),λ(o2)) ∈ ABox
∀ci ∈ 

∞
i ,∀oi ∈ extent(ci) ∶ [λ(ci)](λ(oi)) ∈ ABox

Value restrictions are translated into DL using the attributes which were intro-

duced during relational scaling. For any concept ci ∈ 
∞
i , with an attribute R ∶ C,

the DL mapping through λ will be λ(ci) = [λ(R)](λ(C)) ∈ TC).

Conclusion and Future Work

In this paper we propose an adaptation of FCA to represent and alter a 
D

KB. Such FCA based manipulations holds promise in scenarios where ontology revi-

sions are generated by the monitoring systems which report changes in relations

and properties of object. Algorithmic and reasoning issues, such as decidability and

complexity, for this proposed framework are topics of future research. Extending the

current framework for other DLs like OWL-FULL, and its practical implementation

appear to be a challenging and exciting path to head.
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Chapter 72
A Density-Based Clustering for Gene
Expression Data Using Gene Ontology

Koyel Mandal and Rosy Sarmah

Abstract Gene expression clustering is built on the premise that similarly expressed

genes are included in the same kind of biological process. Recent research has

focused on the fact that incorporation of biological knowledge such as gene ontology

(GO) improves the result of clustering. This paper demonstrates a Semi-supervised
Density-based Clustering (SDC) which uses GO to detect positive and negative co-

regulated patterns from the noisy gene expression data. SDC improves a previous

algorithm DenGeneClus (DGC) which could handle only positive co-regulation and

did not include GO in the clustering process. Experimental results on four real-life

data show that SDC outperforms DGC based on z-score and gene ontology enrich-

ment analysis.

Keywords Gene expression data ⋅ Semi-supervised clustering ⋅ Gene ontology

Positive and negative co-regulated gene

Introduction

High-throughput experiments such as DNA microarray technology have generated

huge amount of data, analysis of which require high performing computational meth-

ods such as clustering. DNA microarrays have helped researchers to observe the

expressions of enormous amount of genes at different conditions such as time, dif-

ferent stages of diseases, or drug applications [1]. The output of DNA microarrays

after several preprocessing steps is finally obtained as a gene expression numerical

matrix which is mathematically written as, GEG×C = {evi,t|i ∈ G, t ∈ C}, where
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evi,t denotes the expression value of ith gene at condition t, G the total gene set, and

C the condition set, respectively [1].

Clustering helps to identify co-expressed, coherent, and co-regulated genes from

the given expression data [2]. Co-regulated genes can be of two types: positively

co-regulated and negatively co-regulated genes [3]. Genes g1 and g2 are said to be

positively co-regulated if the expression value of g1 increases (or decreases) from

condition ti to tj then the expression level of g2 also increases (or decreases) from

ti to tj. Two genes g1 and g2 are said to be negatively co-regulated if the expression

value of g1 increases (or decreases) from condition ti to tj then the expression level

of g2 also decreases (or increases) from ti to tj.
Unsupervised clustering algorithms are built on the presumption that co-expressed

genes are likely to have common biological functions. However it is seen that most of

the algorithms miss the gene functional prediction at the time of clustering. This has

motivated us to shift from unsupervised to semi-supervised clustering by incorporat-

ing gene ontology (GO) knowledge in the clustering process. GO is the fundamental

database of bioinformatics that specifically gives the annotations for gene products

with consistent and structured vocabularies [4].

Algorithms based on the density information give quality clusters, and when GO

knowledge is incorporated into the clustering process, we get more biologically sig-

nificant clusters. Therefore, in this paper, we have combined both density and GO

information to get the benefits of both in our proposed algorithm.

A Semi-supervised Density-based Clustering (SDC) is being proposed, using the

density information of a gene and external knowledge from GO to discover more

biologically relevant clusters from noisy data. This work overcomes the drawbacks

of a density-based clustering algorithm (DenGeneClus, DGC) [5] by discovering

both the positively and negatively co-regulated genes.

Background

Clustering of gene expression data is widely classified into five types, viz. hier-

archical, partitional, density-based, graph-theoretical, and model-based [1, 6, 7].

From the various approaches surveyed, we find that density-based algorithm is not

dependent on number of clusters. DGC [5], DHC [8], OverDBC [9], and Bayesian-

OverDBC [10] are the examples of density-based gene expression data clustering.

Conventional clustering algorithms find sets of genes depending on their prox-

imity (similarity or dissimilarity) measure. Most commonly used proximity mea-

sure is Euclidean distance which gives the dissimilarity between gene gi, gj as

DisEuc(gi, gj) =
√

(
∑|C|

t=1(gi,t, gj,t)2) [1]. Expression based measures may not find

the potential relationships among the genes. Therefore, it is necessary to guide the

clustering process with external domain knowledge. Semantic similarity measure is

the key technique to incorporate the knowledge of known genes from gene ontol-

ogy and gene annotation file. Some of the well-known semantic similarities are
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Resnik’s, Jiang and Conraths’s and Lin’s [11]. These semantic similarities are built

on the information theory which means how much information they commonly share.

Information content of a term t represented as IC in a specific corpus is described

by IC = −log(P(t)), where P(t) represents probability of occurrence of t. In our

proposed method, we have used Lin similarity between two terms say ti and tj and

given by SimLin(ti, tj) =
2×IC(LCA)
IC(ti)+IC(tj)

. SimLin gives the IC between two terms by con-

sidering the IC of each individual term and the IC of lowest common ancestors

(LCA). The value of SimLin lies between 0 and 1. We combined SimLin and DisEuc
to improve the clustering result. We first convert DisEuc into a similarity measure as

SimEuc =
1

1+DisEuc
. Then we find the combined similarity (Com_sim) given next.

Com_sim = w1 ∗ SimEuc + w2 ∗ SimLin (72.1)

where, w1+w2 = 1, 0 ≤ w1 ≤ 1 and 0 ≤ w2 ≤ 1 [4]. w1 and w2 control the weights

to two similarity measures. Hang et al. [12] proposed an algorithm using two infor-

mation such as gene density function and biological knowledge, and the proposed

one gave better result than standard algorithm. Zhou et al. [13] also proposed an algo-

rithm incorporating density of data and gene ontology in distance-based clustering

algorithm. Both the algorithms do not address the issue of identifying the positive

and negative co-regulated genes. An algorithm which finds clusters comprised with

co-regulated genes is being proposed by Ji and Tan [3]. To identify interesting partial

negative positive co-regulated gene cluster, Koch et al. [14] proposed an algorithm

which also discovers overlapping clusters.

Proposed Method

Our SDC is a density-based clustering algorithm which works in two phases (i) pre-

processing and (ii) clustering phase.

Preprocessing step is initiated by normalizing (standard deviation 1 and mean 0) the

gene expression data. Then, a discretization process discretizes the gene expression

data, and the discretized data (GEdisct) is fed as input to the clustering algorithm.

In Discretization step, each cell evi,t, (where t = 1) of the gene expression data (GE)

for the first condition is discretized by using Eq. 72.2, and for the other conditions

(C− t1), each cell evi,t (where t = 2, 3..., |C|) is computed using Eq. 72.3. Each gene

in GEdisct will now have a pattern of regulation values 0s, 1s, and 2s across condition

known as regulation pattern.

GEdisct(i, 1) =
⎧
⎪
⎨
⎪
⎩

2 if evi,1 < 0
0 if evi,1 = 0
1 if evi,1 > 0

(72.2)
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GEdisct(i, t) =
⎧
⎪
⎨
⎪
⎩

2 if evi,t < evi,t−1
0 if evi,t = evi,t−1
1 if evi,t > evi,t−1

(72.3)

After the computation of each gene’s regulation pattern, next job is to calculate the

match (M) between genes gi and gj stated in Eq. 72.4.

Definition 1 Match: Match (M) gives the number of common regulation value

according to the conditions except the first one, which signifies how similar two

patterns are with respect to their expression values.

If M = |C|−1, it can be said that two patterns are almost similar. The match between

gi and gj is calculated as below.

Pati,jt =

{
1 if GEdisct(evi,t) = GEdisct(evj,t)where t = 2, ..., |C|
0 otherwise

(72.4)

M(gi, gj) = number of 1s in Pati,jt (72.5)

Definition 2 Maximal Match: If match between gi and gj is equal or greater to the

minimum threshold value 𝛿, (M(gi, gj) >= 𝛿) and no other gene exists whose match

(M) with respect to gi is greater than gj, then gi has a maximal match (MM) with

another gj (gi ≠ gj).

Definition 3 Maximally Matched Regulation Pattern: For genes gi and gj, let

gi be maximally matched with gj, then the Maximally Matched Regulation Pattern

(MMRP) is computed using Eq. 72.6 by considering the subset (two gene profiles

may not match throughout |C| − 1 conditions) of conditions where they maximally

matched based on 𝛿.

MMRP(gi,t) = MMRP(gj,t) =

⎧
⎪
⎪
⎨
⎪
⎪
⎩

2 if GEdisct(gi,t) = 2 = GEdisct(gj,t)
0 if GEdisct(gi,t) = 0 = GEdisct(gj,t)
1 if GEdisct(gi,t) = 1 = GEdisct(gj,t)
x otherwise

(72.6)

where, t = 2, 3, ..., |C|. Therefore, for the whole set of t conditions, we obtain an

MMRP pattern of 0s, 1s, 2s and xs.

Definition 4 Negative Maximally Matched Regulation Pattern: The Negative

Maximally Matched Regulation Pattern (NMMRP) of gj is determined by comparing

the MMRP of gi as stated in Eq. 72.7.
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NMMRP(gj,t) =

⎧
⎪
⎪
⎨
⎪
⎪
⎩

2 if MMRP(gi,t) = 1
1 if MMRP(gi,t) = 2
0 if MMRP(gi,t) = 0
x if MMRP(gi,t) = x

(72.7)

Therefore, we obtain a NMMRP pattern for t conditions (t = 2, 3, ..., |C|).

Definition 5 Rank: Rank gives the ascending order of expression levels of a gene

across conditions.

Rank is measured by giving a ranked value starting from 1 to all the expression values

in the MMRP pattern except for those conditions having a x value. The working

example of the computation of M, MM, MMRP, NMMRP, and Rank is available in

http://agnigarh.tezu.ernet.in/~rosy8/workingexampleSDC.pdf.

The second phase, Clustering of SDC is based on some of the fundamental con-

cepts of density-based clustering. The following definitions are trivial to the cluster-

ing process.

Definition 6 𝜖-neighbor: 𝜖-neighbors with respect to gi ∈ G are those genes gk ∈
G, which have more similarity than the user defined threshold (𝜖). Here, we have

used combined similarity which is mentioned in Eq. 72.1.

𝜖 − neighbors(gi) = {gk|where gk ∈ G and com_sim(gi, gk) >= 𝜖} (72.8)

Definition 7 Core-neighbors: Core-neighbors of a gene gi ∈ G is described by a

set of genes G∗ ∈ G and should satisfy the following four criteria. A gene, say gi is

considered as core gene if.

1. ∀gy ∈ G∗
, gy ∈ 𝜖 − neighbors(gi).

2. MMRP(gy) ≈ MMRP(gi).
3. Rank(gy) ≈ Rank(gi).
4. |G∗| >= min_points (a user defined threshold).

To compute the core-neighbors of a particular gene gi, we check the above-mentioned

four criteria for all the C − 1 dimensions (except condition 1). If we do not get the

core-neighbors, we will go on checking the criteria by reducing the search space one

condition at a time. At first we reduce the condition set by C− {t1, tl} , where t1 and

tl are the first and the last condition respectively, i.e., |C| − 1 − 1 = |C| − 2. If we

still do not find the core-neighbors of gi, we further reduce the search space by the

second last condition i.e., C − {t1, tl−1, tl}, where t1, tl−1 and tl are the first, second

last and the last condition respectively. In other words the condition set is reduced

by |C| − 2, |C| − 3, |C| − 4 . . . and so on.

Definition 8 Direct density reachable: gi is direct density reachable with respect

to gj if it fulfills three basic principles.

http://agnigarh.tezu.ernet.in/~rosy8/workingexampleSDC.pdf
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1. gj must be a core gene or gj must have core-neighbors.

2. gi ∈ 𝜖 − neighbors(gj).
3. MMRP(gi) ≈ MMRP(gj).

In case of pairs of core genes, direct density reachable relation holds symmetric

relation.

Definition 9 Density reachable: Gene gq is density reachable from gp provided

there is a chain of genes g1, g2, g3, ..., gn such that g1 = gp and gn = gq and every

gi+1 gene is directly density reachable from gthi gene.

Definition 10 Connected: Gene gi is connected to gj with respect to 𝜖, provided gi
and gj are reachable from a common gene say gk.

This relation holds symmetric property.

Definition 11 Cluster: A cluster CL (|CL| >= min_points) is a collection of reach-

able and connected genes. Say, a gene gi ∈ CL and the gene gj is found to be reach-

able from gi, then gj must be in cluster CL. Similarly, if a gene gi ∈ CL and gj is

connected to gi then gj will be in the same CL cluster.

Definition 12 Noise: A noise gene is a gene which does not belong to any cluster.

The steps of SDC is given next. At first, all genes are not clustered.

Step 1 Start with an random unclustered gene say gi.
Step 2 Find the MMRP(gi) and Rank(gi).
Step 3 Find the core-neighbors of gi using Definition 7.

Step 4 For each core-neighbors of gi.

Step 4.1 Identify all connected and reachable genes with respect to each core-

neighbors.

Step 4.2 Give the same cluster_id for all these genes.

Step 5 End of step 4.

Step 6 Find the NMMRP from MMRP of the newly formed cluster_id .

Step 7 Find the unclustered genes which matches the NMMRP.

Step 8 For each gene gj with matched NMMRP.

Step 9 Find the core-neighbors of gene gj and all reachable and connected genes

from it.

Step 10 Assign another cluster_id to all the reachable and connected genes of gj.
Step 11 Repeat step 1 to 10 with the next unclustered gene.

Step 12 All the unclustered genes are marked as noise.

Step 13 End



72 A Density-Based Clustering for Gene Expression Data Using Gene Ontology 763

Table 72.1 A brief description about the datasets

Serial no. Name of dataset Genes/samples Source

D1 Yeast cell cycle 384/17 http://anirbanmukhopadhyay.50webs.

com/data.html

D2 Yeast sporulation 474/7 http://cmgm.stanford.edu/pbrown/

sporulation/

D3 Yeast diauxic shift 614/7 http://www.ncbi.nlm.nih.gov/geo/query/

acc.cgi?acc=GSE28

D4 Prostate cancer 339/102 http://archive.broadinstitute.org/mpr/

publications/projects/

Cancer_Susceptibility/

references_and_URLS_of_datasets.html

Experimental Result

Implementation of SDC and DGC was done in MATLAB 2015 platform and exper-

imented over four publicly available real-life gene expression datasets. Table 72.1

gives a description about the used datasets in the experiment.

To compute SimLin, we have downloaded the most recent gene ontology file (released

on 2016-09-10) and annotation files (Saccharomyces Genome Database and Homo
Sapience) from www.geneontology.org. To compare both the DGC and SDC clus-

tering results, we use DisEuc for DGC and Com_sim for SDC. The parameter settings

highly influence the clustering results. We keep the value of 𝛿 as minimum (𝛿 = 3)

as possible. To determine the value of 𝜖 and min_points (= 4), we follow the method

mentioned in [15]. As we want to give the more weightage on proximity measure

than semantic similarity measure, we kept the value of w1 = 0.6 and w2 = 0.4. The

𝜖 for DGC and SDC changes from one dataset to another. The 𝜖 of DGC is 3 and 1.2

for D1 and D2; and for D3 and D4, it is 1 and 10, respectively. The 𝜖 of SDC is 0.3

for D1, 0.4 for D2, 0.3 for D3 and 0.3 for D4, respectively.

To assess the biological significance of clusters, we eventually investigated the

clusters generated by DGC and SDC by functional enrichment analysis. A cluster is

called enriched, if at least one of the GO term of a particular cluster from the Biolog-

ical Process is below the level of significance. P value is being computed using Fun-

cAssociate 3.0 with 5% level of significance [16]. We then analyze the functional cat-

egory Biological Process (BP) using web (http://www.ebi.ac.uk/QuickGO/) based

on GO annotation database. It can be observed from Fig. 72.1 that SDC finds more

enriched clusters than DGC.

http://anirbanmukhopadhyay.50webs.com/data.html
http://anirbanmukhopadhyay.50webs.com/data.html
http://cmgm.stanford.edu/pbrown/sporulation/
http://cmgm.stanford.edu/pbrown/sporulation/
http://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE28
http://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE28
http://archive.broadinstitute.org/mpr/publications/projects/Cancer_Susceptibility/references_and_URLS_of_datasets.html
http://archive.broadinstitute.org/mpr/publications/projects/Cancer_Susceptibility/references_and_URLS_of_datasets.html
http://archive.broadinstitute.org/mpr/publications/projects/Cancer_Susceptibility/references_and_URLS_of_datasets.html
http://archive.broadinstitute.org/mpr/publications/projects/Cancer_Susceptibility/references_and_URLS_of_datasets.html
www.geneontology.org
http://www.ebi.ac.uk/QuickGO/
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Fig. 72.1 Proportion of

enriched clusters of DGC

and SDC for different

datasets

Table 72.2 Comparison of z-score between DGC and SDC on various datasets

DGC SDC

Datasets No. clusters z-score No. clusters z-score

D1 27 2.494 25 5.042

D2 31 9.621 27 12.59

D3 47 4.121 41 4.718

To judge the quality of clusters, we have used the Web-based tool cluster judge

[17]. The comparison of DGC and SDC based on z-score for different yeast datasets

is shown in Table 72.2. Table 72.2 suggests that the clusters generated by SDC have

higher z-score value than DGC which proves that the cluster quality is better for

SDC.

Conclusion

We have proposed an algorithm incorporating gene ontology in a density-based clus-

tering algorithm. It is being observed that external domain knowledge gives reliable

clusters. The drawback of this algorithm is that it finds disjoint clusters and cannot

find overlapping clusters. Biologically it is proven that one gene may participate in

many biological pathways, and this allows it to belong to multiple clusters. Detecting

overlapping clusters is a crucial task and will be incorporated in our future work.
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Chapter 73
Statistical Analysis of a Data Centre
Resource Usage Patterns: A Case Study

Somnath Mazumdar and Anoop S. Kumar

Abstract Performance evaluation is necessary to understand the runtime behaviour

of a computing system. A better understanding of resource usage leads to better util-

isation and less energy cost. To optimise the server provisioning and also the energy

cost of a data centre (DC), we should explore the underlying resource usage patterns

to extract meaningful information. In this paper, our primary goal is to obtain corre-

lation or cross-correlation among CPU, RAM, and Network at different timescales

of a DC. To perform this analysis, we have collected Wikimedia grid traces and

conducted an experimental campaign using rationally selected multiple statistical

methods. They are: a univariate method (Hurst exponent), multivariate explana-

tory methods (such as wavelets, cross-recurrence quantification analysis (CRQA)),

multivariate predictive methods (such as vector auto-regression (VAR), multivari-

ate adaptive regression splines (MARS)). It is worth to note that, we analyse the

data without any prior knowledge about running applications. We present the results

together with a comprehensive analysis. In our case study, we found in long time

scale CPU, and RAM is more correlated than Network. We also have shown that

wavelet-based methods are superior to detect long-run relationship among these

resource variables.
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Introduction

Energy efficiency is the primary concern to any Data centre (DC) infrastructure irre-

spective of the type of the running applications. DC consumes an enormous amount

of power for running the whole infrastructure and a big chunk of energy cost, directly

related to running servers. DCs are mixed of heterogeneous (e.g., micro-architecture,

capacity) systems. Maintaining the availability and serviceability of any DC is a

complex task. Compute are: oversubscribed to achieve higher utilisation using vir-
tualisation, but the fundamental issue of resource under-utilisation has not yet been

fully solved. A typical DC pays 40–50% of their total expenses as power bills [8], but

the average server utilisation is around 10–50% [2]. Apart from that, an idle server

also can consume up to 60% of its peak power [11]. Main computing hardware com-

ponents such as CPU and RAM can consume up to 32% and 14.5% of the system’s

total peak power [5]. So, to optimise the power consumption, server allocation also

has to be optimised. The server utilisation can be optimised by reducing the number

of idle servers and also by allocating them efficiently.

The workload is a collective behaviour of various resource components localised

in time and frequency. Hence, usage patterns can give valuable information related

to running applications (like memory-I/O stalls, components behaviours during fail-

ures). Analysing resource usage patterns at proper granularity can increase the over-

all system performance. In this paper, we advocate for analysing the trend which

is embedded into the workload traces. We can learn the necessary (time-dependent)

relationships from the workload traces and then allocate the resources using extracted

knowledge to optimise the overall server allocation. DCs manage multiple applica-

tions at the same time, where some of them are CPU hungry, and some of them are

the memory and/or network intensive. In a real distributed environment, the stable

resource usage pattern occurred more often, or the trace related data are more cor-

related [19]. Thus, there lies a space for opportunity to optimise the system further

by understanding the data.

In this work, we want to understand how these computing resources behave at

runtime and how they interact or influences each other at various timescales. Corre-

lating performances of CPU, RAM, and Network are our main contribution in this

paper. To achieve this, we have carefully collected relevant data sets and statistical

methods to draw the conclusion. The summary of our contribution is: first, we check

the persistence of data using Hurst exponent. Next, we extract the correlation and

dependence structure between CPU, RAM, and Network using different multivariate

methods (such as wavelets, cross-recurrence quantification analysis (CRQA), vector

auto-regression (VAR), and multivariate adaptive regression splines (MARS)). The

presented insights can help to improve resource utilisation, response time and also to

make a better workload model for the system that could assist in optimising resource

allocation.
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Related Work

Here, we are analysing the workload traces to tune the resource allocation further,

and in turn, this knowledge can optimise the energy cost while keeping the predic-

tion out of the scope of this paper. Analysing network traffic has been very popular

research topic to detect self-similarity, long-range dependence (LRD), and heavy-

tailed distributions. However, analysing the correlation of Network to others (like

CPU and RAM) has not received much attention. Hurst exponent has been used to

estimate the web server request inter-arrival times in a DC [4] and also used to test

self-similarity in the Grid’s job arrival process [17]. In [14], Hurst exponent was

used to detect the self-similarity in Ethernet LAN traffic. Wavelet-based Hurst expo-

nent to analyse Internet traffic analysis has proven to be very efficient (such as in [1],

where wavelet analysis and Hurst exponent detect LRD in Ethernet traces). This

work is quite similar to our work regarding approach but does not consider CPU and

RAM. This work also shows that wavelet is a very efficient method to expose LRD

in Ethernet time series data.

Wavelet transformation is used to analyse various properties of network

traffic [6, 18, 21]. In [21], an independent wavelet model is used to detect the rela-

tionship between the “smoothness/burstiness” of the network traffic and the “short-

range/long-range” dependence in the data. Feldmann et al. [6] proposed a discrete

wavelet transform based model (that multiplicatively generate a class of multifrac-

tals) to infer the scaling behaviour of the WAN network traffic from the traces. In

another work [18], a multiplicative wavelet model (MWM)-based framework was

proposed to characterise and synthesise the positive LRD data. Wavelet was also

employed to analyse the correlation and the scaling behaviour of CPU within mul-

tiple Grids [15]. In this work, the application was running on a single core, and

the pseudo-periodicity, LRD, and multifractals were identified by using a discrete

wavelet transform.

In this work, we present a statistically in-depth analysis of collected traces to

expose patterns and correlations among CPU, RAM, and Network. We also evaluate

the interrelations among the resources at different time intervals. The novelty of our

methodology is that it does not require a priori information about the type of the

applications running on the DC.

Background

For ease of understanding, we broadly classify the employed methodologies into

three groups. They are: (i) univariate methods (Hurst exponent), (ii) multivariate

explanatory methods (wavelets and CRQA), and (iii) multivariate predictive meth-

ods (VAR and MARS). We start with univariate methods to understand how CPU,

RAM, and Network are correlated or dependent on each other. For our analysis,

all the selected methods are statistically significant and connected. First, we have
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selected Hurst exponent due to its efficiency to detect the persistence of the data.

After Hurst, wavelet helps us to identify the long-run relationship in the data. Further,

CRQA is used to show how all three resources are affecting each other. Moreover,

VAR is used to identify the functional relationship among the variables. Finally, to

determine the best functional relationship among the variables, we have used MARS.

Hurst Exponent

Hurst exponent (denoted asH) [12] is a statistical method to measure the level of per-

sistence (self-similarity) of a time series. H value (ranging from 0 to 1) can classify

a time series behaviour into three classes. They are geometrical Brownian motion,

persistent and anti-persistent time series. In this work, we employ a discrete wavelet

transform (DWT) [13]-based method for estimating H. As the name suggests, in

DWT, high-pass (details) and low-pass filters (approximation) are applied to the

input signal at each level. If a series is decomposed to level J, it could be recon-

structed by summing the individual coefficients. Consider a random process xt such

that (1 − L)d ∗ xt = 𝜀t, where L is the lag operator, 𝜀t is the error term (also inde-

pendently and identically distributed normal) with zero mean, 𝜎
2

as variance and d
is the differencing parameter. For a fractionally integrated process I(d) with d < 0.5,

the autocovariance function shows that the detail coefficients wj are distributed as

N(0, 𝜎2 ∗ 2−2(J−j)d), where j is the corresponding scaling parameter. H is calculated

as H = d + 0.5. The fractional integration parameter d is estimated from the slope

of the following equation:

Var(j) = log𝜎2 + d ∗ log2−2(J−j)d (73.1)

Here, Var(j) is the logarithmic transformation of variance of the wavelet detail coef-

ficient estimated across different dyadic scales.

Wavelets: Small Waves

Wavelet transform decomposes time series into its high- and low-frequency compo-

nents [3]. The attractiveness of wavelet transform lies in its decomposition properties

for timescale localisation and not requiring the assumption of stationarity in the time

series. We have used Daubechies wavelets as mother function with a window length

of eight. Unlike Haar wavelet, Daubechies wavelet does not suffer from slow con-

vergence issue. To analyse the relationship between variables, we employed wavelet

multiple correlation (WMC) [7]. WMC calculates correlation among multivariate

time series using maximal overlap discrete wavelets transformation (MODWT). A

brief explanation of WMC is given below.
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Let {Xt} be the multivariate time series, and we obtain {Wjt} as the respective

jth level wavelet coefficients by the application of MODWT. The WMC 𝜙x(𝜆j) can

be then defined as the set of multiscale correlations estimated from Xt as follows.

At each wavelet scale 𝜆j, we calculate the square root of the regression coefficient

of determination in the linear combination of variables wijt(i = 1, 2,… n), for which

the coefficient of determination is a maximum. However, these auxiliary regressions

could be avoided as the coefficient of determination with respect to the regression of

a variable zi on a set of regressors {zk, k ≠ i} could be calculated as R2
i = 1 − 1∕𝜌ii

(where 𝜌
ii

is the ith diagonal element of the inverse of the complete correlation matrix

P). Hence, 𝜙X(𝜆j) could be obtained as:

𝜙X(𝜆j) =
√

1 − 1
max diagP−1

j

(73.2)

where P is the n × n correlation matrix of Wjt, and the max diag (.) operator picks

up the largest element in the diagonal of the argument. Since the R2
i coefficient in

the regression of a zi on the rest of variables is equal to the correlation between the

observed values of zi and the fitted values ẑi, obtained from the regression, we have

𝜙X(𝜆j) that can be expressed in another way as:

𝜙X(𝜆j) = Corr(wijt, ŵijt) =
Cov(wijt, ŵijt)√

Var(wijt)
√

Var(ŵijt)
(73.3)

where wijt is chosen to maximise 𝜙X(𝜆j), ŵij are the fitted values in the regression of

wij on the rest of wavelet coefficients at scale 𝜆j.

Cross-Recurrence Quantification Analysis (CRQA)

Cross-recurrence quantification analysis (CRQA) [16] is a method to measure the

manner in which two nonlinear systems exhibits similar activity at the same time by

employing the process of delaying and embedding. It also sets a threshold to see if

the proximity between the time series qualifies as recurrence or not.

RR = 1
N2𝛴

N
i,j=1R

m,𝜀
i

DET =
𝛴

N
l=lmin

lP𝜀(l)

𝛴
N
i,j=1R

m,𝜀
i

LAM =
𝛴

N
v=vmin

vP(v)

𝛴
N
v=1vP(v)

(73.4)
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We have used CRQA method for examining cross-recurrences at different level and

quantification of the recurrence plots (RPs) to extract similar information to cross-

correlation. These patterns are captured in cross-recurrence plots (CRPs), which is

the graphical representation of the cross-recurrence matrix (CRM) of distance ele-

ments within a cut-off limit. We have computed three complexity measures from

the cross-recurrence plots. They are recurrence rate (RR), percentage determinism

(DET), and laminarity (LAM) (see Eq. 73.4). RR is the ratio of all recurrent states to

all possible states and is the probability of recurrence of a special state. RR is used

to compute the correlation dimension of data. DET is the ratio of recurrence points

forming diagonal structures to all recurrence points. DET measures the percentage of

recurrent points forming line segments that are parallel to the main diagonal. LAM

is related to a number of laminar phases in the system (intermittency). It is estimated

from some recurrence points which form vertical lines.

Vector Auto-Regression (VAR)

VAR [20] estimation is a recursive process to analyse the behaviour of multivariate

time series. The efficiency of the model is dependent on a number of variables (K)

and lags (p) used in the equations, where lag length is typically determined using

Akaike information criteria (AIC). The model is estimated by using the principle of

least squares (PLS). We have chosen reduced form of VAR model where a single

variable is expressed as a linear function of own values and as well as others. In

the reduced form, every time series variable is composed of two components: one

is deterministic (zero, constant or linear trend) and another is stochastic (zero mean

and constant variance). To analyse possible causal relationships in the system, we

have used Granger causality tests [10] and impulse response functions (IRFs) [20].

If a variable (x) can be used to predict another variable (y), then x is said to Granger-

cause y. IRFs are to analyse how the change in one variable can influence the other.

In VAR, changes in one variable are induced by nonzero residuals. In the reduced

form of VAR, shocks enter through the residual vector. A VAR(p) model, where

p is the lag, could be represented as follows: Let Yt = (y1t, y2t,… ynt)
′

be an n × 1
multivariate time series. A VAR(p) model could be written as:

Yt = C +
∏
1

Yt−1 +
∏
2

Yt−2 +…
∏
p

Yt−p + 𝜀t (73.5)

where
∏

i are n × n coefficient matrices and 𝜀t is an n × 1 unobservable white noise

process with zero mean and time invariant variance–covariance matrix
∑

n×n.
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Multivariate Adaptive Regression Splines (MARS)

MARS [9] is an additive, nonparametric, regression model with a combination of

piecewise linear basis functions which can select or transform and detect the vari-

ables relationship or degree of interaction in the model with low overheads. It can

also detect nonlinearity among variables. MARS does not need any pre-assumption

about the functional relationship between the input and the outputs. MARS deter-

mine the basis functions from regression data using two-sided truncated functions.

MARS implement generalised cross-validation (GCV) process to remove redundant

basis functions. Both the basis functions and generic MARS equation (f(X)) are

defined in Eq. 73.6.

[ − (x − t)]q+ =

{
(t − x)q if x < t
0 otherwise

[(x − t)]q+ =

{
(x − t)q if x ≥ t
0 otherwise

f (X) = 𝛼0 +
M∑

m=1
𝛼mBm(x)

(73.6)

where q is the order of the spline, t is the knot, 𝛼0 is an intercept parameter, 𝛼m is

coefficient, Bm is a mth spline basis function, x is the input, and M are the numbers

of spline function.

Results and Discussion

In DCs, it is always difficult to collect the historical workload traces over an extended

period. For our experiments, we have collected (not readily available as trace dump)

a week-long (last week of July 2016) data with six-minute granularity from the Wiki-

media Grid.
1

We have used R statistical language
2

for all experiments.

Hurst Exponent Analysis: To analyse the time-varying persistent behaviour and

antipersistent behaviour, we estimate Hurst exponent with an overlapping window

of length 512 on seven days data point with six-minute granularity. The results

are shown in Fig. 73.1. It is evident from the figure that CPU is showing persis-

tent behaviour. There is fluctuation in Hurst coefficient values. However, it remains

greater than 0.5 (H > 0.5) throughout the period of analysis. From the graph, it

could be seen that for RAM, there is an oscillation between persistent behaviour and

antipersistent behaviour with increasing frequency. Compared to CPU, RAM has

1
https://www.wikimedia.org/.

2
https://www.r-project.org/.

https://www.wikimedia.org/.
https://www.r-project.org/.
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Fig. 73.1 Hurst estimation of resources over the time

shown a higher persistent behaviour (H > 0.5) for the initial period and followed

by a drop around point 200 and demonstrate evidence of antipersistence (H < 0.5).

Here, RAM usage is switched between two states, a state of relatively high usage,

followed by a relatively low usage. It is followed by persistent behaviour up to the

point 580, where antipersistent behaviour is observed. Network displays a persistent

behaviour at the beginning. Later it switches to antipersistent state and also shows

an oscillation between the states. We can conclude that Network is less persistent

compared to CPU and exhibits antipersistence compared to RAM.

Wavelet Analysis: We have used WMC to see how CPU, RAM, and Network are

related to each other across different timescales. From the result of WMC shown in

Table 73.1, it is evident that the variables are not highly correlated with each other

up to scale five (22–129 h), then registers a sudden increase across scales 7 and 8.

It shows that the variables are moderately correlated at low scales (high frequency),

and highly correlated at high scales (daily frequency and above). It could be said

that the three resource components move together, in the long run, implying that the

usage of one resource is dependent upon the usage of others. We establish evidence

of persistence and co-movement among the data sets. Logically, the next step would

be to see if there are any functional relationships between the DC resources and to do

that we employed methods such as CRQA and VAR (including Granger causality).

CRQA Analysis: We use CRQA to analyse how the fluctuations in one series

affect other. We estimated three complexity measures (namely RR, DET, and LAM)

and presented the results in Table 73.2. RR is a measure for regularity obtained by

estimating the probability of occurrence of similar states in two-time series from

the cross-RP. We extracted RR measures across the diagonals, and for doing so, we

set embedding dimension to one and the threshold to zero. Similarly, DET gives
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Table 73.1 Experimental results of WMC

Scale WMC Lower CI Upper CI

1 0.1147423 0.0474679 0.1809804

2 0.0828632 −0.0129255 0.1771449

3 0.0863950 −0.0495753 0.2192212

4 0.1284954 −0.0647649 0.3124653

5 0.0790983 −0.1980777 0.3445610

6 0.1126099 −0.2872728 0.4790652

7 0.8389531 0.5355057 0.9505472

8 0.9997307 0.9974145 0.9999720

[Note: CI means confidence interval]

Table 73.2 Experimental results of CRQA

RAM→Netw CPU→RAM CPU→Netw

RR 0.4832 0.046 0.042

DET 0.974 0.2401 0.2457

LAM 10.3848 2.1851 2.1881

a measure of predictable or deterministic structure that may exist between the two

series. From Table 73.2, it can be seen that the DET value is highest between RAM

and Network, followed by CPU and Network. Finally, LAM shows the time interval

during which both series are stable compared to the sudden activity. LAM value and

RR value also show a similar trend indicating that the fluctuations in RAM usage and

Network activity are interconnected. Therefore, we have shown how CRQA analyses

CPU, RAM, and Network, and also their influence on each other. Now, to detect

any functional relationships between these variables, we attempt VAR and Granger

causality analysis.

VAR Analysis: We estimate the VAR model with the lag length 15. First, we

analyse the IRF for each variable over a horizon of 30 periods and Fig. 73.2 presents

the IRF result. From IRF analysis, it is visible that the system is stable for each of

the three variables because the shocks die out after certain time horizons. For CPU,

a shock affects both CPU and Network. Similarly, for RAM, the shock affects RAM

and Network as well. However, a unit shock in Network only affects Network and

the impact on other variables is negligible.

To identify the causal relationship between the variables, we employ Granger

causality analysis. However, as the WMC indicated the presence of high correlation

among values, in the long run, we employed a wavelet augmented causality testing
procedure to see the causal behaviour over multiple time horizons. In this process

first, we decompose the three series using an MODWT with a least asymmetric (LA)

wavelet filter of length eight. Next, we apply a nonparametric version of Granger

causality pairwise for each decomposed variable at each level. The results are shown
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Fig. 73.2 Impulse response function analysis

Table 73.3 Wavelet-based granger causality result

Level D1 D2 D3 D4 D5 D6 D7 D8

CPU-

NW

−0.181

(0.571)

0.609

(0.728)

−0.397

(0.654)

−0.027

(0.510)

−0.21

(0.583)

0.056

(0.477)

1.72

(0.042)

0.434

(0.668)

NW-

CPU

−2.305

(0.989)

−1.49

(0.931)

−0.992

(0.839)

0.702

(0.241)

0.048

(0.480)

1.192

(0.116)

3.595

(0.000)

2.702

(0.003)

CPU-

RAM

1.042

(0.148)

−1.004

(0.842)

−0.258

(0.601)

−0.95

(0.828)

0.875

(0.190)

−1.102

(0.864)

−0.784

(0.783)

1.11

(0.133)

RAM-

CPU

1.067

(0.143)

1.329

(0.091)

0.902

(0.183)

0.18

(0.428)

−0.891

(0.813)

−3.857

(0.999)

0.179

(0.429)

1.573

(0.057)

NW-

RAM

−0.868

(0.807)

−1.005

(0.842)

−1.01

(0.843)

−1.01

(0.843)

−3.754

(0.999)

−1.119

(0.868)

−0.205

(0.581)

−1.787

(0.962)

RAM-

NW

−1.8

(0.964)

−1.965

(0.975)

−2.316

(0.989)

−2.795

(0.997)

−1.41

(0.920)

−4.522

(1.000)

−4.561

1.000)

−4.757

(1.000)

in Table 73.3. From the results, it is evident that there exists bidirectional causality
between CPU and Network at level seven (D7). Further, Network influences CPU

at level eight (D8). In all other cases, the null of non-Granger causality is accepted

for all the variables, as evident from the p value. From the preceding analysis, it is

also apparent that while the variables influence each other, a shock in any of the

constituent parts (CPU, RAM, Network) will mostly be carried by the variables. So,

here we found the existence of the causal relationship between the variables. Finally,
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Fig. 73.3 Model comparison for all three MARS models

Table 73.4 MARS results: relationship measurement between the variables

Netw = f(CPU, RAM) CPU = f(RAM, Netw)

Parameters Coefficient Parameters Coefficient

Intercept 16.6 Intercept 1.98

h(0.918018-cpu) −1.4 h(netw-9.96054) 0.27

h(cpu-0.918018) −15 h(netw-10.2148) −0.48

h(13.4-ram) −3.4 h(16.1488-netw) −0.198

h(ram-13.4) −548.1 h(netw-16.1488) 0.328

h(ram-13.4116) 549.9 h(netw-16.4498) −0.15

– – h(ram-13.4221) 1.789

R2
0.956 R2

0.643

our final step is to determine the best functional relationship that could represent all

the variables under study.

MARS Analysis: For MARS, we have estimated three models ({x = CPU,
y = (RAM, Netw)}, {x = RAM, y = (CPU, Netw)}, and {x =
Netw, y = (CPU, RAM)}) (see Fig. 73.3), and the results are shown in

Table 73.4. From the estimated R2
values, it is evident that third model {x =

Netw, y = (CPU, RAM)} represents the best (up to 95.6%) relationship between

the variables. It shows that the fluctuations in Network could be attributed largely to

the fluctuations in CPU and RAM usage. Third model is followed by first model

{x = CPU, y = (RAM, Netw)}, which gives a fit of about 64.3%. However, sec-

ond model completely fails (R2
is equal to 0). The GRSq is a measure of the predic-

tive ability of the model, which is calculated from the GCV of the model. The GRSq

value approaches 0.9 at sixth term of model three (see Fig. 73.3). For model two, the

GRSq value approaches a maximum of 0.6 with seventh term in the model which is
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also a good result. Hence, from Fig. 73.3 it can be seen that model three shows the

best functional relationship between the resource components.

Applicability of this Analysis: Optimisation of power consumption in DC is

highly important, and it can be achieved with the help of proper knowledge of usage

pattern. Efficient resource allocation techniques enable us to optimise the resource

allocation based on incoming task’s requirement and the available resources. Know-

ing the insight of temporal relationship, we can scale up or down the computing

resources for better performance. Our statistical analysis can be added on top of

the resource allocation strategy which will help to tune the allocated resources fur-

ther by learning the real-time behaviour and may also support the over-subscription.

Over-subscription is an interesting approach to increase the system utilisation [22].

Analysing the statistical properties of different resource components as well as con-

firming the functional relationship between the variables can be beneficial to build

an effective forecast model for the workload.

Conclusion

We have attempted statistically to analyse the relationship between computing

resources at various time intervals without knowing the characteristics of running

applications. As a first step, we analyse the persistence of resources captured in the

traces by Hurst exponent. Further, we employed a wavelet-based measure and found

that the series are weakly correlated in short-run, but they are strongly correlated in

the long-run. To analyse further, we employed IRF analysis and found how a change

in one variable influences others. Furthermore, CRQA is used to investigate how the

fluctuations in one series affect other. Finally, in the last stage, we employed MARS

to find the best relationship that could explain these variables. To summarise all the

results, we found that change in Network is dependent upon the change in CPU and

RAM. We also found that wavelet-based methods outperform others to extract long-

term relations from the traces.
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Chapter 74
Classification of dsDNA Virus Through
Sequence Patterns

Uddalak Mitra and Balaram Bhattacharyya

Abstract We attempt an in silico similarity analysis of virus genomes using feature
mining based on interval distribution of k-words over the sequence. Patterns
extracted offer an important measure for their classification of genomes. A set of
highly diverge viruses from the family of Phycodnaviridae with large genome size
(160–560 KB) and icosahedral shaped has been used to test the proficiency of the
proposed method. We also observe that the viruses are segregated based on their
respective host organism and their ecosystem. The finding indicates that respective
host environment delivers unique selective pressure in genome organization.

Keywords Similarity mining ⋅ Giant DNA virus segregation ⋅ Evolution
and dsDNA virus ⋅ K-word pattern analysis

Introduction

Virus enters living cell and takeovers protein-synthesis mechanisms of the cell by
contaminating the DNA sequence of the cell using its genetic materials to replicate
it into many folds, destroying the cell itself in the course. Identification with
characteristic features of genome sequence of infecting virus is a necessity for its
control and medical treatment. Subtyping virus through the process of classification
is one of the fundamental steps for its detection. Conventionally, viruses are clas-
sified by phenotype characteristics like morphology, host types, cause of disease.
Such classification often yields ambiguous results as different viruses cause the
same disease or look alike morphologically. Sequence-based classification paves to
be a better alternative.

Baltimore classification [1] based on genome properties like DNA or RNA
types, single or double strands, sense or antisense and type of replication. Although
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it generates a type of classification based on overall features of genetic materials of
the viruses, the study of in-depth genome topographies under a class would have
been achieved through similarity studies on the basis of internal features, or more
specifically, arrangements of nucleic acids among respective sequences.

The family Phycodnaviridae [2] is an assembly of double-stranded DNA viruses
that infect marine or fresh water algae. The taxonomy of this family is based on host
range. The genus chloroviruses infect chlorella-like green algae in terrestrial water
and other genera infect marine green and brown algae [3]. Interestingly, more than a
half of the predicted protein product of these viruses resembles prokaryotic and
eukaryotic genes with known functions [4, 5]. In addition, virus-encoded proteins
are either the smallest or smaller proteins of their class. Accumulating evidence also
indicates that these viruses have a long evolutionary history perhaps dating back to
the time when eukaryotic diverge from prokaryotic, making these viruses an
important stains to study the ecology and evolution in marine and terrestrial
environment [6].

The viruses in the family of Phycodnaviridae are genetically diverse but mor-
phologically similar having large genome sizes ranging from 160 to 560 kb. It is
reported that among over 1000 genes only 14 homologous genes are common
among the genera [6], making the study of genome similarity difficult to trace. The
information theoretic approach using the concept of super information reported in
[7] is a computational attempt to trace genomic similarity eligible for segregation of
the chloroviruses. It emphasizes local variation of entropy over the sequence.
However, the studies on global similarity have profound impact in identifying
characteristics among the large variety of target objects. In this study, we track
down global similarity over the sequences of dsDNA viruses through interval
distribution of all possible k-words of genome sequences.

Contribution of the Present Work

We conduct an in-depth analysis of arrangements of nucleotide bases comprising
the virus genomes of the family Phycodnaviridae. The inherent information
extracted from interval distribution of all possible k-words of a genomic sequence,
at optimal k value is used to construct representative vector of the genome. Finally,
we develop a dissimilarity matrix using Bhattacharyya distance [8] to study the
degree of dissimilarity between pairs of sequences using feature vector represen-
tations, followed by construction of similarity relationship among the candidate
genomes using N-J [9] hierarchical clustering algorithm.

782 U. Mitra and B. Bhattacharyya



Formalizing the Method

Let ∑ = {A, T, G, C} be an alphabet and S is a genome sequence formed by series
of ‘n’ symbols from ∑. A subsequence of ‘k’ (≤ n) of consecutive symbols in S is
designated as a k-word.

Let denote the jth k-word by wj that occurs at locations li
j, i = 1(1)m, m being the

maximum number of occurrence. We define the set of intervals between each
successive locations of that jth k-word as:

dji = lji + 1 − lji, for i <m

= Sj j− ljm + lj1 for i =m
ð74:1Þ

An obvious feature of the set is that sum of its elements equals the length of the
sequence

∑
m

i=1
di = Sj j ð74:2Þ

If pi = di ̸∑m
i=1 di, i = 1(1)m, be the probability of occurring the jth k-word, wj

at intervals di
j, then the statistical parameter hj, summarized the interval distribution

of the jth k-word, defined according to Shannon’s entropy as

hj = ∑
Dj j

i=1
pi* logð1 ̸piÞ ð74:3Þ

Entropies of all possible k-words form a numeric vector of size 4k. Upon nor-
malization, we obtain the representation vector of the given sequence S for word
size k

H= ðh1, h2, . . . , hrÞ. ̸ ∑
r

j=1
hj ð74:4Þ

Where./ denotes element wise division.
H is a numeric vector of size r = 4k, each element represents normalized entropy

of the interval distribution of a k-word of the sequence at a given k value.

Distance Measure Between Genomes Based on Parameter
of Interval Distributions

To measure the distance between two genome sequences (Si and Sj), we use
Bhattacharyya distance [8] between given pair of genome sequences, as follows
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dij = − log ∑ Hirh* Hjrh
� �1 ̸2

� �
ð74:5Þ

‘r’ stands for interval distribution of a particular k-word. The terms Hirh and Hjrh

mean normalized entropy of rth interval distribution in ith genome and jth genome,
respectively, where r = 1, …, 4k. In case of absence of a k-word or single occur-
rence, we assign zero to the parameter for that k-word.

Workflow of the Method

Input: sequences {S1, S2, …, SN, k}
Output: Distance matrix d(N × N) : each element holds pair-wise similarity
Steps:

1. For each sequence, search and locate each k-word of word size k.
1.1 For each k-word, use Eq. (74.1) to calculate intervals.
1.2 For each k-word, use Eqs. (74.2) and (74.3) to calculate entropy of the interval
distribution.
2. For each sequence, construct 4k component numeric vector using Eq. (74.4).
3. For any two sequences, use Eq. (74.5) to calculate distance between the two
sequences.
4. Return {d}.

Time Complexity of the Algorithm

The proposed algorithm makes feature vector of a DNA sequence in O(n + 4k x
4m) time, where n is the length of the DNA sequence, k is the optimal word length,
and m is the average number occurrence of a word in the sequence. If each word is
equal-probable to occur, the average word count can be given by m = n/4k. Thus,
making feature vector requires time O(n + 4k x 4m), that is, O(n + 4k x 4n/4k) = O
(5n). Thus, the algorithm possesses linear time complexity.

Results and Discussion

The virus genomes belonging to the family of Phycodnaviridae that we include in
our study are summarized in Table 74.1. The selected viruses are suitable for
analysis because the genomes are highly diverging in respect to gene content and
homology but having morphologic similarity. We apply the proposed method to
devise dissimilarity among the genome sequences based on their interval
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distribution of k-words. We attempt to trace patterns of similarity or dissimilarity
prevalent in the test sequences that would be evident enough for their classification.

Viruses in the family Phycodnaviridae replicate in host-specific way [6]. Virus
EsV1 has a specific host Ectocarpus siliculosus, a type of marine brown algae. The
viruses PBCV1, NY2A, AR158, KSB1, NEJV4, and NYs1 exclusively replicate in
Chlorella Species NC64A. The hosts for the other Chlorella viruses are related
species of the algae. The annotated 415 KB genome of PBCV1 shows 366
protein-coding genes, 11 t-RNA genes, 90% coding regions, and 39% (C + G)
content. In addition the genome consists of introns, specifically self-splicing,
spliceosomal-processed introns and small t-RNA introns. Virus EsV1 consists of
421 KB genomes of which 70% are coding regions with 244 predicted CDs and
51% (C + G) content. They are also expected to have common ancestor with
nucleocytoplasmic large DNA viruses (NCLDVs).

Initially, we attempt to trace intervals for nucleotide base thymine (T) for the
virus genomes PBCV1 and EsV1, summarized in the frequency plot of Fig. 74.1.
The measured variation in term of interval distribution of ‘T’ of these viruses,
having hosts in different environments (PBCV1 replicate in terrestrial water green
algae and EsV1 replicate in marine water brown algae), is reflected in these plots.
For example, the frequency of interval value ‘1’ of nucleotide base ‘T’ in case of
virus PBCV1 is 33791 and for EsV1 it is 21903. Moreover, all frequency distri-
butions are positively skewed and show their local variability.

In addition, the plot also reflects local dependency property of nucleotide
sequences and lower interval values occurred more frequently compared to higher
interval values. Another interesting fact is that the interval distribution of the
nucleotide thymine (T) in PBCV1 is more disperse compared to the virus EsV1.

Table 74.1 List of dsDNA
virus from family
Phycodnaviridae

Name of the virus Host species Size (in KB)a

AR-158 Chlorella NC6A 432
PBCV1 Chlorella NC6A 415
NY-2A Chlorella NC6A 463
NYs1 Chlorella NC6A 437
KSB1 Chlorella NC6A 361
NE-JV-4 Chlorella NC6A 412
CVM1 Chlorella Pbi 410
FR483 Chlorella Pbi 403
MT325 ChlorellaPbi 394
ATCV1 Chlorella SAG 3.83 361
TN603 Chlorella SAG 3.83 403
EsV1 Ectocarpus

siliculosus
421

a Denote windows file size to store the genomes
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We also inspect differences in variation of interval distributions for other
nucleotide bases (C, G, T) in these viruses (not shown in the figure). Thus, we
apprehend that the interval distribution of four nucleotide bases, at k value 1
together can summarized the genomic content with inherent ability to recognize
homologous patterns for segregation of these viruses.

Although frequency plot can be used as a tool to trace pattern of dissimilarity
among virus genomes, different sequence length generates unequal number of
observation in terms of interval values. Thus, it is essential to summarized interval
distributions with statistical parameters and we use Shannon entropy [10] to reflect
disorder of the interval distributions.

Since a nucleotide sequence is composed of four bases, viz., adenine (A),
guanine (G), thymine (T), and cytosine (C), theoretically 4k number of k-words are
possible. Thus, 4k interval distributions corresponding to each k-word for a
sequence can be computed. Thus, we conduct analysis for the virus genomes for k
values ranging from 1 to 4. For each k value, we construct cladogram trees and
observe that at k = 2 the virus genomes are completely segregated in host-specific
way. The numeric vector representations of all the virus genomes are listed in
supplementary Table S1. The Bhattacharyya distance measures between each
possible virus are listed in Table 74.2.

Viruses with common host show less dissimilarity compared to other viruses
with different host. For example, viruses CVM1, FR483, and MT325 possess
common host Chlorella Pbi, having less dissimilarity among them, and have been
grouped together (Fig. 74.2). All the viruses that replicated in Chlorella NC64A are
also grouped together in a separate clade. Viruses, ATCV1 and TN603, replicated
in marine water green algae SAG 3.83 place in a common clade and have been
segregated from marine water brown algae virus EsV1. Moreover, viruses with host
(Chlorella NC64A) in terrestrial water environment have been completely segre-
gated from the viruses having host (Chlorella Pbi, SAG 3.83, and E. siliculosus) in
marine water ecosystem.

The result suggests that the respective host environment gives rise to unique
selective force on the genomic structure and may provide valuable clue to study

Fig. 74.1 Interval distribution of nucleotide base thymine (T), i.e., k = 1
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dynamics of ongoing changes in ecosystem and evolution history in terrestrial and
marine water environment.

Conclusion

We present a similarity mining method based on interval distribution of all possible
k-words for segregation of giant dsDNA virus genomes. Clustering of the genome
sequences on the basis of Bhattacharyya distance fetches host specificity of these
viruses, i.e., the viruses having common hosts are closer to each other in terms of
arrangements of nucleic acids in respective genomes. The proposed k-words
interval-based segregation is also able to completely separate viruses with hosts in
different environments. Our findings are also consistent with the biological evi-
dences existent in terrestrial and marine water ecosystems, thus extending the scope
of studying the dynamics therein.

Supplementary File

See Table S1

Fig. 74.2 Clustering of virus genomes annotated with their respective hosts
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Chapter 75
Analysis of the Firing Behavior of STN-GPe
Network in Parkinson Disease

Jyotsna Singh, Phool Singh and Vikas Malik

Abstract Movement disorders are caused by the malfunctions of the basal ganglia.

These disorders are dystonia and Parkinson disease. Various models have been used

to display the pathophysiology of these disorders. We have chosen a conductance-

based model to display the firing patterns of Parkinson disease with respect to cal-

cium, potassium, and sodium currents. These patterns are generated in hyper direct

and indirect pathway coupling neuron, subthalamic neuron. Subthalamic nucleus is

one of the main nuclei involved in the origin of motor dysfunction in Parkinson dis-

ease. The cause to the generation of such activity pattern is not yet completely under-

stood. In this paper, we are simulating the firing patterns of subthalamic nucleus in

healthy and Parkinson primate and also to provide insight into the importance of

different currents to improve the correlation among these two patterns.

Keywords Movement disorder ⋅ Parkinson disease ⋅ Basal ganglia ⋅ Subthalamic

nucleus ⋅ Globus pallidus ⋅ Dysfunction

Introduction

Parkinson disease(PD) is one of many diseases that are collectively known as move-

ment disorder. This disorder occurs due to the malfunction and death of neurons. Due

to the malfunction of neuron, the amount of neurotransmitter known as dopamine

produced in brain is decreased. Dopamine is the neurotransmitter which is involved

in the control movement and coordination, hence its depletion leave a person unable
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to control movements. The cause to the depletion of dopamine is not well known,

and hence there is presently no diagnosis and cure at early stage [1].

Target region involved in the dysfunction of brain is basal ganglia (BG). BG has

four main nuclei, substantia nigra (SNc), striatum, subthalamic nucleus (STN), and

globus pallidus (GP). The striatum receives input directly from cortex and delivers

neurotransmitter which is inhibitory in nature to the GP through different pathways

(1) direct and (2) indirect. STN directly receives inputs from cortex through (3) hyper

direct pathway [2]. Direct and indirect affect the basal ganglia network in opposite

ways and are simultaneously involved with the control of voluntary movements [1].

It has been acknowledged by researchers in [2–5] that there is central origin to PD.

Nowadays, STN is said to be mainly involved to display the Parkinson symptoms

[2], but the localization to the origin is still not clear.

There are various models which depict the basal ganglia dysfunction on account

of the development of Parkinson motor symptoms. The Rate Model [6–8] poised

that the Parkinson motor symptoms were the result of change in mean discharge

rate in basal ganglia circuit. Experimental studies [6–8] are although supported by

human and non-human primates [9], but a recent study [10] failed to show in non-

human primate the increase in rate of discharge in internal globus pallidus (GPi) in

Parkinson disease. In addition to this, in Parkinson patients, the pallidotomy is said

to be reduced rather than to increase [9–11], while there is an increase in rate of

discharge in GPi in subthalamic nucleus(STN) during deep brain stimulation (DBS)

with improvement in motor signs [12]. Above observations put doubt on the valid-

ity of Rate model and it led various other theories like bursting and oscillation in a

particular frequency range [13]. In DBS, oscillation synchrony is observed in STN

and GPi in the beta band, in a PD patient [14]. Other studies have shown that patho-

logical STN drive in Parkinson disease modifies the electrophysiological activities

in GP, which in turn disrupts the normal function of basal ganglia [15–17]. Thus,

the role of neuronal activity within basal ganglia in the development of Parkinson

disease remains unclear.

Above studies suggests that STN-GPe could account for the Parkinson symptoms

in hyper direct and indirect pathway. Therefore, in this paper, we have analyzed the

signals in STN-GPe network for exploring the dynamics of the subthalamo-globus

loop subjected to various neuronal parameters. Work has been distributed in var-

ious sections. Section “Methods and Models” explains underlying Mathematical

Model and Methods. Section “Simulation of Firing Patterns” explains firing behav-

ior of model with respect to calcium, sodium and potassium currents. In section

“Conclusion”, we are concluding our work which describes the importance of cal-

cium currents over sodium and potassium currents.

Methods and Models

A conductance-based model for STN and GPe has been demonstrated to display

the firing behavior in PD. Each module in the pictorial representation of STN-GPe
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Fig. 75.1 Pictorial

representation of STN-GPe

coupling architecture

(Fig. 75.1) coupling architecture is represented by a single neuron. Each neuron in

this model is a single compartment conductance-based model. Equations (75.1) and

(75.8) form a system of differential equation. The system of differential equations

along with initial condition specified in [18] has been numerically simulated in MAT-

LAB 7.14 (i7 Intel processor, 16GB RAM machine) using ODE45. The model [18]

includes a leak current (Il), fast spike-producing potassium (Ik) and sodium currents

(INa), low-threshold T-type (IT ) and high-threshold calcium currents (ICa), a calcium

activated voltage independent after-hyperpolarization K+
current (IAHP), synaptic

current from GPe (Isyn), and applied current (Iapplied) [18], so that the equation gov-

erning the membrane potential V takes the form

Cdv
dt

= Iapplied + (−Il − Ik − INa − IT − ICa − IAHP − Isyn) (75.1)

Different membrane currents are given by following equations:

Il = gl ⋅ [V − Vl] (75.2)

Ik = gk ⋅ n4 ⋅ [V − Vk] (75.3)

INa = gNa ⋅ m3
∞(V) ⋅ h ⋅ [V − VNa] (75.4)

IT = gT ⋅ a3∞(V) ⋅ r ⋅ [V − VCa] (75.5)

ICa = gCa ⋅ s2∞ ⋅ (V) ⋅ [V − VCa] (75.6)

IAHP = gAHP ⋅
[Ca]

[Ca] + k1
⋅ [V − Vk] (75.7)
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where k1 is the dissociation constant of calcium-dependent AHP current. Membrane

resting potential is adjusted with the help of applied current, Iapplied with the experi-

mental data [19, 20]. Calcium current is described by the equation:

d [Ca]
dt

= 𝜖[−ICa − IT − kCa[Ca]] (75.8)

Calcium influx is denoted by 𝜖, and calcium pump rate is denoted by kCa. Gating

variable and other parameters have been referenced from [21–24].

Simulation of Firing Patterns

In this experimental study, we have used MATLAB 7.14 to realize the system of

differential equation (75.1) for STN-GPe network. Using this model, we have gener-

ated two spiking patterns for STN-GPe coupling network. These patterns represent

the behavior of model in Non-PD and PD state. All the currents have been considered

for STN neuron, and the synaptic input from GPe is considered. Behavior of spiking

patterns have been analyzed by using the cross-correlation (CC) between two. CC

is a measure of similarity between two series as a function of the lag of one relative

to the other. We have considered the value of CC at lag = 0. The CC between At and

Bt+k is called the kth order cross-correlation of A and B. The sample estimate of this

cross-correlation, called ri, is calculated using the formula:

ri =
∑n−i

j=1(Aj − A)(Bj+i − B)
√

∑n
1 (Aj − A)

2∑n
1 (Bj − B)

2
(75.9)

The firing behavior of model has been studied for calcium VCa, sodium VNa, and

potassium Vk membrane potential.

Firing Patterns for Calcium Membrane Potential

To investigate the model assumptions about physiological properties and connectiv-

ity patterns that lead to the best explanation of (i.e., closest fit to) our in vivo elec-

trophysiological data, we studied different spiking patterns generated by the math-

ematical descriptions presented above. This section describes the firing behavior of

model with respect to the calcium membrane potential VCa. All the other values are

kept same as mentioned in [18]. Initial value of VCa was 140 for both the cases, i.e.,

Non-PD and PD. In order to check the sensitivity of PD patterns with respect to

VCa, calcium membrane potential has been decreased and increased gradually and

different graphs have been generated. Here we are showing the graphs which are
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(a) (b)

(c) (d)

Fig. 75.2 Firing behavior for calcium membrane potential, a Spiking trend for VCa = 140, b Cross-

correlation between Non-PD and PD patterns VCa = 90–170, c Spiking trend for VCa = 256, and d
Cross-correlation between Non-PD and PD patterns VCa = 135–350

giving some promising outputs and results. Figure 75.2a show the spiking trend of

Non-PD and PD patterns for VCa = 140. Figure 75.2b show the correlation among

Non-PD and PD patterns for VCa = 90–170. Cross-correlation graph shows that the

correlation is improving with the increase in calcium membrane potential. From 2a,

we can see easily compare the spiking behavior of Non-PD and PD patterns. The

spiking range is from 28 to 42 for both the cases but Non-PD patterns are irregular,

whereas PD patterns are regular comparatively. Hence to further check the behav-

ior of patterns, we have increased calcium membrane potential from 180 to 350 and

plotted the graph. Figure 75.2c shows the spiking trend for the maximum correla-

tion value, which is becoming smooth for PD patterns, and spikes are occurring in

a limited range that is also varying gradually. Figure 75.2d clearly shows that the

maximum correlation CC = 0.9 has been attained at VCa = 256 (approx.), and then,

it starts decreasing gradually.
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Firing Patterns for Sodium Membrane Potential

In order to further study the behavior of model, we have fixed other parameters [18]

and checked the sensitivity with respect to sodium membrane potential VNa. This is

another important parameter after the calcium potential which needs to be observed

in Parkinson disease. Initial value of VNa was 55 for both the cases, i.e., Non-PD and

PD. In order to check the sensitivity of PD patterns with respect to VNa, we have

increased it in the range from 50 to 95 and seen the trend of spiking. Figure 75.3a

shows the spiking trend of PD patterns for VNa = 95. Figure 75.3b shows the corre-

lation among Non-PD and PD patterns for this range. From 3a, we can see easily

compare the spiking behavior of Non-PD and PD patterns. The spiking range is

from –80 to 80 for PD patterns and from 28 to 42 for Non-PD patterns. Non-PD

patterns are irregular, whereas PD patterns are regular comparatively but spiking

occurs in a wide range. The correlation is also varying between a wide range of

sodium value. The maximum value attained in the range 55 to 95 is 0.07 (approx.)at.

Further, the behavior of patterns has been analyzed in VNa range from 55 to 275.

Figure 75.3c shows the spiking trend, which has become slow for PD and peak are

(a) (b)

(c) (d)

Fig. 75.3 Firing behavior for sodium membrane potential, a Spiking trend for VNa = 95, b Cross-

correlation between Non-PD and PD patterns VNa = 50–95, c Spiking trend for VNa = 120, and d
Cross-correlation between Non-PD and PD patterns VNa = 50–300
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also occurring at the same value, i.e., spikes are occurring at a fixed peak value, i.e.,

32. Figure 75.3d clearly shows that the maximum correlation CC = 0.13 has been

attained at VNa = 120 (approx.), and then, it fluctuates between the range 0–0.08.

Firing Patterns for Potassium Membrane Potential

Firing behavior of the model has been next analyzed for potassium membrane poten-

tial Vk. All the other values are kept same as mentioned in [18]. Initial value of Vk
was –80 for both the cases, i.e., Non-PD and PD. In order to check the sensitivity of

PD patterns with respect to Vk, we have increased it in the range from –80 to –40 and

plotted the graphs. Figure 75.4a shows the spiking trend of PD patterns within this

range, and Fig. 75.4b shows the correlation among Non-PD and PD patterns. From

4a, we can see easily compare the spiking behavior of Non-PD and PD patterns. Ini-

tially, the spiking is occurring at the same point, and then, the spikes are spread at

a wide range but the peak value is almost same, i.e., –5. The maximum correlation

(a) (b)

(c) (d)

Fig. 75.4 Firing behavior for potassium membrane potential, a Spiking trend for Vk = –77, b
Cross-correlation between Non-PD and PD patterns Vk = –80 to –40, c Spiking trend for Vk = 150,

and d Cross-correlation between Non-PD and PD patterns Vk = –100 to 150
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attained in this range of potassium potential is .7 as shown in Fig. 75.4b. Further the

behavior of patterns has been analyzed in Vk range from –80 to 120. Figure 75.4c

shows the spiking trend, which is now shifted to the positive region, i.e., 120. All the

spikes are occurring at the same value, i.e., 120. Figure 75.4d clearly shows that the

correlation value has been decreased instead of increasing with the increase in value

of potassium membrane potential.

All the above simulation has been performed for time span 0–500 ms.

Conclusion

The results in the above study show that STN-GPe network is highly sensitive to

calcium, potassium, and sodium currents. These two series, i.e., Non-PD and PD

are not at all correlated initially. By changing one parameter and keeping others

fixed, correlation patterns are also improving to some extent between Non-PD and

PD patterns. The limitation of this study is that the firing behavior is studied for

one parameter at a time. It does not account if we change two or more parameters

simultaneously. Hence, it needs to be observed how the correlation patterns vary

with variation in all the reported parameters.
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Chapter 76
DCRS: A Multi-objective Protein Complex
Finding Method

Pooja Sharma and Dhruba Bhattacharyya

Abstract Identifying quality protein complexes from the protein–protein interac-

tion network is a burning issue. Many researchers have started using optimization

techniques to parallely process the multiple objectives used during complex finding.

We have proposed a method called DCRS, which is based on parallel optimization

in order to identify quality complexes. The performance obtained using DCRS has

been compared in terms of sensitivity, positive predictive value, and accuracy, and

it has been found to perform better than the existing methods over the human PPI

dataset.

Keywords Protein complex ⋅ Multi-objective ⋅ Optimization

Introduction

Advancement in the domain of biological information has led to the necessity of

effective techniques in analyzing these data. A large number of studies are being car-

ried out in various spheres of biological domain to understand the cellular and struc-

tural functioning of living body. Proteomics is one such study which deals with the

characteristics associated with proteins and their organization at the molecular level.

Proteins are polymers formed by chains of amino acids linked together. Permutation

and combination of amino acids give rise to different proteins. These proteins work

in coordination with each other to form groups. These groups are responsible for

various functional, metabolic, and enzymatic activities in the living body. Examples
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may include the anaphase-promoting complex, RNA splicing complex [1], and many

others. Identification of protein complexes from the molecular network of proteins is

one of the prime focus of biologists. This is because identifying protein complexes

can aid in understanding their structural and functional properties; they can also help

in deriving the evolutionary orthology signals. Moreover, properties associated with

protein complexes can also be used in drug designing these days [2].

A number of methods have been developed till date for identifying protein com-

plexes, but they have been mostly limited to yeast dataset. However, with the increase

in human PPI information, the trend has moved toward analyzing the protein com-

plexes in humans. However, it has been found that the contemporary methods suffer

from accuracy point of view when it comes to analyzing them in case of human

PPI dataset. In this paper, we have introduced a complex finding method based on

multi-objective optimization. The performance of our method has been compared

with some state-of-the-art methods, and we found our results to be better than the

existing methods in case of human PPI dataset.

Literature Review

Proteins along with their interactions are represented in the form of a graph called

the protein–protein interaction network (PPIN), where the vertices represent proteins

and edges between them represent interactions. The problem of complex finding is

basically a clustering problem which involves identifying groups of similar proteins

such that these subgroups lead to a dense structure as compared with the rest of the

network. Complex finding methods rely on at least two objectives in order to find

quality complexes. In the yesteryears, the trend was evaluating the objectives used

during complex finding one at a time, but in the recent days, few researchers have

worked toward parallel evaluation of objectives in order to get complexes. A list of

some of the existing methods is reported in Table 76.1.

Proposed Method

We have modeled protein complex finding as a multi-objective optimization prob-

lem. We have used three topological measures and a biological measure. The opti-

mization technique used for our purpose is NSGA II [13]. This is because it offers the

best performance in less time due to its elitist approach. The various steps involved

in our method is described here.

A. Population initialization: In order to use NSGA II, there has to be a starting set

of population. Each individual in the population set is referred to as a chromosome.

A protein complex,Ci = {v1, v2, ...vn}, where vi ∈ V is represented as a chromosome

in our problem. The initial population can be any set of complexes obtained using
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Table 76.1 Protein complex finding methods

Method Mode of evaluation Characteristic feature

MCODE [3] Sequential Cluster coefficients of highest k-cores

determine the weight of each node in PPIN

and thus starts the complex finding process

IPCA [4] Sequential Looks for subgraph structures that have

small diameters, so as to form compact

clusters

FAG-EC [5] Sequential Calculates edge weights before hand to

start the cluster finding process

QCUT [6] Sequential Subdivides the network and chooses the

one with the highest modularity for future

processing

ClusterONE [7] Sequential Expands seed nodes based on a cohesive

measure given by the weights of

interactions in the graph to find complexes

CORE [8] Sequential It works by computing the probabilities

whether two proteins can be in the same

core or not. Once cores are found, they are

merged to obtain the final set of cores.

Then only attachments are added to the

core

Neural-network-based [9] Sequential Uses a combination of topological and

biological features to assign weights to

subgraphs. It then iteratively trains a

neural network for better protein complex

prediction

GMFTP [10] Sequential It uses a probabilistic approach for

generating model for complex

identification using both functional and

topological properties

PROCOMOSS [11] Parallel It uses density, bridge nodes, and semantic

similarity to find protein complexes

Bandyopadhya et al. [12] Parallel It uses density, contribution of nodes,

closeness centrality, and semantic

similarity to find protein complexes

any clustering method on the PPI dataset. We have used the initial population set

obtained from CNCM [14], which is our own protein complex finding method. This

method uses the clustering coefficient and connectivity property of PPIN to obtain

complexes.

B. Choice of objective functions: Two classes of objective functions have been

chosen: First one analyzes the topological properties of PPIN and the other empha-

sizes the biological property. We have used density, contribution of a node into a
cluster, and reachability contribution for the topological features and semantic sim-
ilarity for the biological feature. We used the framework given in [12] to set up
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the choice of objective functions. However, we did not use the closeness centrality

measure as used in their method [12]. This is because when we carried out an empir-

ical study on the performance of different centrality measures over PPI dataset, we

could find that none of these measures performed consistently well. Apart from this,

the fact that so many centrality measures exist itself rules out each other’s advan-

tages. We have therefore used another objective function called reachability contri-

bution along with the two topological objectives. This is because reachability index

is known to capture the topological and biological characteristics of PPI networks

very well. Reachability index uses the degree of the adjacent nodes, which has been

used effectively in identifying the essentiality of proteins in yeast [15]. Therefore,

using this as one of the objective functions helps to improve the overall complex

quality. We now discuss the objective functions used for our method.

1. Objective functions based on topology: Topological characteristics of a network

can very well define the subgroups present in it. Protein complexes being dense

in nature [3], the first objective that we have used is density of the complex. Max-

imizing density function results in compact and functionally coherent complexes.

For a complex Ci, density is given as

denCi
=

2 × Ei

|Vi| × (|Vi| − 1)
(76.1)

where Ei represents the number of edges among Vi vertices of complex Ci.

The next objective function is chosen as the contribution of a cluster which is the

sum of the individual contribution of its member elements contvi . Maximizing

this function results in well-separated clusters.

The overall contribution of a cluster, Clcont, is given as the sum of the individual

contribution, contvi of its nodes, i.e.,

ClcontCi
=

k∑

i=1
contvi (76.2)

where Ci = {v1, v2...vk} are the cluster members and the individual node contri-

bution is

contvi =
DNcvi

degvi
(76.3)

where DNcvi
represents the direct neighbors of vi within cluster Ci and degvi is

the total degree of node vi.
The above two objective functions have been used in [12]. Another objective

function used in our method depends on the reachability of the direct neighbors

of a node in a cluster. Maximizing this objective function leads to formation of

topologically coherent complexes. The reachability contribution of a cluster, Ci,

is given as the sum of the reachability of its member nodes, Rbyvi , i.e.,
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RbyCont(Ci) =
k∑

i=1
Rbyvi (76.4)

where Rbyvi is the reachability of a node vi in a cluster Ci and is given as the ratio

of the total number of links its direct neighbors have within Ci to the total number

of edges in the cluster. Mathematically,

Rbyvi =
∑

dN

lwC
tedgesC

(76.5)

where dN is the set of direct neighbors of node vi within cluster Ci, lwC is the

number of links each node vx ∈ dN has within the cluster, and tedgesC is the

total number of edges in the cluster, Ci.

2. Objective function based on biological characteristics: Apart from these three

topological functions, we have used semantic similarity as the biological mea-

sure. We have found the Wang’s semantic similarity for each protein pair within

a cluster. The overall semantic similarity of a cluster, Ci, is given as the sum of the

semantic similarity of the combination of all its member nodes,Ci = {v1, v2...vk}.

Mathematically,

SSCi
=

k∑

i=1, j≠i
SS(vi, vj) (76.6)

In order to get functionally enriched complexes, we need to maximize this criteria

too along with the set of three topological criteria. We have named our method as

DCRS as it uses Density, Contribution, Reachability contribution, and Semantic

similarity as its objective functions.

C. Intermediate population generation: The next step involves intermediate popula-

tion generation for a user-specified number of iterations. This is done using the non-

domination sorting approach of NSGA II. Here, the objective functions are utilized

to generate a set of optimal complexes. Then the genetic operators namely selec-

tion, crossover, and mutation are used. However, we do not use crossover here, as

it would result in disconnected components. The selection operation is based on the

traditional crowding distance method, which utilizes the objective function space to

prioritize the solutions. In order to carry out mutation operation, the perturbed node

is chosen only if it has higher probability, i.e., p = 0.9. Mutation can be done on the

parent node in either of the two ways—insertion or deletion. In any case, we choose

a set of random nodes, then add the direct neighbors of these nodes to get a new

chromosome or delete the randomly selected nodes from the existing set to get the

new chromosome.

D. Final population generation: Once the number of iterations is over, it is time

to produce the final set of population to be returned as solution to the user. The result

set is also arranged on the basis of non-domination sorting method.
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Experimental Results

We implemented our method in MATLAB running on an HP xw6600 workstation.

We have performed analysis of our proposed method on HPRD dataset [16] consist-

ing of 39,237 interactions and 9088 proteins. The semantic similarity used in our

objective function is obtained using R’s GOSemSim package [17]. The initial pop-

ulation is taken from CNCM [14], and the population to be returned in 5 iterations

is given as 50. In order to analyze the performance of our proposed method with the

existing ones, we have taken the help of three performance indices, viz., sensitivity

(Sn), positive predictive value (PPV), and accuracy (Acc), derived from a matrix, P

of the order s × t, where s is the number of benchmark complexes and t number of

predicted clusters [18]. Let Cij be the number of common proteins between the ith
benchmark complex and jth predicted cluster, Pi is the total number of proteins in

the ith benchmark complex, and Cj =
s∑

i=1
Cj, then the three measures are given as

Sn =

s∑

i=1
maxj{Cij}

s∑

i=1
Pi

(76.7)

PPV =

t∑

j=1
maxi{Cij}

t∑

j=1
Cj

(76.8)

Acc =
√
Sn × PPV (76.9)

In recent years, the trend has moved toward parallel optimization of a set of objec-

tive functions to detect the set of complexes. We have compared the performance of

our method with few of the well-known methods such as MCODE [3], FAG-EC [5],

FT [19], TFit [19], OCG [20], QCUT [6], ClusterONE [7], GMFTP [10], CNCM

[14], and Bandyopadhya et al. [12] and reported their performance in Fig. 76.1a.

From Fig. 76.1a, it can be seen that DCRS is the clear-cut winner in case of sensitiv-

ity, which is around 63% which is much higher than the rest of the methods. In case

of positive predictive value, Bandyopadhya et al.’s method emerges as the winner

followed by ClusterONE. DCRS occupies the third rank here. However, in case of

accuracy, DCRS is again at the top position beating all its competitors.

We have also shown the effect of using a well-formed cluster set during popula-

tion initialization of our method as compared to any random clustering used for pop-

ulation initialization. An example performance comparison on HPRD dataset using

k-means and CNCM method has been shown in Fig. 76.1b. It has been observed

that using cluster set generated from CNCM results in better performance. A major
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Fig. 76.1 Performance

measures of DCRS

compared with other

methods over HPRD dataset

and variations in results

using two different set of

initial population

(a) Performance measures in terms of Sn,
PPV and Acc of DCRS compared with other
methods over HPRD dataset.

(b) Performance measures in terms of Sn,
PPV and Acc of DCRS with k-means and
CNCM as initial population.

drawback of k-means method is that it requires number of clusters as input, which is

usually difficult to provide. However, CNCM does not require the number of clus-

ters as input. The performance improvement of our method using CNCM as initial

population set can also be due to the fact that k-means is a partitioning-based algo-

rithm, whereas CNCM is a graph-based method, and graph-based methods such as

MCODE and IPCA [2] have already been established to be effective in PPI analysis.

Conclusion and Future Work

A multi-objective PPI complex finding method called DCRS has been proposed.

The proposed method performs better than ten other existing methods over HPRD
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dataset. DCRS is implemented as a tool to support the biologists in analyzing PPI

data; however, the detailed discussion on the tool is out of scope of this paper. Work

is also undergoing to rank the complexes based on some disease query.
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Chapter 77
Phenotype Interweaved Network of Genes
using Rough Set

Arnab Sadhu and Balaram Bhattacharyya

Abstract Knowledge on inter-genetic activities under different cellular states can

reveal the effect of phenotypic changes on core groups of interacting genes with a

view to identify groups against disease. We attempt to present the genetic interaction

under phenotypic condition as differential networks using rough set with the help of

microarray data from normal and diseased cell samples. Weight of an edge between a

pair of nodes is determined from associativity of the nodes with the cell state by using

indiscernibility relation. A weight ranking formula is used to build the corresponding

directed network. The method is tested on lung cancer data. The hubs of network

modules thus obtained corroborate with previous studies and biological findings.

Keywords Phenotype interweaved network ⋅ Rough set-based network ⋅ Gene

interaction network ⋅ Lung cancer

Introduction

Genes express at appropriate levels in incessant fashion for proper functioning and

maintenance of cellular activities. Slightest imprecision in expressional network of

a set of genes due to external perturbation, stimulation, or genetic mutation causes

functional imbalance in cell coordination resulting in threats to the living organ-

ism. The early is the detection of such external disturbances, the more is the chance

for recovery. This is particularly true for life-threatening diseases, particularly can-

cer. Microarray experiment offers an excellent opportunity to study co-expressional

activity of large number of genes at an instant. Simultaneous experiments on nor-

mal and infected cell samples make it possible to analyze effect of certain disease

on expressional behavior of specific genes. Identifying such genes through compu-

tational methods has become a fundamental task. Isolating genes from thousands
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in microarray data becomes possible with classification and clustering techniques

[1, 2]. Identifying genes showing distinctly different expressional patterns while in

infected cells has been the motto. In studies based on classification, although accu-

racy is achieved with a small subset of differentially expressed genes, there remains

differences from biological observations [3]. Affecting a small number of genes

directly by the influence of disease results in instability in coordination of activi-

ties of a larger subset. Studying simultaneous interaction of a large number of genes

will be of better alternative to study effect of disease on collective behavior of genes

along with the phenotype state [4].

Gene–gene interaction network is extensively studied over the last decades to

explore inter-regulatory mechanism of large set of genes [5–7]. Typically, correla-

tion between the expression levels of genes under a certain phenotype is examined

to assign the weights due to the hypothesis that genes which are co-regulated are

controlled by similar subset of transcription factors. Independent networks formed

under different phenotypes are finally compared to find changes in node connec-

tions. Usually, Pearson correlation coefficient is taken as the method for similarity

measurement [6–8]. Roy et al. [5] proposed shift- and scale-based local pattern sim-

ilarity measurement technique as genes are believed to be biologically associated

when they have a pattern similarity.

In the current study, we aim to identify the nonlinear interactions of the genes

interweaved with the diseased phenotype, which cannot be observed under corre-

lation network. Rough set is an approach where integrity among attributes can be

studied with respect to decision attribute. Here we present a differential network for-

mation method which assigns weights of edges by a novel rough set-based approach.

Further, a directed gene differential network is formed. The method is applied on a

lung adenocarcinoma expression dataset. Genes which have high degree of connec-

tion with its neighborhood while scrutinized through the lens of differential network

are claimed to be affected by the mutation of the cell.

Method

Analysis of gene interaction network under changing phenotype is a prospective

scheme for identification of biomarker and to have knowledge on perturbation of

translational mechanism of genes in the presence of disease. In an undirected co-

expression network, the weights of the edges indicate expressional similarity among

connecting genes, and changes in differential network can be interpreted as influence

of disease under study. A directed network, however, will be of more informative.

Association of a subset of genes with the disease can be ascertained after analyz-

ing differential network. Appreciable change in connection under differential condi-

tion for certain node is the clue. The process, however, cannot detect nonlinear rela-

tions within a gene set. Rough set [9]-based approach for differential network discov-

ery can reveal uneven distribution in interaction patterns in the presence of disease

over the normal status through the weights on edges in gene correlation network.
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Rough set deals with uncertainty to find dependency among subsets of attributes.

For the study of disease association disease phenotype is taken into account as the

decision attribute. In the following, we present the formal structure of rough set.

Rough Set

Rough set is defined by means of topological connections with operations interior

and closure, called approximations (Fig. 77.1). Let I = (U,A) be the information sys-

tem, where U is the non-empty finite set of all objects and A the is non-empty finite

set of attributes such that for every a ∈ A, a ∶ U → Va, Va being the value set of a.

A = {g1, g2,… , gm} be the set of genes andU = {P1,P2,… ,Pp,Pp+1,… ,Pp+q}, the

set of samples containing p numbers of normal samples and q numbers of diseased

samples. Given such a dataset having discretized attribute values, rough set offers a

scope to nd a subset of the original attributes having maximized information gain.

Indiscernibility Relation

Two or more objects are indiscernible in respect to an attribute subset if they are

indistinguishable when only respective values for that subset of attributes are con-

sidered. Indiscernibility is mathematically defined as,

INDI(C) = {(t, t′) ∈ U2|∀a ∈ C, a(t) = a(t′)} (77.1)

where C ⊂ A (the set of all attributes).

Fig. 77.1 Rough set

approximation
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C Positive Region of D

Let C ⊂ A and T ⊂ U. T can be approximated by using the information contained

in B by constructing the C-lower and C-upper approximations of T , denoted by CT
and CT , respectively, where

CT = {t|[t]C ⊂ T} and CT = {t|[t]C ∩ T ≠ 𝜙} (77.2)

C positive region of D, POSCD is defined as,

POSCD = ∪T∈U∕DCT (77.3)

Further, a set of reducts R are formed, where R ⊂ C and POSRD = POSCD and

S′ = (U,R ∪ D) is independent, i.e., all attributes in R are indispensable in S′. Inter-

section of all such reducts contains the most informative attributes.

With rough set, discretization of expression values and appropriate screening for

the candidate genes are challenging.

Gene Selection upon Stable Expressional Pattern

Genes are selected by applying common subcluster mining [10] with all the normal

samples. Number of cluster seeds are selected at equidistant points, and each samples

are clustered individually. A gene Gi is a member of a common subcluster Cj if Gi ∈
jth cluster, for all the samples (Fig 77.2). Membership of a gene is controlled by two

other thresholds, namely membership value threshold 𝜃1, and sample count thresh-

old, 𝜃2. Furthermore, cluster indices are assigned as integral values of the genes’

expression levels.

Fig. 77.2 Gene selection

with CSM
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Building the Weighted Undirected Network from Selected
Genes

Weights between two attributes are assessed by examining similarities of objects

along with the columns of selected attributes. Genes are treated as attributes. A high

weight connection between two genes represents their impact on the disease state.

In case of rough set, similarities of objects are evaluated by indiscernibility relation.

Let wij be the weight of connection between genes gi and gj, and C is the set

({gi, gj}). Let D be the set of phenotype state of samples. Thus,

wij = 𝛾(C,D) =
∑

X ∈ U∕D|C(X)|∕|U| = |POSCD|∕|U| (77.4)

0 < wij < 1 indicates partial dependency of D on C with degree 𝛾(C,D).

Retrieving the Un-weighted Directed Network

While an undirected weighted network of genes depicts the resultant pattern of a

series of interaction among the participating genes, a directed networks among those

genes can reveal successive states of their interactions and hence are potential source

for discovery of biological phenomena at gene level. We thus proceed to generate

directed networks of genes from the undirected networks with weights using rank-

based method [11].

For each gene, weights of edges are ordered in descending manner, and top 𝜅

ordered edges are sustained with an updated weight which is universal, while all the

remaining edges are removed from the network.

ranked_network(i, j) =

{
1, if Gj ∈ topi,∀j ≠ i
0, otherwise

(77.5)

where topi = top 𝜅 genes ordered by their respective edge weight with Gi.

Because of the ranked nature, the average degree of the network is between 𝜅

and 2𝜅. Out-degree of every node is 𝜅, while the in-degree can be up to maximum

|G| − 1. So the in-degree of the vertex will decide the impact of the gene on the

whole network.

Algorithm

Input: Dataset 𝔻 = (p + q) × m, normal and diseased samples together

Output: Directed network of genes
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Procedure Build-network(N,D)

C = ({gi, gj})∀i ∈ 1, 2,… , p + q, j = i, i + 1,… , p + q;
ℙ1 = {N,N,N,… p times},ℙ2 = {D,D,D,… q times};
ℙ = (ℙ1,ℙ2);
U = ({ℙ1,ℙ2,… ,ℙ(p + q)}), A = ({g1, g2,… , gm})
I = (U,A);
Determine Cℙ1 and Cℙ2;

𝛾(C,ℙ) = |POSC(ℙ)|
|U|

;
undirectedNet(gi, gj) = undirectedNet(gj, gi) = 𝛾(C,ℙ);

directedNet(gi, gj) =

{
1, if gj ∈ top(gi),∀j ≠ i
0, otherwise

Results and Discussion

Lung Adenocarcinoma

Adenocarcinoma is a common type of non-small cell lung cancer perceived by

mostly persons possessing smoking habit. Landi et al. [12] made a study over 107

patient samples to observe the role of smoking in developing lung adenocarci-

noma. We select the dataset to evaluate applicability of rough set on similar studies

and assess scope of discovery of new knowledge. Missing values are dropped, and

expression data of 21805 genes from a total of 36 samples (among them, 33 are pairs

of normal and tumor samples) is taken into account. Expression levels are floating

values which are replaced by cluster indices after applying CSM [10] to make them

discrete.

A total of 3118 genes are selected by applying CSM with k = 10, and 10 clusters

are treated separately while forming the undirected networks. Additionally, first and

tenth clusters, due to their large sizes, are randomly and equally divided into two

parts each. Each pair of genes is selected as attribute set C, and cell condition is

categorized accordingly and designated as set D. Weight of an edge between two

genes is an indication of phenotypic effect therein. Directed networks are formed

with each of these undirected ones with 𝜅 = 10. Hence each gene has an out-degree

connectivity of ten. However, the in-degree connectivity offers a scope of examining

the impact of the corresponding gene on the differential network. Figure 77.3 shows

all the networks. Labels of the nodes, i.e., genes names are shown in increasing size

in order of their corresponding number of in-degree edges.

Emphasis is given in selecting genes having high degree of connectivity with

the notion of its importance in inter-genetic activities. Such genes are listed in
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(a) First cluster (b) First cluster

(c) Second cluster (d) Third cluster

(e) Sixth Cluster (f) Eighth cluster

(g) Tenth Cluster (h) Tenth cluster

Fig. 77.3 Network modules
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Table 77.1 List of genes with corresponding fold change and p-value

Gene Connectivity ratio Fold change p-value

CLDN18 0.89 −11.12 5.36 × e−22

SFTPD 0.87 −6.43 4.63 × e−15

FHL1 0.87 −5.56 9.63 × e−22

EPAS1 0.96 −4.25 8.95 × e−25

NONO 0.93 +1.24 4.69 × e−06

KIF23 0.89 +1.45 4.32 × e−07

PTK6 0.67 +1.68 5.90 × e−08

TFAP2C 0.94 +1.70 9.19 × e−11

MMP13 0.61 +1.83 3.74 × e−07

EIF2AK1 0.97 +1.89 1.51 × e−19

IRAK1 0.99 +1.89 1.36 × e−14

GPR37 0.93 +2.21 2.69 × e−07

Table 77.1. Relevance of those molecules is further validated by their corresponding

fold change and p-values.

KIF15 and KIF2C found differentially expressed between current from never

smoker and former from never smoker by Landi et. al. [12]. We found KIF23 as

a highly connected component. CLDN18 (familiar as Claudin-18) and FHL1 which

are found down-regulated in current study are reported to be suppressed in lung can-

cer [10, 13]. Variant of SFTPD is also discovered for marker in lung adenocarcinoma

[14]. Matrix metalloproteinases genes are found severely up-regulated lung carci-

noma [15]. We found MMP13 as an oncogene. Several other genes found highly

connected and severely differentially expressed in our result demand biological

validation.

Conclusion

Cellular disorder upon infection of disease is a manifestation of a series of interac-

tions among several genes, rather than a couple or a few of them. Transformation in

genetic behavior in the presence of specific disease can be studied through changes

in gene interaction network. Purpose of this study is to build differential network of

gene interaction such that genetic variations become apparent in the presence of phe-

notypic agent. We present a method of interweaving gene expression values under

different phenotypic condition of cells using rough set. Interaction network is con-

structed by assessing the changes in co-expressional activity. Identifying core groups

and the effect of disease on them in case of lung cancer is ascertained through tests of

validity and biological observations. The method leaves scope for mining knowledge

on sequential changes in gene interaction network with availability of time series

data.
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Chapter 78
River Length Calculation Using Map Data

Deepshikha Shrivastava, Amitabha Nath and Goutam Saha

Abstract Researchers over the years are trying to model different natural phe-
nomenons for its better understanding and decision making, and river morphology is
one of them. There are several features such as length, depth, flora and fauna, health
of the river. River length has become an interesting topic for researchers over the
years. Calculating exact river length is the prerequisite for various calculations in
river geomorphology. Traditionally, river length has been determined by field survey
or by interpreting vector-based topographic data. The topographic data represents a
river using either a single line (narrow) or double line (wide) depending on the scale
and size of the river. Often getting topographic data for a region of interest becomes
the biggest hurdle in carrying out research in this domain. Fortunately, there is one
source in the form of digital maps, e.g., Google Earth, ARC GIS map database,
which are freely and readily available and can be brought into use for such calcu-
lation. This paper discusses an approach of determining length of a particular river
section from map data by calculating centerline of the river using Delaunay triangle.

Keywords Centerline ⋅ Double line river ⋅ Delaunay triangle
River length

Introduction

In this paper, the main objective is to calculate the exact river length from map or
Digital Elevation Model (DEM) data. In DEM, often shallow rivers are represented
using single line, whereas wide rivers are represented using double line [1, 2].
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Situations where rivers are represented as a single line things which are little easy as
because calculating length of that single line can be interpreted as the actual river
length, whereas in case of double line this kind of calculation does not hold true. As
in double line river, it is not necessary that both the lines representing the two sides
of the river are identical, so we cannot calculate the length of river directly. This can
be seen from the following (Fig. 78.1).

As for calculating the river length, we are depending on the field survey or
vector-based topographical sheets and that often fails to give the proper output [1].
This method is time-consuming, and many times it does not give good result. So
our objective is to calculate the length of double line (wide) rivers as accurate as
possible. As in double line river, it is not necessary that both the lines are identical
so it is not easy to calculate the length directly just by calculating the length of any
one line.

Input

For input data we can use Digital Elevation Model (DEM) or other source of map
data like Google map images. Although images acquired using Google map
requires some extra preprocessing to make it geo-referenced [3, 4]. Once
geo-referenced images are available, Delaunay triangle can be formed and required
calculation can be carried out.

Delaunay Triangle

For a set of points P, Delaunay triangle is with vertices P so that there is no point P
in the each triangle’s circumcircle [5]. Angle maximization or minimization per-
formed by Delaunay triangle. It is formulated by Boris Delaunay for his work on
this topic from 1934 (Fig. 78.2).

Fig. 78.1 Diagram illustrating a single line river, b double line river
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Materials and Methods

The following Fig. 78.3 shows how we can calculate the river length of double line
(wide) river after calculating the centerline of river with help of Delaunay triangle in
MATLAB.

The input of the system is the double line river. The output is the centerline of
the river.

The system performs the summarization in four main steps:

(1) It draws the Delaunay triangle
(2) calculation of midpoint
(3) calculating centerline
(4) calculation of river length.

For this, we have to calculate the midpoint of the Delaunay triangle which is
further used for calculation of the centerline of river [1, 2]. The midpoints of
adjacent and inside marked Delaunay triangle ABC with coordinates d = (A +
B + 2C)/4 as A, B, and C are the vertices of the triangle, and d is called the
midpoint of triangle (Figs. 78.4 and 78.5).

After calculating the medial axes point of Delaunay triangle, we joined these
medial points and then calculated the centerline for the river. This centerline is
helpful for the double line river as it provides the centerline in single format. Finally
we calculate the length of the centerline and we get the length of the river.

After joining these midpoint obtained by Delaunay triangle, we used the straight
line equation to calculate the length of that centerline. This length of centerline is
the length of river. The equation which is used to calculate the length is given below

Fig. 78.2 Diagram illustrating Delaunay triangle [5]
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Y −Y1 =
Y2 − Y1
X2 −X1

ðX −X1Þ

Fig. 78.3 Diagram illustrating flow chart for proposed system architecture

Fig. 78.4 Diagram illustrating medial axes point of triangle
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With help of above equation, we calculated the length of river in segments; after
calculating each straight line segment, all line segments are combined and calcu-
lated the length of centerline.

Result

Fig. 78.6 shows the first phase of our approach. In this step, we loaded our lines for
which the Delaunay triangle is calculated. In MATLAB, we make a GUI in which
the lines are loaded. In this step, the loaded double lines are used for which the
Delaunay triangle is calculated.

This is the GUI application form which we used to calculate the centerline with
help of Delaunay triangle. With help of load line button, we can load the desired
double line for grid of Delaunay triangulation (Fig. 78.7).

After this, Delaunay triangle is calculated for the input lines of the double line
river with help of GUI which is developed in MATLAB. The grid of Delaunay
triangle is made for entire line which is further used for calculating the centerline of
the river (Figs. 78.8 and 78.9).

We have implemented the Delaunay triangle for calculating the centerline of the
river which can be represented by a pair of double lines and then applied the
straight line equation to find the length of the centerline. The result obtained by this
approach is good enough as it provides the length near to the actual value

For testing purpose we have applied our technique on river Barak in south
Assam, India. For a section of the river spanning from Silchar to Badarpur, its
actual length is near about 30 kms. When same cross section is put into our system

Fig. 78.5 Diagram illustrating middle axis for centerline
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we got the length to be 28.73 kms. An accuracy of nearly 96% is quite good and
acceptable given the scenario that substantial amount of ground work and physical
surveying is reduced.

Fig. 78.6 Diagram illustrating GUI for calculating river length

Fig. 78.7 Figure showing loaded image of a river
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Fig. 78.8 Diagram illustrating form for calculating Delaunay triangle

Fig. 78.9 Diagram illustrating form for calculating centerline for Delaunay triangle
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Experiment and Conclusion

Finding exact river length is a difficult task. The objective of this work has been to
calculate river length as accurately as possible. We have used map from ARC GIS
map archive as input data and MATLAB program to segregate the river cross
section from the map and marked Delaunay triangles to find the centerline for
calculation of length. The method shows a great deal of accuracy for the instances
where it has been applied. As we compare this with existed model, which have the
manual calculation, then it shows the better result.

Large rivers have many tributaries which make calculation of length even more
difficult. Manual intervention is required to cut the branches and isolates main-
stream from rest of the branches. Beside that identification of origin (headwater)
and end point (embouchure) of a river is also important in identifying the exact
length. Further, work can be devoted in this direction to automate this whole
manual process.
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Chapter 79
Cancer Detection with Prostate Zonal
Segmentation—A Review

Gaurav Garg and Mamta Juneja

Abstract Urologist are treating approximately six out of ten prostate cancer (CaP)

patients. Early CaP detection is major concerns so that immortality rates can be

improved globally. Accurate and timely detection of CaP plays key role in proper

diagnosis of cancer. This paper reviews various cancer localization techniques by

considering prostate zonal segmentation, and it also addresses various challenges

which are still open problem for biomedical engineers.

Keywords Prostate cancer ⋅ Segmentation ⋅ MRI

Introduction

CaP is a most frequently diagnosed cancer in which cancer cells formed in the tissue

of the prostate gland, and it is one of the most common disease found among men

after 50 years of age. Statistics of American Cancer Society of 2016 predict about

1.80 lakh new cases and approximately 26 thousands of death cases due to CaP in

the USA [1]. Statistics of India states that where life span raised from 61.97 to 65.48

since 2001 to 2011, CaP occurrences nurtured by one percent each year. Early stage

cancer initiates to grow slowly in the prostate gland which further results into highly

malignant tumor and invades to surrounding organs. The main indications of CaP are

recurrent urination, irregular or weak flow of urine, painful urination, blood in urine,

pain in pelvis, hips, back, and other adjoining bony areas. Studies revealed that fore-

most reasons of CaP are due to hereditary, age [2], high BP [3], dietary routines [4],
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Fig. 79.1 Image courtesy of [6]

intake of processed, and red meat [5]. Consistent physical activity, consumption of

green veggies, fish, vitamin E, and mineral supplements [2] can be counted as some

preventive measures of CaP. CaP can be effectively treated by active surveillance,

cryosurgery, vaccine treatment, hormone therapy, radiation therapy, and chemother-

apy [2]. Diagnostic range of CaP involves digital rectal examination (DRE), prostate

specific antigen (PSA) blood test, biopsy tissue examination, and imaging test.

Detection and segmentation of prostate gland or CaP are a perplexing task, and

these issues considerably vary from one modality to another. Various modalities like

TRUS, MRI, and CT efficiently assist in assessment of location and size of prostate

gland or CaP. The usage of a specific modality is determined by the clinical inten-

tion as the information delivered by each modality considerably vary from each

other. Prostate zonal segmentation is very fast growing research area because it is

concluded in [6] that in utmost cases, tumor is present in the peripheral zone (PZ).

Tumor can be located in the central gland (CG) also, which have significantly dis-

similar aspect than PZ tumor. Whole prostate gland is combination of CG and PZ as

shown with different colors (3D view) in Fig. 79.1.

Prostate Zonal Segmentation

Prostate gland is surrounded with bladder, seminal vesicles, and rectum. It is a chal-

lenging task to delineate the cancer accurately in different zones of prostate gland

without delineating each zone separately. Following studies emphasizes on CaP

detection w.r.t prostate zonal segmentation.

Derraz et al. [7] presented a novel framework for two-staged contours segmenta-

tion algorithm centered on directional active contours (DAC) by integrating preced-

ing prostate shape knowledge. Author firstly addressed the prostate contour segmen-

tation issue precisely by employing globally DAC that introduce both parametric and

statistical shape prior model. This enables the exploitation of global characteristics

of contour segmentation issue by integrating a user response in segmentation pro-
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cedure to resolve the confusing states raised by DAC. After successful delineation

of prostate contour, a cost function was developed which introduces both parametric

shape prior model and user feedback communication. Author used the openly avail-

able MR datasets to prove the efficacy and proficiency of the proposed methodology.

The shortcomings of this method was that it shows poor performance for some slices

due to texture non-uniformity, unclear boundary along the prostate apex and base,

and high variation of prostate visual characteristics among different patients. The

major advantage of the proposed methodology was that it produces a fast, perfect,

and reproducible delineation solution with least user interaction.

Qiu et al. [8] recommended a multi-region delineation algorithm to concurrently

delineate the prostate capsule and its two main subregions, i.e., CG and PZ on a single

3D T2w image. Proposed delineation algorithm used the prior spatial region unifor-

mity and a modified prostate appearance model. The expressed challenging combina-

torial optimization issue was resolved by convex relaxation in which a new spatially

continuous max-flow model was hosted as dual optimization formulation with region

uniformity restrictions. The anticipated model developed an effective duality-based

procedure that has numerical benefits and easily implementable on GPUs. The rec-

ommended methodology was authenticated with eighteen three-dimensional images

with a bodycoil and twenty-five images with an endorectal coil. Author marked the

incorporation of shape and texture information for improvement of delineation accu-

rateness as future work. The limitation of work was that it was a semiautomatic algo-

rithm requiring a user initialization which could lead to the observer variability. This

study only measured the transversal volume of single image but volume measure-

ment in both sagittal and coronal views will add more value to clinical decisions

which was marked as future work by the author.

Litjens et al. [9] proposed a pattern recognition-based algorithm for prostate zonal

delineation. Author considered the three different features, i.e., anatomical, texture,

and intensity features which could distinguish the both zones. Evaluation was done

with multi-parametric (mp) multi-atlas-based methodology considering forty-eight

y mp-MRI cases. Inter-observer variability was assessed by three observers and com-

parison was done with existing studies. The main disadvantage of this study was that

it was difficult to compare the outcomes from other research work because of data

variability. Author concluded that proposed voxel classification methodology could

be improved by incorporation of other texture features (like Gabor or Gaussian-based

texture features) or by inclusion of global information like volume of prostate.

Toth et al. [10] proposed a domain constrained deformable (DoCD) biomechan-

ical model to study the simulating effects of radiation on the internal subregions of

the prostate. Author applied DoCD on thirty patients registered images who were

subjected to external beam radiation therapy (EBRT) for CaP. Efficiency of the pro-

posed methodology was validated by both quantitative and qualitative results.
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Lemaitre et al. [11] recommended an automated algorithm to localize CaP in a

per voxel strategy by means of 3 T mp-MRI and a gradient boosting classifier. By

means of all mp and zonal information, author concluded that notable results were

obtained in terms of three parameters, i.e., sensitivity, specificity, and an area under

curve (AUC): 94.7%, 93.0%, and 0.968, respectively.

Trigui et al. [12] proposed a classification schema considering random forest and

SVM classifier in three classes, i.e., healthy, benign, and malignant for 34 patients.

Author contributed with improved automated classification outcomes as compared to

parfait et al. [13] because of improved spectra quality. Author presented the enhanced

global detection by employing mp-MRI-based features. Feature selection was done

by evaluation of several MRI modalities combinations. Analysis was carried over

whole prostate gland considering CG and PZ, and it was concluded that SVM clas-

sify the healthy and malignant voxels with sensitivity, specificity, and error rate as

99.1%, 98.4%, and 1%, respectively, and random forest with 72%, 88%, and 18.2%,

respectively.

Allen et al. [14] recommended an automatic technique to segment the CG and

prostate periphery. However, proposed technique delineated the prostate middle

region only and it did not consider the gland base and apex.

Yin et al. [15] anticipated an automatic CG delineation procedure for T2w MR

images on the basis of layered optimal graph image segmentation of multiple objects

and surfaces (LOGISMOS). Author calculated the mean DSC of 80% for CG.

Demerit of above studies [14, 15] is that it only considered the CG segmentation

only and neglected the PZ which restricts its application for clinical usage.

Critical Inferences

On the basis of study of the above literature, Table 79.1 presents the quantitative

comparison of different methodologies considered by various biomedical engineers.

In order to avoid under or over segmentation issues, all adjoining organs of prostate,

i.e., bladder, bones, seminal vesicule, rectum, and all different zones of prostate, i.e.,

CG, transition zone (TZ), and PZ must be delineated accurately so that tumor pene-

tration in other zones or regions can be located or differentiated properly by urologist.

The major drawback of all discussed studies [7–15] is that no one has considered all

adjoining parts of prostate in segmentation algorithm which may produce erroneous

outcomes in clinical exercise. Moreover, there is need of evaluation of different seg-

mentation algorithms on both 1.5 T and 3.0 T mp-MRI to prove the robustness of

the methodology, above studies are lacking in the same context.
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Table 79.1 Quantitative comparison of different segmentation techniques

Study Segmentation

Criteria

Efficiency Validation

Measure Value

Derraz et al. [7] Directional active

contours (DAC)

with prior shape

knowledge

Dice similarity

coefficient

(DSC), Absolute

relative volume

difference

(ARVD)

1.29 ± 0.23, 1.02

± 2.30

50 Patients,

MICCAI grand

challenge 2012

dataset

Qiu et al. [8] Multi-region

delineation with

convex relaxation

Mean DSC 89.3 ± 3.2% for

bodycoil images,

89.5 ± 3.2% for

endocoil images

18 body coil

images, 25

endocoil images

Litjens et al. [9] Multi-atlas

delineation

Mean DSC 0.89 ± 0.03 for

CG, 0.75 ± 0.07

for PZ

48 mp-MRI

Toth et al. [10] DoCD Mean DSC, Mean

absolute distance

(MAD), Root

mean square error

0.896 for prostate

and 0.902 for CG,

0.665 mm for

prostate and

0.397 mm for CG,

2.994 mm

30 Patients

Lemaitre et al.

[11]

Voxel-based and

3D texton-based

feature extraction

strategy

Sensitivity,

Specificity, Area

Under Curve

(AUC)

94.7%, 93.0%,

0.968.

20 Patients

Trigui et al. [12] mp-MRI based

features

classification

schema

Error rate,

Sensitivity,

Specificity

1, 99.1, 98.4% for

SVM; 18.2, 72,

88% for random

forest

34 Patients

Yin et al. [15] LOGISMOS Mean DSC,

Execution time

0.81, 15 s 261 images

Challenges in Diagnosis of Prostate Cancer

CaP delineation is still an unsatisfactorily defended problem. It is high requirement

that proposed algorithms must work in real scenario in automated way to produce

results with improved efficiency and accuracy. It is possible by fusion of at least two

different modalities so that valuable evidence can be extracted. Second, an increase in

3D prostate delineation approaches will be the tendency in upcoming years because

of the increased usage of three-dimensional imaging modalities, where proficient and

perfect algorithms are essential. Third, endorectal magnetic resonance (MR) imaging

contributes significant value to PSA, DRE, and biopsy findings by localizing cancer

and by assessing its size and extension. However, MRI is insensitive to whether the

cancer has metastasized to the lymph nodes and is only somewhat accurate in predict-
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ing if the cancer has penetrated the prostate capsule. Fourth, a number of structures

and conditions—including BPH nodules, prostatitis, and hemorrhage—show simi-

lar enhancement patterns to CaP on dynamic contrast-enhanced (DCE) MR images

and therefore compromise the specificity of image analysis. Fifth, with respect to

different modalities (CT and TRUS) used for diagnosis of CaP, non-availability of

benchmarked dataset with ground truth of different prostate zones and CaP is of

major concern and only one dataset is available w.r.t to multi-parametric MRI [16]

of 30 patients only and it is under development phase. Last, the majority of prostate

CADx systems employed a relatively small data set with no more than 50 patients.

Validation on a large-scale data set with several hundred patients is required to make

the systems usable in clinical settings.

Conclusion

CaP diagnosis is an active area of research among biomedical engineers since last

two decades because of its unbearable impact on life expectancy. CaP localization is

still an open problem, and it is high need to address the above discussed challenges

unambiguously to invent a methodology which is capable to detect early stages of

CaP so that mortality rates can be suppressed globally.
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Chapter 80
Clustering Based on Ant Colony
Optimization and Relative Neighborhood
(C-ACORN)

Parika Jhanji, Ankit Vij and Padmavati Khandnor

Abstract Wireless sensor network has emerged as a powerful technology and is
growing day by day. Ease of availability and low maintenance of small, inexpen-
sive, fault-tolerant, self-configured, self-reliant, easily deployable sensor nodes has
made them useful in several critical areas like military, healthcare, industrial pro-
cess control, security and surveillance, smart homes. But wireless sensor network
face challenges of energy conservation, increasing the network lifetime. Clustering
is the best-known solution to this problem. In this paper, ant colony optimization
and relative neighborhood-based clustering algorithm have been proposed which
uses graph-based techniques to form neighbors for the ants. The algorithm is
evaluated for seven datasets using the cluster validity indices like Dunn’s index
(DI), modified Dunn’s index (MDI), and Rand index (RI). The results are compared
with the existing clustering techniques like density-based spatial clustering appli-
cations with noise (DBSCAN) and complete linkage clustering. The comparison is
done on the parameters of the quality of solution. The proposed algorithm generates
good clustering results and is able to detect all the target clusters efficiently.

Keywords Ant colony optimization ⋅ Clustering ⋅ Cluster validity indices
Relative neighborhood
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Introduction

The advancements of technology in the field of low-power design and miniatur-
ization have led to the development of cheap, small-sized devices which have
built-in computing, storage, and communication facilities with a power source [1].
This tiny smart device is known as a sensor node, and several such nodes combine to
form wireless sensor network (WSN). This invention has emerged as one of the most
powerful and innovative inventions of the twenty-first century. It has made possible
to access the harsh, inaccessible terrains. The ability of these tiny, smart,
battery-powered, fault-tolerant sensor nodes to sense various characteristics of the
surroundings (e.g., humidity, temperature, pressure, light, sound, air or water
quality, movement) and operate in self-configured and self-reliant mode and form
network in ad hoc manner has made them useful in many critical fields like military,
healthcare, industrial process control, security surveillance, and smart homes [2].
These sensors can be easily deployed in harsh environments (like forests, battle-
fields) by dropping them from helicopters. The sensor nodes can monitor the pres-
ence of vehicles, opposing forces and track their movement, protect the sensitive
objects like oil and gas pipelines, atomic plants, and military headquarters, guide
unmanned robotic vehicles, submarines, tanks, fighter planes against obstacles. Due
to such important applications of sensor nodes, it becomes necessary for them to
work efficiently. There are several challenges in WSN and energy conservation, and
increasing the network lifetime is among the most important challenges in WSN.
The researchers are working upon finding the best solution for these problems and
till date, clustering is the best possible known solution [3]. Besides energy conser-
vation and increasing the network lifetime, clustering also helps in scalability, col-
lision avoidance, fault tolerance, and reduced routing delay [3].

Clustering is NP-hard problem of partitioning the given heterogeneous datasets
into groups in such a way that the data points in the particular group are similar
while they are different from points which are present in the other group. In WSN,
we form clusters of sensor nodes that sense data and a cluster head (CH) [4] is
formed which collects data from all other nodes in that cluster, aggregates the data,
and then sends aggregated data to the base station (BS).

Figure 80.1 depicts clustering in WSN. There are three clusters which are
sending data to BS. The red-colored node is CH. All the other nodes are sending the
data to CH. The data aggregated by CH is sent to BS.

The clustering algorithms are broadly classified into the following five categories:
partition based, hierarchical, density based, graph based, and meta-heuristics (simu-
lated annealing, evolutionary algorithms, swarm intelligence, etc.) [5]. Swarm
intelligence (SI) [6] is gaining a lot of popularity these days as it gives quite promising
results for the optimization problems. The field of SI is based on the biological
phenomenon of swarming, flocking, and herding known in the vertebrates. Among
several SI techniques, ant colony optimization (ACO) is the most popular as a lot of
research has been done in the field and also it is the oldest known SI technique. ACO
derives its inspiration from the clustering and sorting behavior of ants [7].
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In this paper, we propose ACO-based clustering methodology which uses the
relative neighborhood technique to form path for the ants. The results obtained from
the proposed algorithm has been compared with other existing clustering algorithms
like density-based spatial clustering of applications with noise (DBSCAN) and
complete linkage clustering (one of the agglomerative hierarchical clusterings). The
comparison has been done on the basis of constructed solution evaluation.

The related work has been discussed in section “Related Work”. Section “The
Proposed Algorithm: C-ACORN” provides the details of the proposed algorithm.
Simulation results are discussed in section “Simulation Results,” and section
“Conclusion” concludes the paper.

Related Work

In this section, many existing ant colony-based clustering algorithms and clustering
solution evaluation using cluster validity indices are presented.

Ant colony optimization was introduced by Marco Dorigo [8]. It is based on the
foraging behavior of ants. Ants perform random search for food. While searching
food, they deposit pheromones on the ground to mark their path trail from nest to
the food source. The path with the highest accumulated pheromone is considered
the best path. The other ants follow the path with more pheromones. This type of
ants’ behavior encouraged researchers to use the same technique for optimization
problems. ACO has its applications in many engineering domains [9].

Many ant species cluster corpses to form cemetery and sort their larvae into
several piles [10]. This behavior inspires to design clustering methodologies based
on ACO. Deneubourg et al. [11] proposed two closely related models on this basis.

Fig. 80.1 Clustering in WSN
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The general idea behind the models is to pick the isolated point and group it with
similar type of data point. Lumer and Faieta [5] have provided a generalized
approach for Deneubourg et al.’s model and have applied it to exploratory data
analysis. Urszula Boryezka 2009 [7] has proposed ACA algorithm which is an
improved version of Lumer and Faieta’s clustering methodology. He also proposed
modified ACA algorithm known as ACAM in [10].

Selvakennedy et al. 2007 proposed T-ANT protocol in [12]. The protocol forms
optimal number of clusters and provides good CH distribution for load balancing
and energy conservation of the network. The clustering operation is divided into
several rounds and each round has two phases: cluster setup and steady-state phase.
In setup phase, CHs are chosen (node with ants is chosen as CH) and all the other
nodes become the part of the best cluster in their range. During steady phase, data is
transferred, aggregated, and sent to the sink node at regular intervals of time.

Azzag et al. 2005 [13] proposed AntTree algorithm which is based on
self-assembly behavior observed in few species of ants. The ants form complex
structures by connecting to each other. The algorithm has better results as compared
to K-means, ANTCLASS, and ascending hierarchical clustering.

A hybrid evolutionary algorithm has been proposed by Niknam et al. 2009 [14]
which is the combination of fuzzy adaptive particle swarm optimization (FAPSO),
ACO, and K-means algorithm. The proposed algorithm gives good results as
compared to several other algorithms like ACO, PSO, simulated annealing (SA),
PSO and SA (PSO–SA), ACO and SA (ACO–SA), PSO and ACO (PSO–ACO),
genetic algorithm (GA), Tabu search (TS), honeybee mating optimization (HBMO),
and K-means for partitional clustering problem.

Bandyopadhyay et al. [15] evaluated the performance of K-means, simulated
annealing, and single linkage clustering algorithms by using the cluster validity
indices. Davies–Bouldin index, Dunn index, Calinski–Harabasz index, and index I
were used for comparison. These four indices provide better results for spherical
dataset, and index I is more reliable for finding optimal number of clusters.

Ghosh et al. 2008 [16] APC algorithm is based on the concept of aggregation
pheromones in ants. The results of the proposed algorithm were compared with
agglomerative average linkage and K-means and ant-based method called adaptive
time-dependent transporter ants for clustering (ATTA-C) based on the clustering
solution and time of execution. APC gives quite promising results.

The Proposed Algorithm: C-ACORN

The proposed algorithm C-ACORN works on the basic principle of ACO. In
proposed scheme, the artificial ants are deployed in the network and they work
exactly like the biological ants. The neighborhood of the given data points is
constructed based on relative neighborhood graph, and the ants follow the path
formed by the graph. The pheromones are deposited by the ants while traversing.
Greater pheromone density means better chances of finding the similar type of data
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points and hence better rate of clustering. The flowchart of the proposed clustering
algorithm is shown in Fig. 80.2.

Parameter settings for C-ACORN algorithm:

• no. of iterations: 2000
• no. of ants: 20
• initial pheromone value: 0.1

The detail of each step in C-ACORN is explained below:

Step 0: Load dataset:
The algorithm is tested on seven datasets (face, flag, half-ring, moon, ring, spiral,
wave).
Step 1: Neighborhood construction
The neighbors of the data points are constructed using relative neighborhood graph
(RNG). RNG is an undirected graph in which two points: p and q are connected by
an edge if there does not exist a point closer to both p and q as they (p, q) are to
each other.
Step 2: Start of ant’s journey
The ants start their journey by traversing the path formed by RNG. The ants will
deposit the pheromone on the path as they move. The greater pheromone density
indicates the similar type of data points. Therefore, greater pheromone trails mean
better clustering solution.
Step 3: Pheromone update
Pheromone’s value is updated after each round.

Fig. 80.2 Flowchart for
C-ACORN algorithm
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Step 4: Cluster formation
The cluster is formed on the basis of the pheromone values. After each round, the
pheromone values are checked and the data points are picked and dropped by ants
in their appropriate cluster.
Step 5: Solution evaluation
The measure of the quality of clustering solution has been taken with the help of
cluster validity indices (CVIs) [7]. Dunn index [7], modified Dunn index [17], and
Rand index [18] are used to evaluate the clustering results.

Simulation Results

The C-ACORN algorithm is tested on seven datasets. The information regarding
datasets is given in Table 80.1. The results are compared with the existing clus-
tering algorithms like DBSCAN and complete linkage clustering.

Table 80.2 shows the cases where the C-ACORN, DBSCAN and complete
linkage clustering algorithms detect the target clusters. The no. of target clusters to
be detected for a particular dataset is provided in Table 1.

Table 80.1 No. of samples for datasets

S. no. Dataset Samples No. of target clusters

1. Face 320 4
2. Flag 640 3
3. Half-ring 400 5
4. Moon 514 4
5. Ring 800 2
6. Spiral 200 2
7. Wave 287 2

Table 80.2 Analysis of target cluster detection

Algorithm Detection of target clusters
Face Flag Half-ring Moon Ring Spiral Wave

C-ACORN Yes Yes Yes Yes Yes Yes Yes
DBSCAN No No No No Yes Yes No

Complete linkage No No No No No No No
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Results for Face Dataset

Figure 80.3a shows the ants forming the cluster of points for face dataset. The red
points are the ants, while the green points are the data points of the face dataset.
Figure 80.3b shows the target clusters that need to be formed for face dataset.

Figure 80.4a shows the clusters being formed for face dataset by using
C-ACORN. The results are shown for several iterations. Figure 80.4b shows the
CVI values for C-ACORN algorithm for face dataset. The values of optimal number
of target clusters are three for Dunn’s index (DI) and four for modified Dunn’s
index, and Rand index. C-ACORN is able to detect the target clusters.

Figure 80.5a shows the clustering results for DBSCAN algorithm for face
dataset. DBSCAN is not able to detect the target clusters. Figure 80.5b shows the

Fig. 80.3 a Ants forming the clusters. b Target clusters for face dataset

Fig. 80.4 a Clustering results for C-ACORN for face dataset. b CVI values for C-ACORN for
face dataset
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CVI values for DBSCAN for face dataset. The value of optimal number of target
clusters is two for all the three indices. The optimal number of clusters should be
four.

Figure 80.6a shows the clustering results for complete linkage algorithm. Fig-
ure 80.6b shows the CVI values for complete linkage clustering algorithm for face
dataset. The optimal number of target clusters is two for all the three validity indices
which are an incorrect value. Complete linkage clustering is unable to detect the
target clusters properly.

Fig. 80.5 a Clustering results for DBSCAN for face dataset. b CVI values for DBSCAN for face
dataset

Fig. 80.6 a Clustering results for complete linkage clustering. b CVI values for complete linkage
for face dataset
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Conclusion

To address the challenges of energy conservation and increasing the network
lifetime in WSN, clustering is the best solution proposed by the researchers. A lot of
work is being done in this domain to enhance the existing clustering algorithms in
order to improve the performance of sensor networks. In this work, a clustering
approach has been proposed based on ACO and relative neighborhood construc-
tion. The proposed algorithm C-ACORN is tested for seven datasets, and the
obtained results are compared with DBSCAN and complete linkage clustering
algorithm. C-ACORN is able to form the target clusters for all the seven datasets,
while DBSCAN is able to form target clusters only for ring and spiral dataset.
Complete linkage clustering is not able to form target clusters efficiently for any
dataset. C-ACORN can be further enhanced in terms of the execution time.

References

1. Mahale, Rashmi A., and S. D. Chavan. “Throughput aware ACO based routing protocol for
wireless sensor network.” Wireless Computing and Networking (GCWCN), 2014 IEEE
Global Conference on. IEEE, 2014.

2. Tyagi, Sudhanshu, and Neeraj Kumar. “A systematic review on clustering and routing
techniques based upon LEACH protocol for wireless sensor networks.” Journal of Network
and Computer Applications 36.2 (2013): 623–645.

3. Afsar, M. Mehdi, and Mohammad-H. Tayarani-N. “Clustering in sensor networks: A
literature survey.” Journal of Network and Computer Applications 46 (2014): 198–226.

4. Abbasi, Ameer Ahmed, and Mohamed Younis. “A survey on clustering algorithms for
wireless sensor networks.” Computer communications 30.14 (2007): 2826–2841.

5. Lumer, Erik D., and Baldo Faieta. “Diversity and adaptation in populations of clustering
ants.” Proceedings of the third international conference on Simulation of adaptive behavior:
from animals to animats 3: from animals to animats 3. MIT Press, 1994.

6. Dressler, Falko, and Ozgur B. Akan. “A survey on bio-inspired networking.” Computer
Networks 54.6 (2010): 881–900.

7. Boryczka, Urszula. “Finding groups in data: Cluster analysis with ants.” Applied Soft
Computing 9.1 (2009): 61–70.

8. Dorigoa, Marco, and Christian Blumb. “Ant colony optimization theory: A survey.”
Theoretical Computer Science 344.2–3 (2005): 11.

9. Mohan, B. Chandra, and R. Baskaran. “A survey: Ant Colony Optimization based recent
research and implementation on several engineering domain.” Expert Systems with
Applications 39.4 (2012): 4618–4627.

10. Cheng, Chi-Tsun, Chi K. Tse, and Francis Lau. “A clustering algorithm for wireless sensor
networks based on social insect colonies.” Sensors Journal, IEEE 11.3 (2011): 711–721.

11. Deneubourg, Jean-Louis, et al. “The dynamics of collective sorting robot-like ants and
ant-like robots.” Proceedings of the first international conference on simulation of adaptive
behavior on From animals to animats. 1991.

12. Selvakennedy, Selvadurai, Sukunesan Sinnappan, and Yi Shang. “A biologically-inspired
clustering protocol for wireless sensor networks.” Computer Communications 30.14 (2007):
2786–2801.

80 Clustering Based on Ant Colony Optimization … 845



13. Azzag, Hanene, et al. “A hierarchical ant based clustering algorithm and its use in three
real-world applications.” European Journal of Operational Research 179.3 (2007): 906–922.

14. Niknam, Taher, and Babak Amiri. “An efficient hybrid approach based on PSO, ACO and
k-means for cluster analysis.” Applied Soft Computing 10.1 (2010): 183–197.

15. Maulik, Ujjwal, and Sanghamitra Bandyopadhyay. “Performance evaluation of some
clustering algorithms and validity indices.” Pattern Analysis and Machine Intelligence, IEEE
Transactions on 24.12 (2002): 1650–1654.

16. Ghosh, Ashish, et al. “Aggregation pheromone density based data clustering.” Information
Sciences 178.13 (2008): 2816–2831.

17. Ilc, Nejc. “Modified Dunn’s cluster validity index based on graph theory.” Przegląd
Elektrotechniczny 88 (2012): 126–131.

18. Halkidi, Maria, Yannis Batistakis, and Michalis Vazirgiannis. “On clustering validation
techniques.” Journal of intelligent information systems 17.2 (2001): 107–145.

846 P. Jhanji et al.



Chapter 81
Parasitic Effect on Reduced Latency
of SoC-Based Big Data

Seyi Stephen Olokede and Babu Sena Paul

Abstract Big data technology sustainability is contingent on the availability of
interconnections of large scale, ultra-high speed, densely integrated big data
heterogeneous server platforms. For highly densified servers to be attainable,
semiconductors technologies upon which these servers are predicated must further
be miniaturized. It is recently not uncommon to implement band gap reduction
engineering of SiGe HBT in a bid to attain highly densified integrated circuit for
large-scale servers. Unfortunately, the parasitic effects become significant, in par-
ticular as these integrated circuits are targeted for high frequency of operations due
to the interconnections links between the chip and the transceivers. Insertion loss
|S21| becomes considerable, and both the signal level as well as noise figure
depreciate substantially as a result. In this work, therefore, we investigate the
parasitic effect of interconnections on the roundtrip latency of system-on-chip
(SoC).

Keywords Big data ⋅ Insertion loss ⋅ Integrated circuit ⋅ Latency
Parasitic effect ⋅ System-on-chip

Introduction

The system requirements for big data communication in particular with regard to
hardware demands are very stringent. The interconnections of highly densified
chips to meet the resources requirements of massive data communications create
more rooms for densified fine wire lines with serious challenges between the chip/
transceivers, signal traces, and, interconnections. Unfortunately, the side effect of
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compromising these requirements could result in substantial performance degra-
dation, signal distortion, low speed, and, inability to recover clock signal compo-
nents correctly. Transmission losses along the signal traces as well as
interconnections are considerable due to discontinuities as a result of bends and
junctions along the transmission lines. The parasitic effects of these interconnec-
tions cause significant propagation delay as the length and frequency increases with
attendant impedance bandwidth degradation. The increase effect of mutual cou-
pling, initiate and propagate surface waves, and thus, limit the system efficiency in
particular the low speed, and signal distortion.

This challenge is becoming exacerbated due to increasing need for more highly
integrated SoC. The reduced chip size to meet systemic integration capability
requirements put more stringent constraints on other ancillary associated circuits.
For instance, the bond wire or flip chip needed to interconnect the chip to AoC/AiP
is expected to be longer to be effective. Interestingly, longer length of interconnect
—in order to accommodate more increasingly densified heterogeneous circuits in a
chip—leads to more interconnect delay [1–4]. Unfortunately, the present deep
submicron is dominated by increasing die size with decreasing wire pitch. The
pressure for highly integrated single chip becomes more severe as the need for
interconnections of heterogeneous integration of various technologies into one
single chip increases. Research efforts have been ongoing in order to mitigate the
SoC delay latency. In 1990, copper–low dielectric interconnects were propounded.
However, the overtly longer interconnect delay with attendant systemic perfor-
mance degradation of the SoC disqualifies the technology. The interconnects
scaling is subsequently proposed. The intent of this work, however, is in first
instance to empirically confirm that delay do exists in SoC due to interconnections,
and the delay could cause signal distortion owing to parasitic effect. Secondly is to
assess the extent of this delay, and specifically, we intend to characterize a typical
SoC in order to proffer an approximate estimate for the delay latency.

Proposed Interconnect Configuration

In Fig. 81.1, a typical schematic diagram of interconnect of two wires is depicted.
Fig. 81.1a is the cross-sectional schematic diagram, and Fig. 81.1b is the equivalent
circuit diagram. The interconnects are on ungrounded silicon substrate with
dielectric constant of 11.7. Though interconnect wires could be assessed based on
being local, global, or semi-local. In this work, we intend to focus our work on the
intermediate to global interconnects interconnections.

848 S. S. Olokede and B. S. Paul



Equivalent Circuit Representation and Analysis

Figure 81.1b is the equivalent circuit representation of Fig. 81.1a. Equations (81.1)
through to (81.4) are the formulae to determine the various equivalent circuit
components of the proposed equivalent circuit, where R is the line resistance of one
of the interconnect wires, Cox is the substrate to line capacitance, C1 is the
capacitance between the two interconnect wires, C is the total wire capacitance, k1,
k2 are the fringing fields to the substrate, and to the air, respectively, εr is the
dielectric constant, and ℓs is the feature size, or lithographic resolutions (in kλ),
Xox = oxide thickness.

R=
ℓ

σwh
ð81:1Þ

C1 = ε0εr
ℓh
ℓs

ð81:2Þ

Fig. 81.1 Interconnect of two wires. a Cross section schematic, b equivalent circuit

Fig. 81.2 Effect of line width
on the resistance of
interconnect wire
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C2 = ε0εr
wℓ
X0x

ð81:3Þ

C = k1 C1 +C2ð Þ ð81:4Þ

The total line capacitance is determined by using Eq. (81.4). The delay function is
as stated in Eqs. (81.5) and (81.6) below [5, 6].

τL =2ρε0εr
w
wh

w
X0x

+
h
ℓs

� �
ð81:5Þ

τL =2R C1 +C2ð Þ ð81:6Þ

Experimental Results

The circuit parameters of Fig. 81.1b are extracted using Matlab code. Wire inter-
connections made of copper and aluminum with resistivities (ρ) of 1.7 × 10−8 and
2.82 × 10−8 Ω m were both examined, with a constant aspect ratio (h/w). The
effect of line-to-substrate capacitance with respect to delay time (τL), the effect of
the line width on the resistance of the interconnect wire, and finally, the effect of
lithographic resolution on interconnect wireline were examined. Figure 81.1 depicts
the dependency of interconnection resistance on the line width. It is evident that the
interconnection resistance depreciated with the line width. When this occurs, the
feature size (ℓs) becomes wider. The capacitance between the two interconnected
wires appreciates until there comes a time when the spacing between the two lines
becomes too (ℓs ≫ ) big with little charges. The capacitance then nose-dived.
Consequently, the interconnect line thus affect the delay response, as supported by
Eqs. (81.1) and (81.6). Interestingly, aluminum interconnection wires respond more
abrupt to line width compared with the copper wire. In both, the responses become
very steep at an average line width of about 0.9–1 μm. Alternatively, the inter-
connection resistance becomes very high at low line width. The effect of this also
impacted on the delay time. In Fig. 81.3, the graph of interconnection length
against the lithographic resolution is demonstrated. Findings indicate that the longer
the interconnection length, the better to use bigger cross-sectional area with lower
resistivity materials in order to achieve a reduced resistance. Conversely, it may be
expedient and beneficial to place smaller length of interconnections in a layer of
smaller cross-sectional area of higher resistivity materials (Fig. 81.2).

In Fig. 81.4, we demonstrate the effect of line-to-substrate with respect to delay
time. Ironically, delay time is directly proportional to line-to-substrate capacitance.
The higher the line-to-substrate capacitance, the more the delay time. However,
abnormality was observed somewhere between 0–4 pF where the delay time
depreciate before it appreciate again and then steadily. While we do not specifically
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investigate what could be responsible to this due to exigency, we envisage that this
may not be unconnected to the effect of line resistance as the line width becomes
too large.

Though Fig. 81.5 depicts the effect of chip area with respect to delay time, we
specifically draw our observation on both Figs. 81.4 and 81.5 to underscore our
objective of this work. Obviously, the delay time responds to chip area [7, 8].
Alternatively, the interconnect delay increases with increase of interconnection
lengths. By implication, the delay through interconnection length is a larger per-
centage of the entire model delay time. Therefore, our assertion is that if the
interconnect line constitute very significant part of the entire circuit delay as
demonstrated by this model which only focus on two wire interconnect lines, it
won’t be wrong therefore to infer the magnitude of delay that will be experienced in

Fig. 81.3 Interconnect
length of versus lithographic
resolution

Fig. 81.4 Delay time versus
line-to-substrate capacitance
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a highly densified integrated circuit for large-scale servers to provide robust plat-
form for big data [9]. Thus, if the delay time is that substantial, signal distortion,
transmission losses, surface wave propagation, will depreciate the circuit perfor-
mance. In turn, there would be no certainty that the transmitted data will be cor-
rectly recovered due to signal degradation and distortion.

Conclusion

In this paper, we have theoretically investigated the parasitic effect of reduced
latency of SoC-based big data. We investigated interconnect of two wires on silicon
substrate analytically by drawing the equivalent circuit representation. We extracted
the equivalent circuit parasitics and examined its influence on the delay time. The
effect of interconnect resistance, line-to-substrate capacitance and that of capaci-
tance between the two interconnect lines on the delay time were all examined. We
conclude that the interconnect wires contribute more than 50% of the delay. By
implication ,therefore, is that, if this is to be robust for big data communication,
tremendous effort must be put in place to reduce the delay due to interconnection
lines. The obvious reason is that big data will require interconnections of highly
densified networks of heterogeneous large-scale integrated circuits. It then means,
this delay will multiply exponentially and the result is that the efficiency will
depreciate. The roundtrip latency will severely be affected, and data communication
will not be able to be recovered due to signal distortion, the effect of which will
worsen as diverse of massive of data is communicated by big data technology.

Fig. 81.5 Delay time versus
chip area
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