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Abstract
The local and global behavior of materials with internal microstructure is often
investigated on a (representative) volume element. Typically, periodic boundary
conditions are applied on such “virtual specimens” to reflect the situation in the
bulk of the material. Spectral methods based on Fast Fourier Transforms (FFT)
have been established as a powerful numerical tool especially suited for this
task. Starting from the pioneering work of Moulinec and Suquet, FFT-based
solvers have been significantly improved with respect to performance and
stability. Recent advancements of using the spectral approach to solve coupled
field equations enable also the modeling of multiphysical phenomena such as
fracture propagation, temperature evolution, chemical diffusion, and phase
transformation in conjunction with the mechanical boundary value problem.
The fundamentals of such a multi-physics framework, which is implemented in
the Düsseldorf Advanced Materials Simulation Kit (DAMASK), are presented
here together with implementation aspects. The capabilities of this approach are
demonstrated on illustrative examples.

1 Introduction

The local and global behavior of materials with internal microstructures is often
investigated on a (representative) volume element. Typically, periodic boundary
conditions are applied on such “virtual specimens” to mimic the situation in the
bulk of the material. While, in general, different types of boundary value solvers can
be used to solve for mechanical equilibrium, spectral methods have been established
as a powerful numerical tool especially suited for this task [for application examples
see 1–7]. Starting from the pioneering work of Moulinec and Suquet [8], several
improvements in performance and stability have been achieved for solving mechan-
ical boundary value problems [9–13]. Recent advancements of using the spectral
approach to solve coupled field equations enable the modeling of multi-physical
phenomena such as fracture propagation, temperature evolution, chemical diffusion,
and phase transformation in conjunction with the mechanical boundary value prob-
lem. The fundamentals of such a multi-physics framework, which is implemented
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in the Düsseldorf Advanced Materials Simulation Kit (DAMASK) [14, 15], are pre-
sented in the following together with implementation details and illustrative examples.

2 Fundamentals and Thematic Classification

Spectral methods are – like the finite element method (FEM) and the finite difference
method (FDM) – algorithms to solve partial differential equations (PDEs) numeri-
cally [extensive introductions can be found in 16–18]. The main difference between
FEM/FDM and spectral methods is the way in which the solution is approximated.
The FEM takes its name from the discretization into elements on which local ansatz
functions are defined. The ansatz functions of the FEM are usually polynomials of
low degree (p < 5) with compact support, meaning they are non-zero only in their
domain (i.e., in one element). The approximate solution on the whole domain can be
computed from the assembly of the element matrices into a global matrix. The matrix
links the discrete input values with the discrete output values on the sampling points.
Thus, the FEM converts PDEs into algebraic equations. The resulting matrix is sparse
because only a few ansatz functions are nonzero on each point. In the three-
dimensional case, the elements are typically tetrahedral or hexahedral with edges of
arbitrary lengths and thus can conform to arbitrarily shaped bodies. Hence, the FEM is
able to approximate the solution of partial differential equations on domains with a
complex shape. The FEMhas low accuracy (for a given number of sampling pointsN)
because each ansatz function is a polynomial of low degree. To achieve greater
accuracy, three different modifications can be used for the FEM [17]:

• h-refinement: Subdivide each element to improve resolution over the whole domain.
• r-refinement: Subdivide only in regions where high resolution is needed.
• p-refinement: Increase the degree of the polynomials in each subdomain.

In contrast, spectral methods take a global approach and approximate the whole
domain by one (large) set of basis functions. Thus, spectral methods can be loosely
described as an approach where p-refinement is applied, while the number of elements
is limited to one. Spectral methods use global ansatz functions ϕn xð Þ in the form of
polynomials or trigonometric polynomials of high degree p. In contrast to the low-order
shape functions used in the FEM, which are zero outside their respective element,ϕn xð Þ
are nonzero over the entire domain (except at their roots). The high order of the ansatz
functions gives high accuracy for a given number of sampling points N. Since increas-
ing N results in a combined h- and p-refinement, spectral methods show a superior
convergence behavior, sometimes termed “exponential convergence”. The general
procedure of approximating a function by a combination of global ansatz functions is
given in Example 1. If the approximation is done using trigonometric polynomials, it is
equivalent to using a Fourier series. The global approach of spectral methods has the
disadvantage that nonsmooth solutions are difficult to describe.
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Example 1
Discretization of an unknown function by a linear combination of ansatz
functions. Taken from [17].

A function u xð Þ is expressed as a linear combination of global ansatz
functions ϕn xð Þ. If the number of ansatz functions is limited to N + 1, the
approximation reads as:

u xð Þ �
XN
n¼0

anϕn xð Þ (1)

This series is then used to find an approximate solution of an equation in the
form:

Lu xð Þ ¼ f xð Þ (2)

where L is the operator of the differential or integral equation and u xð Þ the
unknown function. Approximate and exact solution differ only by the “resid-
ual function” defined as:

R x; a0, a1, . . . aNð Þ ¼ L
XN
n¼0

anϕn xð Þ
 !

� f xð Þ (3)

The residual function R x; anð Þ is identically equal to zero for the exact
solution. The different spectral methods have different approaches to mini-
mizing the residual.

According to Boyd [17], spectral methods can be classified into “interpolating”
and “noninterpolating” types. While the “noninterpolating” variants include the
Galerkin method, which also is the basis for the FEM, the “interpolating” approaches
approximate the solution exact at each sampling point (but only at, not in between
them). Another name of the “interpolating” approach is “pseudospectral” [17].

3 Finite Strain Framework

For continuum modeling, a finite strain framework is introduced that allows to
capture the shape changes of the investigated body during deformation. In that
framework, B denotes a body that occupies the region B0 in the reference
configuration and Bt in the current configuration. The location of the material points
in the reference state is given by x�B0 and in a deformed configuration by y�Bt.

A deformation map X xð Þ : x�B0 ! y�Bt maps points x in the reference
configuration to points y in the current configuration. The displacement u of a
material point is the difference vector between these configurations:

u x,tð Þ ¼ X x,tð Þ � x (4)
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Focusing on a point in time, i.e., a fixed deformation state, allows simplifying the
notation to u xð Þ ¼ X xð Þ � x.

A line segment dx in an infinitesimal neighborhood of a material point x is pushed
forward by:

yþ dy ¼ yþ @y
@x

� dxþO dx2
� �

: (5)

Neglecting terms of higher order, dy can be expressed as:

dy ¼ @y
@x

� dx

¼ @X xð Þ
@x

� dx

¼ ∇X|{z}
≕F xð Þ

� dx,

(6)

whereF xð Þ is the deformation gradient and ∇ is the “del” operator. The deformation
gradient maps the vector dx at x in the reference configuration to the vector dy at y in
the current configuration.

For a moving body, the position of the material points varies with time. The
material velocity field is defined as:1

v ¼ d u xð Þ
d t¼ _u

¼Ẋ :

(7)

_u ¼Ẋ holds because the points in the reference configuration do not change their
position, i.e., dx/dt = 0. The spatial gradient of the velocity field is

L ¼ @v
@y

, (8)

where L is called the velocity gradient. Using the chain rule, it can be expressed as

L ¼ _FF�1: (9)

3.1 Constitutive Modeling

Themodeling approach followed here is based on the work of Shanthraj et al. [19]. The
deformation gradient introduced in Eq. (6) is multiplicatively decomposed as

F ¼ FeF iFp, (10)

1To simplify the notation, in the following, the argument x is dropped whenever it is possible, i.e.,
F(x) is denoted as F only
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where Fp is a lattice preserving deformation to the plastic configuration, Fi is a lattice
distorting, but stress-free, inelastic deformation, e.g., thermal expansion, to the inelas-
tic configuration, and Fe is an elastic deformation to the deformed configuration.

The Green–Lagrange strain Ee in the lattice (plastic) configuration is obtained
from Fe and Fi as

Ee ¼ 1

2
F i

T Fe
TFe � I

� �
F i (11)

and is work conjugate with the second Piola–Kirchhoff stress tensor Sp in the lattice
configuration. Thus, Sp depends on Fe and Fi. For small elastic strains, Hookean
elasticity can be assumed, and, therefore, Sp depends on the elastic Green–Lagrange
strain through the anisotropic elastic stiffness ℂ.

Sp ¼ ℂEe ¼ ℂ
1

2
F i

T Fe
TFe � I

� �
F i: (12)

The second Piola–Kirchhoff stress tensor in the unloaded (inelastic) configuration
is related to Sp by

Si ¼ F iSpF i
T det F i

�1 (13)

and Sp is related to the first Piola–Kirchoff stress tensor P through

P ¼ FeF iSpFp
�T ¼ F Fp

�1SpFp
�T: (14)

The plastic deformation gradient is given in terms of the plastic velocity gradient
Lp by the flow rule

_Fp ¼ LpFp, (15)

whereLp is work conjugatewith theMandel stress in the lattice configuration,Mp�Fi
T

Fi Sp (assuming Fe
TFe� I), and thus depends on Fi and Sp. In addition, Lp depends

on the underlying microstructure represented by a state variable vector ξ of the
plasticity model and possibly other variables such as strain rate and/or temperature.
For example, a conventional viscoplastic phenomenological crystal plasticity
model for face-centered cubic lattices [20, 21] provides Lp based on the assumption
that plastic slip γ occurs on a slip system α when the resolved shear stress τα

exceeds a critical value ξα. The critical shear stress on each slip system is assumed
to evolve from an initial value ξ0 to a saturation value ξ1 due to slip on all h011i
{111} systems β = 1, . . ., 12 according to the relation _ξ

α ¼ h0 _γβ
�� �� 1� ξβ=ξβ1
�� ��αsgn

1� ξβ=ξβ1
� �

hαβ with initial hardening h0, interaction coefficients hαβ, and a numer-
ical parameter a. The shear rate on system α is then computed as _γα ¼ _γ0 τ

α=ξαj jn
sgn τα=ξαð Þ with the stress exponent (inverse shear rate sensitivity) n and reference
shear rate _γ0. The sum of the shear rates on all systems finally determines the plastic
velocity gradient.
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Similarly, the inelastic deformation gradient is given in terms of the inelastic
velocity gradient Li by the flow rule

_F i ¼ LiF i; (16)

where Li is work conjugate with the Mandel stress in the unloaded configuration,
Mi � Si = Fi Sp Fi

T det Fi
�1 (assuming Fe

TFe � I), and thus depends on Fi and Sp.
Similar to Lp, internal state variables Ξ introduce a history-dependent behavior.

The set of nonlinear Eqs. (10) to (16) is solved iteratively in DAMASK using a
Newton–Raphson method. More details about the implementation are given by
Shanthraj et al. [19].

The time integration of the state evolution is performed in a staggered step to the
iterative solution of Eqs. (10) to (16), i.e., Eqs. (10) to (16) are solved at a fixed
internal state, followed by a state update, the solution of Eqs. (10) to (16), and so
forth until a converged solution is achieved within the tolerance limits specified.

4 Formulation/Solution Strategy

In material mechanics, a spectral method using fast Fourier transforms (FFT) was
introduced by Moulinec and Suquet [8]. Since it uses trigonometric polynomials as
ansatz functions, its application is limited to periodic boundary conditions. It is
based on reformulating the PDE into an integral equation with the help of a
“reference” stiffness and falls into the class of “pseudospectral” methods.
Lebensohn [22] extended the method to the context of crystal viscoplasticity and
showed the capabilities of this approach as well as several applications in a number
of studies [23, 24]. Crystal plasticity-based constitutive laws have been success-
fully employed by, e.g., Lebensohn et al. [25], Suquet et al. [2], and Grennerat et al.
[26]. Simulations of heterogeneous materials, however, are limited by the slow
convergence of the original fixed-point iterative method when it is applied to
materials with a large contrast in the local stiffness [27]. Several approaches
have been proposed to overcome this limitation. Accelerated schemes have been
introduced by Eyre and Milton [28] and Monchiet and Bonnet [9] for materials
with large property contrasts. Michel et al. [27] suggested a method based on
augmented Lagrangians that also works in the case of materials with infinite
property contrast. Using the original formulation and substituting the fixed-point
method by advanced solution methods is another option to improve convergence as
shown by Zeman et al. [12] and Brisard and Dormieux [29]. A systematic comparison
to FEM approaches is given in [13, 30, 31].

The application of this approach to possibly time-dependent and interacting field
equations representing coupled multi-physics systems has been relatively
unexplored (see [32] for applications other than mechanical equilibrium). To address
this shortcoming, recent work [19, 33] has focused on extending the spectral solution
scheme for the time-dependent, reaction-diffusion equation, which is representative
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of several field equations of interest, such as thermal conduction, nonlocal damage,
and more general phase-field equations.

4.1 Mechanics

The spectral method formulation given here has been presented by Eisenlohr et al.
[34] and was improved by Shanthraj et al. [35]. It is based on Lahellec et al.
[36] finite-strain extension of the original small-strain variant. To start, the
deformation map X xð Þ is expressed as a sum of a homogeneous deformation,
characterized by a constant deformation gradient �F, and a superimposed deformation
fluctuation field ~w,

X xð Þ ¼ �Fxþ ~w xð Þ, (17)

for which periodicity conditions hold, i.e., ~w� ¼ ~wþ on corresponding surfaces @B�

and @Bþ on B.
Equation (17) allows writing the deformation gradient F as the sum of a spatially

homogeneous deformation part �F and a locally fluctuating component ~F :

F ¼ �F þ ~F : (18)

The material response given in Eq. (14) is formally written as a relation between
F and P through a strain energy density functional, W:

P xð Þ ¼ δW
δF xð Þ ¼ f x,F,ξ,Ξ, . . .ð Þ: (19)

The equilibrated deformation field is obtained by minimizing W over all
deformation fields that fulfill Eq. (17) for an externally prescribed average deforma-
tion. Static equilibrium expressed in real and Fourier2space follows as:

min
X

W ) ∇ � P xð Þ ¼ F�1 P kð Þ i k½ � ¼ 0, (20)

which is equivalent to finding the root of the residual body force field

F X kð Þ½ �≔P kð Þ i k ¼ 0: (21)

The differential Eq. (21) in Fourier space is numerically difficult to solve because
of its high condition number. Introducing, in the spirit of Eshelby and Mura [37], a
linear comparison material of stiffness  allows reformulation of Eq. (21) into an

2Quantities in real space and Fourier space are distinguished by notation Q(x) and Q(k), respec-
tively, with x the position in real space, k the frequency vector in Fourier space, and i2 = � 1.
F�1[�] denotes the inverse Fourier transform.
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equivalent problem P xð Þ ¼ F xð Þ ¼ ∇X with better numerical properties, i.e., a
lower condition number. Equilibrium in this reference material is fulfilled if, for a
given deformation map X , the residual body force field vanishes

P X kð Þ½ �≔ X kð Þ � ik½ � ik ¼ A kð ÞX kð Þ ¼ 0: (22)

The acoustic tensorA kð Þ is a shorthand notation forA kð Þa kð Þ≔ a kð Þ � ik½ � ik for
any given vector field a kð Þ . It corresponds to an operator on a deformation map
producing the body forces resulting in the reference material. The inverse A�1

therefore gives the deformation map that would result from a known body force
field in the reference material. This deformation map vanishes iff the body force
field vanishes, i.e., in static equilibrium for a positive-definite . Next, an operator
that results in the deformation map causing the same body force field in the reference
material as a given deformation map in the original material is defined. This corre-
sponds to a preconditioning operation of P�1 on the non-linear operator F : P
is straightforward to invert since it is local in k, with P�1 ¼ A kð Þ�1 . The
preconditioned system thus reads (8k 6¼ 0):

P�1F X kð Þ½ � ¼ A kð Þ�1P kð Þ ik ¼ 0: (23)

The deformation gradient field corresponding to this deformation map is obtained
from the gradient in real space of Eq. (23)

P�1F X kð Þ½ � � ik ¼ A kð Þ�1P kð Þik
h i

� ik ¼ 0: (24)

This is equivalent to Eq. (23) except for a constant residual field, i.e., at k = 0,
where the prescribed average deformation gradient is known to hold. Expressed in
terms of the deformation gradient field, Eq. (24), reads

Fmech F kð Þ½ �≔Γ kð ÞP kð Þ ¼ 0, (25)

where the “Gamma operator”Γ kð Þ is defined as a shorthand notation such thatΓ kð ÞT
(k) ≔ [A kð Þ�1T kð Þik] � ik for a tensor field T kð Þ.

Other solution approaches based on a mixed variational formulation with
improved numerical stability have been presented. A general large-strain framework
has been introduced by Shanthraj et al. [35] and improved small-strain formulations
can be found in [9, 27, 28, 38].

4.2 Thermo-mechanics

Thermal equilibrium describes a state where zero net heat flux occurs within a
material volume. However, during a material deformation process heat may be
generated, which perturbs the system from its thermal equilibrium state. The initial
value problem associated with non-steady-state heat conduction takes the form:
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ϱCp _T ¼ f temp � Div H : (26)

The mass density ϱ, heat capacity Cp, heat flux H, and heat generation rate ftemp

are provided by the material point model. Constitutive modeling of the heat flux is
based on Fourier’s law, where a thermal conductivity tensor relates the temperature
gradient with the heat flux, i.e., H = � K∇T. In addition, the main considerations
for thermo-mechanical coupling are incorporating thermal expansion strains and
heat generation due to plastic dissipation. The rate of thermal expansion is modeled
here as an inelastic velocity gradient, Li ¼ α _TI , where α is the coefficient of
thermal expansion, and the heat generation rate due to plastic dissipation is
modeled as f temp ¼ κMp _Lp based on a fraction of dissipated work, κ.

The spectral formulation presented in the Sect. 4.1 can be also used to solve this
initial value problem. A backward Euler time discretization is used to express the
time dependent Eq. (26) in the following semi-discrete form:

ϱCp
T x,tð Þ � T x, t0ð Þ

Δt
¼ f temp xð Þ � Div H xð Þ: (27)

The flux H, is additively split into a linear homogeneous term and a fluctuating
field:

H xð Þ ¼ � �K∇Tðx,tÞ � ~τ temp xð Þ, (28)

where �K is a defined homogeneous reference conductivity tensor, similar to the
reference stiffness tensor introduced in Sect. 4.1. Similarly, the coefficients ϱ CP, are
split into spatially averaged and fluctuating parts, i.e., ϱ CP ¼ ϱ CP þ gϱ CP . With
these definitions, Eq. (27) can be expressed in Fourier space as

ϱ CP þ Δtk � �Kk� �
T k,tð Þ ¼ τtemp kð Þ, (29)

where the thermal polarization field τtempðxÞ, which implicitly depends on T x, tð Þ, is
given by

τtempðxÞ ¼ Δt
�
f tempðxÞ þ Div ~τ tempðxÞ

�
þ ϱCPTðx,t0Þ � ϱCPTðx,tÞ: (30)

The solution of the thermal initial value problem can therefore be expressed as the
root of the following residual function

F temp φ k,tð Þ½ �≔T k,tð Þ � G kð Þτtemp kð Þ ¼ 0, (31)

where G�1 kð Þ ¼ ϱ Cp þ Δtk � �Kk.
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4.3 Damage-Mechanics

The prediction of crack initiation and propagation in a material is of critical impor-
tance in many applications. The field of Continuum Damage Mechanics [39, 40] and
the Phase-Field Method for Fracture [33, 41, 42] have emerged as powerful and
versatile tools to model the nonlocal damage evolution process.

A scalar nonlocal damage variable φ is introduced, which indicates a phase
transition between undamaged, i.e., φ = 1, and fully damaged regions, i.e., φ = 0.
The initial value problem associated with the evolution of Φ takes the general form:

μ _φ ¼ f damage � Div Φ: (32)

The damage viscosity μ, flux Φ, and driving force fdamage are provided by the
material point model. Constitutively, the flux is related to the energy of a newly
created crack surface [41], and is given by the classical form,Φ ¼ �Glc∇φ in terms
of the surface tension G and a length scale parameter lc. Similarly, the driving force
for fracture, fdamage, is a competition between surface tension and elastic energy
release, and is modeled as fdamage ¼ G=lc � φSp � Ee . Here, it is assumed that the
dissipation due to the damage process occurs in the form of a stiffness degradation.
Therefore, the elastic constitutive law, Eq. (12), is modified as Sp = φ2ℂEe.

Similar to the thermo-mechanical case, a spectral method can be formulated to
solve the damage initial value problem. A backward Euler time discretization is used
to express the time-dependent Eq. (32) in the following semi-discrete form:

μ
φ x,tð Þ � φ x, t0ð Þ

Δt
¼ fdamage xð Þ � Div Φ xð Þ: (33)

The flux Φ is additively split into a linear homogeneous term and a fluctuating
field:

Φ xð Þ ¼ � �D∇φ x,tð Þ � ~τdamage xð Þ, (34)

where �D is a defined homogeneous reference diffusion tensor. Similarly, the damage
viscosity μ is split into spatially averaged and fluctuating parts, i.e., μ ¼ μþ ~μ. With
these definitions, Eq. (33) can be expressed in Fourier space as

μþ Δtk � �Dkð Þφ k,tð Þ ¼ τdamage kð Þ, (35)

where the damage polarization field τdamage xð Þ, which implicitly depends on φ x, tð Þ,
is given by

τdamage xð Þ ¼ Δt f damageðxÞ þ Div ~τdamageðxÞ
� �

þ μφ x, t0ð Þ � ~μ φ x,tð Þ: (36)

The solution of the damage initial value problem can therefore be expressed as the
root of the following residual function
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Fdamage φ k,tð Þ½ �≔φ k,tð Þ � G kð Þτdamage kð Þ ¼ 0, (37)

where G�1 kð Þ ¼ μþ Δtk � �Dk.

5 Implementation

In the following, the implementation of the methods presented in the previous
sections in DAMASK is concisely presented.

5.1 Fast Fourier Transform

The problems are discretized to employ a discrete Fourier transform (DFT). For that,
the hexahedral domainB0 with side lengths dx, dy, dz is discretized into a regular grid of
Nx � Ny � Nz = N points. The solution field is approximated in the discrete Fourier
space associated with this real space grid. To achieve a reasonable performance,
the FFT is used. The term FFT refers to a group of algorithms that compute the
DFT inO N log Nð Þ operations. A free FFT implementation that has shown an excellent
performance is the Fastest Fourier Transform in the West (FFTW) developed by Frigo
and Johnson [43]. To save memory and computation time, the complex conjugate
symmetry resulting from the purely real-valued input data is exploited.

5.2 Calculation of Gradients

While the fields of deformation, temperature, and damage are necessarily continu-
ous, their spatial gradients are allowed to be discontinuous, e.g., across phase
boundaries. A numerical artifact associated with Fourier representations of such
discontinuous fields is the development of spurious oscillations, and is referred to as
the Gibbs phenomenon. This can deteriorate the performance of the solution
schemes as well as the quality of the solution [44]. Various techniques exist to
reduce its effects, such as a low-pass filter to effectively dampen high-frequency
modes associated with the spurious oscillations [45]. As outlined by Willot [46] and
Kaßbohm et al. [47], finite difference approximations of the gradient fields can be
easily obtained in Fourier space that also reduce such spurious oscillations.

As introduced in Sect. 4.1, the gradient ∇ f of a field f xð Þ is expressed in Fourier
space as f kð Þ � ~k. Working with continuous derivatives results in the straightforward
relation ~k ¼ ik:The forward-backward (FWBW) finite difference variant introduced
by Willot [46] reads then as:

~k1 ¼ Nx

4dx
eik1 � 1
� �

eik2 þ 1
� �

eik3 þ 1
� �

, (38a)
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~k2 ¼ Ny

4dy
eik1 þ 1
� �

eik2 � 1
� �

eik3 þ 1
� �

, (38b)

~k3 ¼ Nz

4dz
eik1 þ 1
� �

eik2 þ 1
� �

eik3 � 1
� �

: (38c)

An exhaustive discussion on alternative finite difference schemes applicable for
this purpose has been carried out by Schneider et al. [48].

5.3 Reference Stiffness

The choice of the reference stiffness has a strong influence on the stability and
convergence rate as shown by Michel et al. [27]. In the absence of an analytic
expression for the large strain formulation, similar to Michel et al. [27], the reference
stiffness  for the mechanical problem is selected as

 ¼ 1

2
argmax

d P
d F

xð Þ
���� ����

F

þ argmin
d P
d F

xð Þ
���� ����

F

� 	
: (39)

Similarly, the choices for the reference thermal conductivity and damage gradient
tensors are made as

�K ¼ 1

2
argmax K xð Þk kF þ argmin K xð Þk kF
� �

�D ¼ 1

2
argmax G xð ÞlcIk kF þ argmin G xð ÞlcIk kF
� �

:

(40)

Note that, unlike in the small-strain mechanical case, such convenient choice of
the reference tensors does not guarantee convergence.

5.4 Boundary and Initial Conditions

The applied boundary conditions on B are volume averages, i.e., for the mechanical
boundary value problem �F is set to the applied load FBC. To do this, the desired
change of FBC is conveniently expressed in rate form, i.e., FBC ¼ _FBC Δt for a
given time increment of length Δt. In order to allow the (component-wise) prescrip-
tion of stress boundary conditions PBC, an iterative adjustment3 of FBC needs to be
done until the stress boundary conditions are fulfilled. Within Δt, the volume element
is then subjected to a set of complementary boundary conditions in terms of
deformation rate _FBC and stress PBC, where stress boundary conditions must not
allow for rigid body rotations. Components of both are mutually exclusive and,

3The solution for the deformation gradient field, i.e., the actual spectral method procedure, is
performed in parallel to these iterations.
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when not defined, set to zero in the following. These mixed boundary conditions are
translated into pure deformation boundary conditions at iteration n + 1 by setting

FBCf gnþ1 ¼ �Ff gn¼0 þ _FBC Δt � @F
@P

� 	( )
n

�Pf gn � PBC

� �
: (41)

The last term in Eq. (41) corrects for deviations from the prescribed stress
boundary conditions. The average compliance @F=@P is estimated from the
local responses @P/@F [34]. An approach how to define boundary conditions rotated
to the discretization ofB has recently been presented by Kabel et al. [49]. In contrast
to the mechanical boundary value problem, the initial value problems describing
temperature and damage require specification of their respective field values T x, 0ð Þ
and φ x, 0ð Þ.

5.5 Numerical Solution

Nonlinear solution methods are required to solve the resulting systems of discretized
equations. While originally a fix-point scheme was employed for that [50], more
recent approaches use more advanced solving techniques [12, 51]. DAMASK allows
the use of solvers provided by the PETSc framework developed by Balay et al. [52].

Shanthraj et al. [35] compared three solution methods implemented in PETSc: the
nonlinear Richardsonmethod [53], the nonlinear GMRESmethod [54], and the inexact
Newton-GMRESmethod [55]. In these methods, an existing solution {□}n at iteration
n is iteratively improved until the prescribed convergence criteria are satisfied. Here,
the notation {□} is used as a placeholder that represents {F xð Þ} for the mechanical
problem, {T xð Þ} for the thermal problem, or {φ(x)} for the damage problem.

5.5.1 Nonlinear Richardson
The nonlinear Richardson method iteratively improves a solution {□}n found at
iteration n through the update

□f gnþ1 ¼ □f gn �F □f gn: (42)

5.5.2 Nonlinear GMRES
In the nonlinear GMRES method an updated solution {□}n + 1 is found as the linear
combination of the m previous solutions spanning a Krylov subspace Kn ¼ span

□f gn,� � �, □f gn�mþ1


 �
for which the norm of the linearized residual is minimal

min
□f gnþ1 �Kn

@F

@ □f gn
□f gnþ1 � □f gn

� þF □f gn
���� ����

2

: (43)

This residual is approximated by PETSc in a Jacobian-free way [54].
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5.5.3 Inexact Newton-GMRES
In Newton methods, an existing solution {□}n is incrementally updated to
{□}n + 1 = {□}n + {Δ□}n with each Newton step given by

@F

@ □f gn
Δ□f gn ¼ �F □f gn ,

@F

@ □f gn
Δ□f gn þF □f gn

���� ����
2

¼ 0: (44)

To increase the efficiency of such an algorithm, Eq. (44) is solved only in an
inexact fashion:

@F

@ □f gn
Δ□f gn þF □f gn

���� ����
2

� ηn F □f gn
�� ��

2
, (45)

where the tolerance for a vanishing norm of the residual is gradually tightened, i.e.,
ηn ! 0, with increasing iteration count n [56].

Within each Newton iteration, the typically large linear system Eq. (45) is solved
for {Δ□}n by means of the GMRES method where the kth GMRES iterate of the
Newton step is given by

min
Δ□f gkn �Kk

@F

@ □f gn
Δ□f gkn þF □f gn

���� ����
2

(46)

where Kk ¼ span @F
@ □f gn Δ□f gk�1

n ,� � �, @F
@ □f gn Δ□f gk�m

n

n o
and K0 ¼ span �F □f gn


 �
. Since the discretization of the Jacobian is dense and

numerically difficult to handle, a finite difference approximation

@F

@ □f gn
Δ□f gkn �

F □f gn þ ϵ Δ□f gkn
h i

�F □f gn
ϵ

(47)

is used to update the Krylov subspace Kk .

5.6 Algorithm

For a given time interval Δt = t � t0, the solution for individual fields can be found
iteratively as described in Sect. 5.5. The multi-physics coupling approach followed
in this work involves solving the coupled system Eqs. (25), (31), and (37) within a
staggered iterative loop until a consistent solution, within specified tolerances, is
achieved for the time interval. The procedure is detailed in Algorithm 1. The
advantage of such a staggered approach is that the solution scheme of each field
can be described independently.
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Algorithm 1 Staggered Algorithm for Multi-physics Coupling in [t0, t]
Data: F x, t0ð Þ, T x, t0ð Þ, φ x, t0ð Þ
Result: F x,tð Þ, T x,tð Þ, φ x,tð Þ
1 Initialization:

F0 x,tð Þ ¼ F x, t0ð Þ,
T0 x,tð Þ ¼ T x, t0ð Þ,
φ0 x,tð Þ ¼ φ x, t0ð Þ
j ¼ 1

2 while

Tj x,tð Þ � Tj�1 x,tð Þ�� ��
2
	 ϵstagtemp and φ j x,tð Þ � φ j�1 x,tð Þ�� ��

2
	 ϵstagdamage do

3
4
5
6

solve Fmech F j x,tð Þ½ � ¼ 0 using Tj�1 x,tð Þ and φ j�1 x,tð Þ;
solve F temp Tj x,tð Þ½ � ¼ 0 using F j x,tð Þ and φ j�1 x,tð Þ;
solve F damage φ j x,tð Þ½ � ¼ 0 using F j x,tð Þ and Tj x,tð Þ;
j ¼ jþ 1

��������
7 end
8
F x,tð Þ ¼ F j x, t0ð Þ
T x,tð Þ ¼ Tj x, t0ð Þ
φ x,tð Þ ¼ φ j x, t0ð Þ

5.7 Convergence Criteria

To ensure that the resulting stress field is in equilibrium, the Root Mean Square
(RMS) value of the divergence of the stress field is reduced below a prescribed
tolerance. The corresponding equilibrium criterion reads:

max eeq,rel �Pk kmax, eeq,abs
� �

=m 	 RMS Div P xð Þk k2
� �

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN
j¼1

P kj
� �

i kj
�� ��2

2
=N 2,

vuut (48)

where eeq,rel and eeq,abs are the relative and absolute equilibrium tolerances.
The fulfillment of complementary macroscopic deformation gradient and stress
boundary conditions is checked by

max eBC,rel �Pk kmax, eBC,abs
� � 	 ΔPBCk kmax,

where ΔPBCij ¼
Aijkl FBC � �Fð Þkl if FBCij prescribed
PBC � �Pð Þij if PBCij prescribed

�
(49)

and eBG,rel and eBC,abs are the relative and absolute boundary condition tolerances.
The residual norm of Eqs. (31) and (37) is evaluated as a convergence test for the

initial value problems.
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6 Examples

6.1 Mechanics: Kirsch’s Plate

To compare the two approaches for calculating gradients in Fourier space presented
in Sect. 5.2, the stress field in a plate with a circular hole and deformed in uniaxial
tension is computed. The analytic solution for an infinitely large plate with linear
isotropic behavior, known as Kirsch’s plate [57], serves as reference. For both
numerical approaches and the analytic benchmark, the plate is discretized by
4096 � 4096 grid points. The diameter of the circular inclusion is 512 grid points.
In case of the numerical approaches, elastic constants for the plate are selected as
C11= 110.9 GPa and C12= 58.3 GPa and the hole is approximated by assigning low
stiffness values to the respective material points: C11= 100.0 Pa, C12= 66.7 Pa. The
boundary conditions reflect uniaxial tension along the (horizontal) 1-direction:

�F ¼
1:01 0:0 0:0
0:0 
 0:0
0:0 0:0 


24 35 and
�P
Pa

¼

 
 


 0:0 


 
 0:0

24 35 (50)

which results in an average stress of approximately 710 MPa along the loading
direction. This stress value is taken as the “far-field value” of the analytic solution.

A detail of the solution field around the hole is shown in Fig. 1b, c, d. The
reference solution given in Fig. 1b shows the expected behavior of a stress ampli-
fication by a factor of three at the top and the bottom of the hole and zero stresses
in loading direction left and right to the hole. The numerical solutions given in
Fig. 1c, d clearly match this behavior. However, a closer look at the stress field above
the hole reveals some undesired features for both numerical solutions (insets in
Fig. 1b, c, d and Fig. 1a): A stress intensification of more than three occurs and some
regions of the matrix material have a much lower stress than expected. The advan-
tage of the FWBW finite difference approximation lies in reducing the number of
pixels affected by these features and in efficiently removing spurious oscillations
seen in the solution of the continuous approach (Fig. 1c, d). Moreover, the FWBW
finite difference approach is advantageous as the number of iterations required for
higher stiffness ratios between the inclusion and the matrix phase can be drastically
reduced as shown in Fig. 2.

6.2 Thermo-mechanics: Plastic Dissipation and Thermal
Expansion in a Polycrystal

To demonstrate the capabilities of the approach for thermo-mechanical coupling, a
polycrystalline volume element is generated by a Voronoi tessellation of 20 randomly
distributed seed points within a cubic domain of edge length 100 μm discretized into
64 � 64 � 64 grid points. All grid points belonging to a Voronoi cell are grouped
together and assigned the same random crystal orientation. The phenomenological
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crystal plasticity constitutive model presented in Sect. 3.1 is used to describe
the mechanical behavior of the volume element (the initial microstructure of the
volume element and the material parameters are given in Fig. 6 and Table 3). In
addition, heat generation due to plastic dissipation, heat conduction, and thermal
expansion effects are considered. The corresponding material parameters are listed
in Table 1.

The following boundary conditions are chosen to reflect uniaxial tension along
the 2-direction

_�F

10�3 s�1
¼


 0:0 0:0
0:0 1:0 0:0
0:0 0:0 


24 35 and
�P
Pa

¼
0:0 
 


 
 


 
 0:0

24 35 (51)

(c) Solution field, continuous.

0 128 256 384 512
d/pixel

710

1420

2130

2840

σ/
M

Pa

continuous
FWBW

analytic

(a) Stress along a vertical line starting
above the horizontal center at the top of
the hole.

(b) Solution field, analytic.

(d) Solution field, FWBW.

σ11

0 2130MPa

Fig. 1 Comparison of the analytic solution to the continuous and the forward-backward (FWBW)
finite difference approximation of the derivative operator in terms of the normal stress along the
horizontal loading direction. Grey color indicates the applied load of 710 MPa, the minimum (blue)
depicts a stress free state (0 MPa) and the maximum (red) is set to the expected stress amplification
of 3, i.e., 2130 MPa
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and a homogeneous temperature field of 300 K is set as the initial condition for the
thermal conduction problem.

The resulting stress in loading direction, total plastic shear, and temperature
distributions at �F ¼ 1:1 (i.e., after 100 s) are shown in Fig. 3. It can be seen that
the thermal hot spots correspond to regions of high plastic deformation, and result in
stress relaxation due to thermal expansion. The global stress–strain curve is shown in
Fig. 4 and compared to a case without thermal expansion.

6.3 Damage-Mechanics: Polycrystalline Fracture

The phase-field damage model is applied to study crack nucleation phenomena and
failure of a plastically deforming polycrystalline material. The same volume element
as considered in Sect. 6.2 is used, with the additional damage material parameters
listed in Table 2.

The boundary conditions chosen to reflect uniaxial tension along the 2-direction are

10-4 10-3 10-2 10-1 100 101 102 103 104100

101

102

103

phase contrast

nu
m

be
r o

f i
te

ra
tio

ns continuous

FWBW

Fig. 2 Iterations needed for a
converged solution in
dependence of the stiffness
ratio between inclusion and
matrix for the presented
gradient calculation
approaches

Table 1 Constitutive
parameters for thermo-
mechanics: mass density
ρ, specific heat Cp,
conductivity K, thermal
expansion coefficient α,
coefficient of cold work κ

Parameter Unit Value

ρ Kg m�3 2700.0

Cp J kg�1 K�1 910.0

K/I Wm�1 K�1 237.0

α mK 2.31

κ 0.95
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ε22
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40
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80
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120

σ 22
 /  M

Pa

α = 0

α ≠ 0

Fig. 4 Comparison of the
global stress–strain curves
between the model with (solid
line) and without (dashed line)
thermal expansion

σ22

50 200MPa

(a) von Mises stress.

∑
γ

0.1 0.3

(b) Plastic strain.

T

300 307K

(c) Temperature.

Fig. 3 The resulting normal stress along loading direction, plastic strain, and temperature distri-
butions at �F ¼ 1:1. The outlined cube indicates the undeformed configuration

Table 2 Constitutive parameters for damage-mechanics: interface energy G, characteristic length
lc, and damage mobility μ

Parameter Unit Value

G J m�2 1.0

lc μm 2.0

μφ s�1 0.01
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_�F

10�3 s�1
¼


 0:0 0:0
0:0 1:0 0:0
0:0 0:0 


24 35 and
�P
Pa

¼
0:0 
 


 
 


 
 0:0

24 35 (52)

The nucleation and evolution of crack surfaces and the corresponding von
Mises stress through a section of the polycrystalline sample is shown in Fig. 5.
The crack nucleation is observed at a higher-order grain boundary junction due to the
incompatibility of the plastic deformation modes in the respective grains forming the
junction, which results in large stresses. Crack nucleation and its subsequent evolu-
tion during deformation strongly depend on the texture of the material due to the
anisotropy of the plastic deformation modes, and highlight the need for accurate
constitutive models. The nucleation and growth of a crack is followed by an
unloading of the material behind the crack tip and a general redistribution of the
stress field. The propagation of a nucleated crack is determined by the energetics of
the material surrounding the crack tip. The crack tip stress field, and hence the elastic
energy release rate, is maximum in the direction of the crack, which results in a
strong driving force for the propagation of the crack in this direction. However, the
crack propagation path in engineering materials is rarely straight at the microstruc-
tural scale, and a significant amount of crack kinking is predicted by the model due to

σvM

0 100MPa

(a) von Mises stress.

(b) Crack surface.

Fig. 5 Nucleation and evolution (left to right) of crack surfaces (bottom) and the corresponding
von Mises stress through a section of the polycrystalline sample (top). Uniaxial tension in vertical
direction is applied. The driving force for crack propagation is governed by the Griffith criterion
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the heterogeneity of the stress field in the neighborhood of the crack tip. Crack
kinking is observed towards regions of stress concentrations in neighboring grain
boundary junctions.

7 Summary

The spectral method, complemented by the flexible material model implemented as
DAMASK, is a powerful tool for the prediction of the micromechanical response in
structural materials. This method has been extended to solve the time-dependent
reaction-diffusion equation, which is representative of several field equations of
interest such as thermal conduction, nonlocal damage, and more general phase-
field equations, and provides the means for further investigation of coupled multi-
physics systems. The solution scheme is demonstrated in the context of a polycrys-
talline material undergoing coupled thermo-damage-mechanical deformation using

Fig. 6 The polycrystalline
volume element containing
20 randomly oriented grains,
indicated by color, of size
100 � 100 � 100 μm
discretized with 64 � 64 � 64
grid points used for the
thermo-mechanics and
damage-mechanics example

Table 3 Material parameters used to model the elastic and plastic behavior of the polycrystal
shown in Fig. 6: elastic constants Cab, reference shear rate _γ0 , stress exponent n, initial and
saturation resistance ξ0 and ξ1, hardening parameters a, h0, and hαβ.

(a) Elasticity (b) Plasticity

Parameter Unit Value Parameter Unit Value

C11 GPa 168.0 _γ0 s�1 1 � 10�3

C12 GPa 121.4 n 20

C44 GPa 28.34 ξ0 MPa 31

ξ1 MPa 63

a 2.25

h0 MPa 75

Coplanar hαβ 1

Non-coplanar hαβ 1.4
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available crystal plasticity, damage, and thermal constitutive laws. Such a simulation
framework opens the door for further investigation of important open issues related
to the micromechanics of polycrystals, such as damage initiation, deformation
localization, micro-texture development, or nucleation of phase transformations.
The software used in this work is open-source and freely available at https://
damask.mpie.de/.
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mechanical states in applied materials by the DFG.

References

1. Lebensohn RA, Brenner R, Castelnau O, Rollett AD. Orientation image-based micro-
mechanical modelling of subgrain texture evolution in polycrystalline copper. Acta Mater.
2008;56(15):3914–26. https://doi.org/10.1016/j.actamat.2008.04.016.

2. Suquet P, Moulinec H, Castelnau O, Montagnat M, Lahellec N, Grennerat F, Duval P,
Brenner R. Multi-scale modeling of the mechanical behavior of polycrystalline ice under
transient creep. In: Procedia IUTAM: IUTAM symposium on linking scales in computation:
from microstructure to macroscale properties, vol. 3, p. 64–78. 2012. https://doi.org/10.1016/j.
piutam.2012.03.006.

3. Ma D, Eisenlohr P, Epler E, Volkert CA, Shanthraj P, Diehl M, Roters F, Raabe D. Crystal
plasticity study of monocrystalline stochastic honeycombs under in-plane compression. Acta
Mater. 2016;103:796–808. https://doi.org/10.1016/j.actamat.2015.11.016.

4. De Geus TWJ, Maresca F, Peerlings RHJ, Geers MGD. Microscopic plasticity and damage in
two-phase steels: on the competing role of crystallography and phase contrast. Mech Mater.
2016;101:147–59. https://doi.org/10.1016/j.mechmat.2016.07.014.

5. Zhang H, Diehl M, Roters F, Raabe D. A virtual laboratory for initial yield surface determina-
tion using high resolution crystal plasticity simulations. Int J Plast. 2016;80:111–38. https://doi.
org/10.1016/j.ijplas.2016.01.002.

6. Arul Kumar M, Beyerlein IJ, McCabe RJ, Tomé CN. Grain neighbour effects on twin trans-
mission in hexagonal close-packed materials. Nat Commun. 2016;7:13826. https://doi.org/
10.1038/ncomms13826.

7. Diehl M, Shanthraj P, Eisenlohr P, Roters F. Neighborhood influences on stress and strain
partitioning in dual-phase microstructures. An investigation on synthetic polycrystals with a
robust spectral-based numerical method. Meccanica. 2016;51(2):429–41. https://doi.org/
10.1007/s11012-015-0281-2.

8. Moulinec H, Suquet P. A fast numerical method for computing the linear and nonlinear
properties of composites. C R Acad Sci Sér II Mécanique Phys Chim Astronomie.
1994;318:1417–23.

9. Monchiet V, Bonnet G. A polarization-based FFT iterative scheme for computing the effective
properties of elastic composites with arbitrary contrast. Int J Numer Methods Eng. 2012;89
(11):1419–36. https://doi.org/10.1002/nme.3295.

10. Moulinec H, Silva F. Comparison of three accelerated FFT-based schemes for computing the
mechanical response of composite materials. Int J Numer Methods Eng. 2014;97(13):960–85.
https://doi.org/10.1002/nme.4614.

11. Schneider M. Convergence of FFT-based homogenization for strongly heterogeneous media.
Math Methods Appl Sci. 2015;38(13):2761–2778. https://doi.org/10.1002/mma.3259.

43 Spectral Solvers for Crystal Plasticity and Multi-physics Simulations 1369

https://damask.mpie.de/
https://damask.mpie.de/
https://doi.org/10.1016/j.actamat.2008.04.016
https://doi.org/10.1016/j.piutam.2012.03.006
https://doi.org/10.1016/j.piutam.2012.03.006
https://doi.org/10.1016/j.actamat.2015.11.016
https://doi.org/10.1016/j.mechmat.2016.07.014
https://doi.org/10.1016/j.ijplas.2016.01.002
https://doi.org/10.1016/j.ijplas.2016.01.002
https://doi.org/10.1038/ncomms13826
https://doi.org/10.1038/ncomms13826
https://doi.org/10.1007/s11012-015-0281-2
https://doi.org/10.1007/s11012-015-0281-2
https://doi.org/10.1002/nme.3295
https://doi.org/10.1002/nme.4614
https://doi.org/10.1002/mma.3259


12. Zeman J, Vondřejc J, Novák J, Marek I. Accelerating a FFT-based solver for numerical
homogenization of periodic media by conjugate gradients. J Comput Phys. 2010;229
(21):8065–71. https://doi.org/10.1016/j.jcp.2010.07.010.

13. Zeman J, De Geus TWJ, Vondřejc J, Peerlings RHJ, Geers MGD. A finite element perspective
on non-linear FFT-based micromechanical simulations. Int J Numer Methods Eng. 2017;111(10):
903–926. https://doi.org/10.1002/nme.5481.

14. Roters F, Eisenlohr P, Kords C, Tjahjanto DD, Diehl M, Raabe D. DAMASK: the Düsseldorf
advanced Material simulation kit for studying crystal plasticity using an FE based or a spectral
numerical solver. In: Cazacu O, editor. Procedia IUTAM: IUTAM symposium on linking scales
in computation: from microstructure to macroscale properties, vol. 3. Amsterdam: Elsevier;
2012. p. 3–10. https://doi.org/10.1016/j.piutam.2012.03.001.

15. Roters F, Diehl M, Shanthraj P, Eisenlohr P, Reuber C, Wong SL, Maiti T, Ebrahimi A,
Hochrainer T, Fabritius H-O, Nikolov S, Friák M, Fujita N, Grilli N, Janssens KGF, Jia N,
Kok PJJ, Ma D, Meier F, Werner E, Stricker M, Weygand D, Raabe D. DAMASK – the
Düsseldorf advanced material simulation Kit for modelling multi-physics crystal plasticity,
damage, and thermal phenomena from the single crystal up to the component scale. Comput.
Mater. Sci. 2018. (article in press). https://doi.org/10.1016/j.commatsci.2018.04.030.

16. Trefethen LN. Finite differences and spectral methods for ordinary and partial differtential
equations. Ithaca, 1996. https://www.math.hmc.edu/~dyong/math165/trefethenbook.pdf

17. Boyd JP. Chebyshev and Fourier spectral methods. 2nd ed. New York: Dover Publications;
2000.

18. Trefethen LN. Spectral methods in MATLAB. Soc Ind Appl Math. 2012. https://doi.org/
10.1137/1.9780898719598.

19. Shanthraj P, Svendsen B, Sharma L, Roters F, Raabe D. Elasto-viscoplastic phase field
modelling of anisotropic cleavage fracture. J Mech Phys Solids. 2017;99:19–34. https://doi.
org/10.1016/j.jmps.2016.10.012.

20. Hutchinson JW. Bounds and self-consistent estimates for creep of polycrystalline materials.
Proc R Soc A. 1976;348:101–27. https://doi.org/10.1098/rspa.1976.0027.

21. Peirce D, Asaro RJ, Needleman A. An analysis of nonuniform and localized deformation in
ductile single crystals. Acta Metall. 1982;30(6):1087–119. https://doi.org/10.1016/0001-6160
(82)90005-0.

22. Lebensohn RA. N-site modeling of a 3D viscoplastic polycrystal using fast Fourier transform.
Acta Mater. 2001;49(14):2723–37. https://doi.org/10.1016/S1359-6454(01)00172-0.

23. Lebensohn RA, Castelnau O, Brenner R, Gilormini P. Study of the antiplane deformation of
linear 2-D polycrystals with different microstructures. Int J Solids Struct. 2005;42(20):5441–59.
https://doi.org/10.1016/j.ijsolstr.2005.02.051.

24. Lefebvre G, Sinclair CW, Lebensohn RA, Mithieux J-D. Accounting for local interactions in the
prediction of roping of ferritic stainless steel sheets. Model Simul Mater Sci Eng. 2012;20
(2):024008. https://doi.org/10.1088/0965-0393/20/2/024008.

25. Lebensohn RA, Kanjarla AK, Eisenlohr P. An elasto-viscoplastic formulation based on fast
Fourier transforms for the prediction of micromechanical fields in polycrystalline materials. Int
J Plast. 2012;32–33:59–69. https://doi.org/10.1016/j.ijplas.2011.12.005.

26. Grennerat F, Montagnat M, Castelnau O, Vacher P, Moulinec H, Suquet P, Duval
P. Experimental characterization of the intragranular strain field in columnar ice during transient
creep. Acta Mater. 2012;60(8):3655–66. https://doi.org/10.1016/j.actamat.2012.03.025.

27. Michel JC, Moulinec H, Suquet P. A computational scheme for linear and non-linear composites
with arbitrary phase contrast. Int J Numer Methods Eng. 2001;52(12):139–60. https://doi.org/
10.1002/nme.275.

28. Eyre DJ, Milton GW. A fast numerical scheme for computing the response of composites using
grid refinement. Eur Phys J Appl Phys. 1999;6(1):41–7. https://doi.org/10.1051/epjap:1999150.

29. Brisard S, Dormieux L. FFT-based methods for the mechanics of composites: a general
variational framework. Comput Mater Sci. 2010;49(3):663–71. https://doi.org/10.1016/j.
commatsci.2010.06.009.

1370 P. Shanthraj et al.

https://doi.org/10.1016/j.jcp.2010.07.010
https://doi.org/10.1002/nme.5481
https://doi.org/10.1016/j.piutam.2012.03.001
https://doi.org/10.1016/j.commatsci.2018.04.030
https://www.math.hmc.edu/~dyong/math165/trefethenbook.pdf
https://doi.org/10.1137/1.9780898719598
https://doi.org/10.1137/1.9780898719598
https://doi.org/10.1016/j.jmps.2016.10.012
https://doi.org/10.1016/j.jmps.2016.10.012
https://doi.org/10.1098/rspa.1976.0027
https://doi.org/10.1016/0001-6160(82)90005-0
https://doi.org/10.1016/0001-6160(82)90005-0
https://doi.org/10.1016/S1359-6454(01)00172-0
https://doi.org/10.1016/j.ijsolstr.2005.02.051
https://doi.org/10.1088/0965-0393/20/2/024008
https://doi.org/10.1016/j.ijplas.2011.12.005
https://doi.org/10.1016/j.actamat.2012.03.025
https://doi.org/10.1002/nme.275
https://doi.org/10.1002/nme.275
https://doi.org/10.1051/epjap:1999150
https://doi.org/10.1016/j.commatsci.2010.06.009
https://doi.org/10.1016/j.commatsci.2010.06.009


30. Schneider M, Merkert D, Kabel M. FFT-based homogenization for microstructures discretized
by linear hexahedral elements. Int J Numer Methods Eng. 2016;109(10):1461–89. https://doi.
org/10.1002/nme.5336.

31. De Geus TWJ, Vondřejc J, Zeman J, Peerlings RHJ, Geers MGD. Finite strain FFT-based
non-linear solvers made simple. Comput Methods Appl Mech Eng. 2017;12:032. https://doi.
org/10.1016/j.cma.2016.

32. Vinogradov V, Milton GW. An accelerated FFT algorithm for thermoelastic and non-linear
composites. Int J Numer Methods Eng. 2008;76(11):1678–95. https://doi.org/10.1002/
nme.2375.

33. Shanthraj P, Sharma L, Svendsen B, Roters F, Raabe D. A phase field model for damage in
elasto-viscoplastic materials. Comput Methods Appl Mech Eng. 2016;312:167–85. https://doi.
org/10.1016/j.cma.2016.05.006.

34. Eisenlohr P, Diehl M, Lebensohn RA, Roters F. A spectral method solution to crystal elasto-
viscoplasticity at finite strains. Int J Plast. 2013;46:37–53. https://doi.org/10.1016/j.
ijplas.2012.09.012.

35. Shanthraj P, Eisenlohr P, Diehl M, Roters F. Numerically robust spectral methods for crystal
plasticity simulations of heterogeneous materials. Int J Plast. 2015;66:31–45. https://doi.org/
10.1016/j.ijplas.2014.02.006.

36. Lahellec N, Michel JC, Moulinec H, Suquet P. Analysis of inhomogeneous materials at large
strains using fast Fourier transforms. In: Miehe C, editor. IUTAM symposium on computational
mechanics of solid materials at large strains, Solid mechanics and its applications, vol. 108.
Dordrecht: Kluwer; 2001. p. 247–58. https://doi.org/10.1007/978-94-017-0297-3_22.

37. Mura T. Micromechanics of defects in solids. 2nd ed. Dordrecht: Martinus Nijhoff Publishers;
1987.

38. Michel JC, Moulinec H, Suquet P. A computational method based on augmented Lagrangians
and fast Fourier transforms for composites with high contrast. Comput Model Eng Sci. 2000;1
(2):79–88. https://doi.org/10.3970/cmes.2000.001.239.

39. Kachanov L. Introduction to continuum damage mechanics. Dodrecht: Springer Science+Busi-
ness Media; 1986.

40. Chaboche JL. Continuum damage mechanics 1. General concepts. J Appl Mech Trans ASME.
1988;55(1):59–64.

41. Bourdin B, Francfort GA, Marigo J-J. Numerical experiments in revisited brittle fracture. J
Mech Phys Solids. 2000;48(4):797–826. https://doi.org/10.1016/S0022-5096(99)00028-9.

42. Miehe C, Welschinger F, Hofacker M. Thermodynamically consistent phase-field models of
fracture: Variational principles and multi-field FE implementations. Int J Numer Methods Eng.
2010;83(10):1273–311. https://doi.org/10.1002/nme.2861.

43. Frigo M, Johnson SG. The design and implementation of FFTW3. Proc IEEE. 2005;93
(2):216–31. https://doi.org/10.1109/JPR0C.2004.840301.

44. Gottlieb D, Shu C-W. On the Gibbs phenomenon and its resolution. SIAM Rev. 1997;39
(4):644–68. http://www.jstor.org/stable/2132695.

45. Gelb A, Gottlieb S. Chapter: The resolution of the Gibbs phenomenon for fourier spectral
methods. In: Jerri, A. (Ed.), Advances in the Gibbs phenomenon. Potsdam, New York:
Sampling Publishing; 2007.

46. Willot F. Fourier-based schemes for computing the mechanical response of composites with
accurate local fields. C R Mécanique. 2015;343(3):232–45.

47. Kaßbohm S, Müller WH, Feßler R. Improved approximations of Fourier coefficients for
computing periodic structures with arbitrary stiffness distribution. Comput Mater Sci.
2006;37(1–2):90–3. https://doi.org/10.1016/j.commatsci.2005.12.010.

48. Schneider M, Ospald F, Kabel M. Computational homogenization of elasticity on a staggered
grid. Int J Numer Methods Eng. 2015;105(9):693–720. https://doi.org/10.1002/nme.5008.

49. Kabel M, Fliegener S, Schneider M. Mixed boundary conditions for FFT-based homogenization
at finite strains. Comput Mater Sci. 2016;57(2):193–210. https://doi.org/10.1007/s00466-015-
1227-1.

43 Spectral Solvers for Crystal Plasticity and Multi-physics Simulations 1371

https://doi.org/10.1002/nme.5336
https://doi.org/10.1002/nme.5336
https://doi.org/10.1016/j.cma.2016
https://doi.org/10.1016/j.cma.2016
https://doi.org/10.1002/nme.2375
https://doi.org/10.1002/nme.2375
https://doi.org/10.1016/j.cma.2016.05.006
https://doi.org/10.1016/j.cma.2016.05.006
https://doi.org/10.1016/j.ijplas.2012.09.012
https://doi.org/10.1016/j.ijplas.2012.09.012
https://doi.org/10.1016/j.ijplas.2014.02.006
https://doi.org/10.1016/j.ijplas.2014.02.006
https://doi.org/10.1007/978-94-017-0297-3_22
https://doi.org/10.3970/cmes.2000.001.239
https://doi.org/10.1016/S0022-5096(99)00028-9
https://doi.org/10.1002/nme.2861
https://doi.org/10.1109/JPR0C.2004.840301
http://www.jstor.org/stable/2132695
https://doi.org/10.1016/j.commatsci.2005.12.010
https://doi.org/10.1002/nme.5008
https://doi.org/10.1007/s00466-015-1227-1
https://doi.org/10.1007/s00466-015-1227-1


50. Moulinec H, Suquet P. A numerical method for computing the overall response of nonlinear
composites with complex microstructure. Comput Methods Appl Mech Eng. 1998;157
(1–2):69–94. https://doi.org/10.1016/S0045-7825(97)00218-1.

51. Gélébart L, Mondon-Cancel R. Non-linear extension of FFT-based methods accelerated by
conjugate gradients to evaluate the mechanical behavior of composite materials. Comput Mater
Sci. 2013;77:430–9. https://doi.org/10.1016/j.commatsci.2013.04.046.

52. Balay S, Brown J, Buschelman K, Eijkhout V, Gropp WD, Kaushik D, Knepley MG, McInnes
LC, Smith BF, Zhang H. PETSc users manual. Technical report, 2013.

53. Kelley CT. Iterative methods for linear and nonlinear equations, Frontiers in applied mathe-
matics, vol. 16. Philadelphia: Society for Industrial and Applied Mathematics; 1995. www.siam.
org/books/textbooks/fr16_book.pdf.

54. Oosterlee CW, Washio T. Krylov subspace acceleration of nonlinear multigrid with application
to recirculating flows. SIAM J Sci Comput. 2000;21(5):1670–90. https://doi.org/10.1137/
S1064827598338093.

55. Chen Y, Shen C. A Jacobian-free Newton-GMRES(m) method with adaptive preconditioner
and its application for power flow calculations. IEEE Trans Power Syst. 2006;21(3):1096–103.
https://doi.org/10.1109/TPWRS.2006.876696.

56. Eisenstat SC, Walker HF. Choosing the forcing terms in an inexact Newton method. SIAM J Sci
Comput. 1996;17(1):16–32. https://doi.org/10.1137/0917003.

57. Andreev VI, Cybin NY. The inhomogeneous plate with a hole: Kirsch’s problem. Procedia Eng.
2014;91:26–31. https://doi.org/10.1016/j.proeng.2014.12.006.

1372 P. Shanthraj et al.

https://doi.org/10.1016/S0045-7825(97)00218-1
https://doi.org/10.1016/j.commatsci.2013.04.046
http://www.siam.org/books/textbooks/fr16_book.pdf
http://www.siam.org/books/textbooks/fr16_book.pdf
https://doi.org/10.1137/S1064827598338093
https://doi.org/10.1137/S1064827598338093
https://doi.org/10.1109/TPWRS.2006.876696
https://doi.org/10.1137/0917003
https://doi.org/10.1016/j.proeng.2014.12.006

	43 Spectral Solvers for Crystal Plasticity and Multi-physics Simulations
	1 Introduction
	2 Fundamentals and Thematic Classification
	3 Finite Strain Framework
	3.1 Constitutive Modeling

	4 Formulation/Solution Strategy
	4.1 Mechanics
	4.2 Thermo-mechanics
	4.3 Damage-Mechanics

	5 Implementation
	5.1 Fast Fourier Transform
	5.2 Calculation of Gradients
	5.3 Reference Stiffness
	5.4 Boundary and Initial Conditions
	5.5 Numerical Solution
	5.5.1 Nonlinear Richardson
	5.5.2 Nonlinear GMRES
	5.5.3 Inexact Newton-GMRES

	5.6 Algorithm
	5.7 Convergence Criteria

	6 Examples
	6.1 Mechanics: Kirsch´s Plate
	6.2 Thermo-mechanics: Plastic Dissipation and Thermal Expansion in a Polycrystal
	6.3 Damage-Mechanics: Polycrystalline Fracture

	7 Summary
	References




