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Abstract Threats on the Internet are posting high risk to information security and
network anomaly detection has become an important issue/area in information
security. Data mining algorithms are used to find patterns and characteristic rules in
huge data and this is very much used in Network Anomaly Detection System
(NADS). Network traffic has several attributes of qualitative and quantitative nat-
ure, which needs to be treated/normalized differently. In general, a model is built
with the existing data and the system is trained with the model and then used to
detect intrusions. The major and important issue with such NADS is that the
network traffic changes over time; in such cases, the system should get trained
automatically or retrained. This paper presents an adaptive algorithm that gets
trained according to the network traffic. The presented algorithm is tested with
Kyoto University’s 2006+ Benchmark dataset. It can be observed that the results of
the proposed algorithm outperform all the known/commonly used classifiers and
are very much suitable for network anomaly detection.
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1 Introduction

Internet has brought huge potential for business and on the other hand, it poses lots
of risk for the business. Internet is a global public network [1]. Intrusion is a
deliberate, unauthorized, illegal attempt to access, manipulate, or take possession of
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information system to render them unreliable or unusable. Intrusion detection is the
process of identifying various events occurring in a system/network and analyzing
them for the possible presence of intrusion. Intrusion Detection Systems (IDS) can
be classified into three types based on the method on which intrusion is detected
namely signature-based, anomaly-based, and hybrid. Statistical methods and clus-
tering are used for anomaly detection systems [1]. The availability of higher
bandwidth and sophisticated hardware and software, the need to detect intrusions in
real-time, and the adaptation of the detection algorithm to the ever-changing traffic
pattern are a big challenge. IDS should adapt to the traffic behaviors and learn
automatically. In this paper, an algorithm is proposed for network anomaly
detection. The results, i.e., performance metrics of the experiment, are encouraging.
The proposed algorithm can detect new/unknown attacks and can learn and adapt
automatically based on the network traffic.

The organization of the paper is as follows: Sect. 2 gives the background and the
literature surrounding IDS with necessary performance metrics. The problem
description and the algorithm development are discussed in Sect. 3. In Sect. 4, the
dataset, data preprocessing, data normalization, and the training and test dataset
generation used in this study are discussed. The experiment and the results are
discussed in Sect. 5. Conclusions and future work are in given in Sect. 6.

2 Background and Related Work

Panda M. et al. proposed Naïve Bayes for Network Intrusion Detection and found
that the performance of Naïve Bayes is better in terms of false-positive rate, cost,
and computational time for KDD ’99 datasets, and same was compared with
backpropagation neural networks approach [2]. Jain et al. in their work have
combined information gain with Naïve Bayes for improving the attack detection
and have observed higher detection rate and reduced false alarm [3]. Muda Z. et al.
in their work have used k-means to cluster the data and used Naïve Bayes classifier
to classify the KDD Cup99 [4] data and have achieved better performance than
Naïve Bayes classifier [5]. They have achieved 99.7% accuracy, a detection rate of
99.8%, and 0.5 false alarm rate.

FVBRM model is proposed by the authors of [6] for feature selection and
compared it with other selection methods by reducing the features of the dataset and
then classifying with Naive Bayes classifier. There is no mention about how the
qualitative and quantitative attributes are treated. The authors of [7] have compared
the results of Naïve Bayes algorithm with decision tree and concluded that from the
performance point of view Naïve Bayes provides competitive results for KDD 99 [8]
dataset. K-means clustering algorithm was applied for intrusion detection and
concluded that k-means method is very efficient in partitioning huge dataset and has
better global search ability [9, 10]. K-means clustering is a good unsupervised
algorithm used to find out structured patterns in the data but the computational
complexity is high for its application in intrusion detection. A novel density based
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k-means cluster was proposed for signature-based intrusion detection [11] where
results show improved accuracy and detection rate with reduced false-positive rate.
It is not very clear that which normalization technique was used and how the discrete
and continuous data was treated. Sharma et al. [12] proposed k-means clustering via
Naïve Bayes for KDD Cup ’99 dataset. This approach outperforms the Naïve Bayes
in terms of detection rate and higher false positives which is a concern.

S.M. Hussein et al. in their work compared the performance of Naïve Bayes,
Bayes Net, and J48graft, and recorded that Naïve Bayes performs better in terms of
rate of detection and time to build model, whereas J48 was better in terms of false
alarm rate [13]. Earlier works which were reviewed in this section tried in achieving
higher performance with the help of preprocessing/feature reduction and have
achieved performance improvements. The study of the existing literature reveals the
need for a novel algorithm to detect unknown attacks because they have not con-
sidered the following points: (a) Ever-changing network traffic/speed, new attacks,
and the need for the algorithm to adapt itself and learn/get trained automatically
from the changing traffic; (b) The ability of the algorithms/methods described in the
literature to perform well for datasets other than the tested ones. The algorithms
were tested with the only one dataset; (c) Either attack or normal data is used for
training and not both; (d) Network traffic data contains features that are qualitative
or quantitative nature and has to be treated differently and have to use different
preprocessing/normalization technique; and (e) Earlier works have measured
accuracy, detection rate, and false alarm rate only as a performance measure which
may not be sufficient; measures such as F-score and sensitivity are required for
evaluating an algorithm/method.

2.1 Metrics for Intrusion Detection Performance

The choice of NADS for a particular environment is a general problem, represented
precisely as intrusion detection system’s evaluation [14]. For an anomaly detection
system, False Alarm Rate (FAR) and the Detection Rate (DR) are basic factors and
their trade-off can be analyzed with Receiver Operating Characteristic (ROC) curve.
The above-mentioned basic factors FAR and DR are not sufficient to evaluate the
performance of IDS [15]. So the evaluation of IDS should take into account the
environment where the IDS is being deployed, its maintenance costs, operating
environments, likelihood of attacks, cost toward false alarm and missed detections,
etc. [14]. The following section explains the performance metrics, which needs to
be considered while deploying/deciding on IDS/anomaly detection system and
these measures are used for evaluation of the algorithm proposed. Attacks that are
detected correctly as attacks are referred as True Positives (TP) and normal con-
nections detected as normal connections are True Negatives (TN). The following
Table 1 is the general confusion matrix used in intrusion detection evaluation. The
values in the matrix represent the performance of the prediction algorithm. TP rate
determines the security requirement and the number of FP’s determines the
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usability of the IDS. There is always a trade-off between the two metrics, precision
and recall. For an IDS to be effective, the FP and FN rates should be minimized and
accuracy, and TP and TN rates to be maximized [16].

Table 2 gives the details about the various performance measures for the eval-
uation of IDS.

F-Score

The harmonic mean between precision and recall is called as F-score/F-measure.
F-score is considered as a measure of the accuracy of a test. Good IDS performance
is achieved by improving both precision and recall. Both precision and recall are
considered for computing F-score. An F-score of 1 is considered as best and 0 as
worst:

F −Score =
2 * P *R
P+R

ð1Þ

Table 1 Confusion matrix

Confusion matrix Predicted value
Attack Normal

Actual value Attack True Positives (TP) False Negatives (FN)
Normal False Positives (FP) True Negatives (TN)

Table 2 Performance measures used to evaluate IDS

S. no. Performance metric Description Formula

1. Detection Rate/Positive
Prediction
Value/Precision

Proportion of the predicted positives which are
actual positive (or) fraction of test data
detected as attack which is actually an attack

(TP + FP)

2. Accuracy Measure to test the overall accuracy. It can be
delineated as the percentage of correct
prediction among the whole dataset

(TP + FP
+ FN +
TN)

3. False Alarm Rate False-positive rate (FPR) also known as false
alarm rate (FAR) refers to the proportion of
normal packets being falsely detected as
malicious

(FP + TN)

4. Sensitivity/True
Positive Rate/Recall

The fraction of attack class which is correctly
detected (or) proportion of actual positives
which are predicted as positives

(TP + FN)
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3 Problem Description and Approach/Algorithm
Development

Supervised algorithms significantly outperform unsupervised algorithms in detect-
ing known attacks. For those problems where the test data is drawn from different
distributions, semi-supervised learning methods offer a promising future [17]. The
dramatic increase in the speed of the networks has made the existing policies and
network anomaly intrusions detection systems vulnerable to intrusion than ever
before. Thus, making the existing IDS useless unless they adapt to the new trends,
i.e., adapt to the ever-changing network traffic and learn automatically. Adaptive
Network Anomaly Detection Algorithm (ANADA) proposed in this study uses
labeled dataset for initial learning and adapts itself to the changing traffic patterns.
The proposed ANADA algorithm used simple statistical measures such as mean,
median, and norm (distance measure). This algorithm uses normalized data, i.e., the
normalization of training data is described in the data preprocessing section. The
uniqueness of the algorithm is given below:

• The algorithm uses both attack and normal data for training;
• The algorithm adapts itself the new traffic by modifying the training dataset with

the test dataset;
• At each test instance, the algorithm decides whether the test data is worth being

included/replaced with an instance of training data;
• The algorithm is very simple and can be easily parallelized for performance

improvements; and
• This algorithm uses a new distance measure, i.e., 0.8 norm (given in Eq. 2).

3.1 Adaptive Network Anomaly Detection Algorithm
(ANADA)

Input: Training dataset and testing dataset: a—attack training dataset; n—normal
training dataset; and t—testing dataset.

Output: Anomaly detection performance metrics such as detection rate, FAR,
sensitivity, F-score, etc.

Generate initial population/training dataset that has equal number (5000) of
attacks and normal traffic features.

Training Phase: The training dataset is grouped based on the label as attack and
normal sessions. 5000 attack records and 5000 normal records are used for training.
Find the centroid of the attack class and normal class. For numerical attributes, the
mean (or) average is calculated and for the categorical attributes, median is cal-
culated. The centroid will be a set of values.

Testing Phase: For each record in the testing data, the following steps are
followed:
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BEGIN

1. Initialize the necessary variables such as counters and loop index etc.
2. Read the attack and normal traffic data. // attack data is referred as a[5000] [7]

and normal data as n[5000] [7].
3. Evaluate mean for first 12 attributes and median for next 2 attributes for both

attack and normal data //ma referred as mean of train attack data and mn
referred as mean of train normal data.

4. Read the test data // test data is referred as t[5000] [7] 15th column is the actual
label and 16th column will be used for computed label.

5. Compute the distance between the test data and the centroid of the
attack/normal dataset using 0.8-norm as given in Eq. 2:

Xj j=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑n
k=1 ai− tij j0.80.8

q

ð2Þ

6. If the test data is closer to normal centroid and the distance between test data
and normal centroid is less than 1.5 times of the distance between the normal
and attack centroid, then it is labeled as normal else an attack.

7. After labeling the test data, decision has to be made whether to replace the test
data with the training data.

8. If the new test data is attack/normal, the decision has to be made whether the
new data has to be replaced with the attack/normal training data or not. This is
done by calculating the distance between the test data and the attack/normal
centroid and the ith (counter used for replacement) row of attack data and the
centroid of the attack/normal. The distance is calculated using 0.8-norm as
given in Eq. 2. If the new test data is closer to the centroid than the ith data,
then replace the ith data with the new one.

9. Repeat the above steps for all the test data. The algorithm is given in the next
Sect. 3.1.

10. Calculate the TP, TN, FP, FN, sensitivity, specificity, FAR, accuracy, detection
rate, F-score, etc.

END //end of algorithm.

4 Datasets for Experimentation

In this paper, the publicly available dataset Kyoto 2006+ datasets is used for
experimentation.
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4.1 Kyoto 2006+ Dataset

Kyoto 2006+ [18] dataset is a network intrusion evaluation/detection dataset which
was collected from various honeypots from November 2006 to August 2009. Real
network traffic traces were captured in this dataset. This data has 24 statistical
features, which include 14 features which were there in KDDCUP ’99 dataset and
additional ten features for effective investigation. This study uses August 31, 2009,
data and has used the first 14 features (conventional features) and the label which
indicates whether the record is an attack or normal. As the study does not distin-
guish between the known and unknown attack, both are represented as attack only.
The unknown attacks in this dataset are very minimal and that is also another reason
for not distinguishing known and unknown attack.

4.2 Data Preprocessing

Raw data needs to be preprocessed before fed into any learning model and the most
used technique is normalization [19]. Network traffic data contains features that are
qualitative or quantitative nature and have to be treated differently. The values of
attributes with high values can dominate the results than the attributes with lower
values [20]. The dominance can be reduced by the process of normalization, i.e.,
scaling the values within certain range. The quantitative attributes can be normal-
ized by various techniques, such as (1) mean-range normalization, (2) frequency
normalization, (3) maximize normalization, (4) rational normalization, (5) ordinal
normalization, (6) softmax scaling [21], and (7) statistical normalization, whereas
applying the above normalization techniques for qualitative data will not be
meaningful. For qualitative data, the general approach is to replace the values with
numerical values. Though this seems simpler, it does not consider the semantics of
the qualitative attributes. In this study, the following probability function is used for
normalizing the qualitative data [2, 20]:

fx xð Þ=Pr X=xð Þ=Pr s∈S:X sð Þ=xf gð Þ ð3Þ

Based on the above equation, the qualitative data are converted into quantitative
data in the range of [0–1]. In this study, for quantitative attributes, mean-range
normalization is used [22]:

Xi=
við Þ−min við Þ

max við Þ−min við Þ ð4Þ

The reason for choosing the mean range (for quantitative attributes) and prob-
ability function (for qualitative attributes) is because this normalization technique
yields better results in terms of time and classification rate [2 and 8]. There are two
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qualitative attributes, i.e., flag and service; and all the other 12 attributes are
quantitative. The mean-range normalization is applied for quantitative attributes and
the above probability function is used for qualitative attributes.

4.3 Dataset Generation for Training and Testing

The framework used in the study uses both normal and malicious (attack) data for
training. In general, the system is trained using either normal data or attack data.
This is one of the unique characteristics of the algorithm which makes it suitable for
adaptive learning, i.e., the system is automatically trained based on the
testing/network traffic data. The data pertaining to date August 31, 2009 of Kyoto
2006+ dataset is used for this study and this dataset has 134665 records, out of
which 44257 (32.9%) are normal and the 90408 (67.1%) are attack data records.
There were a lot of duplicate records (42.2%) which were removed before the
experimentation. From the above statistical information, it can be observed that the
attack data dominates the dataset which is not a general case and there are a lot of
duplicates.

In this study, the procedure was devised in selecting the testing/training data in
such a way that the above observations do not dominate the detection procedure and
this can be used for all the datasets. In this study, the training dataset consists of
5000 attack and 5000 normal records. Four sets of testing records were generated in
the following manner for Kyoto 2006+ dataset. These records were chosen in
random using SPSS Statistics V20 after removing the duplicates.

Dataset1 (Test Case-1) consists of 10000 records of which 10% are attack and
the rest 90% are normal records.

Dataset2 (Test Case-2) consists of 10000 records of which 20% are attack and
the rest 80% are normal records.

Dataset3 (Test Case-3) consists of 20000 records of which 10% are attack and
the rest 90% are normal records.

Dataset3 (Test Case-4) consists of 20000 records of which 20% are attack and
the rest 80% are normal records.

The reason for choosing the above configuration was that in general, the number
of attacks will not be more than 20% of the records.

5 Experimental Results and Discussions

The ANADA described earlier in this study is implemented using Matlab version
7.12.0.635 (R2011a). The experiments were carried out on a system with Intel
Core i3 2.53 Ghz CPU and 4 GB memory running Window 8 Professional 64-bit
Operating System. Microsoft Office Professional Plus 2010 & SPSS Statistics V20
were used for data preprocessing.
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Kyoto 2006 dataset is preprocessed as given above and the training data was fed
to the algorithm for learning. There are four test cases namely test-case1, test-case2,
etc. The test cases are fed one by one and the results are recorded. The results are
given in Table 3 and Fig. 1. Table 3 clearly depicts the various anomaly detection
evaluation performance measures of ANADA algorithm for Kyoto 2006+ dataset.
The results need to be compared with the other techniques. Naïve Bayes classifi-
cation was used because of the reason that it is a simple classification scheme and

Table 3 IDS performance comparison of ANADA with Naïve Bayes (Kyoto 2006+)

Kyoto dataset Detection
rate

Accuracy False alarm
rate

F-score

Test
Case-1

NB Train and
Test

0.7229 0.9616 0.0426 0.8388

NB 10-Fold 0.7223 0.9615 0.0423 0.8380
ANADA 0.8861 0.9773 0.0127 0.8866

Test
Case-2

NB Train and
Test

0.8499 0.9646 0.0441 0.9187

NB 10-Fold 0.8512 0.9642 0.0435 0.9175
ANADA 0.9402 0.9750 0.0149 0.9373

Test
Case-3

NB Train and
Test

0.7244 0.9619 0.0422 0.8398

NB 10-Fold 0.7266 0.9621 0.0417 0.8404
ANADA 0.8085 0.9727 0.0251 0.8744

Test
Case-4

NB Train and
Test

0.8484 0.9641 0.0446 0.9176

NB 10-Fold 0.8525 0.9644 0.0430 0.9178
ANADA 0.9336 0.9666 0.0159 0.9148

Fig. 1 Performance comparison of ANADA with NB and NB 10 Fold (Kyoto 2006+ dataset)
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provides better results in terms of detection rate and FAR. Naïve Bayes is a
supervised algorithm based on Bayes’ theorem with the “Naïve” assumption that
the features are strongly independent and mathematically this is given in Eq. 5.

PðX1, . . . ,XnjYÞ= πPðXijYÞ ð5Þ

Naïve Bayes model was built using the same training set with 5000 attack and
5000 normal vectors. All the four test cases were re-evaluated with the model built
and the results are tabulated. In addition to above, the test cases were evaluated
using Naïve Bayes (NB) 10-fold cross-validation. The cross-validation is a process
of repeatedly carrying out the experiment 10 times so that each subset is used as test
set at least once. This is used to estimate the accuracy and this has been found to be
effective when there is sufficient data. The results of the NB Train and Test, NB
10-fold cross-validation, and ANADA are given in Table 3 and the same is
depicted as graphs in Fig. 1.

From the above table, it can be clearly observed that DR and accuracy of
ANADA are higher in all the cases and F-score of ANADA is also higher in all the
cases except for test case-4 which is marginally low. False Alarm Rate (FAR) is
lower than NB’s Train and Test and 10-fold cross-validation in all the cases which
qualifies the usability of the algorithm.

6 Conclusions and Future Work

In this study, a novel adaptive algorithm has been proposed. The proposed method
uses the labeled dataset for training but can adapt/learn itself and can detect new
attacks. The performance measures of the algorithm can still be improved by
combining this algorithm with feature weights. The algorithm has good potential to
be parallelized. The future work shall focus on parallelizing the algorithm using
GPGPU processors for achieving performance as energy efficiency has become the
prime concern for the computer industry. Different sensors for different protocol
types can be used for performance improvements. The authors are working on
improving the algorithm and modifying it for flow-based anomaly detection.
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