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Abstract The Particle Swarm Optimization (PSO) Algorithm attempts on the use of

an improved range for inertia weight, social, and cognitive factors utilizing the Pareto

principle. The function exhibits better convergence and search efficiency than PSO

algorithms that use conventional linearly varying or exponentially varying inertia

weights. It also presents a technique to intelligently navigate the search space around

the obtained optima and looks for better optima if available and continue converging

with the new values using a velocity restriction factor based on the Pareto principle.

The improvised algorithm searches the neighborhood of the global optima while

maintaining frequent resets in the position of some particles in the form of a mutation

based on its escape probability. The results have been compared and tabulated against

popular PSO with conventional weights and it has been shown that the introduced

PSO performs much better on various benchmark functions.
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1 Introduction

Particle Swarm Optimization (PSO) is a computational algorithm that simulates nat-

ural swarm behavior most notably found in certain species of birds, fish, and bees.

Kennedy and Eberhart introduced this algorithm in 1995 [1, 2]. The particles in a

swarm, analogous to flock of birds or fish in a school, move around the search space

in a predefined pattern that is close to the natural search of a bird for its food which

is the global optima. The communication between members of a flock is also simu-

lated and each particle in the swarm is aware of its own optima and the best optima

among the swarm. Different particles explore in different velocities and from differ-

ent positions, all of which are randomized to obtain results close to the natural order

of swarming [3].

PSO being faster in terms of iterations and processing time has progressed rapidly

in recent years and has been used for problems in Artificial intelligence, Material

design, and various fields that require a quick optimization [4, 5]. Conventional PSO

gets stuck at a local minimum [6]. Research has been focused on trying to accelerate

the convergence speed and achieving a better accuracy [7–9]. Reported literature has

shown either a linearly decreasing pattern alone or a combination of two different

algorithms, popularly known as hybrid algorithms, which are comparatively slow

on convergence [10–12]. The improvised algorithm attempted in this paper has a

varying inertia weight based on the Pareto principle, thus enabling it to converge to

a better value with more precision.

To achieve the above-mentioned superiority over the other algorithms, three tech-

niques have been introduced. The first technique, the velocity restriction is based

on the Pareto principle (or the 80-20 rule) [16, 17]. The second technique is on a

mutation-based term called the escape probability, which allows for a way of doing

extensive exploration which focuses on finding other local optima easily. The third

technique uses an improved inertia weight [10], which will progressively converge

the search toward the minima over higher iterations. The designer is allowed to set

the cognitive and social parameters, so that the user has control over the neighbor of

convergence, either toward the pbest or gbest depending on the requirement of the

algorithm. At every iteration, there is a condition for mutation that is based on its

escape probability, which is the number of times it moves out of the boundary. This

serves a dual purpose of maintaining the position within the search space of interest

and also mutates the position of the particle frequently. This frequency is controlled

by the escape probability, which is in turn controlled by the initial velocity that is

set by the designer. Combining the three techniques—mutation, velocity restriction,

and the refined inertia weight (based on the Pareto principle) the algorithm has been

made adaptive and intelligent to work with varied functions. Simulation results have

been produced to show better convergence and precision.
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2 Particle Swarm Optimization

The algorithm was first proposed by considering a swarm of particles of size N [1,

2]. The optimum position in the search space was found by these particles using their

swarm intelligence. The conventional PSO uses five basic principles namely Quality

principle, Proximity principle, Stability principle, Diverse response principle, and

Adaptability principle [1]. At the start of the PSO, the number of variables D is ini-

tialized and the objective function f is specified. The required parameters such as

population size, swarm size, total number of iterations itmax, cognitive factor c1,

social factor c2, and inertia weight w are initialized. The independent variables are

given their boundary conditions in which they can search for the best optimum posi-

tion. The random values of position and velocity are initialized as the pbest values

for each particle, and gbest value for the swarm. pbest is defined as the personal best

of each particle and gbest is the global best of swarm. In the given search space, the

new position value is found by each of the particles. The position and velocity are

calculated using the Eqs. (1) and (2) given below.

vDi = w ∗ vDi−1 + c1 ∗ rand1di ∗ (pbestdi − xdi ) + c2 ∗ rand2di ∗ (gbestd − xdi ) (1)

xdi = xdi−1 + vdi (2)

Where vDi is the velocity of the current iteration for each argument, w is the inertia

weight [10]. rand1di and rand2di are two random distributions that range between 0

and 1. xdi is the position of each particle that will be updated from its previous value.

The new position value is compared and checked with its preceding value. If the

new position value is found to be better than the preceding value, the pbest value

is updated else the preceding value is retained. The best among the pbest of all the

particles is taken, if that value is better than the preceding gbest, then it is replaced as

the gbest value, else the older value is retained. Inertia weight significantly affects the

accommodation between exploitation and exploration in the PSO process. Different

variants of PSO can be obtained by changing parameters such as the cognitive and

social factor, different inertia weights, swarm size, network topologies in PSO, etc.

[13]. Hybridization and multi-objective are some of the variants. In hybridization,

for example, Genetic Algorithm and PSO can be combined; GAs mutation technique

can be combined with PSO to prevent PSO from getting stuck at local optima [14].

3 Improvised PSO

The difference between conventional PSO [1, 2] and the improvised PSO is that it has

techniques for mutation, velocityrestriction, and improvised ranges for factors that

affect PSO. This PSO works just like the conventional PSO except for the fact that it

has a restricted search in different range of weights, and velocity restriction based on

the Pareto principle. The Pareto principle states that 20% of the cause is responsible
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for 80% of the outcome or vice versa, depending on the perspective. Applying this,

the inertia weight, which is calculated using Eq. (3) is varied from values between

0.8 to 0 to cover 80% of the area which is a higher neighborhood of exploration, to

find the rest 20% of the local optima after convergence has started.

wi = wmax − (wmax − wmin)
itmax

∗ it (3)

Where wi is the weight of each iteration, wmax is around 0.8 and wmin is around 0.

Values taken in the trials are 0.7 and 0.1, respectively. itmax denotes the maximum

number of iterations considered and it denotes the current iteration. Also, a technique

of velocity restriction, calculated using the Eq. (4) that modifies the effect of the

preceding velocity on the existing position, is included.

Vr = e
−it

k∗itmax (4)

Where Vr is the velocity restriction factor. k is a constant, whose value is taken as 4

for an optimum range. Equation (4) should be multiplied along with velocity during

every iteration to restrict its boundary. It decreases exponentially and the speed can

be modified by changing the value of k by the user depending on the need. Frequent

mutations are performed to help the exploration process, determined by an escape

probability. This escape probability is calculated using an algorithm that also pre-

vents the particle to move out of the boundary, thus stabilizing the swarm search.

The Pseudo code for the improvised PSO is given in Fig. 1.

Fig. 1 Pseudo code for improvised PSO
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4 Simulation Results and Analysis

The improvisation performed on Particle Swarm Optimization (PSO) was tested on

benchmark functions and the results acquired are improved comparatively [10–12].

The Code was simulated in Matlab using a PC with core I3 4005u, 1.7GHz, and 4

GB RAM. Benchmark functions used are (a) Sphere function, which is continuous,

unimodal, and has D local minima (b) Rastrigin function, which is multimodal and

has several local minima (c) Rosenbrock function, also known as valley or banana

function, is unimodal (d) Michalewicz function, which is multimodal and has D local

minima and are usually referred as valleys and ridges (e) Shubert function, which has

many local and global minimas. The results have been obtained for 220 iterations and

over 30 independent trials with 100 particles. The search has been done over a search

space of [−5.12, 5.12] for (a), (b), (c), and (e) functions and [−𝜋, 𝜋] for (d), as given

in [18]. Table 1 shows the 2D plot between mean function value of all particles and

number of iterations of Sphere, Rastrigin, Rosenbrock, Michalewicz, and Shubert

functions, respectively, including equations and 3D plots.

Table 1 shows plots for the benchmark functions, for (a), (b), (c) the y-axis for

the 2D plot is indexed in powers of 10, as the expected values from mathematical

calculation [18] are close to zero. For (d), (e) the y-axis is in real values. Table 2

shows the iteration at which the minimum value is obtained for each benchmark

function. Combining 2D plots from Tables 1 and 2, various inferences can be made.

In Table 1 for the Shubert function, which is multimodal, a large number of spikes

can be seen, which denote various particles exploring other parts of the search space

for potential global minima until the 220 iterations end, whereas the minima has

been reached at around the 26th iteration in Table 2. This demonstrates the ability of

the algorithm to explore exhaustively even after getting settled at the minima, due

to the mutation factor introduced using escape probability. For the sphere function,

which has a single minima, the algorithm tries to obtain the best possible value, from

Table 3, it can be seen that the algorithm is precise up to 10−71 on an average. In such

functions, the algorithm is able to choose exploitation over exploration thus leading

to much better values as proven in Table 4.

In Table 3, X1 denotes the position in the first dimension. X2 denotes the position

in the second dimension and fgbest is the fitness value that is dependent on X1 and

X2 as described by equations in Table 1. Table 3 shows the values of X1, X2, and

fgbest using the Eqs. (5), (6), (7), (8), and (9) for various benchmark functions.

In Table 3, the best-fit column denotes the best value obtained. This value is the

global minimum that has been obtained through the algorithm over the trials. The

mean and standard deviation denote the algorithms variation from the best-fit value.

It has been shown that the algorithm performs with minimal variance for most of

the benchmark functions when the fgbest value is concerned. Incase of X1 and X2,

the average and the standard deviation are close to the expected values, except in

case of (e), the Shubert function, as the function exhibits the same minimum value

at multiple points in the given search space. This discrepancy is expected out of such

a function and can be verified mathematically [18].
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Table 4 shows the fgbest values using the introduced algorithm, i.e., the fitness

value and it is compared with [11, 12, 15]. The proposed algorithm exhibits much

Table 1 Equations and rate of convergence plots for various benchmark functions

SphereFunction : f =
D∑

i=1

x2
i (5)

RastriginFunction : f =
D∑

i=1

x2
i − 10cos(2πi) + 10 (6)

RosenbrockFunction : f =
D−1∑

i=1

100(xi+1 − xi)2 + (xi − 1)2 (7)

(continued)
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Table 1 (continued)

MichalewiczFunction : f = −
D∑

i=1

sin(xi) ∗ sin(
ix2

i

π
)20 (8)

ShubertFunction : f =
D∏

i=1

s∑

j=1

jcos((j + 1) ∗ xi + j)) (9)

Table 2 Iterations at which benchmark functions converge

Function Iterations at which the gbest values are obtained

Mean Std. dev. Fastest Slowest

Sphere 220 220 220 220

Rastigin 88.0333 6.8956 78 109

Shubert 26.2 2.2652 23 31

Michelawicz 30.0333 3.0904 26 40

Rosenbrock 136.5333 5.3092 128 148

better values in unimodal functions like Sphere function, and almost precise values

in multimodal functions like the Rastrigin, Rosenbrock, Michalewicz, etc.

Table 4 contains the comparison of mean and standard deviation on the bench-

mark functions such as Spherical, Rastrigin, Michaelwicz, and Shubert.
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Table 3 Results obtained of the algorithm on various benchmark functions

Benchmark functions Mean Std. dev. Best fit Worst fit Expected

value [18]

Sphere X1 –1.45E-37 8.87E-37 6.87E-37 –4.79E-36 0

X2 –5.60E-37 3.49E-36 2.30E-36 –1.89E-35 0

Fgbest 1.29E-71 6.54E-71 1.23E-82 3.58E-70 0

Rastrigin X1 –1.63E-09 2.38E-09 –3.75E-09 3.51E-09 0

X2 –4.79E-10 2.03E-09 –3.73E-09 2.89E-09 0

Fgbest 0 0 0 0 0

Shubert X1 –0.6728 1.5338 –1.4266 4.8581 Several

minima

X2 –0.2959 2.0768 –1.4252 4.8580 Several

minima

Fgbest –186.725 0.0077 186.7304 –186.705 –186.7309

Michalewicz X1 2.2029 5.87E-10 2.2029 2.2029 2.20

X2 1.5708 2.11E-09 1.5708 1.5708 1.57

Fgbest –1.8013 6.77E-16 –1.8013 –1.8013 –1.8013

Rosenbrock X1 1 0 1 1 1

X2 1 0 1 1 1

Fgbest 0 0 0 0 0

Table 4 Performance comparison amongst literature and introduced algorithm on benchmark

functions

Function name [11] [12] [15] Obtained

results

Mean Sphere 2.46E-11 1.44E-23 3.80E-27 1.29E-71

Rastrigin NA 0.01 0.01 0

Michalewicz –1.8769 –1.8947 –1.8966 –1.8013

Shubert –186.704 –186.728 –186.717 –186.725

Standard

deviation

Sphere 1.35E-10 7.86E-23 2.08E-26 6.54E-71

Rastrigin 0.1817 0.2524 0.2524 0

Michalewicz 0.0934 0.0906 0.0868 6.78E-16

Shubert 0.1418 0.0119 0.0762 0.0077
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Rosenbrock function is neglected due to unavailability of information. The best

value amongst the compared values is highlighted. On comparison of the mean val-

ues with [11] and [15], it is seen that there is 1060 increase and a 1044 increase,

respectively, for sphere function. For Rastrigin function, the expected value of 0

has been obtained. For Michelawicz function, the expected value has been obtained.

For Shubert function, [12] exhibits the best value, and the proposed algorithm is

only second to it with an error of 0.0016%. In Table 3, it has also been shown that

the algorithm produces the expected result for Rosenbrock function.

5 Conclusion

The PSO variant introduced in the paper has three modifications, namely, a new

range of linearly varying inertia weight to work with most real-time and natural order

functions that follow the exponential rule, a mutation technique to control particles

that move too fast and increase exploration capability, and a velocity restriction factor

that converges the search space exponentially over the given range. The algorithm

has been proven to work well for both unimodal and multimodal functions. It can

especially tackle multimodal functions better due to the inclusion of the Pareto effect

in various phases of the algorithm. The algorithm seems to be promising for any

number of dimensions with any function and is expected to produce a better solution.

Improvement of the order of 1040 is seen in spherical function and expected values

have been obtained in other benchmark functions.
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