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Preface

Social media greatly facilitate the creation, delivery, and consumption of online con-
tent. Huge amounts of user-generated content are spread in social media platforms,
offering us an unprecedented opportunity to study human society, including collective
behavior modeling, user profiling, sentiment analysis, information propagation, net-
work analysis, and many other tasks. Meanwhile, social media processing requires the
integration of computer science and social science. The 6th National Conference on
Social Media Processing (SMP 2017) was held in Beijing, China, in 2017, with the
purpose of promoting original research in mining social media and applications,
bringing together experts from related fields such as natural language processing, data
mining, information retrieval, and social science, and providing a leading forum in
which to exchange research ideas and results in emergent social media processing
problems.

In this year, we received 140 valid submissions in total, a new record for SMP
conferences. These submissions were divided into seven tracks according to their
topics, including SMP-KDD (knowledge discovery from data), SMP-NET (social
networks), SMP-NLP (natural language processing), SMP-SENT (sentiment analysis),
SMP-SOC (computational social science), SMP-CCC (computational communication),
and SMP-PRO (user profiling). Each track had two area chairs who were responsible
for giving meta-reviews and decision suggestions for each paper in the track. Each
paper was peer reviewed by at least three members of the Program Committee
(PC) composed of international experts in natural language processing, data mining,
information retrieval, complex network, and social sciences.

The PC members together with the area chairs worked hard to select papers through
a rigorous review process and via extensive discussions. The competition was very
tough; only 28 English papers were accepted. The conference also featured invited
talks from outstanding researchers in social media processing and related areas: Tong
Zhang (Tencent AI Lab), Shuicai Shi (TRS corporation), Tieyan Liu (Microsoft
Research of Asia), Jie Tang (Tsinghua University), Wei Wang (University of Cali-
fornia, Los Angeles), Tao Zhou (University of Electronic Science and Technology of
China), Bing Qin (Harbin Institute of Technology), and Tianguang Meng (Tsinghua
University).

Without the support of several funding agencies and industrial partners, the suc-
cessful organization of SMP 2017 would not have been possible. We would also like to
express our gratitude to the Steering Committee of the special group of Social Media
Processing of the Chinese Information Processing Society for all their advice and the



Organizing Committee for their dedicated efforts. Last but not least, we sincerely thank
all the authors, presenters, and attendees who jointly contributed to the success of SMP
2017.

September 2017 Xueqi Cheng
Weiying Ma

Huan Liu
Huawei Shen

Shizheng Feng
Xing Xie
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Locality-Sensitive Hashing for Finding Nearest
Neighbors in Probability Distributions

Yi-Kun Tang, Xian-Ling Mao(B), Yi-Jing Hao, Cheng Xu, and Heyan Huang

School of Computer Science and Technology, Beijing Institute of Technology,
Haidian District, Beijing 100081, China

{tangyk,maoxl,hyj,1120141839,hhy63}@bit.edu.cn

Abstract. In the past ten years, new powerful algorithms based on effi-
cient data structures have been proposed to solve the problem of Approx-
imate Nearest Neighbors search (ANN). To find the nearest neighbors in
probability-distribution-type data, the existing Locality Sensitive Hash-
ing (LSH) algorithms for vector-type data can be directly used to solve
it. However, these methods do not consider the special properties of
probability distributions. In this paper, based on the special properties
of probability distributions, we present a novel LSH scheme adapted to
angular distance for ANN search in high-dimensional probability distri-
butions. We define the specific hashing functions, and prove their local-
sensitivity. Also, we propose a Sequential Interleaving algorithm based on
the “Unbalance Effect” of Euclidean and angular metrics for probability
distributions. Finally, we compare, through experiments, our methods
with the state-of-the-art LSH algorithms in the context of ANN on six
public image databases. The results prove the proposed algorithms can
provide far better accuracy in the context of ANN than baselines.

Keywords: Approximate Nearest Neighbors · Locality Sensitive
Hashing · Arccos-distance

1 Introduction

In the past decade, we have witnessed an explosive growth of data on the Inter-
net. Billions of data are publicly available on the Web, and it brings both chal-
lenges and opportunities to traditional algorithms developed on small to median
scale data sets. Particularly, nearest neighbor search has become a key ingredi-
ent in many large-scale machine learning and computer vision tasks. In big data
applications, it is typically time-consuming or impossible to return the exact
nearest neighbors to the given queries. In fact, approximate nearest neighbors
(ANN) [13,24] are enough to achieve satisfactory performance in many applica-
tions, such as the image retrieval task in search engines. Moreover, ANN search
is usually more efficient than exact nearest neighbor search to solve large-scale
problems. Hence, ANN search has attracted more and more attention in this big
data era [24].

c© Springer Nature Singapore Pte Ltd. 2017
X. Cheng et al. (Eds.): SMP 2017, CCIS 774, pp. 3–15, 2017.
https://doi.org/10.1007/978-981-10-6805-8_1



4 Y.-K. Tang et al.

Because of its low storage cost and fast retrieval speed, hashing is one of
the popular solutions for ANN search [2,23]. The hashing techniques used for
ANN search are usually called similarity-preserving hashing or Locality Sensi-
tive Hashing (LSH), and its basic idea is to transform the data points from the
original feature space into a binary-code Hamming space, where the similarity in
the original space is preserved. More specifically, the Hamming distance between
the binary codes of two points should be small if these two points are similar
in the original space. Otherwise, the Hamming distance should be as large as
possible. With the binary-code representation, the storage cost can be substan-
tially reduced and the query speed can be dramatically improved for ANN search
[13,26]. For example, if we encode each point with 256 bits, we can store a data
set of 1 million points with only 32M memory.

Many hashing methods have been proposed by researchers from different
research communities. The existing hashing methods can be mainly divided into
two categories [17,26]: data-independent methods and data-dependent methods.
Data-dependent hashing methods [18,19,23,29], which are also called learning
to hash (LH) methods, whose hash functions are learned from the training data;
Data-independent hashing methods use simple random projections which are
independent of the training data for hash functions. Both Data-independent and
Data-dependent hashing methods have an important property that points with
high similarity will have high probability to be mapped to the same hashcodes.
Compared with the data-dependent methods, data-independent methods need
longer codes to achieve satisfactory performance [9], which will be less efficient
due to the higher storage and computational cost; However, the data-dependent
hashing algorithms are not dynamic, in contrast to the data-independent hashing
methods, which allow dynamically updates to the point set. In this paper, we
focus on the data-independent hashing methods.

A well-defined distance is crucial in data-independent hashing methods. Most
of the popular distances are subject to the metric axioms, i.e., non-negativity,
symmetry and triangular inequality. In existing LSH families, there are different
distances and corresponding LSH for different types of data. For vector-type
data, lp distance is often used to develop a LSH method, e.g. p-stable LSH [6],
Leech lattice LSH [1], Spherical LSH [27], and Beyond LSH [2]; Also, angle-
based metric (arccos) is popular for vector-type data, e.g. Random Projection
(PR) [1,4], Super-bit LSH [16], Kernel LSH [20], Concomitant LSH [7], and
Hyperplane hashing [14]; Chi-squared Distance [10] and Bregman divergence
[25] have also been used as similarity function for vector-type data. For set-type
data, Jaccard Coefficient based LSH include Min-hash [3], K-min Sketch [22],
Min-max hash [15], B-bit minwise hashing [21], and Sim-min-hash [30]. More
details refer to the paper [28] for a brief survey.

So far as we know, few works focus on the LSH algorithms for probability-
distribution-type data. The reason may be: (i) The distance metrics for prob-
ability distributions, e.g. KL-divergence and JSD, are not the well-defined dis-
tance metrics, which do not satisfy triangle inequality, and is hard to develop
similarity-preserved hashing; (ii) The performance of metrics for vector-type
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data is a pretty good approximation to, sometimes even better than, the one of
JSD or KL (see Table 1). In practice, it is common to use Euclidean (l2) and
Angular (arccos) metrics for LSH to measure the distance between two proba-
bility distributions, i.e. take the probability distributions as general vectors, and
do not consider the specific properties of probability distributions. Through the
practical experiments, from Table 1, the state-of-the-art angle-based algorithm
(Random Projection, RP), performs worse than Euclidean-based method (l2).
However, through brute-force search (linear search, ls), RP should be better
than l2, which means the performance of current LSH for angular metric still
can be improved greatly. Meanwhile, we found the performances for RP and l2
are unstable, i.e. the performance varies with different hash bits.

Compared with vector-type data, the special properties of probability-
distribution-type data is that all probability distributions are only located in 1

2d

areas in d-dimensional space, and satisfies the conditions of Non-negative and
Sum-equal-one. In this paper, we proposed a angle-based LSH algorithm, called
pbRP, which considers the inner properties of probability-distribution-type data.

The remainder of this paper is organized as follows. We first present some pre-
liminaries, and then propose a similarity-preserving hashing method, pbRP. Fur-
thermore, a sequential interleaving algorithm (si) is introduced. Finally, empiri-
cal evaluations on various benchmarks are presented.

2 Preliminary

LSH was first introduced by Indyk and Motwani in [13] for the Hamming met-
ric. They defined the requirements on hash function families to be considered
as locality-sensitive (Locality-Sensitive Hashing functions). In this section, we
present an overview of the LSH scheme. The intuition behind LSH is to use hash
functions to map points into buckets, such that nearby objects are more likely
to map into the same buckets than objects that are farther away.

Let S be the domain of the objects and D the distance measure between
objects.

Definition 1 (D1). A function family H = h : S → U is called (r1, r2, p1, p2)-
sensitive, with r1 < r2 and p1 > p2, for D if for any p, q ∈ S

– if D(q, p) ≤ r1 then PH [h(q) = h(p)] ≥ p1,
– if D(q, p) > r2 then PH [h(q) = h(p)] ≤ p2.

Intuitively, the definition states that nearby objects (those within distance r1)
are more likely to collide (p1 > p2) than objects that are far apart (those with a
distance greater than r2). To decrease the probability of false detection p2, several
functions are concatenated: for a given integer N, let us define a new function
family G = g : S → UN such that g(p) = (h1(p), ..., hN (p)), where hi ∈ H. Thus,
the probability of good detection p1 decreases too. Several functions g are used
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to compensate the decrease in p1. For a given integer U, choose g1, ..., gU from
G, independently and uniformly at random, each one defining a new hash table,
in order to get U hash tables.

3 LSH for Probability Distributions

Assume that K+d is the point set, where each point is a probability distribu-
tion with d-dimensions. First, we investigate a special attribution of probability-
distribution-type data, as following theorems.

Theorem 1 (Range). Given any two probability distribution p1 and p2, p1,
p2 ∈ K+d, the angle between p1 and p2 is θ. θ ∈ [0, π

2 ].

Proof. p1 and p2 are probability distributions, thus
∑d

i=1 p1i = 1,
∑d

i=1 p2i = 1,
p1i ≥ 0 and p2i ≥ 0, i = 1, 2, ..., d. The CauchySchwarz inequality [8] states that
for all vectors x and y of an inner product space it is true that 〈x,y〉 ≤ ‖x‖ · ‖y‖,
where 〈·, ·〉 is the inner product, and ‖x‖ referring to the norms of the vector
x. Moreover, the two sides are equal if and only if x1

y1
= x2

y2
= · = xn

yn
, if any

of the vectors’ magnitude is not zero. Thus, cos θ = 〈p1,p2〉
‖p1‖·‖p2‖ ≤ ‖p1‖·‖p2‖

‖p1‖·‖p2‖ = 1;
Meanwhile, because ‖p1‖ = ‖p2‖ = 1, it is clear that we have equality when
p11
p21

= p12
p22

= · = p1d
p2d

, and in this case p1 = p2. On the other hand, cos θ =
〈p1,p2〉

‖p1‖·‖p2‖ =
∑d

i=1 p1i·p2i

‖p1‖·‖p2‖ ≥ 0, because of p1i · p2i ≥ 0; Meanwhile, two sides are
equal if and only if p1i · p2i = 0, i.e., p1 is a probability distribution orthogonal
to the probability distribution p2. So far, we have proved 0 ≤ cos θ ≤ 1, as we
know, function cos θ decreases monotonically between 0 and π, thus, θ ∈ [0, π

2 ],
and the conclusion holds.

Given a collection of probability distributions in K+d, we consider the family
of hash functions defined as follows: We choose a random probability distribution
r from the d-dimensional Dirichlet distribution (i.e. r is drawn from symmetry
Dirichlet distribution, and the parameter α = 1). Corresponding to this proba-
bility distribution r, we define a hash function hr as follows:

hr(u) =
{

1 if θ(u, r) ≤ π
4 ,

0 if θ(u, r) > π
4 .

(1)

Furthermore, we have following theorem:

Theorem 2 (T2). Pr[hr(u) 	= hr(v)] = 2θ(u,v)
π

Proof. A restatement of the lemma is that the probability the random hyper-
plane separates the two probability distributions is directly proportional to the
angle between the two probability distributions; That is, it is proportional to
the angle θ = arccos(u,v), i.e. θ(u,v). By symmetry, Pr[hr(u) 	= hr(v)] =
2Pr[θ(u, r) ≤ π

4 , θ(v, r) > π
4 ]. The set {r : θ(u, r) ≤ π

4 , θ(v, r) > π
4 } corre-

sponds to the intersection of two half-spaces whose dihedral angle is precisely θ;
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By using Theorem 1, θ(u,v) ∈ [0, π
2 ], and u, v ∈ K+d, its intersection with

a n-dimensional unit sphere is a spherical digon of angle θ(u,v) and, by sym-
metry of the sphere, thus has measure equal to θ(u,v)

π times the measure of
the full sphere. In other words, Pr[θ(u, r) ≤ π

4 , θ(v, r) > π
4 ] = θ(u,v)

π . Thus,
Pr[hr(u) 	= hr(v)] = 2Pr[θ(u, r) ≤ π

4 , θ(v, r) > π
4 ] = 2θ(u,v)

π , and the lemma
follows.

Then, for probability distributions u and v,

Pr[hr(u) = hr(v)] = 1 − 2θ(u,v)
π

(2)

Finally, we demonstrate that the original LSH scheme (Definition D1) still
holds for this family H.

Theorem 3 (pbRP sensitivity). The pbRP hash function family H, defined
in Eq. (1), is (θ1, θ2, p1, p2)-sensitive.

Proof. Let us define p as the probability distribution of the hash functions to
be locality-sensitive: Through Eq. (2), p decreases monotonically with respect
to angle distance θ(u,v). Reminding that angles θ1 < θ2, if we set p1 = p(θ1)
and p2 = p(θ2), for any two probability distributions u and v, if θ(u,v) ≤ θ1
then PH [h(u) = h(v)] ≥ p1; If θ(u,v) > θ2 then PH [h(u) = h(v)] ≤ p2. It is
evident that p2 < p1. This concludes the proof of the Theorem: The proposed
hash family H is (θ1, θ2, p1, p2)-sensitive.

4 Sequential Interleaving

It is easy to prove the following theorem:

Theorem 4 (Unbalance Effect). Given a probability distribution p, assume
that K+d is the set of all probability distributions, the sets S1 =
{pi| arccos( pi·p

‖pi‖ ‖p‖ ) ≤ θ,pi ∈ K+d} and R1 = {pi| arccos( pi·p
‖pi‖ ‖p‖ ) = θ,pi ∈

K+d}, and assume that p0 is a probability distribution, which satisfies p0 =
argminpi∈R1 ‖pi − p‖, and the set S2 = {pi| ‖pi − p‖ ≤ ‖p0 − p‖ ,pi ∈ K+d},
then S2 ⊆ S1. Similarly, assume that p1 is a probability distribution, which
satisfies p1 = argmaxpi∈R1 ‖pi − p‖, and the set S2 = {pi| ‖pi − p‖ ≤
‖p1 − p‖ ,pi ∈ K+d}, then S2 ⊇ S1.

Remark: The point p0 and p1 locates in the bound of S1 and S2, however, the
set for Euclidean-based methods is subset or supset of the one for angle-based
methods, which means that the scope of finding ANN points for angle-based
methods is different with the one for Euclidean-based methods. Thus, we can
combine the strength of two types of methods to obtain better ANN performance.
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Given two ranking lists generated by different methods, to obtain benefit
from the both results, we consider an interleaving process on these two ranking
lists to obtain a better ranking list. Lots of works have been done to interleave
two ranking lists of documents in information retrieval area [5,11,12]. We borrow
the interleaving idea in information retrieval area to handle this problem, and
propose a novel interleaving algorithm, called Sequential Interleaving, to obtain
a better ranking list by merging two ranking lists.

As a retrieved list, the ranking position of a data point in each list generated
by an algorithm can be treated as a reflection of “confidence level”, which is
how “good” the algorithm thinks the data point is similar to the given query.
Intuitively, the confidence level CL(p, Lr) for the point p of the position r in the
ranking list L, should be an inverse function form of the ranking position r. To
define the function form of CL(p, Lr), we inspect the metrics used to evaluating a
retrieved list in information retrieval. DCG is a ranking-aware metric which can
effectively evaluate how relevant a ranking list is for the query. Its widely-used
binary value form [7] is defined as:

DCG(L) =

len(L)∑

r=1

relLr

log2(r + 1)
(3)

where relLr
is the relevance of the document ranked at r in the ranking list L. In

this formula, DCG reflects total confidence level of all documents in the ranking
list, thus we can define CL(p, Lr) as:

CL(p, Lr) =

{ 1
log2(r+1)

p ∈ L,

0 p /∈ L.
(4)

where p is a data point, and r is the ranking postion of p in the ranking list L.
Given a query, there are two ranking lists of top-k similar data points, and

the goal is to combine the two ranking lists to obtain a better top-k ranking list.
We first obtain the union of the two ranking lists L1 and L2, then for each data
point p in the union, to compute the total confidence level of p by the following
simple formula:

TotalCL(p, L1, L2) = α
∑

L1i
=p

CL(p, L1i ) + (1 − α)
∑

L2j
=p

CL(p, L2j ) (5)

where L1i = p denotes the data point p is at the position i in the ranking list L1,
and α is a prior weighting factor. Finally, we sort all the data points by using
TotalCL(p, L1, L2), and then give the top-k similar interleaved data points as
final ranking result. The proposed algorithm is called Sequential Interleaving,
described in Algorithm 1. We combine the ranking lists of pbRP and l2 by pro-
posed Sequential Interleaving method to obtain a ranking list, and abbreviated
as si.
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Algorithm 1. Sequential Interleaving
1: INPUT: Ranking Lists L1 and L2

2: Probs = union(L1, L2)
3: for ∀ p ∈ Probs do
4: CL[p] = TotalCL(p, L1, L2) (Formula (5))
5: end for
6: SortedProbs = SortByCL(Probs, CL)
7: return SortedProbs

5 Experiments

5.1 Data Sets and Evaluation Protocols

Six publicly available image datasets, namely CIFAR10, CIFAR100-20,
CIFAR100-100, Local-Patch, MNIST and COVTYPE, are used to compare the
proposed approach against state-of-the-art methods. CIFAR10 dataset consists
of 60K 32× 32 colour images in 10 classes. Every images is represented by a 512-
dimensional GIST feature vector. CIFAR-100 is just like the CIFAR-10, except
that it has 20 “coarse” and 100 “fine” superclasses, denoted as CIFAR100-
20 and CIFAR100-100. Local-Patch contains roughly 300K 32× 32 image
patches from photos of Trevi Fountain (Rome), Notre Dame (Paris) and Half
Dome (Yosemite). For each image patch, we compute a 128-d SIFT vector as
the holistic descriptor. MNIST consists of a total of 70000 hand-written digit
samples, each with 780 features. COVTYPE is a common benchmark featur-
ing 54 dimensions (Blackard and Dean, 1999). The feature vectors of all datasets
need to be reformed by L1 normalization, and be transformed into probability
distributions.

In this paper, the most representative methods, Random Projection (PR)
[1,28] and p-stable LSH (l2) [6,28], are chosen to evaluate the effectiveness
of the proposed methods. PR is based on angular distance for vectors, while
p-stable LSH is based on l2 distance for vectors.

All the experimental results are averaged over 10 random training/test par-
titions. For each partition, we randomly select 1000 images with their tags as
queries, and the remaining images and tags as reference database images. We use
mean Average Precision (mAP), p@N and Precision-Recall curves to illustrate
performances of different methods.

All experiments are conducted on our workstation with Intel(R) Xeon(R)
CPU X7560@2.27 GHz and 32G memory.

Parameter α. Figure 1 shows the effect of prior weighting factor in Eq. 5 at code
size of 128 bits on six datasets. As one can see, Sequential Interleaving algorithm
can reach the best performance when α = 0.65. Similar trends have been observed
at code size 8, 16, 32, 64 and 256 bits, which are not presented here because of
limited space. In the following experiments, we set parameter α = 0.65.
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Table 1. mAP on six datasets. The best mAP is shown in bold face. “ls” means linear
search.

#bits Local-Patch CIFAR100-100

RP l2 pbRP jsd kl RP l2 pbRB jsd kl

8 0.0159 0.3739 0.3852 - - 0.0161 0.0331 0.0361 - -

16 0.0006 0.3714 0.3852 - - 0.0009 0.0331 0.0361 - -

32 0.0000 0.3642 0.3852 - - 0.0003 0.0331 0.0361 - -

64 0.0001 0.2731 0.3852 - - 0.0004 0.0331 0.0361 - -

128 0.0000 0.2103 0.3852 - - 0.0004 0.0331 0.0361 - -

256 0.0000 0.2146 0.3852 - - 0.0003 0.0331 0.0361 - -

ls 0.3852 0.3844 0.3852 0.4044 0.4022 0.0361 0.0331 0.0361 0.0364 0.0345

#bits CIFAR100-20 CIFAR10

RP l2 pbRP jsd kl RP l2 pbRP jsd kl

8 0.0086 0.0801 0.0823 - - 0.0416 0.1661 0.1745 - -

16 0.0020 0.0801 0.0823 - - 0.0037 0.1661 0.1745 - -

32 0.0001 0.0801 0.0823 - - 0.0003 0.1661 0.1745 - -

64 0.0002 0.0801 0.0823 - - 0.0003 0.1661 0.1745 - -

128 0.0001 0.0801 0.0823 - - 0.0005 0.1661 0.1745 - -

256 0.0002 0.0801 0.0823 - - 0.0001 0.1661 0.1745 - -

ls 0.0823 0.0801 0.0823 0.0824 0.0807 0.1745 0.1661 0.1745 0.1721 0.1684

#bits MNIST COVTYPE

RP l2 pbRP jsd kl RP l2 pbRP jsd kl

8 0.0321 0.3743 0.4305 - - 0.0559 0.0784 0.4455 - -

16 0.0149 0.3743 0.4305 - - 0.0329 0.0539 0.4455 - -

32 0.0007 0.3743 0.4305 - - 0.0066 0.0265 0.4455 - -

64 0.0013 0.3741 0.4305 - - 0.0068 0.0031 0.4455 - -

128 0.0009 0.3739 0.4305 - - 0.0052 0.0008 0.4455 - -

256 0.0003 0.3654 0.4305 - - 0.0084 0.0001 0.4455 - -

ls 0.4305 0.3743 0.4305 0.4310 0.4271 0.4455 0.4441 0.4455 0.4446 0.3728

Fig. 1. Impact of parameter α in Sequential Interleaving over six public datasets at
code size of 128 bits.
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Fig. 2. For small angles (not too close to orthogonal), RP is a pretty good approx-
imation to cos(θ); For all angles ([0, π/2]), pbRP is better approximation to cos(θ)
than RP.

5.2 Results

The mAP values for different methods with different code sizes on six datasets
are shown in Table 1. The value of each entry in the tables is the mAP of a
combination of a method under a specific code size. The best mAP among RP,
pbRP, l2 and siunder the same setting is shown in bold face. From the table,
we can make several observations: (1) For all datasets, pbRP performs better
than RP and l2, which shows that the proposed method is effective. Especially,
pbRP and RP are both based on angular metric, however, pbRP can greatly
improve the performance against RP. The reasons maybe (i) pbRP restricts
the scope of the random projection in 1/2d the whole high-dimensional space,
d is the dimension of a probability distribution, which avoid the invalid random
projection; (ii) From Fig. 2, for small angles (not too close to orthogonal), RP is
a pretty good approximation to cos(θ); For all angles ([0, π/2]), pbRP is better
approximation to cos(θ) than RP. (2) For all datasets, the performance of pbRP
is very stable, and reach the performance of brute-force search (linear search,
ls); While the performance of RP and l2 are not stable, varies with different
hash bits. For example, for l2 over MNIST dataset, mAP at 128 bits is 0.3739,
and mAP at 256 is 0.3654. (3) By brute-force search, the performance of metrics
(arccos and l2) for vector-type data is a pretty good approximation to, sometimes
even better than, the one of JSD or KL.

The p@5 values for different methods with different code sizes on six datasets
are shown in Table 2, and we can obtain similar conclusions with mAP values
in Table 1. In Table 2, we also observe: For all datasets, si performs better than
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Table 2. p@5 on six public datasets. The best p@5 among RP, pbRP, l2 and si under
the same setting is shown in bold face. “ls” means linear search.

#Bits Local-Patch CIFAR100-100

RP l2 pbRP si RP l2 pbRP si

8 0.739 0.858 0.848 0.859 0.124 0.194 0.198 0.211

16 0.658 0.857 0.848 0.859 0.076 0.194 0.198 0.211

32 0.633 0.845 0.848 0.851 0.044 0.194 0.198 0.211

64 0.622 0.847 0.848 0.845 0.052 0.194 0.198 0.211

128 0.715 0.828 0.848 0.834 0.046 0.194 0.198 0.211

256 0.696 0.825 0.848 0.851 0.047 0.194 0.198 0.211

ls 0.848 0.857 0.848 - 0.198 0.194 0.198 -

#Bits CIFAR100-20 CIFAR10

RP l2 pbRP si RP l2 pbRP si

8 0.276 0.322 0.342 0.351 0.448 0.478 0.493 0.509

16 0.189 0.322 0.342 0.351 0.387 0.478 0.493 0.509

32 0.101 0.322 0.342 0.351 0.239 0.478 0.493 0.509

64 0.133 0.322 0.342 0.351 0.264 0.478 0.493 0.509

128 0.131 0.322 0.342 0.351 0.234 0.478 0.493 0.509

256 0.146 0.322 0.342 0.351 0.22 0.478 0.493 0.509

ls 0.342 0.322 0.342 - 0.493 0.478 0.493 -

#Bits MNIST COVTYPE

RP l2 pbRP si RP l2 pbRP si

8 0.855 0.956 0.962 0.961 0.953 0.949 0.952 0.953

16 0.699 0.956 0.962 0.961 0.944 0.949 0.952 0.953

32 0.781 0.956 0.962 0.961 0.926 0.941 0.952 0.944

64 0.825 0.956 0.962 0.961 0.932 0.924 0.952 0.936

128 0.862 0.956 0.962 0.961 0.94 0.891 0.952 0.953

256 0.821 0.956 0.962 0.961 0.923 0.918 0.952 0.938

ls 0.962 0.956 0.962 - 0.952 0.952 0.952 -

pbRP and l2 under most settings, which shows that the Sequential Interleav-
ing algorithm is effective. Moreover, p@10, p@15 and p@20 values have similar
trends.

Figure 3 shows the precision-recall curves on six datasets. Once again, we can
easily find that proposed method pbRP significantly outperforms other state-of-
the-art methods under most settings.
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Fig. 3. Precision-recall curve on six public data sets.

6 Conclusion

Traditional LSH methods focus on vector-type data. In this paper, we investigate
the practicability of hashing methods for probability-distribution-type data, and
propose a novel angle-based hashing method and a Sequential Interleaving algo-
rithm. The experiments show that proposed algorithms are more effective than
the state-of-the-art baselines.
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Abstract. Approximate Nearest Neighbors (ANN) Search has attracted
much attention in recent years. Hashing is a promising way for ANN
which has been widely used in large-scale image retrieval tasks. However,
most of the existing hashing methods are designed for single-labeled data.
On multi-labeled data, those hashing methods take two images as similar
if they share at least one common label. But this way cannot preserve the
order relations in multi-labeled data. Meanwhile, most hashing methods
are based on hand-crafted features which are costing. To solve the two
problems above, we proposed a novel supervised hashing method to per-
form hash codes learning for multi-labeled data. In particular, we firstly
extract the order-preserving data features through deep convolutional
neural network. Secondly, the order-preserving features would be used
for learning hash codes. Extensive experiments on two real-world pub-
lic datasets show that the proposed method outperforms state-of-the-art
baselines in the image retrieval tasks.

Keywords: Order-preserving feature · Supervised hashing · Multi-
labeled data

1 Introduction

Approximate nearest neighbor (ANN) [1,2] search plays a fundamental role in
machine learning and related areas, such as image retrieval, pattern recognition
and computer vision [3,22,25].

Hashing is an effective technology to solve ANN problems. It has received
more and more attention in the big data era because of its fast retrieval speed
and low storage cost. Hashing maps the data points from the original feature
space into Hamming space to generate compact binary/hash codes. The more
similar two points are in the original feature space, the smaller their hamming
distance is. On the contrary, when two data points are dissimilar, a high hamming
distance is expected between their hash codes.

Generally speaking, hashing methods can be divided into data-independent
methods and data-dependent methods. Compared with data-independent hash-
ing methods like Locality Sensitive Hashing (LSH) [5], data-dependent hashing

c© Springer Nature Singapore Pte Ltd. 2017
X. Cheng et al. (Eds.): SMP 2017, CCIS 774, pp. 16–28, 2017.
https://doi.org/10.1007/978-981-10-6805-8_2
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Fig. 1. Example of multi-labeled data. The left panel shows four images and their
labels. The middle panel presents the common labels between images. The traditional
similarities are listed in the upper-right panel (a): two images are similar when they
share at least one label. The bottom-right panel (b) is the similarities considering the
numbers of common labels. The more common labels two images have, the more similar
they are.

methods can achieve comparable or better accuracy with shorter codes by uti-
lizing the train data [6,16,17,23]. Hence, data-dependent methods have become
more popular than data-independent methods.

However, most of the existing hashing methods are designed for single-labeled
data which cannot be generalized for multi-labeled data directly, such as Ima-
geNet1, CIFAR-1002, IAPRTC-123, MIRFLICKER4, and NUS-WIDE5. In fact,
most existing hashing methods take two images as similar if they share at least
one label as shown in Fig. 1(a). However, it is a natural assumption that two
images are more similar if they share more common labels. A multi-labeled exam-
ple has been shown in Fig. 1, Ia has labels “sky,mountain, tree, river”, Ib has
labels “sky,mountain, tree, river”, and Ic has labels “mountain, tree, cloud”.
The three images are considered to have great similarity because they share the
common labels “mountain, tree”. However, their similarity should be in differ-
ent degrees according to the number of common labels. Since Ia and Ib has more
common labels than Ia and Ic, Ia and Ib are more similar.

Moreover, most hashing methods are based on hand-crafted features such as
Gist, Sift and color moments. Those hand-crafted features are costing but not
optimal. Recently, deep learning has been widely used for tasks on images. It
can be also used to extract the data features.

To solve the above two issues, we proposed a novel supervised hashing method
for multi-labeled data. Specifically, we designed a novel feature extraction
1 http://www.image-net.org/.
2 https://www.cs.toronto.edu/∼kriz/cifar.html.
3 http://imageclef.org/SIAPRdata.
4 http://press.liacs.nl/mirflickr/mirdownload.html.
5 http://lms.comp.nus.edu.sg/research/NUS-WIDE.htm.

http://www.image-net.org/
https://www.cs.toronto.edu/~kriz/cifar.html
http://imageclef.org/SIAPRdata
http://press.liacs.nl/mirflickr/mirdownload.html
http://lms.comp.nus.edu.sg/research/NUS-WIDE.htm
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algorithm to obtain the “order-preserving” features by using deep convolutional
neural network. Extensive experiments on two real-world public datasets show
that the proposed method outperforms state-of-the-art baselines in the image
retrieval task.

2 Related Work

The existing hashing methods can be grouped into data-independent methods
and data-dependent methods. Early works focus on data-independent meth-
ods to learn hash functions without using any training data. Representative
data-independent methods include LSH [1,5,9], shift-invariant kernels hashing
(SIKH) [19], and lots of extensions [4,11,12,19]. Different from data-independent
methods, data-dependent methods learn hash functions from training data.
Using the same length of hash codes or smaller ones, the data-dependent meth-
ods can achieve comparable or even better performance comparing to data-
independent methods.

Furthermore, existing data-dependent methods can be further divided
into three categories: unsupervised methods, supervised methods and semi-
supervised methods. Unsupervised hashing tries to preserve the Euclidean
similarity between the training points, while supervised hashing [15,18,23] and
semi-supervised try to preserve the semantic similarity constructed from the
semantic labels of the training points.

Unsupervised methods use unlabeled data to learn hash functions and try
to keep the neighborhood relations of data in the original space. Representative
unsupervised hashing methods include K-means hashing (KMH) [7], Iterative
Quantization (ITQ) [6], Spherical Hashing (SH) [8], Discrete Graph Hashing
(DGH) [16] and Asymmetric Innerproduct Binary Coding (AIBC) [21], etc.
Supervised hashing approaches utilize the label information to build the sim-
ilarity matrix of training data and further to learn the hash functions. Notable
methods in this category include Kernel-Based Supervised Hashing (KSH) [17],
Latent Factor Hashing (LFH) [23] and Column Sampling Based Discrete Super-
vised Hashing (COSDISH) [10], etc. Semi-supervised methods use both labeled
and unlabeled data to train hashing functions. Usually, supervised hashing meth-
ods achieve higher accuracy than unsupervised methods due to the semantic gap
problem. Hence, many recent works focus on supervised methods.

Recently, deep hashing methods have been proposed to perform feature learn-
ing and hash codes learning simultaneously. Those methods usually make use of
convolutional neural networks and force the output to be hash codes. After itera-
tive training, they can get similarity-preserving hash codes. Deep Pairwise Super-
vised Hashing (DPSH) [14] and Deep Supervised Ranking Hashing (DSRH) [24]
are the representatives of deep hashing.
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3 Our Method

3.1 Framework

Figure 2 shows the overall framework of our method. It consists of two part:
order-preserving feature learning and hash codes learning.

– Order-preserving Feature Learning. As shown in Fig. 2(a), this part con-
tains one input layer, five convolutional layers, two full-connected layers, and
one output layer. The raw image will be reshaped to 224 × 224 as input. The
1st convolutional layer contains 64 filters whose size is 5 × 5 and the stride
is four pixels. We use 256 filters in the 2nd–5th convolutional layers and the
stride is one pixel. The max-pooling operator size is set as 2 × 2 for the 1st,
4th and 5th convolutional layers. Following the CNN part, two full-connected
layers contain 4,096 hidden units follow for each. The activation function for
all hidden layers is the rectification linear unit (RELU). The last layer is the
output whose length is 512. The Gaussian activation function is used for the
output layer.

– Hash Codes Learning. As shown in Fig. 2(b), the data features generated
from the order-preserving feature learning part would become the input of
hashing codes learning part. In this part, a supervised hashing algorithm
based on maximum likelihood function is designed to optimize hash codes.

Fig. 2. The framework of our method. Part (a) shows the deep architecture of neural
network that produces the order-preserving feature by taking raw images as input. Part
(b) show the architecture which generates hash codes for multi-labeled images.

3.2 Similarity Definition

Given a dataset {X,L}, X = {xi}N
i=1 with N points, xi is the pixels matrix of

the ith image. L is a set consisting of l1, l2, · · · , lN in which li is the label set of
the point xi.
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In the light of multi-labeled data, the intuitional assumption is that the
more common labels two labels share, the higher their similarity is. Thus, the
similarity between two points can be defined as the proportion of the common
labels in the whole labels:

sij = 2 × |li ∩ lj |
|li ∪ lj | − 1, (1)

where li is the labels of the point xi. |l| is the size of set l. According to the
above equation, S = {sij} ∈ R

N×N can be calculated. sij ∈ [−1, 1] represents
the degree of similarity between the points xi and xj. The bigger sij is, the more
similar points xi and xj are.

3.3 Order-Preserving Feature Learning

For a given data xi, the features ui ∈ R
512 can be get by passing it to the

convolutional neural network. Assume there are three items xi,xj and xk, their
output feature are ui,uj and uk respectively. We define the “Order-preserving
feature” as below:

Definition 1. For any point xi, if there are two other points xj and xk with
the similarities sij and sik respectively, such that, their features ui,uj and uk

satisfy:
(sij − sik)(Eij − Eik) < 0,

where Eij = |ui − uj|2F , then ui,uj and uk are order-preserving features.

Simply speaking, the “order-preserving” means that if two points have more
common labels, they should be close in the feature space than with other points.
There are four distance relations between their features:

Table 1. The distances between points in the feature space.

Index Similarity Distance Order-preserving

1 sij > sik Eij > Eik False

2 sij > sik Eij < Eik True

3 sij < sik Eij > Eik True

4 sij < sik Eij < Eik False

In Table 1, sij > sik represents that point xi is more similar with point xj

than with point xk. In this case, ui should be closer to uj than uk as shown in
the 2nd and 3rd lines. Considering the two wrong cases in the 1st and 4th lines,
the loss function of order-preserving feature can be defined as below:

JOF =
1

N3

N∑

i=1

N∑

j=1

N∑

k=1

max((Eij − Eik)(sij − sik), 0) (2)

where max(·, ·) function returns the bigger value.
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Algorithm 1. Order-preserving Feature Learning
Require: Dataset {X,L}, minibatch size (128 default), learning rate (0.001 initi-

ated), max iterations (100 default)
Ensure: Data features U
1: calculate simiarity S according to Eqn.(1);
2: repeat
3: Randomly sample a minibatch of points from X, name as Xbatch;
4: Calculate features for Xbatch by forward propagation, name as Ubatch ;
5: For ui in Ubatch:
6: Compute derivatives according to Eqn.(3);
7: Update the network parameters by utilizing back propagation;
8: Endfor
9: until max iteration number;

10: Put all data into network to generate data features.

Optimization. To solve the optimization problems listed above, we employed
the stochastic gradient descent (SGD) to minimize the objective function. In
Eq. (2), for any items xi,xj and xk, if

(Eij − Eik)(sij − sik) > 0,

the derivatives of Eq. (2) with respect to output vectors ui are given by:

∂JOF

∂ui
= 2(sij − sik)(uk − uj) (3)

These derivative values can be fed into the underlying CNN via back-
propagation algorithm to update the parameters. Algorithm1 summarizes the
process of the order-preserving feature learning part.

3.4 Hashing for Multi-labeled Data

The target of hashing for multi-labeled data is to learn the binary codes bi ∈
{−1, 1}d for each point xi, where d is the code length. The inner product between
two points bi and bj can be written as below:

θij = bi
Tbj (4)

Suppose B = {bi}N
i=1 is the hash codes for all data, then we can define the

likelihood for multi-labeled data as Eq. (5):

p(sij |B) = e−(θij−sijd)2 . (5)

The likelihood in Eq. (5) forces the θij to be an appropriate value and further
adjust the hash codes. It significantly differs from the likelihood on singled-
labeled data as shown in Fig. 3.
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Fig. 3. (a) Traditionally, the likelihood is defined as p(sij |B) = a
sij
ij (1 − aij)

1−sij s.t.

sij ∈ {0, 1} where aij = 1/(1 + e−0.5θij ). (b) For partially similar points, traditional
methods treat them as sij = 0 if they share at least one label. This way will weaken
the inherent semantic difference and conflict with the characteristics of multi-labeled
data. (c) Our likelihood pushes the inner product between two points close to sijd.

By taking log function on Eq. (5), the objective function of hashing for multi-
labeled data would be:

Jhash = logp(B|S)
= logp(S|B)p(B)

= −
∑

sij∈S

(θij − sijd)2 + logp(B).
(6)

Optimization. Since B is discrete, Eq. (6) is not a convex to optimize. Utilizing
the techniques in [23], B should be relaxed to be H and B = sgn(H). We put a
normal distribution on p(H). The Eq. (6) should finally become:

Jhash = −
∑

sij∈S

(θij − sijd)2 − 1
2λ

‖H‖2F + c, (7)

where λ is the hyper-parameter. The gradient vector and the Hessian matrix of
the objective function Jhash with respect to hi can be derived as:

D1 =
∂J

∂hi
T

= −2
∑

j:sij∈S

(hi
Thj − sijd)hj

T − 2
∑

j:sji∈S

(hj
Thi − sjid)hj

T − 1
λ
hi

T ,

D2 =
∂2J

∂hi
Thi

= −2
∑

j:sij∈S

hjhj
T − 2

∑

j:sji∈S

hjhj
T − 1

λ
I.

It can be found that the Hessian matrix is a negative definite matrix. So, this
surrogate learning algorithm can be viewed as a generalization of the expectation
maximization (EM) algorithm.

– E-step: update hi with the following rule: hi(t+1) = hi(t)−D1(t)TD2(t)−1.
– M-step: Compute Jhash in Eq. (7) using the new hi.

The updating propose can be controlled by the maximum allowed number
of iteration T. The initial values of H can be obtained through PCA on the
order-preserving features U.
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4 Experiments

4.1 Datasets and Evaluation Metrics

We evaluate the proposed method on two public datasets of multi-labeled images:

– CIFAR-100 has 60,000 images in total. We randomly selected 10,000 images
as the test query set, and the rest images are used as training samples. Since
the labels in CIFAR-100 is hierarchical, we ignored the hierarchy and taken
each image as double-labeled.

– IAPRTC-12 includes the 20,000 segmented images. It is a multi-labeled
dataset in which each image has been manually segmented and the resultant
regions have been annotated according to a predefined vocabulary of labels.
We randomly sampled 2,000 query images as testset and used the rest as
the training set. The labels of images in this dataset are hierarchical and
multiple. In experiments, we uses the last label of each hierarchy as the label
of images. So, each data has 4.1239 labels in average. Since few images share
the same label set, the similarity is small but higher than dissimilarity. It
makes few positive examples in the training data. To balance the positive
and negative examples, the similarity has been strengthened by using a(sij) =
1/(1 + e−5(1+sij)/2).

We measured the performance of methods by Average Cumulative Gain
(ACG), Normalized Discounted Cumulative Gain (NDCG) [20], Mean Average
Precision (MAP) and Weighted mAP [13].

4.2 Experimental Settings

We implemented the proposed method based on the open-source MatConvnet6

framework. The batch size is 128. In training, the weights of the layers are
initialized by the pre-trained imagenet-matconvnet-vgg-m7 model. The learning
rate is initialized to be 0.001. After every 10 epochs on the training data, the
learning rate is adjusted to one third of the current value. λ is set as 1.

4.3 Results on Accuracy

In our experiments, some state-of-the-art hashing methods such as DPSH, COS-
DISH, LFH, KMH, and ITQ are involved as comparison. The first three methods
are supervised and the rest two are unsupervised methods. For all supervised
baselines, two images are similar if they share at least one common label, which
is set as their authors do. We resize all images to be 224 × 224 pixels and directly
use the raw images as input for DPSH. The rest hashing methods use 512-D gist
features as input.

6 http://www.vlfeat.org/matconvnet/.
7 http://www.vlfeat.org/matconvnet/pretrained/.

http://www.vlfeat.org/matconvnet/
http://www.vlfeat.org/matconvnet/pretrained/
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Table 2 shows the comparison results w.r.t. MAP, Weighted mAP, ACG@100,
and NDCG@100 on CIFAR-100. As shown in this table, our method achieves the
best performance at most cases. But in 32 bits, our method works not good as
COSDISH. It is because when the code length is short, the interval information
of multi-labeled data cannot be expressed well. The shorter hash codes may lose
the information contained in multi-labeled data. With code length grows, the
performance of our method increases quickly. Taking NDCG@100 as example,
the effectness at 64 bits and 128 bits increases by 17.04%, 8.80% respect to the
value of 32 bits and 64 bits respectively. Moreover, DPSH works well on average
in short code lengths. But our method can achieve comparable results with
longer code length as shown in Table 3. Compared with single-labeled data, the
information in the multi-labeled data works in the form of the different degrees
of similarity. Thus, for multi-labeled data, long hash codes should be generated.

The experimental results on IAPRTC-12 are shown in Table 4. Compared
with all baselines, our method takes down the best effectness at most criterias.
Similar with CIFAR-100, the performance increases quickly with the length of
hash codes growing.

Table 2. MAP, Weighted mAP, ACG@100, and NDCG@100 values on CIFAR-100
varying different code lengths.

Method MAP Weighted mAP

32 64 128 32 64 128

COSDISH 0.2571 0.2327 0.2690 0.3085 0.2792 0.3227

LFH 0.2086 0.2251 0.2508 0.2503 0.2701 0.3010

KMH 0.0700 0.0701 0.0680 0.0881 0.0889 0.0862

ITQ 0.0734 0.0763 0.0789 0.0928 0.0972 0.1010

DPSH 0.4367 0.4504 0.4595 0.5384 0.5593 0.5757

Ours 0.2113 0.4684 0.5840 0.2537 0.5639 0.7007

Method ACG@100 NDCG@100

32 64 128 32 64 128

COSDISH 0.2128 0.1794 0.2257 0.5112 0.4939 0.4888

LFH 0.1513 0.1658 0.1884 0.4721 0.4848 0.4967

KMH 0.1801 0.2017 0.2095 0.4075 0.4097 0.4053

ITQ 0.1900 0.2162 0.2370 0.4110 0.4172 0.4222

DPSH 0.6905 0.7313 0.7714 0.7007 0.7103 0.7171

Ours 0.2152 0.5101 0.6430 0.4663 0.6367 0.7247

4.4 Results of Order-Preserving Features

We further compare the proposed order-preserving feature with hand-craft fea-
tures (512-D gist feature). We used the order-preserving feature as the input for
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Table 3. MAP, Weighted mAP, ACG@100, and NDCG@100 values on CIFAR-100 at
160 bits and 256 bits.

Methods MAP Weighted mAP ACG@100 NDCG@100

160 256 160 256 160 256 160 256

DPSH 0.4726 0.5057 0.5935 0.6379 0.7938 0.8452 0.7226 0.7365

Ours 0.6304 0.6709 0.7558 0.8057 0.7190 0.7518 0.7526 0.7762

Table 4. MAP, Weighted MAP, ACG@100, and NDCG@100 values on IAPRTC-12
varying different code lengths.

Method MAP Weighted MAP

32 64 128 32 64 128

COSDISH 0.4208 0.4549 0.4753 0.5982 0.6546 0.6912

LFH 0.4557 0.4741 0.4793 0.6464 0.6807 0.6914

KMH 0.3350 0.3297 0.3237 0.4629 0.4549 0.4450

ITQ 0.3508 0.3539 0.3559 0.4898 0.4959 0.5005

DPSH 0.5183 0.5268 0.5327 0.7642 0.7777 0.7907

Ours 0.5116 0.5501 0.5659 0.7504 0.8163 0.8555

Method ACG@100 NDCG@100

32 64 128 32 64 128

COSDISH 0.6270 0.7827 0.8361 0.5326 0.5575 0.5676

LFH 0.8188 0.8662 0.8802 0.5527 0.5583 0.5717

KMH 0.5999 0.6000 0.5876 0.4847 0.4792 0.4724

ITQ 0.6281 0.6497 0.6649 0.5020 0.5071 0.5107

DPSH 1.0982 1.1458 1.1789 0.6278 0.6356 0.6404

Ours 1.0940 1.1868 1.2875 0.6048 0.6288 0.6462

baselines. To seperate these new versions from existed baselines, we renamed the
new versions by adding “+CNN”, such as “COSDISH+CNN”.

Figure 4 illustrates the curves of MAP, Weighted mAP, ACG@100, and
NDCG@100 on CIFAR-100. The dotted lines show the results using order-
preserving features. The solid lines represent the results using hand-crafted fea-
tures. It can be found that by using the order-preserving feature, all baselines
achieve higher values at most cases. It proved that hand-crafted features cannot
capture the inherent characteristics of images.

Figure 5 illustrates the curves of MAP, Weighted mAP, ACG@100, and
NDCG@100 on IAPRTC-12. Similar with the curves on CIFAR-100, the order-
preserving features bring in better performance. The order-preserving features
are more suitable than hand-crafted features on image retrieval tasks.
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Fig. 4. Curves of MAP, Weighted mAP, ACG@100, and NDCG@100 on CIFAR-100
varying different code lengths after introducing order-preserving features.

Fig. 5. Curves of MAP, Weighted mAP, ACG@100, and NDCG@100 on IAPRTC-12
varying different code lengths after introducing order-preserving features.

5 Conclusion

In this paper we have proposed a supervised hashing algorithm for multi-labeled
images. The CNN model is used to learn order-preserving feature representa-
tions. We used some classic ranking metrics to evaluate the performance of our
method. The experiment result shows that the characteristics of multi-labeled
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data are important to increase the effectiveness of feature representation and
hash functions learning.
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Abstract. With the rapid development of microblogs in recent years,
accurate prediction of microblog user profiles is valuable for marketing,
personalized recommendation, and legal investigation. Microblog users
post rich contents everyday and build a complex friendship network
with “following” behaviors. Both of user-generated content and friend-
ship network are crucial for user profiling. In this work, we propose a
neural-network based model for user profiling. It takes advantages of both
user-generated content and friendship network with attentional multi-
scale convolutional neural networks and graph embeddings. We evaluate
our model on SMP CUP 2016 dataset whose task is to infer age, gender
and region of microblog users. The experiment results show that utilizing
information from user generated content and friend network, our method
obtains the state-of-the-art performance on all of three sub-tasks.
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1 Introduction

User profiles in social networks are important source of valuable information
for variable fields such as marketing, sociology and advertising et al. The over-
whelming popularity of microblogs creates an opportunity for users to display
some aspects of themselves. While many users do not explicitly list all their
personal information in their online profile, their user-generated content often
contains strong evidence to suggest many types of user attributes, such as gen-
der, age, and region. Meanwhile, the friendship network that build by users with
“following” behaviors also contains useful information about user attributes.
Many attributes of users have been investigated based on microblogs data, such
as gender [1–3,22], age [4], political polarity [5,6], or profession [7].

However, there are two facts making inferring user profile challenging.
(1) User-generated content is complex. Each user may generate many short
c© Springer Nature Singapore Pte Ltd. 2017
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messages with diverse topics. And those messages are from multiple sources,
e.g. write by user himself, repost from other users, or shared from another plat-
form. Hence, how to focus on messages that contain stronger evidence of one
attribute of users is important for accurately user profiling. (2) Friendship net-
work contains useful information about user attributes. How to incorporate user-
generated content and friendship network structure information appropriately is
still a difficult problem.

To address these challenges, we propose a unified neural-network based model
for user profiling. The model is based multi-scale Convolutional Neural Networks
whose aim is to capture local and temporal information of user-generated text.
To better focus on important phrases in text, self-attention mechanism is applied
for text representation. Besides, network embedding, which aims at learning low-
dimensional vector representation of users in friendship network, is concatenated
to capture the hidden characteristics of users. We evaluate our method on SMP
CUP 2016 dataset that collected from Sina Weibo. The experiment result shows
that with incorporating content and friendship network structure information,
our method obtains the state-of-the-art performance on inferring use’s gender,
age and region tasks.

2 Related Work

Inferring attributes of microblog users is a growing area of interest, much work
has been done on the problem of infer various attributes of a user. Several of
the recent works were focused on predicting ethnicity [5,8], age [9,10], gender
[11,12], interests [13], tags [14–16] etc.

Research in those area have primarily focused on the construction of more
sophisticated feature-based classifiers. For instance, [8] developed models to pre-
dict the gender of Twitter users using Support Vector Machines (SVM), with
emoticons features, Web abbreviation features, and word unigrams and bigrams
features extracted from the concatenation of each user’s tweets. [23] developed a
hierarchical Bayesian model for predicting the ethnicity and gender of Facebook
users from Nigeria using letter n-grams from user names, as well as word n-grams
from user content as features. Besides, social network structure also be considered
in some research. [17–20] extract features for inferring user gender, including blog
words, words’ POS tag, word classes, content word classes, results of dictionary
based content analysis, POS unigram, and personality types to capture stylis-
tic behavior of authors’ writings etc. [21] proposed a cascading topic model for
classifying user region, which jointly identifies words with high regional affinity,
geographically coherent linguistic regions, and the relations between regional and
topic variation. [24] proposed a content-enhanced network embedding (CENE)
method, which is capable of jointly leveraging the social network structure and
the content information in an unsupervised way.

In this paper, we focus on explore an efficient method to incorporating
user-generated content and friendship network structure information supervised,
which has been less studied by previous work.
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3 Model Architecture

Our model structure is shown in Fig. 1. Each message is represented by a mes-
sage embedding through convolution and max-pooling layers. Then we obtain
a user’s content embedding from weighted sum all messages embedding of the
user. The weight value of each message embedding is counted by self-attention
mechanism. Content embedding and network embedding are concatenated as
user embedding, and finally fed to output layer.

Fig. 1. Model architecture

3.1 User Context Representation

Multi-scale CNNs for Message Embedding. CNNs [25] have achieved
remarkable results on computer vision [26] and have also been shown to be effec-
tive for various NLP tasks [27]. Architectures employed for NLP applications
differ in that they typically involve temporal rather than spatial convolutions.

In our CNNs model, it takes a message, as a sequence of words x =
[x1, x2, · · · , xn] where each word is represented as a d-dimensional vector, and
returns a vector S which represents local and temporal information about the
sequence. A narrow convolution is applied between x and a kernel W ∈ Rkd of
width k.

hi = f(Wxi:i+k−1 + b) (1)

where xi:j is the concatenation of the word sequence from i-th word to j-th
word, f is nonlinear function and b is bias. In this paper, we use different kernel
sizes to obtain multiple local contextual feature maps. Then take the max-over-
time pooling operation [28] to capture the most important features for each
feature map. The vector output from the max-over-time pooling layer is the
representation of the message.
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Self-attention. From the above CNNs method, several message representation
vectors are obtained for one user. We can simply average them to get user content
representation:

c(u) =
1
T

T∑

i=1

si (2)

where T is message number of the user, c(u) is user content embedding.
However, each message representation vector could reflect different aspects of

the user. For example, some message contents have more information about user
attributes than others. The source of each message also different, e.g. write by
user himself, repost from other users, or shared from another platform. We may
want to pay different degree attention on those messages basis on their source
and content. Hence, we introduce a self-attention mechanism, which assign a
weight value for each message of a user.

α =
exp(ei)∑T

j=1 ej
(3)

ei = vT tanh(Wsi + Uhi) (4)

Where αi is the weight of i-th microblog, si is one hot source representation
vector, v ∈ Rn′

, W ∈ Rn′×m, U ∈ Rn′×n, si ∈ Rm ,hi ∈ Rn, m is the number of
source platforms.

The user context representation is achieved by weight sum all message rep-
resentation vectors.

c(u) =
T∑

i=1

αihi (5)

3.2 User Network Representation

The user friendship network in microblog, which treats each user as a node
and treats “following” relationship as an edge between two nodes, hidden huge
information about users. For mining useful information from friendship network,
network embedding, which aims at learning low-dimensional vector representa-
tion of users in networks, has been proposed as a critical technique for network
analysis tasks.

In this work, we focus on embeddings of friendship networks. A friendship
network is defined as G = (V,E), where V is the set of vertices, each representing
a microblog user and E is the set of edges between the users, each representing
a followed relationship between two users. Each edge e ∈ E is an ordered pair
e = (u, v), which represent user u is followed by v.

In this paper, we use the loss function described in [29], which preserve both
the first-order and second-order proximities between users. The first-order prox-
imity refers to the local pairwise proximity between the vertices in the network.
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To model the first-order proximity, for each edge (i, j), joint probability between
vertex vi and vj is defined as follows:

p1(vi, vj) =
1

1 + exp(−ui · uj)
(6)

O1 = −
∑

(i,j)∈E

log pi(vi, vj) (7)

where ui ∈ Rd is low-dimensional vector representation if vector vi.
The second-order proximity assumes that vertices sharing many connections

to other vertices are similar to each other. It specifies the following objective
function for each edge (i, j):

O2 = − log σ(u′T
j · ui) +

K∑

i=1

Evn∼Pn(v)[log σ(−u′T
n · ui)] (8)

where σ(x) = 1
1+exp(−x) is the sigmoid function. ui is the representation of vi

when it is treated as a vertex while u′T
i is the representation of vi when it is

treated as a specific “context”. The first term models the observed edges, the
second term models the negative edges drawn from the noise distribution and
K is the number of negative edges. Following [29], We set Pn(v) ∝ d

3
4
v , where dv

is the out-degree of vertex v.

4 Experiment

4.1 Datasets

The dataset used in this paper is released by SMP CUP 20161, which col-
lected from Sina Weibo. The competition contains three tasks: predicting user’s
gender (male/female), age (−1979/1980–1989/1990+) and region (Northeast
China/North China/Central China/East China/Northwest China/Southwest
China/South China/Overseas). We use Accuracy as evaluation metrics for
three tasks, same as evaluation metrics used in the competition. The statistics
of dataset are shown in Table 1.

In our experiment, LTP2 was used for word segmentation. For gender and
age tasks, we did not perform any dataset preprocessing, apart from replacing
all digits with a zero and deleting URLs in the user’s microblogs. For region
task, we construct Gazetteer features3 by using geography knowledge and Sina
Weibo location information.
1 https://biendata.com/competition/smpcup2016/.
2 http://pyltp.readthedocs.io/zh CN/latest/.
3 As training data is insufficient, the model is difficult to learn how to map a specific

location that shows in user-generated content to its belonging region. Hence, we
construct a region dictionary using geography knowledge and Sina Weibo location
information to help our model find the relation between location and region.

https://biendata.com/competition/smpcup2016/
http://pyltp.readthedocs.io/zh_CN/latest/
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Table 1. Detail of dataset

Dataset Training data Validation data Testing data

#friendship network nodes 2,565,000 1,000 1,000

#friendship network edges 550,000,000 150,000 130,000

#users with content 44,000 980 1,240

#users with label 3,200 980 1,240

4.2 Pretrained Embeddings

We use pretrained word embeddings and network embedding to initialize our
embedding lookup table. Word embedding are pretrained using Glove4 with a
minimum word frequency cutoff of 5, and a window size of 8. The dimension of
word embedding is set to 100. Network embedding are pretrained using LINE5

with first order embedding dimension 150 and second order embedding dimension
150, negative edges number is set to 5. For users who are not shown in friendship
network, we initialize all zeros as their network embeddings.

4.3 Training

In order to train efficiently and augment training data, instead of using all mes-
sages of users, we random select T = 20 messages of users at every training
epoch. For all tasks, nonlinear function is rectified linear units (RELU), learning
rate is 0.001, dropout rate is 0.2, l2 regularization is 5E − 5, mini-batch size
is 50. All parameters in our network are initialized by randomly sampling from
uniform distribution in [−0.1, 0.1]. CNN filter window sizes are set to 1, 3, 5
with 64 feature maps each. The number of hidden units in the self-attention
mechanism n

′
is 64.

4.4 Experiment Analysis

In this section, we first report the results of our model on the SMP CUP 2016
dataset in comparison to some baseline methods. Then we explore the effective-
ness of our proposed model architecture.

4.4.1 Baselines
To illustrate the performance boost of our proposed model, we compare our
model with some baseline methods.

– BOW: Bag of words (BOW) is commonly used in methods of document
classification. In this model, a text (such as a sentence or a document) is
represented as the bag of its words, disregarding grammar and even word

4 https://nlp.stanford.edu/projects/glove/.
5 https://github.com/tangjianpku/LINE.

https://nlp.stanford.edu/projects/glove/
https://github.com/tangjianpku/LINE
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order. In our experiment, we concatenate all messages of one user as a doc-
ument and using chi-square to select 3000 feature words. Then SVD is used
for dimensionality reduction.

– Paragraph Vector: Paragraph Vector [30] is an unsupervised algorithm that
learns fixed-length feature representations from variable-length pieces of texts.
The vector representations are learned to predict the surrounding words in
contexts sampled from the paragraph. In our experiment, all messages of one
user are concatenate and treated as a paragraph. The dimension of paragraph
vector is set to 300.

– Top teams of SMP CUP 2016: We also compare our model with top
3 teams of SMP CUP 2016: HLT-HITSZ, DUTIR-TONE, . All of
these teams have done a lot of feature engineering for every specific task.
Except team HLT-HITSZ, none of other teams use friendship network struc-
ture information.

4.4.2 Experiment Result
Table 2 shows comparison result of our model to all the baseline models men-
tioned above. As we can see, our model performs consistently and significantly
better than BOW and Paragraph Vector baselines on three tasks. The results
indicate that our proposed method can better predict microblog user’s profile.
Without handcraft features, our model’s result competitive with top teams’
results of SMP CUP 2016. In order to further improve accuracy and robust-
ness, we also compute an ensemble model by averaging 10 weak models that
trained independently on 10 sampled training subsets according to the bagging
algorithm. Through the model averaging process, our model obtains state-of-
the-art performance on three tasks. It is interesting to see that our model and
HLT-HITSZ, which both use friendship network information, significantly out-
perform other methods on region task.

To discover the contribution of each component to model performance, we
conduct an ablation study by removing one component at a time in our network
architecture. Specifically, we have tested the performance of the model without

Table 2. Results of our proposed model against baseline methods
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Table 3. An ablation study on SMP CUP 2016 dataset

Model Gender Age Region

Full architecture 88.69 67.43 72.61

Without self-attention 88.01 (−0.68) 66.27 (−1.16) 72.14 (−0.47)

Without network embedding 87.07 (−1.62) 64.33 (−3.10) 66.38 (−6.23)

Fig. 2. 2-dimensional t-SNE visualization of the network embedding for user gender
inferring task. Color of a node indicates the gender of the user (Color figure online)

the self-attention mechanism or network embedding. From the results presented
in Table 3, we observe that the self-attention mechanism impacts considerably
the performance of all three tasks. The network embedding, which can capture
relationship between microblog users, gives biggest performance gains for all
three tasks, especially for region task.

We also use t-SNE [31] to obtain a 2-dimensional visualization of the user
network embedding for user gender inferring task, shown in Fig. 2. We can clearly
see that nodes with same colors are distributed closer, which gives credible evi-
dence of the good performance of user network embedding.

5 Case Study

To gain insights about the self-attention mechanism’s behavior at a more detailed
level, we randomly select a user in SMP CUP 2016 dataset. For each message of
the user, attention value was extracted from gender task and we sample seven
messages attention value for analysis, as outlined in Table 4 .

The first message is shared from the platform “ ”, which is outside of
microblog platform, has the smallest attention value among the seven messages.
The result verify that our self-attention mechanism has the abilitcm other plat-
form and pay little attention on them. All the second to seventh messages are
generated by the user but not the same topic. The terms “ ” and “ ” in the
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Table 4. The analysis of the effectiveness of self-attention mechanism on gender task

second message and “ ” and “ ” in third message give a strong hint
that the gender of the user is female, which guide self-attention mechanism to
assigns a higher attention value to those two messages. On the other side, the
fourth to seventh messages have little evidence about the user’s gender, which
led to be assigned a smaller attention value by self-attention mechanism.

6 Conclusion

In this paper, we have presented a new unified neural network based method
for microblog user profiles inference. Multi-scale CNNs and self-attention mech-
anism are used to capture useful features in user-generated content. Network
embedding is used to extract user characteristics hidden in friendship network.
With incorporate content features and network embedding, our method obtains
the state-of-the-art performance on SMP CUP 2016 dataset. For future work,
we will extend our methods to involves more diverse contents such as avatars
and user names.

Acknowledgments. This work was supported by the National Natural Science Foun-
dation of China 61370165, U1636103, 61632011, Shenzhen Foundational Research
Funding JCYJ20150625142543470, JCYJ20170307150024907 and Guangdong Provin-
cial Engineering Technology Research Center for Data Science 2016KF09.

References

1. Ciot, M., Sonderegger, M., Ruths, D.: Gender inference of twitter users in nonEng-
lish contexts. In: Proceedings of EMNLP, pp. 18–21 (2013)

2. Wendy, L., Derek, R.: What’s in a name? Using first names as features for gender
inference in twitter. In: AAAI Spring Symposium Series (2013)



38 Z. Zhao et al.

3. Liu, W., Zamal, F.A., Ruths, D.: Using social media to infer gender composition of
commuter populations. In: Proceedings of the International Conference on Weblogs
and Social Media (2102)

4. Rao, D., Yarowsky, D.: Detecting latent user properties in social media. In: Pro-
ceedings of the NIPS MLSN Workshop (2010)

5. Pennacchiotti, M., Popescu, A.M.: A machine learning approach to twitter user
classification. In: Proceedings of ICWSM (2011)

6. Conover, M.D., Ratkiewicz, J., Francisco, M., et al.: Political polarization on twit-
ter. In: Proceedings of ICWSM (2011)

7. Tu, C., Liu, Z., Sun, M.: PRISM: Profession Identification in Social Media with
personal information and community structure. In: Proceedings of Social Media
Processing (2015)

8. Rao, D., Yarowsky, D., Shreevats, A., Gupta, M.: Classifying latent user attributes
in twitter. In: Proceedings of the 2nd International Workshop on Search and Mining
User-Generated Contents, pp. 37–44 (2010)

9. Rosenthal, S., McKeown, K.: Age prediction in blogs: a study of style, content, and
online behavior in pre-and post-social media generations. In: Proceedings of the
49th Annual Meeting of the Association for Computational Linguistics, Human
Language Technologies, vol. 1, pp. 763–772 (2011)
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Abstract. The evolution and development of events has its underlying
principles, leading to events happened sequentially. Therefore, the dis-
covery of such evolutionary patterns between events are of great value for
event prediction, decision-making and scenario design of dialog system.
In this paper, we propose Event Evolutionary Graph (EEG), which
reveals evolutionary patterns and development logics between events.
Specifically, we propose to construct EEG by recognizing the sequen-
tial relation between events and the direction of each sequential relation.
For sequential relation and direction recognition, we explore the effec-
tiveness of 4 categories of features: count-based, ratio-based, context-
based and association-based features for correctly identifying sequential
relations and corresponding directions. Experimental results show that
(1) the framework we proposed is promising for EEG construction and
(2) methods we proposed are effective for both sequential relation and
direction recognition.

Keywords: Event Evolutionary Graph · Sequential relation between
events · Social media · Knowledge base

1 Introduction

The evolution and development of events have its underlying principles, making
events happen sequentially. This kind of evolutionary patterns of events is of
great value. For example, the sentence “After having lunch, Tom paid the bill
and left the restaurant” shows a sequence of events evolution ① “have lunch”,
② “pay the bill” and ③ “leave the restaurant”. This event series is a very ordinary
pattern for the scenario of having lunch in a restaurant. This kind of pattern is
very common in our daily life, which usually indicate the basic patterns of events
evolution and human behaviors. Hence, these patterns of evolutionary events are
of great value and important for many tasks, such as event prediction, decision-
making and scenario design of dialog system.

Numerous efforts have been dedicated to extracting temporal and causal rela-
tions from texts. As the most commonly used corpus, the TimeBank corpus [15]
has been adopted in a lot of temporal relation extraction studies. Mani et al. [9]

c© Springer Nature Singapore Pte Ltd. 2017
X. Cheng et al. (Eds.): SMP 2017, CCIS 774, pp. 40–52, 2017.
https://doi.org/10.1007/978-981-10-6805-8_4
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applied the temporal transitivity rule to greatly expand the corpus. Chambers
et al. [4] used previously learned event attributes to classify the temporal rela-
tionship. For causality relation extraction, Zhao et al. [19] extracted multiple
kinds of features to recognize causal relations between two events in the same
sentence. Radinsky et al. [16] automatically extracted cause-effect pairs from
large quantities of news titles by predefined causal templates, and then they
used them to predict news events. However, these studies have some limitations.
First, this line of work can only extract relations from single sentences. Second,
these studies extract relations based on the semantic of specific context rather
than discover the underlying patterns of event evolution from large-scale user
generated documents.

In order to discover patterns of evolutionary events, we propose Event Evo-
lutionary Graph (EEG) and the framework to construct EEG. Specifically,
our definition of EEG involves evolutionary patterns and development logics of
events. The EEG is composed of events and relations between them. For the sake
of generality, we consider sequential and causal relations in EEG. The value of
each relation denotes the transition probability between events. Therefore, the
construction of EEG can be simplified as two key problems. The first is to recog-
nize relations between each two events. The second is to distinguish the direction
of each relation between events. Both problems can be solved based on the clas-
sification framework.

The main contributions of this paper are as follows. First, we propose EEG
and give its detailed definitions. Second, we propose a promising construction
framework to build EEG from large-scale unstructured web corpus. Third, exten-
sive experiments are conducted to solve the central problems of sequential rela-
tion and direction recognition. Experimental results show that the methods we
developed are effective for both sequential relation and direction recognition.

2 Related Work

2.1 Statistical Script Learning

The use of scripts in Artificial Intelligence dates back to the 1970s [10]. In this
conception, scripts are composed of complex events without probabilistic seman-
tics. In recent years, a growing body of research has investigated learning proba-
bilistic co-occurrence-based models with simpler events. Chambers et al. [3] pro-
posed a co-occurrence-based model of (verb, dependency) pairs, which can be
used to infer such pairs from documents. Pichotta et al. [12] described a method
of learning a co-occurrence-based model of verbs with multiple arguments.

There have been a number of recent published neural models for script learn-
ing. Pichotta et al. [13] showed that an LSTM event sequence model outper-
formed previous methods for predicting verbs with arguments. Pichotta et al. [14]
used a Seq2Seq model directly operating on raw tokens to predict sentences.
Mark and Clark [7] described a feed-forward neural network which composed
verbs and arguments into low-dimensional vectors.
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Script learning is very similar to EEG in concepts. However, script learning
usually extracts event chains without considering their temporal orders. Event
definition and representation are also different. EEG aims to organize event
evolutionary patterns into a commonsense knowledge base, which is the biggest
difference between them.

2.2 Temporal Relation Extraction

A lot of annotation efforts have been devoted to construct corpora for building
event ordering models. However, most of existing corpora focus on English. As
the commonly used corpus in temporal relation extraction, the TimeBank corpus
[15] has been adopted in a series of TempEval competitions [17,18], facilitating
the development and evaluation of temporal relation extraction systems. But
TimeBank corpus only annotates a small subset of easily-identified event mention
pairs, which much limit its applications. To overcome this problem, Do et al. [6]
produced an event-driven corpus on the ACE 2005 English corpus. Cassidy et al.
[1] enriched the TimeBank-Dense corpus on top of TimeBank. In comparison,
there are few corpora for Chinese temporal relation extraction.

Due to the corpus limitation, previous studies on temporal relation extrac-
tion focus on inferring temporal relations between event mentions in the same
sentence or neighboring sentences from English text, dominated by feature-based
approaches [4,8,9]. Chambers et al. [2] proposed a sieve-based architecture to
joint those different tasks of temporal relation extraction. Mirza and Tonelli
[11] used multiple cascaded classifiers to simultaneously solve the temporal and
causal relation classification, and achieved the best experimental results.

All these studies solve temporal relation extraction from specific context.
However, we solve this problem by frequency-based inference from multiple sen-
tences, which is a commonsense reasoning process.

3 Event Evolutionary Graph

In this section, we give the detailed definition of EEG, which consists of event and
relations between them. We consider two types of relation here, i.e., sequential
and causal relations.

In EEG, events are represented by abstract, generalized and seman-
tic complete verb phrases. Each event must contain a trigger word, which
mainly indicates the occurrence of the event, and some other necessary compo-
nents, such as the subject, object or modifier, to ensure the semantic complete-
ness. Abstract and generalized means that we don’t focus on the accurate
happening location and time, and the exact subject of the event. Semantic
complete means that human beings can understand the meaning of the event
without vague and ambiguity. For example, “have hot pot”, “watch movies”,
“go to the airport”, are reasonable verb phrases to represent events. While “go
somewhere”, “do the things”, “eat” are unreasonable or incomplete event rep-
resentations, as they are too vague to understand.
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Fig. 1. Tree structured event evolutionary graph under the scenario of “plan a wed-
ding”.

Fig. 2. Chain structured event evolutionary graph under the scenario of “watch
movies”.

Fig. 3. Cyclic structured event evolutionary graph under the scenario of “fight”.

The sequential relation between two events refers to their partial temporal
orderings. For example, “After having lunch, Tom paid the bill and left the
restaurant.” “have lunch”, “pay the bill” and “leave the restaurant” compose a
sequential relation event chain.

Causality is the relation between one event (the cause) and a second event
(the effect), where the second event is understood as a consequence of the first.
It is obvious that the causal relation between events must be sequential. For
example, “The nuclear leak in Japan leads to serious ocean pollution”. “Nuclear
leak in Japan” is the cause event, and “ocean pollution” is the effect event.
Besides, the cause event happens before the effect event in temporal ordering.
Hence, causal relation is a subset of sequential relation between events, and
sequential relation is more general than causal relation.

EEG is a Directed Cyclic Graph, whose nodes are events, and edges stand
for the sequential and causal relations between events. Essentially, EEG is a
commonsense knowledge graph, which describes the event evolutionary patterns.
Figures 1, 2 and 3 demonstrate three different event evolutionary subgraphs of
three different scenarios. Concretely, Fig. 1 describe some event evolutionary
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patterns under the scenario of “plan a wedding”, which happen repeatedly in
people’s daily life, and have evolved into some fixed human behavior patterns.
For example, “plan a wedding” usually follows by “buy a house”, “buy a car”
and “plan a travel”.

4 Methods for Constructing EEG

In this section, we propose a construction framework to construct EEG from
large-scale unstructured text, including data cleaning, natural language process-
ing, event extraction, event pair candidates extraction, sequential relation and
direction recognition, causality recognition and transition probability compu-
tation. Figure 4 sketches this framework. Details about the main construction
steps are described below. Causality is rare in the travel domain corpus we used.
Hence, causality recognition is not covered in this paper.

Fig. 4. Out proposed framework for building EEG from large-scale unstructured text.

4.1 Event Extraction

After cleaning the data, a series of natural language processing steps including
segmentation, part-of-speech tagging, and dependency parsing are conducted for
event extraction. Tools provided by Language Technology Platform [5] are used
for this preprocessing.

Event extraction strategy is different from task to task, and it is mainly
determined by the underlying task. As defined in Sect. 3, events in EEG are
represented by abstract, generalized and semantic complete verb phrases, con-
sidering the corpus used in this paper. We extract verb-object phrases from the
dependency-parsed tree. Though this is a simple strategy, we do find that a lot
of high quality verb phrases are extracted.

We filter the low-frequency verb-object phrases by a proper threshold, to
exclude the verb phrases extracted due to segmentation and dependency parsing
errors. Some too general events such as “go somewhere” and “do something” are
removed by regular expressions with a dictionary. Note that event extraction is
not the key problem in this paper.
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4.2 Event Pair Candidates Generation

Based on event extraction results, candidate event pairs are generated using two
heuristic rules. First, every two events from single sentences are considered as an
event pair candidate. Second, every two events from two consecutive sentences
are considered as an event pair candidate as well. The event from the first sen-
tence is taken as the first element of the pair, and the event from the second
sentence as the second element.

For example, events A and B are extracted form the former sentence, and
events C, D, E are extracted from the latter adjacent sentence. Ten event pairs
are constructed as (A, B), (A, C), (A, D), (A, E), (B, C), (B, D), (B, E), (C,
D), (C, E), (D, E).

Table 1. The features used for sequential relation and direction classification.

Count-based features Ratio-based features

T1: count of (A, B)
T2: count of (A, B) where A occurs before B
T3: count of (A, B) where B occurs before A
T4: count of A
T5: count of B
T6: count of verb-A
T7: count of object-A
T8: count of verb-B
T9: count of object-B

R1: T2/T1, R2: T1/T4
R3: T1/T5, R4: T1/T6
R5: T1/T7, R6: T1/T8
R7: T1/T9, R8: T6/T4
R9: T7/T4, R10: T8/T5
R11: T9/T5

Context-based features Association-based features

C1: count of all unique contexts
C2: average length of all contexts
C3: count of one-sentence contexts
C4: count of two-sentence contexts
C5: C3/C1
C6: contain relation of verb-A and verb-B
C7: contain relation of object-A and object-B
C8: postag of object-A
C9: postag of object-B

A1: PMI of A and B
A2: PMI of verb-A and verb-B
A3: PMI of verb-A and object-B
A4: PMI of object-A and verb-B
A5: PMI of object-A and object-B

4.3 Sequential Relation and Direction Recognition

Given an event pair candidate (A, B), sequential relation recognition is to judge
whether they have a sequential relation or not. For the ones having a sequential
relation, direction recognition should be conducted to distinguish the direction.
For example, we need to recognize there is a directed edge from “buy tickets” to
“watches movies”. We regard the sequential relation and direction recognition as
two separate binary classification tasks. Previous temporal relation classification
studies judge the relation and direction from single sentences. Alternatively,
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we solve this problem by frequency-based inference from multiple sentences.
Specifically, we achieve this by forcing event A and B to co-occur more than
k times. It is reasonable because event A and B are strongly associated with a
high-frequency co-occurrence.

Multiple kinds of features are extracted for these two supervised classification
tasks. All the features used are listed in Table 1. Details about the intuition why
we choose these features are described below.

Count-Based Features: For a strongly associated event pair (A, B), there are
many different statistics for them. They are directly counted from contexts that
they co-occur or the whole corpus. We believe these statistics are effective to
measure how strong and in which way event A and B are associated with each
other. Therefore, they can be useful features for sequential relation and direction
classification. These statistics include co-occur counts (T1 to T3), counts for
events in the whole corpus (T4 and T5), and counts for verb and object in the
events (T6 to T9).

Ratio-Based Features: The count-based features are numbers that directly
counted from the context and whole corpus. Some meaningful combinations
between these count numbers may provide extra information that is useful for
sequential relation and direction classification. For example, if T2/T1 is close
to 1, we can believe that A almost always occurs before B in the context they
co-occur. It is a significant signal that the sequential direction is from A to B.
These combination features are listed in Table 1 as ratio-based features (R1 to
R11).

Context-Based Features: We believe that contexts exist where sequential
candidates are more likely to appear. We developed features that capture the
characteristics of likely contexts for sequential relations. In a nutshell, they
include the count of unique context that A and B co-occur (C1), average length
of all contexts (C2), the count of contexts that A and B are in the same sentence
or not (C3 and C4), the ratio of one-sentence context (C5), the contain relation
between verbs and objects (C6 and C7), and postag of objects (C8 and C9).

Association-Based Features: These features measure the association
strength between event A and event B, including PMI scores from two differ-
ent aspects. First, PMI score of (A, B) is computed as the macro measure of
how strong event A and event B are associated with each other (A1). Second,
we further consider the fine-grained PMI scores of (verb-A, verb-B), (verb-A,
object-B), (object-A, verb-B) and (object-A, object-B), which measure the par-
tial association strength of event components (A2 to A5).
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4.4 Transition Probability Computation

Given an event pair (A, B), we use the following equation to approximate the
transition probability from event A to event B:

P (B|A) =
count(A,B)
count(A)

, (1)

where count(A,B) is the co-occurrence count of event pair (A, B), and count(A)
is the occurrence count of event A in the whole corpus.

5 Experiments

In this section, we conducted two kinds of experiments. The first is to judge
whether two events has sequential relation. And the second is to judge the partial
ordering between two sequential events. These two steps are crucial and central
for constructing clean and accurate EEG.

5.1 Dataset Description

We crawled 320,702 question-answer pairs from travel topic on Zhihu1 as our
experimental dataset. Travel is a relatively high level topic, which covers a wide
range of things about traveling. Therefore, a lot of commonsense event evolu-
tionary knowledge can be discovered from this data source.

Table 2. The detailed data statistics.

Total Positive Negative

Sequential relation 2,173 1,563 610

Sequential direction 1,563 1,349 214

We annotate 2,173 event pairs with high co-occurrence frequency (>= 5) as
our experiment corpus. Each event pair (A, B) is ordered that A occurs before B
with a higher frequency than B occurs before A. In the annotation process, the
annotators are provided with the event pairs and their corresponding contexts.
They need to judge whether there is a sequential relation between two events
from a commonsense perspective. If true, they also need to give the sequential
direction. For example, “watch movies” and “listen to music” are tagged as no
sequential relation (negative), while “go to the railway station” and “by tickets”
are tagged as having a sequential relation (positive), and the sequential direction
is from the former to the latter (positive). The detailed corpus statistics are listed
in Table 2. The positive and negative examples are very imbalanced. So we over
sample the negative examples in training set to ensure the number of positive
and negative training examples are equal.
1 https://www.zhihu.com/.

https://www.zhihu.com/
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5.2 Compared Methods and Evaluation Metrics

For sequential relation recognition, PMI score of an event pair is used as the
baseline method. For sequential direction recognition, if event A occurs before B
with a higher frequency than B occurs before A, we think the sequential direction
is from event A to event B. This is called the Preceding Assumption, which
is used as the baseline method for sequential direction recognition.

For two experiments, four classifiers are used for these classification tasks,
which are naive bayes classifier (NB), logistic regression (LR), multiple layer
perceptron (MLP) and support vector machines (SVM). We explored different
feature combinations to find the best feature set for both classification tasks. All
experiments are conducted using five-fold cross validation. The final experiment
result is the average performance of ten times of implementations.

Two kinds of evaluation metrics are used to evaluate the performance of our
proposed methods. They are accuracy, and the precision, recall and F1 value.

5.3 Results and Analysis

Table 3 shows the experimental results for sequential relation classification, and
we find that the pure PMI baseline achieves very good performance. Indeed, due
to the imbalance of positive and negative test examples, PMI baseline chooses
a threshold to classify all test examples as positive, and get a recall of 1. Four
different classifiers with all features in Table 1 achieve poor results, and only
the NB achieves higher performance than the baseline method. We explored all
combinations of four kinds of features to find the best feature set for different
classifiers. Still, the NB classifier achieves the best performance with a 0.776
accuracy and a 0.857 F1 score.

Table 3. Sequential relation classification results. Baseline result is given at the top
row. Results of four classifiers with all features in Table 1 are in the middle. Results of
four classifiers with the best feature combinations are given at the bottom.

Features Methods Accuracy Precision Recall F1

Baseline 0.719 0.719 1.000 0.837

All features NB 0.763 0.784 0.924 0.848

LR 0.690 0.795 0.765 0.779

MLP 0.683 0.841 0.692 0.756

SVM 0.523 0.849 0.409 0.551

Ratio+Association NB 0.776 0.789 0.939 0.857

Ratio LR 0.770 0.800 0.907 0.850

Association MLP 0.747 0.808 0.852 0.829

Ratio SVM 0.765 0.789 0.919 0.849
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Fig. 5. The 25 most important features for relation classification and their relative
importance scores.

Besides, we compute the relative importance scores for all features in Table 1,
and the top 25 most important features for relation classification and their rel-
ative importance scores are illustrated in Fig. 5. These importance scores are
computed by six different methods, including chi-square test, ANOVA F-value,
maximal information coefficient, random forest, recursive feature elimination
and stability selection. Their individual scores are normalized into the range of
0 and 1, and the average of six scores is computed as the last importance score.
We find that ratio-based features are the most important features for sequen-
tial relation classification. Experimental results in Table 3 verify this conclusion,
with three classifiers achieve the best performance using ratio-based features.
And the association-based features are the second most important features.

Table 4. Sequential direction classification results. Baseline result is given at the top
row. Results of four classifiers with all features in Table 1 are in the middle. Results of
four classifiers with the best feature combinations are given at the bottom.

Features Methods Accuracy Precision Recall F1

Baseline 0.861 0.866 0.993 0.925

All Features NB 0.803 0.891 0.880 0.885

LR 0.642 0.894 0.663 0.761

MLP 0.787 0.903 0.844 0.872

SVM 0.864 0.866 0.997 0.927

Association NB 0.862 0.863 0.999 0.926

Ratio+Association LR 0.713 0.861 0.796 0.826

All Features MLP 0.787 0.903 0.844 0.872

Association+Context SVM 0.870 0.877 0.988 0.929

Table 4 shows the experimental results for sequential direction classification,
from which we find that the Preceding Assumption is a very strong baseline
for direction classification, and achieves a accuracy of 0.861 and F1 of 0.925.
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Fig. 6. The 25 most important features for direction classification and their relative
effectiveness scores

Four classifiers with all features in Table 1 achieve poor results, and only the
SVM achieves higher performance than the baseline method. We explored all
combinations of four kinds of features, to find the best feature set for different
classifiers. Still, the SVM classifier achieves the best performance with a 0.870
accuracy and a 0.929 F1 score, using the association and context based features.

We also compute the relative feature importance scores for all features in
Table 1, and the top 25 most important features for direction classification
and their relative importance scores are showed in Fig. 6. We find that the
most important two features are T5: count of event B, and R1: count(A before
B)/count(A, B). But three of four classifiers achieve their best performance with-
out these two features, which is very interesting. We further experiment with
adding these two features, finding that it doesn’t help. This is mainly because
the feature importance scores examine each feature individually to determine
the strength of the relationship between the feature and the response variable.
Therefore, they may degrade the performance when combined together due to
their opposite correlation with each other.

Based on the experimental results listed above, some useful conclusions can
be reached as follows:

– The more features the better performance is not true, and different classifiers
capture different kinds of features.

– The two simple baseline methods used in our experiments achieve very good
experimental results. However, our proposed feature-based supervised meth-
ods achieve the best performance.

– Though certain features are important individually, the performance can be
degraded when they are combined, due to their opposite correlation.

6 Case Study

Based on the construction framework proposed, we construct a Chinese travel
domain EEG2 from large-scale unstructured web corpus. A subgraph in this EEG

2 http://202.118.250.16:60810.

http://202.118.250.16:60810
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Fig. 7. Subgraph in our constructed travel domain EEG under the scenario of “buy
train tickets”.

under the scenario of “buy train tickets” is illustrated in Fig. 7. We can find that
it covers a lot of important events, such as “go to the railway station”, “buy
tickets” and “buy a hard seat”. They are organized into a directed sequential
relation graph, whose edges are labeled with transition probability.

7 Conclusion and Future Work

In this paper, we propose Event Evolutionary Graph (EEG), which reveals evo-
lutionary patterns and development logics between events. We also propose a
framework to construct EEG from large-scale unstructured corpus. Extensive
experiments are conducted to solve the central problems of sequential relation
and direction recognition. Experimental results show that the approaches we
proposed are effective for both sequential relation and direction recognition.

To the best of our knowledge, EEG is first proposed by this paper. It is a
knowledge base about event evolutionary patterns. Our final goal is to automat-
ically mine this kind of knowledge from open domain large-scale unstructured
documents. In future work, we will explore more robust event extraction tech-
nique and integrate causality recognition into our construction process. Applying
EEG to real world applications is also an interesting research direction.
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Abstract. Cascades are formed as messages diffuse among users. Diffusion
process of viral cascades is analogous to spread of virus infection. However,
until recently structure properties of viral cascades are quantified and charac-
terized due to available diffusion datasets and increasing knowledge towards it.
The virality of structure is a notion for characterizing structural diversity of
cascades, but relationship between structural virality and shape of cascades is
not highly revealed. We address this problem in a more intuitively way under
the help of visualization methods and define a new problem to predict future
structure of cascades from the perspective of time. Whether structure of cascades
can be predicted, how early it is perceived and which features play key roles in
the future propagation structure are discussed in details. Results obtained have a
precision rate ranging from 86% in an hour to 97% in a day, indicating future
cascade structure can be predicted when proper features are chosen. And the
hierarchical tree features which related with structural virality are proven to play
an important role in cascade size prediction. Viral cascades often lead to phe-
nomenon of outbreaks recurrence, which has never been discovered formally
before. Prediction in outbreak recurrence can also achieve non-trivial perfor-
mance under the same prediction framework. Moreover, outbreak recurrence is
shown to play significant impacts on structure virality of cascades. Our research
is especially useful in understanding how viral cascades and events are formed,
as well as exploring intrinsic factors in cascade prediction.

Keywords: Information diffusion tree � Cascade prediction � Outbreaks
recurrence � Tree-based features � Structural virality

1 Introduction

Online social networks facilitate the spread of information. Users post and share mes-
sages about life, moods and thoughts in these social networks. Weibo or Microblog is a
Twitter-like platform, in which fans and friends can share and forward microblogs,
therefore many Cascades are formed. Cascade is also referred as information dissemi-
nation tree or diffusion tree and is common occurred in main social networks. While
some scholars ever believed that cascades are inherently unpredictable. Recent works
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has shown that some properties of cascades, such as growth, shape and size can be
predicted by training models on a mixture features [6]. Most research about cascades
mainly focus on predicting size [12] or popularity [3], and retweet behavior [13] of
cascades while ignoring the structure of diffusion. In recent years, structure of cascades
has piqued interest of scholars. According to Cheng et al. [6], predicting cascade
structure is a much more challenge task compared with cascade growth prediction. To
understand structural property, data that can reconstruct process of information must be
collected, which is possible in some online social networks. The data of blogs is first
available to discovery how the information travels among users [9]. Researches about
other kinds of cascades have emerged in recent years such as Facebook [1, 6],
LinkedIn [2], Twitter [14], Microblog [7, 8], and WeChat.

Then how to describe and measure structure diversity of cascades? The notion of
structural virality in online diffusion trees has been introduced [10]. Structural virality
or virality of structure, can be regarded as a special property of cascades. Goel et al.
[10] distinguished diffusion mechanism in two kinds: broadcast (Fig. 1a) and viral
spreading (Fig. 1b). Some cascades between two extremes (Fig. 1c). Viral spreading is
similar to a virus propagates from person to person, while broadcast makes information
only available to people directly connected with original person. The value of structural
virality increases as more branches or deep propagation paths are formed as shown in
Fig. 1b and c. Wiener Index is applied to calculate structural virality and alternative
possible measurements are also allowed which will be discussed latter. Wiener Index is
a good measure most of time. However, the approach still has some drawbacks: it
ignores direction of propagation and does not show how viral the propagation structure
is intuitively. For example in Fig. 2a, b and c, the Wiener Index is 2.02, 2.52 and 3.77,
without telling to what extend virality is. Measurements with values between 0 and 1
are expected for a more intuitive understanding. When depth of a cascade is infinite, the
value is 1.0, while the value is 0.0 when a cascade is purely broadcast, no matter how
big the size is.

Some microblogs in “hot events” have deep propagation paths or many big bran-
ches. These messages spread like a virus from person to person and form many
ripple-like branches and deep propagation paths (see Fig. 2c). This kind of cascade is
referred to as a viral cascade with viral structure in this paper. Another kind of cascade
is the broadcast cascade or non-viral cascade with mostly or purely star-like structure,
in which most paths are connected directly with the root node (Fig. 2a). This kind of
structure is called a broadcast structure. Then the question is how to distinguish cas-
cades with viral structures from those with broadcast structures? For example, is a
cascade with Wiener Index value of 2.5 a viral cascade? And can we predict future
cascade structure in early time? Which factors are related with viral cascades? These
are questions remain open but is meaningful. In social network viral marketing, we tend
to select people with a high capacity for creating messages that can go viral. The viral
structure gives brands or products a wider range of exposure to potential users and
improve their publicity. When structural virality reaches a threshold, the structure of
cascades has apparent viral spreading and these cascades become intuitively viral,
which makes those cascades viral cascades.

Observing the viral cascades, we can see that in addition to a big ripple-like
outbreak surrounding the root node, many new “ripples” occurred in many forwarding
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or retweet nodes. The new ripple-like structure is named Outbreak Recurrence in this
paper. It means another outbreak comes into being after some users forward a message.
Outbreak Recur, somewhat similar to Cascades Recur in Cheng et al. [7]. However, we
focus on analyzing the forwarding nodes that will form a new outbreak within a
cascade, while Cheng [7] concerned when new cascades about the same topic will be
formed. Outbreaks recurrence promote attendance of audiences and influence cascade
structure. Can these outbreaks recurrence be predicted, and what kind of impacts they
have on structure of cascades? The answers are very worthy of discovery. For example,
we can prevent further spread of information by suppressing the occurrence of sec-
ondary outbreaks. In viral marketing, and we can take advantage of this phenomenon,
making brands and products for known to more social groups, with the under help of
some users that have a relatively small number of fans.

2 Related Works

Some literatures have discussed virality of cascades or memes based on popularity or
size, without discovering structure of cascades that is significant in propagation process
[6, 14]. Most paper using audience size or retweet amount to define virality of cascades,
while diffusion structure does not get enough concern. Cheng et al. [6] have proven that
cascades can be predicted to some extent in Facebook. Their work mainly focused on
predicting whether the final size of cascades will arrive f kð Þ in the future when k nodes
are observed. The structure of cascades is discussed briefly without discussing how a
viral cascade is formed under description of structural virality in details. Moreover, the
method does not tell how early time (e.g. in an hour) the prediction is made. Thus a
new prediction task is defined in the perspective of time.

Most works about predicting outbreak in cascades are also based on size of them
[8]. Cui [8] regarded outbreak prediction as binary classification problem and predict
outbreaks based on the cascading behaviors of sensors. Yi [5] took structure of cas-
cades into account when defining an outbreak. And some features such as entropy of
eigenvector centrality and PapgeRank centrality are found to be key predictors in
prediction without explain the how these features works. Although many works have
discussed the outbreak problem, the outbreaks recurrence has not been explored with
before.
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Fig. 1. (a) Broadcast. (b) Viral Spreading. (c) A cascade between two extremes.
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Goel et al. [10] put forward the concept of the virality of diffusion tree structure and
have applied Wiener Index to calculate the structural virality of cascades. The work has
drawn attraction of many scholars. However, measurements to calculate virality of
structure are not discussed in detail in their works. We point out the shortage of Wiener
Index and improve it with normalized method. After comparing it with Modularity and
under the help of a visualization tool, the relationship between shape and structural
virality of cascade are intuitively revealed.

3 Preliminaries

3.1 Data Collection and Description

We randomly select 134279 microblogs between 2015.10 and 2016.12 and construct
diffusion cascades of them. The propagation process is completely restored by
tree-based structure with direction in each cascade. Retweet time, comment and user
profile in information diffusion are collected. Figure 6a is size distribution of cascades
under log-log axes. Figure 6b is distribution of structural virality with y-axe is value
under logged. The size of distribution follows power-law distribution. Surprisingly,
structural virality also almost follow power-law distribution, but there is an inexplicit
turn at almost 2.5. After Wiener Index arrive 2.5, the downward trend becomes slower
and proportion of cascades is relatively small (Fig. 3).

a b c  

Fig. 2. Cascades of almost the same size with different structure. (a) Wiener Index = 2.02,
Modularity = 0.024. (b) Wiener Index = 2.52, Modularity = 0.42. (c) Wiener Index = 3.77,
Modularity = 0.74.

Fig. 3. (a) Distribution of cascade size. (b) Distribution of structural virality.
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3.2 Structure Virality of Cascades

Under the visualization proper layout, structure of cascades is easily revealed. We also
calculate Modularity under the community detection algorithm [4]. The approach can
also be used to assess structural virality of cascades. Although it is not easy to prove
arithmetically why the modularity and virality structural are closely related. However,
in the actual experiments, after detecting communities, the modularity of entire graph
can be a good description of structural virality. The correlation between Wiener Index
and Modularity is 0.9. The Q-Q Figure of Wiener Index and Modularity show the same
increasing tendency. An advantage of Modularity is the values fall into 0.0 and 1.0,
which can be regard as degree of structural virality intuitively. If we normalized the
Wiener Index directly, say, (w − min)/(max − w), will cause misunderstanding.
Minority large value will make Wiener Index very small. For example when a cascade
with Wiener Index value 3.0, the largest value is 18.0, so the normalized value of the
cascade is (3.0 − 2.0)/(18.0 − 3.0) = 0.06. While in fact a cascade with Wiener value
3.0 (as shown in Fig. 4c) is quite rare and virality of structure is quite large, a pro-
portion of around 5%. The normalized value should be reconsidered. Thus, we com-
pare it with Modularity and calculate functions in Q-Q Figure, and summarize a
function. The proportion over 4.0 is 0.017, means it is a very large value. By this
method, Wiener value of cascades in Fig. 4 are mapped into 0.15, 0.34 and 0.6, which
are more reasonable. For cascades with Wiener value over 3.67 or more, they can be
interpreted as extremely viral cascades.

f wð Þ ¼ 0:6 � w� 1:2; w� 3:67
1:0; w[ 3:67

�

From large observation, cascades with Modularity or Wiener Index large than a
threshold, deep paths and outbreaks recurrence will appear. The threshold is around
0.25 for Modularity and 2.5 for Wiener Index. And larger value Modularity or Wiener
Index usually means more deep path and outbreaks recurrence.

It should be noted that the threshold is not fixed and more like a transition zone, but
for categories and prediction, we have to make such division. Based on the observation,
we can category cascade structure or shape into several categories and predict future
structure in early time, like viral or un-viral structure, or virality degrees, which indicate
popularity of information. Firstly, we try to predict whether a message will be a Viral
Cascade or not and explore how early and precise the prediction can be made.

a b c

Fig. 4. (a) Wiener Index = 2.25, Modularity = 0.18. (b) Wiener Index = 2.57, Modular-
ity = 0.45. (c) Wiener Index = 3.0, Modularity = 0.66.
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4 Predicting Cascade Structure

4.1 Problem Statement and Definition

We try to predict future cascade structure dynamically. T = (V, E) represents a diffusion
tree. V represents nodes releasing or retweeting messages on the tree, E are edges
indicating directions information flow. Diffusion tree grows with time. In time t, the
tree is noted as Tt, and in the last time, the tree is noted as TFinal. If v TFinalð Þ� d, it is
regarded as a viral cascade with viral structure, where v is structure virality function
and d is the threshold. Otherwise the diffusion tree is labelled as non-viral cascade with
broadcast structure. So the problem is:

f : Tt; t ¼ 1. . .Nð Þ ! v TFinalð Þ

The time interval of predicting points is set to 3600 s (1 h). Since 70% retweet
behavior happens in a day, we only consider prediction within a day. Cascades with
over 30 nodes are selected, d is set to 0.25, and 35 features are extracted to trained
classification models and make prediction.

4.2 Feature Description

We investigate the factors that contribute to future structure of cascades. We group
these features into four classes: Content features, user features, temporal features and
structural features.

Content Features: The content itself is first natural factor comes into mind. Messages
with innovative ideas and original microblogs are easier to spread deep and become
viral. Mentioned in the literature [11], emotion impacts propagation. SO emoji is
extracted as a symbol of emotion. The length of content may also have an impact on
propagation. Special symbols such as “@” and “\#” are also considered.

User Features: The influence of root user and their friends or fans will play an
important role in message diffusion. And several other root user features are selected,
such as verification, VIP member and so on.

Temporal Features: Temporal characteristics are found to have a significant impact
on predicting future size [6]. We also want to test whether they are good features for
predicting future structure. The time intervals of retweeting reflect the spread speed that
may affect the propagation structure, thus some temporal characteristics are calculated
as features.

Structural Features: Index-10 and h-index, originally used for assessing the author’s
academic influence, are applied to describe the propagation characteristics of cascades.
The literature [14] suggests that the initial communities and final virality are associated.
Community detection algorithm [4] is applied in this paper, reserved communities with
more than two nodes. Initial structure type [6] is also considered as an important factor.
The extracted features are listed in Table 1.
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4.3 Results and Analysis

A variety of learning methods including the random forests, logistic regression, SMO,
decision trees, and AdaboostM1 are employed. After 10-fold cross-training, the results
of random forests are as Fig. 5a. It can be seen that in the first hour, the prediction
accuracy rate and recall rate reached 88% under the random forests. After that, accu-
racy and recall rapidly increased at first, then held steady. In the second hour, the
accuracy rate and recall rate both exceeded 90%. The precision and recall, F1 values
ranged from 88% to 97%. ROC curve in the first hour went up to 93% and in the third
hour to 96%, and rose steadily to 98.6% after that. Similar results can be also obtained
using different classifiers. The F-1 value of different classifiers are shown in Fig. 5b. It
can be seen within the first hour, F1 value of random forests algorithm is slightly better
than other algorithms. After that, the results are almost the same among several clas-
sifiers and the curve show the same upward trend, indicating that features extracted for
classification have a high stability.

To discovery key features we applied CfsSubset (CFS), a feature-selection method,
and the BestFirst evaluator to the choose subsets of features. After using CFS to select
the 35 features, there are 15 features occur at least once in prediction time points. The
important features chosen at each moment are different. Nine features with no less than
nine times, which are shown in Fig. 5d. The proportion of intermediate nodes with
depth one (or level two) promotes the spreading of the propagation more deeply.
Whether it has a “#” symbol has a significant impact because the “#” symbol implies
the microblog is related with a topic and can be searched by “Weibo Search”, and is

Table 1. Features used in prediction.

Feature description

User Features F18 Num. of intervals <10 min
F1 Fans num. of root user Structural Features
F2 Whether root user is verified F19 h-index of resharers’ degree
F3 Member type of root user F20 Index-10 of resharers’ degree
F4 Member rank of root user F21 Avg. top five resharers’ degree
F5 Varied type of user F22 Avg. top ten resharers’ degree
Content Features F23 Avg. of resharers’ degree
F6 Length of content F24 Entropy of resharers’ degree
F7 Whether an emoji is contained F25 Community num
F8 Num. of emoji F26 Rate of 2rd-level mediate nodes
F9 Whether a url is contained F27 Rate of nodes with 2rd level
F10, 11 Whether “@/#” is contained F28 Ratio of mediate nodes
F12, 13 Whether “!/?” is contained F29 Num of mediate nodes
Temporal Features F30 Avg of top-5 depths
F14 Min of time interval F31, 32 Max/avg. of depth
F15 Avg reshare time F33 Diameter
F16 Avg. time between reshares F34 Initial type
F17 Entropy of time interval F35 Reshare number
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more likely to get attention and be retweeted. The average forwarding time reflects the
forwarding speed. The faster speed may make it easier to form a deeper propagation
path. The initial structure, average depth, average degree, index-5 of degree have great
impacts on future virality of structure. Text that is too long is a barrier to depth of
spreading. Viral cascades are relatively more concentrated in the short text area, while
non-viral cascades are significantly higher than viral cascades in long text area. When
the nine features with the number of occurrences greater than nine were selected and 15
features occur at least one time were used to make comparison. As can be seen from
Fig. 5c, the F-Measure values are just slightly affected after feature selection. It shows
that the nine features are key factors in predicting future structure.

It should be noted that the threshold is not limited to the values we mentioned, they
should be set properly according to experience and observation of data.

Suppose the cascades are not with hierarchical tree-based structure, which is the
kind of data happens mostly in previous research. After removing the features of
hierarchical tree-based features, the F1 value sharply decreased, as shown in Fig. 5c.

Now we turn to a problem about observing an early set of nodes to predict final
structure [6]. And the method benefits cascades with smaller size. Initial graph of
k shares were extracted. The same parameters with an early work [6], k from 5 to 100
were set. The same threshold d was used. The results are as following. Results varied
from 78.4% when k is 5 to 92% when k is 100. The accuracy has achieved non-trivial
performance compared with results in work [6], which may due to full using of
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Fig. 5. (a) Results of RandomForest. (b) F1 value of different classifiers. (c) Results when only
part of features are used. F1-Cfs-1 and F1-Cfs-9 represent results using features chosen at least
once and nice times by CFS respectively. (d) Frequency of features chosen by CFS.
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hierarchical tree-based features. When minimum cascades size R is set to 100,
k varying from 5 to 100, accuracy increased almost linearly from 77.8% to 92.9%. It
also shows that the features extracted can be a good predictor of future structure. The
cascade structure is easier to predict when more nodes are extracted.

Then we discovery whether hierarchical tree-based structure works in prediction
future size or popularity of cascade. It is hard for us to make precision prediction due to
size or popularity of cascade follow power-law distribution and complexity mechanism
works in cascade growth. Most literature transform the problem into classification
problem. One problem is called “virality prediction” related with size prediction. We
choose the way in paper [14] and cascade of larger than l percentage is viral in retweet
amount. Also cascades with more than 50 nodes are chosen. After removing features of
‘virality’. The accuracy has a different degree of decline in classifiers. It indicates that
the initial propagation structure has certain influence on the future size. This may
because the information with different topic has aroused interests of various users that
organized in diverse structure. When the cascade structure goes viral, the exposure of
the message is growing large, and it is easier for messages to form a larger cascade.
However, the feature of size or retweet amount does not lead to a viral cascade, which
is more related with content and friendship organization.

To sum up, these experiments prove that future structure of cascades can be pre-
dicted at early time, and the method to diving different types of structure is effective.

5 Predicting Outbreaks Recurrence

5.1 Problem Description

Outbreak Recurrence refers to an outbreak occurring around forwarding nodes but not
root node, shown in red circle in Fig. 7c. Different from cascade recur [7], outbreaks
recur happens within the same cascade. The outbreak recurrence can be also referred to
as Secondary Outbreak. Past research concerned about when new cascades are formed
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Fig. 6. (a) Predicting cascade structural virality when R is set to 100. (b) Predicting whether a
message will be popular, RandomForest-UN and C4.5-UN represents results without structural
virality related features, the l is set to 70%.
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about the same topic again. Here, we are mainly focus on predicting which one will
lead to new outbreaks beyond the root node. If a node lead to outbreaks recurrence, it is
referred as secondary outbreak nodes, such as nodes A, B, C and D in Fig. 7c. Given a
threshold h, the task is forecasting whether a new outbreak will come into being after a
user retweeting a microblog in cascades.

Suppose at time t, user u forwards the message, predicting whether user u will
become secondary outbreak node or not in the future, noted as S(u). Suppose for-
warding nodes directly connected with u is R(u). If R uð Þ� h, u is a secondary outbreak
node and S(u) = 1, wherein h is threshold of retweet amount for defining an outbreak,
otherwise S(u) = 0. Forward Weibo with more than seven forwards are labelled as
Popular or hot forwards in Sina Weibo, the same threshold is also applied in this paper.
To simplify the problem, we still regard it as a binary classification problem.

5.2 Experiments and Results

Intuitively, the influence of root users and topic of content have impacts on the out-
break recurrence. In addition, the temporal factor is very important. Users with a small
number of fans can also lead a very large outbreak, even beyond person with much
more fans. In some case, number of retweets even beyond number of fans. Early
reviewing and forwarding may benefit new outbreaks. Such as a user forwarded Mr.
Hawking’s weibo that blessing students who are going to attend the Chinese College
Entrance Test. The number of retweets from the user is 4798, far more than his fans
number which is 2746. He had forwarded the original weibo within less than two
minutes after it was posted in the morning, and a brief comment was also added to
attract the attention of others. Features selected are as following:
User features: gender, fans number, member rank, member type, whether verified,
verified type, microblog number, length of self-introduction.
Temporal features: time interval with parent node, time interval with root node.
Content features: same with those in predicting structure.

Obviously, the proportion of the popular forwarding microblogs is far less than the
non-popular. To solve this imbalance classification problem, we down-sample negative
samples randomly to make sure classification models could be trained properly. The
ratio of the popular/non-popular was maintained around 1:2. Forecasting results are in

Fig. 7. (a) A sketch of outbreak recurrence. (b) Example of many outbreaks recur in a cascade.
(c) Cascade failures after removing secondary outbreak points. (Color figure online)
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the Table 2. Under other sampling rates such as 1:1 or 1:3, similar results were also
obtained to show its stability. The performance of different classification algorithms
vary a little, with the highest accuracy rate of 91.5%. The forecast is finished imme-
diately after a user forwards a microblog. It shows that the outbreaks recurrence can be
accurately predicted early.

5.3 Influence to Structural Virality

The distribution of retweets from forwarding nodes directly follows a long-tail distri-
bution (root node removed). Only a small portion of retweets can form secondary
outbreaks. However, the small part plays a significant role on the overall structural
virality. Suppose secondary outbreak nodes in Fig. 1b and c are eliminated, the
structural virality of diffusion tree is sharply reduced. After the removal of the nodes,
structural virality of the cascade in Fig. 2b falls from 0.26 to 0.09, and in Fig. 2c from
0.88 to 0.12, which indicates that secondary nodes are essential for structural virality in
most cases. When many “slim” and deep propagation paths occur in a cascade, virality
can still maintain a relatively high value after removing secondary outbreak nodes.
However, this case does not appear often.

6 Conclusion

Structural virality as well as size of cascades shows how popular a message is.
Structure of cascades have recorded how messages propagate among users and can be
predicted at an early time in a relatively high accuracy rate when proper feature are
selected. We propose a dynamic prediction framework for cascade structure from
perspective of time and try to find out key reasonable factors in virality prediction. The
structural virality is shown to play important role in improving performance in cascade
popularity or size prediction. Outbreak recurrence often happens in viral cascades and
is a main reason to facilitate messages diffusion like virus. However, an outbreak
usually caused by an influence person or a message relates with hot event or contains
valuable information. And hierarchical tree-based structure is especially important in
cascade structure prediction. Overall, our research is meaningful in discovering the
structure of information propagation and can be applied in viral market, event pre-
diction and propagation control.

Table 2. Results of predicting outbreak recurrence.

AdabsoostM1 C4.5 Logistic RandomForest

Precision 0.898 0.887 0.843 0.903
Recall 0.896 0.886 0.836 0.902
F-Measure 0.895f 0.886 0.836 0.902
ROC 0.94 0.9 0.915 0.959
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Abstract. China has to face lots of societal conflicts during periods of
social and economic transformation. It is crucial to exactly detect soci-
etal risk for the mission to a harmonious society. On-line community con-
cerns have been mapped into respective societal risks and support vector
machine model has been used for risk multi-classification on Baidu hot
news search words (HNSW). Different from traditional text classifica-
tion, societal risk classification is a more complicated issue which relates
to socio-psychology. Conditional random fields (CRFs) model is applied
to access to societal risk perception more accurately. We regard the risks
of all the terms throughout a hot search word as a sequential flow of
risks. The experimental results show that CRFs model has superior per-
formance with capturing the contextual constraints on HNSW. Besides,
state features can be extracted based on CRFs model to study distribu-
tions of terms in each risk category. The distribution rules of geographical
terms are found and summarized.

Keywords: Societal risk classification · HNSW · Paragraph Vector ·
Conditional random fields · Feature mining

1 Introduction

In the Web 2.0 era, Internet users are both content viewers and content produc-
ers. Search engines have been the most common tool to access to information.
The contents of high searching volume of search engine reflect the netizens’ atten-
tion. Baidu is now the biggest Chinese search engine. Baidu hot news search words
(HNSW) are based on real-time search behaviors of hundreds of millions of Inter-
net users and released at Baidu News Portal, reflecting the Chinese current con-
cerns and ongoing societal topics. In such way, we utilize HNSW as a perspec-
tive to analyzing societal risk which refers to the risk problems raising the con-
cern of the whole society. Traditional research on societal risk was studied from
the angle of cognitive psychology based on the psychometric paradigm and ques-
tionnaires [1], which is generally expensive and time-consuming to be conducted.
Zheng et al. constructed a framework of societal risk indicators including 7 cat-
egories which are national security, economy/finance, public morals, daily life,
c© Springer Nature Singapore Pte Ltd. 2017
X. Cheng et al. (Eds.): SMP 2017, CCIS 774, pp. 65–76, 2017.
https://doi.org/10.1007/978-981-10-6805-8_6
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social stability, government management, and resources/environment [2]. Tang
tried to map HNSW into either risk-free event or one event with risk label from
the 7 risk categories and aggregate all risky events over the whole concerns as the
on-line societal risk perception [3]. By labeling those HNSW with relevant societal
risk categories, we may get a general perception of online societal risks. An auto-
mated way to carry out societal risk classification by machine learning is necessary.
Moreover, the results directly affect the accuracy of evaluating the level of societal
risk. It is of great significance to monitor societal risk timely and efficiently.

This paper focuses on two points of the societal risk classification problem.
Firstly, societal risk classification is a more complicated issue which relates to
socio-psychology compared with traditional text classification. Different individ-
uals may have different subjective perception of risks. Meanwhile, more challenges
are confronted including the emerging words with risks, the transfer of the word’s
risk and widely usage of argots and proverbs [3]. Besides, the data set of societal
risks is seriously unbalanced. More than 50% of the hot words are labeled as “risk-
free”. Therefore, improve the performance of automatic risk identification by tra-
ditional machine learning methods is with a big challenge. Secondly, HNSW are
short texts with no punctuations and spaces, which makes it more difficult to deal
with. Relevant news texts are crawled and extracted simultaneously to provide
corpus for machine learning. Experiments were conducted which carried out soci-
etal risk multiple classifications on news contents, while the accuracy was barely
needed to be improved [4]. As a result of these two points, conditional random
fields (CRFs) model is firstly applied to societal risk classification directly dealing
with short texts without news texts compared with previous studies. We regard
the risk classification as a sequence labeling problem and use CRFs model to cap-
ture the relations among terms in hot words. In this paper, support vector machine
(SVM) based on Paragraph Vector is also introduced in order to get better results
of risk classification. SVM based on bag-of-words (BOW) used in previous study
is chosen as baseline [4].

This paper is organized as follows: Sect. 2 introduces different models for soci-
etal risk multi-classification of Baidu hot news search words. Section 3 presents the
risk multi-classification experiments and carries out the results analysis. Section 4
illustrates feature terms analysis in each risk category according to state features
of CRFs model. Conclusions and future work are given in Sect. 5.

2 Societal Risk Classification Methods

Baidu hot news search words are provided in forms of 10 to 20 hot query news
words updated every 5 min automatically which refer to bring the most search
traffic. Each of HNSW corresponds to 1–20 news whose URLs are at the first
page of hot words search results, as shown in Fig. 1. “HotWord Vision 2.0” was
developed to hourly download HNSW and their corresponding news texts since
November of 2011. HNSW serve as an instantaneous corpus to maintain a view of
netizens’ empathic feedback for social hotspots, etc. Therefore, we utilize HNSW
as a perspective to analyze societal risk. The task for societal risk classification
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is conducted from two perspectives. On one hand, we map these Baidu hot news
into eight categories. One hot search word belonging to one risk category is deter-
mined by the votes of risk categories for hot news. On the other hand, we directly
map one hot search word into one risk category. Two different approaches to the
societal risk classification will be discussed in the following subsections.

Fig. 1. HNSW released at Baidu News Portal and the corresponding news texts

2.1 Societal Risk Classification Based on Baidu Hot News

We try to investigate multi-classification problem of societal risk through map-
ping Baidu hot news texts into eight categories. Generally the most common fixed-
length vector representation for texts is the BOW. Hu and Tang carried out multi-
ple classifications on hot news utilizing SVM algorithm based on BOW [4]. What
kinds of risk categories the HNSW belong to are determined by the largest number
of risk categories of Baidu hot news. However, with the volume of news accumu-
lated, BOW method is prone to dimension disaster. Besides, BOW method does
not take semantic of the sentence and word order into consideration. Neutral net-
works approaches have overcome these problems by implementing unsupervised
word embedding for feature representations [5]. Paragraph Vector model was pro-
posed as an unsupervised framework that learned continuous distributed vector
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representations for pieces of texts [6]. The texts can be of variable-length, rang-
ing from sentences to documents. Chen and Tang had applied Paragraph Vector
model to societal risk classification on the corpus of posts crawled from Tianya
Forum and the performance was better than basic machine learning methods [7,8].
Paragraph Vector model has demonstrated obvious superiority in the issue of text
classification with its merits in capturing the semantics of paragraphs. Therefore,
we adopt the learning algorithm Paragraph Vector for societal multi-classification
on news contents.

As to the Paragraph Vector, the vector of a paragraph is concatenated with
several word vectors from the paragraph and the following word is predicted in the
given context [6]. The process of implementing societal risk classification based on
Baidu hot news by Paragraph Vector is illustrated in Fig. 2. Take the hot search
word “ ” (Many counties had suffered pests in Anhui) for exam-
ple. First, the Baidu hot news ID and the corresponding news text are fed to Para-
graph Vector model. After the vector representations have been learned by Para-
graph Vector model, n-dimensional vectors of Baidu hot news are acquired. Next,
the risk categories are concatenated with the vectors of Baidu hot news which are
extended to n + 1 dimensions. Finally, train SVM classifiers based on (n + 1)-
dimensional vectors for prediction. The categories the hot search words belonging
to are dependent on the votes of risk categories of Baidu hot news.

Fig. 2. Process for risk classification of HNSW by Paragraph Vector
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2.2 Societal Risk Classification Based on Hot Words

Most of researchers focus on how to extract useful textual features for text clas-
sification using traditional machine learning algorithm as well as deep learning.
Since HNSW consist of fewer words, traditional classification methods face the
challenges of feature sparseness. Thus, CRFs model is adopted to deal with this
problem.

CRFs model is an undirected graphical model used to calculate the condi-
tional probability of a set of labels given a set of input variables [9], which has bet-
ter performance in most natural language processing (NLP) applications, such as
sequence labeling, part-of-speech tagging, syntactic parsing, and so on. Both max-
imum entropy and hidden Markov model, which are regarded as the theoretical
foundations of CRFs model, have been successfully applied to text classification
and achieved good performance [10,11]. CRFs model was previously used for short
text classification and sentiment classification. The results proved that CRFs out-
performed the traditional methods like SVM and MaxEnt [12–15]. In this paper,
we utilize CRFs model for societal risk classification. For capturing the contex-
tual influence, we treat original societal risk classification as a sequence labeling
problem.

Linear chain conditional random field (LCCRF) is the most simply and com-
monly used form of CRFs model. We choose LCCRF to carry out societal risk
classification. HNSW and their corresponding risk categories are respectively
represented as the observed sequences and state sequences. In view of the risk
classification process, X =(x1,x2, · · · ,xn) is a set of input random variables.
Y =(y1, y2, · · · , yn) is a set of random labels. We have a collection of hot search
words sequences D where each hot search word sequence d ∈ D is a sequence of
tuples [(x1, y1), (x2, y2), · · · , (xT , yT )]. Each tuple(xT , yT ) is respectively pre-
sented as segmented word xT and risk label yT . The sequence length T varies for
each sequence. For example, the hot search word “ ” (There are
heavy rainfalls in Hebei for days.) can be expressed as the observation sequence
and state sequence. The observation sequence is X = ( ).
The state sequence is Y = (resources/environment, resources/environment,
resources/environment, resources/environment). Hot search words and their cor-
responding risk categories can be turned into the risk tagging sequence. In a given
observation sequence X, the probability distribution of generating the output
sequence can be described as follows:

Pw(Y |X) =
exp(w · F (Y,X))

∑
Y exp(w · F (Y,X))

. (1)

Here, F (Y,X) = (f1(Y,X), f2(Y,X), · · · , fK(Y,X))T is the feature vector,
where fi(Y,X) is a binary indicator feature function with fi(Y,X) = 1 when
both the feature and label are presented in a hot word and 0 otherwise; w is a
learned weight for each feature function as well as the main parameter to be opti-
mized. Figure 3 shows the framework for CRFs applied on risk multi-classification.
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Fig. 3. Label sequences in CRFs model training

It is necessary to define the template for feature exaction to train LCCRFs
model. We use the example above to illustrate the process of feature generation.
Assume the current token is “ ”, the feature templates and corresponding fea-
tures are defined as Table 1.

Table 1. Feature template and corresponding features

We define two variables, namely L and N . L represents the number of cate-
gories including 7 risk categories and risk-free category, N represents the number
of features generated by the template. There are L ∗ N feature functions, that is
to say, there are 80 feature functions in the above example. The training of CRFs
is based on maximum likelihood principle. The log likelihood function is

L(w) =
∑

Y,X

[P̃ (Y,X)w · F (Y,X) − P̃ (Y,X)log
∑

Y

exp(w · F (Y,X))]. (2)

Limited-memory BFGS (L-BFGS) algorithm is used to estimate this nonlinear
optimization parameters.

3 Societal Risk Classification of HNSW

3.1 Data Description and Data Processing

In this paper, we perform risk multi-classification respectively on Baidu HNSW
collected from November 1, 2011 to December 31, 2016 and corresponding news
corpus collected from April 1, 2013 to December 31, 2016 based on “HotWord
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Table 2. Descriptive statistics of hot words and hot news

Risk category Train dataset Test dataset

#hot words #hot news #hot words #hot news

National security 2258 18472 178 1568

Economy/finance 1222 8403 119 1205

Public morals 3368 25004 399 3440

Daily life 4920 32037 656 5870

Social stability 5342 58890 364 3087

Government management 5552 52748 339 3428

Resources/environment 1716 14653 358 3156

Risk-free 24587 274669 4855 42978

Vision 2.0”. Table 2 shows the quantity distribution of each risk category respec-
tively on hot search words and hot news.

We choose Ansj1 as the segmentation tool to deal with hot words and corre-
sponding news texts. We then remove stopwords and only reserve verbs, nouns,
adjectives and adverbs. In the experiment, CRFs model, SVM based on Paragraph
Vector and SVM based on BOW are compared as follows:

(1) SVM-BOW: We use SVM model based on vector representation BOW
for text. The feature extraction method Chi-square is chosen, and the top 20%
features are selected. We use LinearSVC in sklearn package for SVM model, whose
parameters are set as default values. We then choose the news texts from April 1,
2013 to December 31, 2015 as the training set while all the news in 2016 as the
testing set. The votes of risk categories of hot news identify which categories the
hot search words belong to.

(2) SVM-PV: We perform news texts from April 1, 2013 to December 31,
2016 to learn vector representations. We also choose LinearSVC in sklearn package
for SVM, whose parameters are set as default values. Once the vector representa-
tions have been learned, we feed them to the SVM to predict the risk label. The
process is as shown in Fig. 2. The parameters are set as follows: the learned vector
representations are set 100 dimensions, the optimal window size is 8, CBOW is
chosen for vector representations. The votes of risk categories of hot news identify
which categories the hot search words belong to.

(3) CRFs: Each hot word is represented as a label sequence. The template
defined in Sect. 2.2 is chosen for feature extraction. We then choose the hot words
from November 1, 2011 to December 31, 2015 as training set, while all the hot
words in 2016 as testing set. L-BFGS algorithm is introduced to optimize the
objective function. We use sklearn crfsuite2 package for CRFs model. We set the
iteration number to 100 in the training process of the method based on CRFs.

1 http://www.demo.ansj.com/.
2 https://pypi.python.org/pypi/sklearn-crfsuite/0.3.3/.

http://www.demo.ansj.com/
https://pypi.python.org/pypi/sklearn-crfsuite/0.3.3/
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3.2 Results

We utilize accuracy, macro-average and micro-average as the evaluation metrics
to evaluate the overall performance of each model. Precision, recall and F-measure
are used for performance measurement of each societal risk category. The accuracy
of CRFs model, SVM based on Paragraph Vector and SVM based on BOW are
0.78, 0.68 and 0.74 respectively. CRFs have achieved the best performance. Table 3
shows the results of three models.

Table 3. Comparison results with different models

Risk category Precision Recall F-measure

BOW PV CRFs BOW PV CRFs BOW PV CRFs

National
security

0.56 0.00 0.66 0.29 0.00 0.43 0.38 0.00 0.52

Economy/
finance

0.58 0.00 0.68 0.16 0.00 0.34 0.25 0.00 0.46

Public morals 0.43 0.00 0.54 0.14 0.00 0.23 0.21 0.00 0.32

Daily life 0.63 0.89 0.70 0.25 0.01 0.51 0.36 0.03 0.59

Social stability 0.47 0.40 0.56 0.49 0.37 0.51 0.48 0.39 0.54

Government
management

0.49 0.52 0.58 0.35 0.20 0.56 0.41 0.29 0.57

Resources/
environment

0.82 0.87 0.93 0.54 0.12 0.56 0.65 0.22 0.70

Risk-free 0.78 0.70 0.81 0.94 0.98 0.93 0.85 0.82 0.87

Macro-average 0.60 0.42 0.68 0.40 0.21 0.51 0.47 0.28 0.58

Micro-average 0.74 0.68 0.78 0.74 0.68 0.78 0.74 0.68 0.78

As is shown, SVM-PV has got rather poor performance on both precision and
recall especially for the risk category “national security”, “economy/finance” and
“public morals”. The phenomena are found in Table 2 that the corpus generated
by the netizen’s online search behavior is severely unbalanced, the “risk-free” cat-
egory takes the absolute majority in the corpus. Besides, there is little difference
between the semantic information of two corpora from different kinds of societal
risk categories, such as “public morals” and “risk-free”, which leads to a high prob-
ability classifying a hot search word to the majority category. For the risk category
“national security”, “economy/finance” and “public morals”, although the preci-
sion and recall of SVM-PV on hot news are not zero, the votes of risk categories of
hot news causes no sample to be correctly labeled on hot search words. As far as the
task of societal risk classification is concerned, it is essential to find out risky words
as many as possible. In other words, we pay more attention to recall for evalua-
tion. The recall of SVM based on Paragraph Vector on “risk-free” category is 0.98,
tending to find hot words whose categories are risk-free. In contrast, the recall of
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CRFs model on risk category “national security”, “economy/finance” and “pub-
lic morals” are respectively 0.43, 0.34 and 0.23. Meanwhile, the three values are
in turn increased by 0.48, 1.10 and 0.64 compared with the SVM-BOW. In other
words, CRFs model tends to capture risky hot words. As can be seen from the
overall scores of the whole data for three methods, CRFs method achieves better
performances in each risk category than the other two methods apparently. Over-
all, CRFs model shows the discriminatory power of predictive models in societal
risk multi-classification. Moreover, it has obvious superiority in data processing
which is relatively easy and captures comprehensive text semantics.

4 Analysis of Feature Terms on Societal Risk

CRFs model has demonstrated its superiority for risk multi-classification. Besides,
we obtain state features after CRFs model completing parameters learning on
the training set. The state features can be expressed as the distribution of terms’
weight values in each risk category. The magnitudes of the weight values represent
their contribution to predicting which risk categories the hot words belonging to.
As a result, we could select terms with greater weight values in each risk category
as the factors or characteristics on behalf of each risk.

4.1 Analysis of Feature Weight

We now perform feature terms analysis in each risk category according to state fea-
tures and their corresponding weight values. The corpus is chosen from November
1, 2011 to December 31, 2016 including 56,233 hot news search words for training.
When the training process is completed, the state features and weight values will
be expressed as the distribution of terms’ weight values in each risk category. The
occurrence frequency of term “ ” (haze) under “daily life”, “government man-
agement”, “resources/environment” and “risk-free” are respectively 1, 2, 105, 7.
And the corresponding weight values are -0.35, 0.71, 6.65, -0.05. The significance
of these weight values can be explained from an aspect of CRFs formula. Since∑

Y exp(w · F (Y,X)) is the normalization factor, values of Pw(Y |X) depend on
values of exp(w ·F (Y,X)). Take “haze” for example, we assume that the sequence
only has one word “haze” for simplicity.

Pw3(resources/environment|haze) > Pw2(governmentmanagement|haze)

> Pw4(risk − free|haze) > Pw1(dailylife|haze).
As is seen, weight values represent the contribution to the prediction of risk

category. The higher the weight values of terms in one risk category, the greater
the contributions of terms to conditional probability. For instance, the weight val-
ues of “ ” (house prices) in “finance/economy” and “daily life” are respec-
tively −0.82 and 4.88. The larger weight value of “ ” (house prices) contributes
greater to conditional probability on “daily life”. Then we try to investigate the
distribution pattern of place names in feature terms in each risk category.
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4.2 Distribution of Feature Terms

We first use Ansj to do the Chinese hot news search words segmentation and
part-of-speech tagging. Terms that are tagged “ns” (geographical name) and
“nt”(institutional name) are selected. Then we build the dictionary of Chinese
regional areas which has a total of 34 provinces, including provinces, municipal-
ities and autonomous regions. At last, the geographical terms with their weight
values in each category are picked out according to the dictionary. The distrib-
ution pattern of geographical terms in each category is as shown in Fig. 4. The
horizontal axis is the geographical terms, while the vertical axis is the eight risk
categories. Each small colored cell in the figure represents weight values of the geo-
graphical terms in each category. The deeper the color is, the higher the weight
value is. Here we list and analyze geographical terms results for illustration. By the
visualized results, we summary the distribution patterns of geographical terms in
each category as follows:

Fig. 4. Distribution pattern of regional terms in each category

(1) As to the risk of national security, the highest weight value of feature terms
is Xinjiang, with Taiwan, Hong Kong, Fujian and Tibet decreasing in turn.
This is because there have been hundreds of terrorist attacks happened in
Xinjiang in recent years, including hijacking plane and attacking the police
station so on. Terrorist attacks pose a great threat to social stability of Xin-
jiang and national security. In addition, there are patriotic movements like
protecting the Diaoyu Islands and the South China Sea happened in Taiwan.
Major political events such as sanctions against the Philippines and impeach-
ing Chun-ying Leung have occurred in Hong Kong;

(2) As to the risk of finance/economy, weight values of Shanxi, Sichuan, Hong
Kong and Shanghai decrease accordingly. Since anti-corruption movement in
Shanxi, the economy of Lvliang city had crashed. Sichuan Province launched
four trillion investment plans. Hong Kong and Shanghai are often mentioned
in the risk of finance/economy owing to the Shanghai Composite Index and
the Hong Kong Hang Seng Index, both of which may reflect the situation of
stock market volatility to some extent;
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(3) As to the risk of public morals, the issues such as integrity and social mode
in Guangxi, Fujian, Chongqing and Henan are more salient and could not be
neglected;

(4) As to the risk of daily life, Beijing and Shanghai mainly focus on housing issues
such as property restriction and the rising price;

(5) As to the risk of social stability, weight values of Heilongjiang, Tianjin and
Liaoning are higher relative to other areas in China. That is because the events
such as coal mine explosion, the explosion of Tianjin harbor and the school bus
rollover accident occurred respectively in Heilongjiang, Tianjin and Liaoning;

(6) As to the risk of government management, a number of top officials from
provinces including Hunan, Hebei, Jiangxi, Guangdong and Shanxi were
investigated by the commission for discipline inspection of the central com-
mittee due to the tough anti-corruption policy;

(7) As to the risk of resources/environment, there are earthquakes frequently
occurred in Jilin, Yunnan and Tibet. And the snowstorm occurred in Inner
Mongolia in November, 2012. As is known, haze pollution in Beijing is also
prominent.

5 Conclusions

Societal risk refers to the risk problems raising the concerns of the whole society.
The subjective perception of societal risk reflects the public attitudes to social
issues as well as government decision-making. It is of great significance for gov-
ernment management and decision-making to monitor either the potential or the
ongoing societal risk events. In this paper, CRFs and SVM-PV model are applied
to obtain the subjective societal risk perception automatically and timely.

We conduct the research on societal risk perception based on HNSW. Accord-
ing to the current research, CRFs model is more effective in response to “subjec-
tive perception of societal risks” and “short texts”. The main contributions are
summarized as follows.

(1) CRFs model is first applied to societal risk classification directly dealing with
short text, which tackles the challenge of feature sparseness and improves the
performance.

(2) CRFs model is used to capture the contextual constraints on HNSW with
obvious superiority in text processing.

(3) The geographical distribution rules of societal risks are found and summarized
by studying distributions of place terms in each risk category by state features.

Lots of works need to be done. In the future, the combination of feature repre-
sentation and CRFs will be developed to improve the performance. Besides, terms
with greater weight values in each risk category may also be picked out either as
the factors on behalf of risk events or as feature words to construct the risk lexicon.
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Abstract. The source detection task, which targets at finding the most
likely source given a snapshot of the information diffusion, has attracted
wide attention in theory and practice. However, due to the hardness of
this task, traditional techniques may suffer biased solution and extra-
ordinary time complexity. Specially, source detection task based on the
widely used Linear Threshold (LT) model has been largely ignored. To
that end, in this paper, we formulate the source detection task as a
Maximum Likelihood Estimation (MLE) problem, and then proposed a
Markov Chain Monte Carlo (MCMC) algorithm, whose convergence is
demonstrated. Along this line, to further improve efficiency of proposed
algorithm, the sampling method is simplified only on the observed graph
rather than the entire one. Extensive experiments on public data sets
show that our MCMC algorithm significantly outperforms several state-
of-the-art baselines, which validates the potential of our algorithm in
source detection task.

Keywords: Social network · Source detection · Markov Chain Monte
Carlo

1 Introduction

Recent years have witnessed a massive increase in the popularity of social net-
works, which emerged as important platforms for information propagation. Some
studies focus on modeling the diffusion process of information [10,21]. Some
studies focus on the application of information diffusion [13,15,22]. Information
source detection [2,15,20] is one of the popular application, which aims to find
the source of given information based on a snapshot of the propagation network,
and further support many propagation-related scenarios, such as rumor source
tracing and virus source identification.

Since firstly proposed in [15] as a preliminary study, the information source
detection task has been discussed by many prior arts, which are based on cen-
trality [15–17], sampling [7,11,13,18,20], spectral [6], or belief propagation [1].
c© Springer Nature Singapore Pte Ltd. 2017
X. Cheng et al. (Eds.): SMP 2017, CCIS 774, pp. 77–88, 2017.
https://doi.org/10.1007/978-981-10-6805-8_7
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Usually, most efforts have been made only on a simplified network topology,
such as a tree or a grid. But it is hard for these approaches to guarantee high
accuracy in general graphs. At the same time, some other related works assumed
that information diffusion process followed the basic epidemic models, like the
Susceptible Infected Recovered (SIR) model [10] or the Susceptible Infected (SI)
model [15]. However, finding source in the liner threshold (LT) model which is
one of the most popular models for social network analysis is rarely studied.

Recent studies [11,13] have noticed these mentioned facts, they attempted to
solve the problem via maximizing the similarity between estimated and observed
diffusion graph. However, these studies may be misled by the network structure.
As an example, in Fig. 1(a), suppose that the observed nodes set A = {1, 2, 3, 5}
is given. v2 will probably be estimated as the source by the K-effectors [11]
and SISI [13]. In fact, only v1 can activate all the nodes successfully. Therefore,
the problem [11,13] studied is substantially different from the source detection.
Clearly, more comprehensive method is still required.

Fig. 1. (a): A social network instance in LT model. (b), (c) and (d) describe three
possible diffusion process for given observed node set A = {2, 3, 4, 5}.

In light of the above, we will explore how to efficiently estimate the source
in large social networks without bias. To be specific, the linear threshold (LT)
model, one of the most popular models for social network analysis, will be used to
describe the diffusion process. Then, the task of information source detection will
be formalized as a maximum likelihood estimation (MLE) problem, where we try
to pick up a node, i.e., the source, to maximize the likelihood of diffusion graph.
To deal with that, considering that the size of the sample space is exponentially
large compared with the number of edges in the network, we designed a Markov
Chain Monte Carlo (MCMC) to efficiently detect the source. The contributions
of our paper could be summarized as follows:

1. We formalize the problem of source detection under the LT model by maxi-
mum likelihood estimation (MLE). And to the best of our knowledge, we are
the first to adapt the MCMC approach to solve the problem.

2. To further improve efficiency of the proposed algorithm, we reduce the sample
space by sampling on the observed subgraph rather than the entire graph.

3. We conduct comprehensive experiments on a real network to validate the per-
formance of the proposed approach. The results demonstrate the effectiveness
of the proposed approach.
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2 Related Work

In general, our related work could be divided into two categories, i.e., Source
Detection and Markov Chain Monte Carlo Approach.

Source Detection. Due to the widespread applications in many real-world
scenarios, a series of techniques for source detection have been studied. In the
seminal works, Shah et al. [15,17] is the first to formulate the source detection
and established the concept of rumor centrality under the SI model. Then they
further improved the effectiveness of rumor centrality for source detection in
generic trees [16]. Dong et al. [4] inferred a source with the maximum poste-
riori estimator on regular tree-type networks given a priori information. Wang
et al. [19] found that multiple independent observations can significantly increase
the detection probability for trees. Lappas et al. [11] formulated the source detec-
tion as the K-effectors which selects k active nodes that can best explain the
observed nodes set in social networks. Fanti et al. [5] introduced a messaging
protocol, which guarantees obfuscation of the source under the assumption that
the network administrator utilizes the maximum likelihood (ML) estimator to
identify the source. Chang et al. [3] derived a maximum posteriori estimator to
find the source under the SI model. Nguyen et al. [13] used a similar formulation
of K-effectors for source detection and provided an efficient guaranteed method.

Markov Chain Monte Carlo. Markov Chain Monte Carlo is a randomized
sampling method which could sample from a probability distribution based on
constructing a Markov chain that has the desired distribution as its equilibrium
distribution. Due to its widespread applications in many important problems
like rare event sampling [8] and Bayesian Inference [14], this approach has been
richly studied in recent years. Along this line, a series of twist methods have
been proposed like Gibbs sampling and Slice sampling.

In conclusion, on the one hand, most existing works assume that information
diffusion process followed the basic epidemic models, such as the SI model or
SIR model. Whereas that solving the source detection problem based on the LT
model is rarely studied. On the other hand, although MCMC has been wildly
used in rare event sampling, it is rarely used in source detection. Hence, we
explore the MCMC approach to efficiently estimate the source in general graphs
based on the LT model.

3 Problem Formulation

In this section, we first give the formal definition of the information source
detection problem. Then, we introduce the widely used diffusion model called
the LT model. At last, the basic Monte Carlo method is proposed to solve it.

3.1 Problem Definition

Given a social network G = (V,E), where V is the node set, E ⊆ V × V is the
set of edges and a snapshot of the information diffusion when diffusion process
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ends. Denote by A the set of infected nodes observed in V . Assuming that node v
is the source, denote by P (A|G, v) the probability that the infected node set we
observe in G is A. According to the principle of Maximum Likelihood Estimation
(MLE), the estimated source node is arg maxv P (A|G, v). Formally, we define
the source detection problem as follows.

Problem 1. Information Source Detection Problem. Given a graph G =
(V,E) and the infected node set A when diffusion process ends, the information
source detection problem asks for finding a single source node ŝ that most likely
start the diffusion, that is ŝ = arg maxv P (A|G, v).

3.2 Diffusion Model

To case the modeling, the widely-used Linear-Threshold (LT) model will be
introduced to describe the information diffusion. In this model, we have an extra
influence weight matrix B to evaluate the importance of edges. In particular, for
a given edge (u, v), it corresponds to a weight Bu,v such that

∑
u∈Nin(v) Bu,v ≤ 1

where the N in(v) is the set of in-neighbors of v. The dynamic of information
propagation in the LT model unfolds as follows.

A source node s ∈ V is assumed to be the initial disseminator of the informa-
tion. Denote by St the nodes activated in step t (t = 0, 1, 2, . . .) and S0 = s. Ini-
tially, each node u selects a threshold θu in range [0, 1] uniformly at random. At
step t > 0, an inactive node u would be activated if

∑
w∈Nin(u)∩( ∪

i<t
Si)

Bw,u ≥ θu.

The process terminates when St = ∅.
Kempe [9] proved that the LT model is equal to the live-edge graph processes.

In the LT model, a live-edge graph instance can be obtained by following rules.
Each node v picks one incoming edge with the probability of

∑
u∈Nin(v) Bu,v.

The selected edges are called live and the others are called dead. For a given
live-edge graph denoted by g, each node i reachable from source s is active.

3.3 Basic Solution

We use R(g, v) to denote a set of nodes that are reachable from v in g. Thus,

P (A|G, v) =
∑

g⊆G

[ΥG(g)I(A = R(g, v))], (1)

= Eg∼G[I(A = R(g, v))]

where I is an indicator function defined as:

I(c) =
{

1 if c is true;
0 otherwise;

and ΥG(g) denotes the probability distribution of G, i.e.,

ΥG(g) =
∏

v∈g
∧
(u,v)∈g

Bu,v

∏

v∈g
∧

Nin
g (v)=∅

ϑv, (2)



A Markov Chain Monte Carlo Approach for Source Detection in Networks 81

where N in
g (v) denotes the set of in-neighbors of v in g and ϑv =

∑
u∈Nin

G (v) Bu,v.
Nevertheless, the evaluation of P (A|G, v) is computationally prohibitive since it
is related to counting the number of linear extensions of a ordered node set. A
trivial method-Monte Carlo Method(MC) could be used to estimate P (A|G, v)
by drawing graph g ∼ G. However, due to the often exponential small number
P (A|G, v), the running time of MC is not acceptable. To show this, consider a
linear graph G(V,E), where V = {v1, v2, · · · , vn} and E = {(vi, vi+1)|1 ≤ i < n}.
Suppose that V = V ′ and Bvi,vi+1 = 1/2, then we have P (A|G, v1) = 1/2n−1. We
call a sampled graph positive sample, if there exist a node v ∈ A could activate
A having R(g, v) = A. To overcome the above problem, an ideal method is to
make that all the output samples positive samples. In the next section, we will
achieve this with a Markov Chain Monte Carlo (MCMC) method.

4 Solving Source Detection with MCMC

In this section, we explore the MCMC method for source detection.
We define a set of positive samples as

G′ = {g|∃v, s.t. I(R(g, v) = A)}. (3)

and the distribution of G′ as

ΥG′(g) =
{

ΥG(g)/Z g ∈ G′;
0 otherwise;

where Z =
∑

g∈G′ ΥG(g)
In MCMC, we sample in G′ rather than G. The key property that makes

MCMC approach work well is that ŝ = arg maxvEg∼G′ [I(R(g, v) = A)]. Now,
we sample in G′ with the MCMC approach.

First, we need to generate an instance of live-edge graph g1 ∈ G′. We ran-
domly pick a node in A and do the BFS in G(A), where G(A) is the infected
subgraph induced by node set A and their inter edges. Till the observed nodes
set in BFS process is A, we get a live-edge graph g. Then, by adding the dead-
edges we expand the corresponding live-edge graph g in G(A) to the graph g1
in G. At last, we get a graph g1 ∈ G′.

Second, we use the Algorithm 1 to generate a Markov chain. Algorithm 1
gives a local move in G′. Each local move will change a node’s in-live-edge from
the previous subgraph gi.

At last, we measure I(R(gi, v) = A) on each graph gi and figure out the max-
imum one as the source. Formally, we describe it in Algorithm 2. The following
theorem demonstrates the correctness of the MCMC approach.

Theorem 1. The Markov chain created by Algorithm1 has a only stationary
distribution and has ŝ = arg maxvEgi∼G′ [I(R(gi, v) = A)].

Proof. To prove Theorem 1, we give the following two lemmas first.
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Algorithm 1. Local move
Require: G, A, gi.
1: Choose a node v ∈ V uniformly randomly; gi+1 = gi;
2: Let

∑
w∈Nin(v) Bw,v = ϑ(v);

3: Delete the in-live-edge of node v in gi+1;
4: In gi+1, pick v’s in-live-edge (u, v) with probability Bu,v;
5: if gi+1 /∈ G′ then
6: gi+1 = gi;
7: end if
Ensure: gi+1.

Algorithm 2. MCMC for source detection
Require: G, A, g1, parameter K;
1: Create new array count with size |A|;
2: k = 0, g = g1;
3: while k < K do
4: T = {v|R(v, g) = A};
5: for v ∈ T do
6: count[v] = count[v] + 1;
7: end for
8: Local move(G, A, g);
9: end while

10: s = arg maxvcount[v];
Ensure: s.

Lemma 1. The Markov chain created by Algorithm1 is irreducible.

Proof. Given two instance of state gi, gj ∈ G′, we set the gi as the input in
Algorithm 1 and we want to prove that there exist a sequence that contains
both gi and gj . By the local move method, we establish the sequence as follows.

First, for each edge e ∈ gi

∧
e /∈ G(A), we can change the edge into the

dead edge by a local move. Also, we do the same operation to gj . Thus, without
generality, suppose that all the edges in gi and gj are also the edges in G(A).

Second, we give the order of changing the node’s edges in gi by following
method. Since gi ∈ G′, we can find out a node v which could activated A in gi

and mark it as 1. Then, we mark the node u that can reach v via a live edge in
gj as 2. We do above process repeatedly, till the present node is marked or the
present node cannot be reached from other nodes in gj . Next, we mark the left
nodes by the pre-order traversal in gj .

At last, we do the local move in gi by the marked order. Each local move will
make a node’s in-live-edge in gi be the same as gj . Figure 1 shows an example of
above process. It is obvious that each intermediate graph belongs to G′. Lemma
follows.
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Lemma 2. The Markov chain is aperiodic.

Proof. Given state gi, for any possible next state gi+1, the probability of
P (gi+1 = gi) 	= 0. Thus the Markov chain is aperiodic.

Since the Markov Chain is irreducible and aperiodic, it only has a stationary
distribution. Then, we have Lemma3.

Lemma 3. In Algorithm1, the transition probability of graph gi and gi+1 satisfy
with

P (gi+1|gi)
P (gi|gi+1)

=
ΥG′(gi+1)
ΥG′(gi)

, (4)

where P (gi+1|gi) is the probability of transiting from state gi to next possible
state gi+1.

Proof. Suppose that the different live-edges in gi and gi+1 are (u1, v) and (u2, v).
There are three different cases.

Case 1: (u1, v) ∈ gi and (u2, v) ∈ gi+1. In this case, we have ΥG′ (gi+1)
ΥG′ (gi)

= Bu2,v

Bu1,v
.

From Algorithm 1, P (gi+1|gi)
P (gi|gi+1)

= Bu2,v/n

Bu1,v/n = Bu2,v

Bu1,v
.

Case 2: (u1, v) ∈ gi and (u2, v) /∈ gi+1. In this case, ΥG′ (gi+1)
ΥG′ (gi)

= 1−ϑ(v)
Bu1,v

. From

Algorithm 1, P (gi+1|gi)
P (gi|gi+1)

= (1−ϑ(v))/n
Bu1,v/n = ΥG′ (gi+1)

ΥG′ (gi)
.

Case 3: (u1, v) /∈ gi and (u2, v) ∈ gi+1. Similar to case 2, P (gi+1|gi)
P (gi|gi+1)

=
ΥG′ (gi+1)
ΥG′ (gi)

. Thus, P (gi+1|gi)
P (gi|gi+1)

= ΥG′ (gi+1)
ΥG′ (gi)

.

From Lemma 3, π is the stationary distribution. From the definition of G′,
obviously, ŝ = arg maxvEg∼G′ [I(R(v, g) = A]. Theorem follows.

5 Sampling in Infected Subgraph

In this section, to improve the efficiency of MCMC, we simplify the sampling
method that scales according to observed graph size rather than the size of the
entire graph.

When an infected subgraph is obtained at the end of the diffusion process,
the snapshot of the process is observed only at G(A). We constrain information
diffusion to G(A). In this case, let P (A|G(A), v) be the probability that the
infected node set we observe in G(A) is A. We arrange the elements in set
{P (A|G(A), v)|v ∈ A} by descending order and let Rank[P (A|G(A), v)] be the
rank of P (A|G(A), v) in {P (A|G(A), v)|v ∈ A}. We obtain the following theorem:

Theorem 2. Rank[P (A|G, v)] = Rank[P (A|G(A), v)].

Proof. By setting the nodes in A that are initially activated, let β be the prob-
ability that no node in V \ A has been activated. Since the snapshot is observed
when the information diffusion process terminated, each node in A try to activate
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the node in V \ A. Thus, P (A|G, v) = βP (A|G(A), v). We normalize P (A|G, v)
to N(A|G, v) = P (A|G,v)∑

u∈A P (A|G,v) . Then,

N(A|G, v) =
P (A|G, v)

∑
v P (A|G, v)

=
βP (A|G(A), v)

∑
v βP (A|G(A), v)

= N(A|G(A), v).

Since Rank[P (A|G, v)] = Rank[N(A|G, v)], Rank[P (A|G(A), v)] = Rank[N(A|
G(A), v)] and N(A|G, v) = N(A|G(A), v). Thus Rank[P (A|G, v)] = Rank
[P (A|G(A), v)].

This means we can simplify the sampling strategy only in the infected subgraph.

6 Experiment

In this section, we conduct experiments of our source detection algorithm on a
real network dataset. Our experiments are conducted on a machine with an Intel
i5 CPU and 16 GB of memory. All experiments are implemented in JAVA.

6.1 Experimental Setting

Data Sets. We conduct our experiments on a real network dataset: Wiki-
Vote [12]. This dataset is composed of all Wikipedia voting data from the
inception of Wikipedia till January 2008. And it contains 7115 nodes and 103,689
directed edges.

In our experiments, the probability of the propagation of an edge (u, v) is set
to α

indegree(v) , where the indegree(v) is the set of in-neighbors of v. To make our
experiments more compelling, we set the value of α to 0.5, 0.75 and 1 respectively.
We randomly choose a node as source and run the LT model until no more nodes
are infected, then we obtain the set of these infected nodes. We repeat the process
1,000 times to get 1,000 random datasets. In order to challenge the effectiveness
of our algorithm, we guarantee that each dataset contains more than 5 infected
nodes and contains at least two candidate sources whose likelihood to infect
others is larger than 0.

Algorithms and Their Explanations. To compare the proposed algorithm
with existing algorithms, we also implement some other algorithms. The algo-
rithms used in the experiments are as follows:

– JC: Jordan center [23]. This selects an activated node with the maximal
distance to the others as source.

– Ef : A heuristic algorithm proposed in [11]. In [11], it proposes the “DP”,
“Sort”, “OutDegree” algorithms to find the k sources. However, to the single
source, “DP=Sort”. In the experiments, we use this algorithm and call it Ef .

– MCMC: the method proposed in Sect. 4.
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Evaluation Index. We apply the following widely used measures to evaluate
the effectiveness of our methods.

– Detection Rate. Detection rate is the probability that the node identified by
the algorithm is the actual source.

– γ − accuracy. γ-accuracy is the probability that the actual source ranked
among top γ.

– Error Distance. Error Distance is defined as the distance between detected
source node and true source node assuming edges are undirected.

6.2 Effectiveness Validation
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Fig. 2. When α is equal to 1.0. Statistics histogram of activated subgraph used in
experiments (a) The γ − accuracy result (b) and the error distance (c) of different
algorithms.

Comparison of Results. Figure 2(b) shows the γ−accuracy computed by each
method when α is set to 1. Note that the intersection of the polyline and the
y-axis indicates the detection rate. To some degree, detection rate is on behalf
of the precision of a method. The higher the value is, the better performance the
algorithm achieves. Obviously, the MCMC method yields the best performance.
In more than 40% of the total experiments, the MCMC method can find the
true source. The detection rate of the MCMC method is 20% higher than that
of the Ef method and even two times more than that of the JC method.

For the γ − accuracy, we make our algorithm output a list of candidate
source nodes sorted in descending order of likelihood, the value of γ represents
the index of actual node in the list which is no more than γ. According to
Fig. 2(b), it is clear that when the value of γ is fixed, the accuracy of the MCMC
method is higher than that of the other two methods. In more than 90% of the
total experiments, the rank of the actual source is among top 3 in the list of
candidates which is produced by the MCMC method. In about 75% of the
total experiments, the Ef method can make sure the rank of the actual source
is among top 3. In addition, the JC method can satisfy the same condition in
no more than 50% of the total experiments.
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Figure 2(c) shows the distribution of error distances when α is set to 1. Error
distance reflects how far the detected nodes is away from the actual source. Note
that the larger of the error distance is, the worse performance the corresponding
method achieves. It is clear that all source nodes identified by the proposed
algorithm are four hops around the source node. In more than 90% of the total
experiments, the detected nodes detected by the MCMC method are two hops
around the source node. At the same time, the Ef method and JC method not
only have fewer results with 0 or 1 error distance, but have heavier tail as well.

In comparison, the MCMC method always yields the best performance,
and the Ef method is slightly worse than the MCMC method. Because the
idea of the Ef method is to maximize the similarity between estimated and
observed diffusion graph which is different from the fundamental meaning of
source detection. Contrarily, the JC method is obviously worse than the MCMC
method. The JC method just uses the structure of the social network instead of
considering the probability of each node to be the source. This is why the JC
method always performs the worst.

Parameter Analysis. Figures 2, 3 and 4 show the performance of each method
based on the different value of α. According to the result, we find that all meth-
ods are sensitive to the parameter. With the increment of the value of α, the
probability of an inactive node be activated becomes higher, so that there are
more active nodes. However, the performance of each method becomes worse.
Because the difficulty of the source detection problem is related to the number
of activated nodes. Even so, the performance of the MCMC method just drops
a little, it always holds on to the number-one spot among the three methods. At
the same time, the gap between the MCMC method and the other two methods
gets larger and larger. To some extent, the MCMC method is more stable than
the other in large network.
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Fig. 3. When α is equal to 0.75. Statistics histogram of activated subgraph used in
experiments (a) The γ − accuracy result (b) and the error distance (c) of different
algorithms.
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Fig. 4. When α is equal to 0.5. Statistics histogram of activated subgraph used in
experiments (a) The γ − accuracy result (b) and the error distance (c) of different
algorithms.

7 Conclusion

In this paper, we address the source detection problem in the LT model, and
then derive a MCMC approach to improve the accuracy for general graphs.
To further improve the efficiency, we reduce the sample space by sampling on
the observed subgraph rather than the entire graph. Experiments on real social
network demonstrate the performance of our approach.

In future, parallelizing our method in source detection problem based on
other diffusion models is an interesting direction of our work. And the efficiency
of our method can be further improved. At the same time, our work just concen-
trates on the single source detection problem, expanding our method for multiple
source detection problem is a meaningful work.
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Abstract. Recently, Chinese word segmentation (CWS) methods using
neural networks have made impressive progress. Most of them regard
the CWS as a sequence labeling problem which construct models based
on local features rather than considering global information of input
sequence. In this paper, we cast the CWS as a sequence translation
problem and propose a novel sequence-to-sequence CWS model with
an attention-based encoder-decoder framework. The model captures the
global information from the input and directly outputs the segmented
sequence. It can also tackle other NLP tasks with CWS jointly in
an end-to-end mode. Experiments on Weibo, PKU and MSRA bench-
mark datasets show that our approach has achieved competitive perfor-
mances compared with state-of-the-art methods. Meanwhile, we success-
fully applied our proposed model to jointly learning CWS and Chinese
spelling correction, which demonstrates its applicability of multi-task
fusion.

Keywords: Chinese word segmentation · Sequence-to-sequence ·
Chinese spelling correction · Natural language processing

1 Introduction

Chinese word segmentation (CWS) is an important step for most Chinese nat-
ural language processing (NLP) tasks, since Chinese is usually written without
explicit word delimiters. The most popular approaches treat CWS as a sequence
labelling problem [14,21] which can be handled with supervised learning algo-
rithms, e.g. Conditional Random Fields [11,14,18,24]. However the performance
of these methods heavily depends on the design of handcrafted features.

Recently, neural networks for CWS have gained much attention as they are
capable of learning features automatically. Zheng et al. [25] adapted word embed-
ding and the neural sequence labelling architecture [7] for CWS. Chen et al. [4]
proposed gated recursive neural networks to model the combinations of con-
text characters. Chen et al. [5] introduced Long Short-Term Memory (LSTM)
c© Springer Nature Singapore Pte Ltd. 2017
X. Cheng et al. (Eds.): SMP 2017, CCIS 774, pp. 91–103, 2017.
https://doi.org/10.1007/978-981-10-6805-8_8
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into neural CWS models to capture the potential long-distance dependencies.
The aforementioned methods predict labels of each character in the order of the
sequence by considering context features within a fixed-sized window and limited
tagging history [2]. In order to eliminate the restrictions of previous approaches,
we cast the CWS as a sequence-to-sequence translation task.

The sequence-to-sequence framework has successful applications in machine
translation [1,9,19,20], which mainly benefits from (i) distributed representa-
tions of global input context information, (ii) the memory of outputs dependen-
cies among continuous timesteps and (iii) the flexibilities of model fusion and
transfer.

In this paper, we conduct sequence-to-sequence CWS under an attention-
based recurrent neural network (RNN) encoder-decoder framework. The encoder
captures the whole bidirectional input information without context window limi-
tations. The attention based decoder directly outputs the segmented sequence by
simultaneously considering the global input context information and the depen-
dencies of previous outputs. Formally, given an input characters sequence x
with T words i.e. x = (x1, x2, ..., xTx

), our model directly generates an out-
put sequence y = (y1, y2, ..., yT ) with segmentation tags inside. For example,
given a Chinese sentence (I love summer), the input
and the output where the symbol ‘</s>’ denotes
the segmentation tag. In the post-processing step, we replace ‘</s>’ with word
delimiters and join the characters sequence into a sentence as .
In addition, considering that the sequence-to-sequence CWS is an end-to-end
process of natural language generation, it has the capacity of jointly learning
with other NLP tasks. In this paper, we have successfully applied our proposed
method to jointly learning CWS and Chinese spelling correction (CSC) in an end-
to-end mode, which demonstrates the applicability of the sequence-to-sequence
CWS framework.

We evaluate our model on three benchmark datasets, Weibo, PKU and
MSRA. The experimental results show that the model achieves competitive per-
formances compared with state-of-the-art methods.

The main contributions of this paper can be summarized as follows:

• We first treat CWS as a sequence-to-sequence translation task and intro-
duce the attention-based encoder-decoder framework into CWS. The encoder-
decoder captures the whole bidirectional input information without context
window limitations and directly outputs the segmented sequence by simul-
taneously considering the dependencies of previous outputs and the input
information.

• We let our sequence-to-sequence CWS model simultaneously tackle other
NLP tasks, e.g., CSC, in an end-to-end mode, and we well validate its applica-
bility in our experiments.

• We propose a post-editing method based on longest common subsequence
(LCS) [12] to deal with the probable translation errors of our CWS system.
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This method solves the problem of missing information in the translation
process and improves the experiment results.

2 Method

2.1 Attention Based RNN Encoder-Decoder Framework for CWS

Our approach uses the attention based RNN encoder-decoder architecture called
RNNsearch [1]. From a probabilistic perspective, our method is equivalent to
finding a character sequence y with segmentation tags inside via maximiz-
ing the conditional probability of y given a input character sequence x, i.e.,
argmaxyp(y|x).

The model contains (i) an bidirectional RNN encoder to maps the input x =
(x1, x2, ..., xTx

) into a sequence of annotations (h1, h2, ..., hTx
), and (ii) an atten-

tion based RNN decoder to generate the output sequence y = (y1, y2, ..., yT ).
Figure 1 gives an illustration of the model architecture.

Fig. 1. Illustration of the presented model for CWS. The tag ‘<eos>’ refers to the end
of the sequence.

2.2 Bidirectional RNN Encoder

The bidirectional RNN encoder consists of forward and backward RNNs. The
forward RNN

−→
f reads the input sequence in the order of (from x1 to xTx

) and
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calculates the sequence (
−→
h 1,

−→
h 2, ...,

−→
h Tx

), while the backward RNN
←−
f reads

the input sequence in the reverse order of (from xTx
to x1) and calculates the

sequence (
←−
h 1,

←−
h 2, ...,

←−
h Tx

). Finally, the annotation hj for each xj is obtained

by hj =
[−→

h j

T
;
←−
h j

T
]T

.

2.3 Attention-Based RNN Decoder

The attention-based RNN decoder estimates the conditional probability
p(y|x) as

p(y|x) =
T∏
t

p(yt|y1, ..., yt−1,x). (1)

In Eq. (1), each conditional probability is defined as:

p(yt|y1, ..., yt−1,x) = g(yt−1, st, ct), (2)

where st is the RNN hidden state for time t and computed by

st = f(st−1, yt−1, ct). (3)

The ct in Eqs. (2) and (3) is the context vector computed as a weighted sum
of the annotations (h1, h2, ..., hTx

):

ct =
Tx∑
j=1

αt,jhj .

The weight αt,j is computed by:

αt,j =
exp(et,j)∑Tx

k=1 exp(et,k)
,

where et,j = a(st−1, hj), therein, a(·) is an attention model constructed with a
feedforward neural network.

2.4 Post-editing Method for Sequence-to-Sequence CWS

We found some negative outputs of our model caused by translation errors such
as missing words and extra words. The cause of the errors is mostly due to
out-of-vocabulary or rare Chinese characters of input sequence.

Table 1 shows an example with translation errors of our sequence-to-sequence
CWS system. The original input comes from the Weibo dataset (seen in
Sect. 3.1). The output missed three Japanese characters (extreme),
(of) and (parent), and introduced three extra characters “UNK” instead
which means ‘unknown word’ in the vocabulary.
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Table 1. An example of translation errors in our CWS system and post-editing results.

Algorithm 1. Post-editing algorithm for our CWS system
Input:

The original input character sequence: sori;
The segmented word sequence with translation errors from sequence-to-sequence
CWS system: sseg;

Output:
Segmentation labels set: L ← {B,M,E, S};
Labeling characters in sseg with labels in L gets labseg;
lengthori ← getLength(sori), lengthseg ← getLength(sseg)
if lengthori �= lengthseg then

Labeling characters in sori with position labels;
Extracting the longest common subsequences between sori and sseg using longest
common subsequence (LCS) algorithm: ssub = LCS(sseg, sori);
Taking sori as a reference, filling the missing characters in ssub and labeling them
with label X;
Replacing label X with labels in L according to manually prepared rules;

else
Labeling sori according to labseg;

end if
Merging the characters in sori into word sequence spe according to their segmentation
labels;
return spe;

Inspired by Lin and Och [12], we proposed an LCS based post-editing algo-
rithm1 (seen in Algorithm 1) to alleviate the negative impact to CWS. In the
algorithm, we define an extended word segmentation labels set {B,M,E, S,X}.
{B,M,E} represent begin, middle, end of a multi-character segmentation respec-
tively, and S represents a single character segmentation. The additional label X
in L can be seen as any other labels according to its context. For example, given
a CWS label sequence (S, S,B,E,B,X,E), the X should be transformed into
label M and in the other case of (S,X,B,E,B,M,E), the X should be treated
as label S. The above transformation strategy can be based on handcraft rules

1 Executable source code is available at https://github.com/SourcecodeSharing/
CWSpostediting.

https://github.com/SourcecodeSharing/CWSpostediting
https://github.com/SourcecodeSharing/CWSpostediting
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or machine learning methods. In this paper, we use the transformation rules
written manually. Table 1 also gives an example of post-editing results.

3 Experiments

3.1 Datasets

We use three benchmark datasets, Weibo, PKU and MSRA, to evaluate our
CWS model. Statistics of all datasets are shown in Table 2.

Weibo2: This dataset is provided by NLPCC-ICCPOL 2016 shared task of Chi-
nese word segmentation for Micro-blog Texts [16]. The data are collected from
Sina Weibo3. Different with the popular used newswire dataset, the texts of the
dataset are relatively informal and consists various topics. Experimental results
on this dataset are evaluated by eval.py scoring program1, which calculates stan-
dard precision (P), recall (R) and F1-score (F) and weighted precision (P), recall
(R) and F1-score (F) [15,16] simultaneously.

PKU and MSRA4: These two datasets are provided by the second Interna-
tional Chinese Word Segmentation Bakeoff [8]. We found that the PKU dataset
contains many long paragraphs consisting of multiple sentences, which has neg-
ative impacts on the training of the sequence translation models. To solve this
problem, we divide the long paragraphs in the PKU dataset into sentences.
Experiment results on those two datasets are evaluated by the standard Bakeoff
scoring program3, which calculates P, R and F scores.

Table 2. Statistics of different datasets. The size of training/testing datasets are given
in number of sentences (Sents), words (Words) and characters (Chars).

Datasets Training Testing

Sents Words Chars Sents Words Chars

Weibo 20,135 421,166 688,743 8,592 187,877 315,865

PKU 43,475 1,109,947 1,826,448 4,261 104,372 172,733

MSRA 86,924 2,368,391 4,050,469 3,985 106,873 184,355

3.2 Model Setup and Pre-training

We use the RNNsearch5 model [1] to achieve our sequence-to-sequence CWS
system. The model is set with embedding size 620, 1000 hidden units and an
2 All data and the program are available at https://github.com/FudanNLP/

NLPCC-WordSeg-Weibo.
3 http://www.weibo.com.
4 All data and the program are available at http://sighan.cs.uchicago.edu/

bakeoff2005/.
5 Implementations are available at https://github.com/lisa-groundhog/GroundHog.

https://github.com/FudanNLP/NLPCC-WordSeg-Weibo
https://github.com/FudanNLP/NLPCC-WordSeg-Weibo
http://www.weibo.com
http://sighan.cs.uchicago.edu/bakeoff2005/
http://sighan.cs.uchicago.edu/bakeoff2005/
https://github.com/lisa-groundhog/GroundHog
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alphabet with the size of 7190. We also apply the Moses’ phrase-based (Moses
PB) statistical machine translation system [10] with 3-gram or 5-gram language
model as sequence-to-sequence translation baseline systems.

Since our sequence-to-sequence CWS model contains large amount numbers
(up to ten million) of free parameters, it is much more likely to be overfitting
when training on small datasets [17]. In fact, we make an attempt to train
the model on the benchmark datasets directly and get poor scores as shown
in Table 3. To deal with this problem, a large scale pseudo data is utilized to
pre-train our model. The Weibo, PKU and MSRA datasets are then used for
fine-tuning. To construct the pseudo data, we label the UN1.0 [26] with LTP6 [3]
Chinese segmentor. The pseudo data contains 12,762,778 sentences in the train-
ing set and 4,000 sentences in the validation set and the testing set. The testing
set of the pseudo data is used to evaluate the pre-training performance of the
model, and the result P, R and F scores are 98.2, 97.1 and 97.7 respectively
w.r.t the LTP label as the ground truth.

Table 3. Experimental results on benchmark datasets w/o pre-training.

Datasets P R F

Weibo 89.8 89.5 89.6

PKU 87.0 88.6 87.8

MSRA 95.1 93.2 94.1

3.3 CWS Experiment Results

Weibo: For Weibo dataset, we compare our models with two groups of previous
works on CWS as shown in Table 4. The LTP [3] in group A is a general CWS tool
which we use to label pseudo data. S1 to S8 in Group B are submitted systems
results of NLPCC-ICCPOL 2016 shared task of Chinese word segmentation for
Micro-blog Texts [16]. Our works are shown in Group M. Since the testing set
of Weibo dataset has many out-of-vocabulary (OOV) words, our post-editing
method shows its effective for enhancing our CWS results for its abilities to
recall missing words and replace extra words.

PKU and MSRA: For the two popular benchmark datasets, PKU and MSRA,
we compare our model with three groups of previous models on CWS task as
shown in Table 5. The LTP [3] in group A is same as Table 4. Group B presents
a series of published results of previous neural CWS models with pre-trained
character embeddings. The work proposed by Zhang et al. [23] in group C is one
of the state-of-the-art methods. Our post-editing method dose not significantly
enhance the CWS results for PKU and MSRA datasets comparing with Weibo
dataset. The reason is that the text style in the two datasets is formal and

6 Available online at https://github.com/HIT-SCIR/ltp.

https://github.com/HIT-SCIR/ltp
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Table 4. Experimental results on the CWS dataset of Weibo. The contents in paren-
theses represent the results of comparison with other systems.

Groups Models Standard scores Weighted scores

P R F P R F

A LTP [3] 83.98 90.46 87.09 69.69 80.43 74.68

B [16] S1 94.13 94.69 94.41 79.29 81.62 80.44

S2 94.21 95.31 94.76 78.18 81.81 79.96

S3 94.36 95.15 94.75 78.34 81.34 79.81

S4 93.98 94.78 94.38 78.43 81.20 79.79

S5 93.93 94.80 94.37 76.24 79.32 77.75

S6 93.90 94.42 94.16 75.95 78.20 77.06

S7 93.82 94.60 94.21 75.08 77.91 76.47

S8 93.74 94.31 94.03 74.90 77.14 76.00

S9 92.89 93.65 93.27 71.25 73.92 72.56

M Moses PB

w/3-gram

LM

92.42 92.26 92.34 76.74 77.23 76.98

Moses PB

w/5-gram

LM

92.37 92.26 92.31 76.58 77.25 76.91

RNNsearch

w/o

fine-tuning

86.10 88.82 87.44 68.88 75.20 71.90

RNNsearch 92.09 92.79 92.44 75.00 78.27 76.60

RNNsearch

w/post-

editing

93.48(>S9) 94.60(>S6) 94.04(>S8) 76.30(>S5) 79.99(>S5) 78.11(>S5)

the OOV words are less common than Weibo dataset. In addition, the sequence
translation baselines of Moses PB also gained decent results without pre-training
or any external data.

According to all experimental results, our approaches still have gaps with
the state-of-the-art methods. Considering the good performance (F1-score 97.7)
on the pseudo testing data, the sequence-to-sequence CWS model has shown
its capacity on this task and the data scale may be one of main limitations for
enhancing our model.

3.4 Learning CWS and Chinese Spelling Correction Jointly

As a sequence translation framework, the model can achieve any expected kinds
of sequence-to-sequence transformation with the reasonable training. It hence
leaves a lot of space to tackle other NLP tasks jointly.

In this paper, we apply the model to jointly learning CWS and Chinese
spelling correction (CSC). To evaluate the performance of spelling correction, we
use automatic method to build two datasets, modified PKU and MSRA, based
on assumptions that (i) most spelling errors are common with fixed pattern and
(ii) the appearance of spelling errors are randomly. The details are as follows:
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Table 5. Experimental results on the CWS benchmark datasets of PKU and MSRA.

Groups Models PKU MSRA

P R F P R F

A LTP [3] 95.9 94.7 95.3 86.8 89.9 88.3

B Zheng et al. [25] 93.5 92.2 92.8 94.2 93.7 93

Pei et al. [13] 94.4 93.6 94.0 95.2 94.6 94.9

Chen et al. [4] 96.3 95.9 96.1 96.2 96.3 96.2

Chen et al. [5] 96.3 95.6 96.0 96.7 96.5 96.6

Cai and Zhao [2] 95.8 95.2 95.5 96.3 96.8 96.5

C Zhang et al. [23] - - 96.1 - - 97.4

M Moses PB w/3-gram LM 92.9 93.0 93.0 96.0 96.2 96.1

Moses PB w/5-gram LM 92.7 92.8 92.7 95.9 96.3 96.1

Moses PB w/3-gram LM w/CSC 92.9 93.0 92.9 95.3 96.5 95.9

Moses PB w/5-gram LM w/CSC 92.6 93.2 92.9 95.9 96.3 96.1

RNNsearch w/o fine-tuning 93.1 92.7 92.9 84.1 87.9 86.0

RNNsearch 94.7 95.3 95.0 96.2 96.0 96.1

RNNsearch w/post-editing 94.9 95.4 95.1 96.3 96.1 96.2

RNNsearch w/CSC 95.2 94.6 94.9 96.1 96.1 96.1

RNNsearch w/CSC and post-editing 95.3 94.7 95.0 96.2 96.1 96.2

firstly, we construct a correct-to-wrong word pair dictionary counting from the
Chinese spelling check training dataset of SIGHAN 2014 [22] as a fixed pattern
of spelling errors; secondly, we randomly select 50% sentences from PKU and
MSRA training set respectively and replace one of the correct words with the
wrong one according to the dictionary for each selected sentence. The testing set
is generated in the same way.

Table 6. An example of modified data. The character with double underline is wrong
and the characters with single underlines are correct.

We treat the modified sentences and the original segmented sentences as the
input sequence and the golden standard respectively in the training procedure.
Table 6 gives an example of the modified data. In the testing procedure, we send
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Table 7. Experimental results on modified PKU data. The numbers in parentheses
represent the changes compared with the normal CWS results shown in Table 5.

Models P R F

Modified testing data 99.0 99.0 99.0 (−1.0)

LTP [3] 94.0 93.2 93.6 (−1.7)

Moses PB w/3-gram LM 90.8 91.5 91.2 (−1.8)

Moses PB w/3-gram LM w/CSC 92.7 92.9 92.8 (−0.1)

Moses PB w/5-gram LM 90.6 91.3 91.0 (−1.7)

Moses PB w/5-gram LM w/CSC 92.3 93.0 92.6 (−0.3)

RNNsearch 93.2 93.2 93.2 (−1.8)

RNNsearch w/CSC 95.0 94.5 94.8 (−0.1)

Table 8. Experimental results on modified MSRA data. The numbers in parentheses
represent the changes compared with the normal CWS results shown in Table 5.

Models P R F

Modified testing data 98.5 98.5 98.5 (−1.5)

LTP [3] 84.8 88.4 86.6 (−1.7)

Moses PB w/3-gram LM 93.7 94.6 94.2 (−1.9)

Moses PB w/3-gram LM w/CSC 95.0 96.3 95.6 (−0.3)

Moses PB w/5-gram LM 93.7 94.7 94.2 (−1.9)

Moses PB w/5-gram LM w/CSC 94.6 95.9 95.3 (−0.7)

RNNsearch 93.8 94.7 94.2 (−1.9)

RNNsearch w/CSC 96.0 96.0 96.0 (−0.1)

the sentence with wrong words into the model, and expect to get the segmented
sentence with all correct words. The results are shown in Tables 7 and 8. Since
the general CWS tool LTP does not have the ability to correct spelling mistakes,
the performance decreases. Whereas, the impact of the wrong words is limited
in our models trained to do CWS and CSC jointly.

4 Related Work

CWS using neural networks have gained much attention in recent years as they
are capable of learning features automatically. Collobert et al. [7] developed a
general neural architecture for sequence labelling tasks. Zheng et al. [25] adapted
word embedding and the neural sequence labelling architecture [7] for CWS. Pei
et al. [13] improved upon Zheng et al. [25] by modeling complicated interactions
between tags and context characters. Chen et al. [4] proposed gated recursive
neural networks to model the combinations of context characters. Chen et al. [5]
introduced LSTM into neural CWS models to capture the potential long-distance
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dependencies. However, the methods above all regard CWS as sequence labelling
with local input features. Cai and Zhao [2] re-formalize CWS as a direct seg-
mentation learning task without the above constrains, but the maximum length
of words is limited.

Sequence-to-Sequence Machine Translation Models. Neural sequence-to-
sequence machine translation models have rapid developments since 2014. Cho
et al. [6] proposed an RNN encoder-decoder framework with gated recurrent
unit to learn phrase representations. Sutskever et al. [19] applied LSTM for
RNN encoder-decoder framework to establish a sequence-to-sequence translation
framework. Bahdanau et al. [1] improved upon Sutskever et al. [19] by introduc-
ing an attention mechanism. Wu et al. [20] presented Google’s Neural Machine
Translation system which is serving as an online machine translation system.
Gehring et al. [9] introduce an architecture based entirely on convolutional
neural networks to sequence-to-sequence learning tasks which improved transla-
tion accuracy at an order of magnitude faster speed. Other efficient sequence-to-
sequence models will be introduced into this task and compared with existing
works in our future work.

5 Conclusion

In this paper, we re-formalize the CWS as a sequence-to-sequence translation
problem and apply an attention based encoder-decoder model. We also make an
attempt to let the model jointly learn CWS and CSC. Furthermore, we propose
an LCS based post-editing algorithm to deal with potential translating errors.
Experimental results show that our approach achieves competitive performances
compared with state-of-the-art methods both on normal CWS and CWS with
CSC.

In the future, we plan to apply other efficient sequence-to-sequence models
for CWS and study an end-to-end framework for multiple natural language pre-
processing tasks.

Acknowledgments. This work was supported by the National Basic Research Pro-
gram (973) of China (No. 2013CB329303) and the National Natural Science Foundation
of China (No. 61132009).
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Abstract. Sentence-level question answering (QA) for news articles is a
promising task for social media, whose task is to make machine understand a
news article and answer a corresponding question with an answer sentence
selected from the news article. Recently, several deep neural networks have been
proposed for sentence-level QA. For the best of our knowledge, none of them
explicitly use keywords that appear simultaneously in questions and documents.
In this paper we introduce the Attention-based Memory Network (Att-MemNN),
a new iterative bi-directional attention memory network that predicts answer
sentences. It exploits the co-occurrence of keywords among questions and
documents as augment inputs of deep neural network and embeds documents
and corresponding questions in different way, processing questions with
word-level and contextual-level embedding while processing documents only
with word-level embedding. Experimental results on the test set of NewsQA
show that our model yields great improvement. We also use quantitative and
qualitative analysis to show the results intuitively.

Keywords: Sentence-level question answering for news articles � Attention
mechanism � Memory network � Deep learning

1 Introduction

Question answering (QA) for social media is a complex research problem in natural
language processing because of the rapid growth of news articles and the diversity of
text expressions in news article.

Our task is sentence-level QA which extracts an answer sentence from a document
which is news article in QA for social media to answer a question based on the docu-
ment. Many proposed works have focused on answer-sentence selection problems to
leverage deep neural networks [1–4]. All of the models use datasets from the annual
TREC evaluations [5] and WikiQA [6]. This kind of dataset provides a question and a
set of candidate sentences and we should choose the best sentence from a candidate
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sentence set that can answer the question. Most recently, Trischler et al. (2016) present a
challenging new large-scale dataset for machine comprehension: NewsQA [7], whose
source material was chosen from CNN articles. Unlike TREC and WikiQA dataset,
NewsQA provides a document and a question based on the document and we should
answer the question with a sentence from the document. To explore NewsQA task, we
propose a new iterative bi-directional attention neural network architecture. In our
model, we explicitly use the keywords which appear simultaneously in the question and
corresponding document. This idea is inspired from the fact that when human do the task
of reading comprehension, some semantic words including verbs, nouns and all other
words except prepositions and conjunctions in the question are critical clues to find the
correct answer from the document, which we call them keywords. After identifying
keywords in the question, human always find the same words in the document to answer
the question. For example, given a question:Who is Barcelona playing against?, human
always focus on “Barcelona” and “play against” and find the same words or words that
represent the same meaning in the document. In a segment of corresponding document:
Barcelona has been in indifferent recent form and a 1-1 draw at Athletic Bilbao on
Saturday. Barca will certainly want the key pair to be fit for next Sunday’s El Clasico
against Real. The same word is the name of football club “Barcelona”, and the “Barca”
is the same meaning of “Barcelona”, the “against” is the same meaning of “playing
against” but have different spellings. Inspired by this way, we exploit the co-occurrence
of words among questions and documents as augment input of our model, which has
been reported to be one of the most important features for modeling question answering
problem using a logistic regression model [8]. For the best of our knowledge, none of
previous proposed deep neural networks takes the information of keywords as augment
input of neural network. We index every sentence in the document with the keywords
information into an index-vector and apply it to hidden representations of our neural
attention model, which gets a noticeable improvement.

Our model can also be seen as a kind of Memory Network, generalizes the original
Memory Network, MemN2N [9]. Both of the models have memory components to read
from and write to, which can make iterative attention process. Our model offers fol-
lowing improvements to the benchmark model [9]. First, it explicitly uses keywords
information and applies it to hidden representations in the memory network. Especially,
due to the diversity of text expression in news articles, we use text normalization to
transform documents and questions into a single canonical form, which helps to avoid
missing the matching keywords in the document. Second, instead of uni-directional
weight calculation in the baseline model, we use bi-directional attention mechanism in
our model. We use a similarity matrix to calculate two different weights on both of
document and question. The attention mechanism in our model is similar with it in
MPCM model which only encodes a weighted document and an original question [10].
It is also similar with bi-directional attention flow in Bi-DAF network [11] whose target
is to produce a set of question-aware feature vectors for each word in the document
while our target is to produce a weighted document and a weighted question. Third,
Sentence-level QA system always focus on every sentence in a document and temporal
interactions between words in the document have less effect on our model. Therefore,
we process questions with word-level and contextual-level embedding while process
documents only with word-level embedding.
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In this paper we introduce the Attention-based Memory Network (Att-MemNN), a
new iterative bi-directional attention memory network architecture. It explicitly applies
the keywords information to hidden representations in deep neural network and embeds
documents and questions in different way. We perform experiments on the high-quality
NewsQA dataset and our approach outperforms baseline methods by a significant
amount. We also use quantitative and qualitative analysis to show the results
intuitively.

2 Related Work

Recent years, many deep neural networks have been proposed for the QA task [12, 13],
which have accelerated the progress of QA system. In this work we propose
Att-MemNN model for sentence-level QA, and there are three main works which we
are related to.

2.1 Question Answering System

Based on information retrieval, early QA systems were designed to return a segment of
text from the corresponding reading document to answer a question which usually stuck
in employing linguistic tools, feature engineering or other simple networks [8, 14].
However, without the use of deep natural networks all of the systems make a poor
performance because of errors of many NLP tools and limitations of additional
resources. Recently, many deep natural network models have been proposed for QA.
From the way of identifying answers, most of the models can be roughly categorized
into two classes: selecting the answer from a set of alternatives [15, 16] and extracting
the answer from corresponding documents [17, 18]. In the former kind of method, we
always extract candidate answers and train the model to rank the correct to the top of the
list. The latter can be divided into sentence-level QA whose answer is a sentence from
the corresponding document and span-level QA whose answer is a segment of text from
the document. For span-level QA, Vinyals et al. (2015) use the Pointer Network to
return a list of positions from the document as the final answer [19]. However, we cannot
guarantee the selected positions to be consecutive. Xiong et al. (2016) introduce
Dynamic Coattention Network (DCN) for question answering, which can recover from
local maxima corresponding to incorrect answers [18].

2.2 Attention Based Models

Attention mechanisms are important in natural networks, which can significantly
improve the performance of QA systems. There are many works have been done to
show the effect of attention mechanisms [2, 20]. In attention based QA models, the
representation of document is always built with attention from the representation of
question which is uni-directional attention mechanism. Wang et al. (2016) use
uni-directional attention mechanism in its model, adjusting each word-embedding
vector in the document by multiplying a relevancy weight computed against the
question [10]. Sukhbaatar et al. (2015) proposed a recurrent attention model with a
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large external memory [9], which is also a kind of uni-directional attention mechanism.
There are also some models represent questions with attention from the representation
of documents [21]. To get a better performance, many QA systems start to use
bi-directional attention mechanism in their model, which provide complimentary
information to both of documents and the questions. Seo et al. (2017) proposed the
Bi-Directional Attention Flow (BIDAF) network with the use of bi-directional attention
flow mechanism which obtains the attentions and the attended vectors in both direc-
tions of document-to-question and question-to-document [11]. We use similar
bi-directional attention mechanism in our model. However, the target of attention
mechanism in BIDAF network is to produces a set of question-aware feature vectors
for each word in the document while our target is to produce a weighted document and
a weighted question.

2.3 Memory Networks

There are two difficulties in reading comprehension models: making multiple com-
putational steps and representing long-term dependencies sequential. Many ways have
been explored to exploit long-distance sequential information using RNNs or
LSTM-based models which use the state of models to be memory [2, 22, 23]. However,
the memory represented in that way is not stable over long timescales. Some works try
to use global memory components in their models. Graves et al. (2014) proposed a
Neural Turing Machine (NTM) model using a continuous memory representation [24].
However, the memory size in that model is small and the operation of sorting and
recalling in NTM requires more complex models. Weston et al. (2014) proposed a
Memory Network with a long-term memory component which enables multiple
computational steps [25]. There are two deficiencies that the model requires supervi-
sion at each layer and is not easy to train via backpropagation algorithm. Sukhbaatar
et al. (2015) proposed a continuous form of Memory Network, MemN2N which is
trained end-to-end and requires less supervision [9]. Our model generalizes MemN2N
model and offers some improvements to this benchmark model.

3 Model

In this section, we propose an Attention-based Memory Network (Att-MemNN) to
estimate probability distribution P upon all of the sentences in the document to predict
the answer sentence. Figure 1 shows the architecture of our model. Here the input of
our model is a document and a corresponding question which are successively passed
through embedding layer, multi-hops attention layer and output layer to get an answer
sentence for the question as the output of our model. The keywords information
module uses the document and the question to obtain an augment input for multi-hops
attention layer and output layer.
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3.1 Keywords Information Module

The target of this module is to represent keywords information. The “keywords” in this
paper are semantic words that appear simultaneously in the document and corre-
sponding question. To represent the keywords information, we propose an index-vector
whose detail will be described in the following. The inputs of this module are raw texts
of a document and corresponding question while the output is an index-vector which is
sent to each hop of the attention layer and the output layer. The advantage of the
module is to increase the weights of some sentences containing the same keywords
with the question in the document. Though, for some examples, this way may results
new noise, the adaptability of the model will reduce the impact of noise and experi-
ments show that this way yields great improvement.

Firstly, we use text normalization to transform the document and question into a
single canonical form [26], which makes the inputs of next step to be consistent texts to
avoid missing the same keywords in document. Secondly, we extract keywords in the
question. There are many ways to extract keywords such as simple statistic approach,
linguistic approach, machine learning approach and hybrid approach [27]. In our
model, the simple statistic approach is used to extract keywords in the question. To be
simple, if words in the question are semantic words, they are chose to be keywords.
Finally, determine which sentences in the document contain keywords. The event of
word co-occurrence for each individual sentence is indicated by an (0, 1)-element of
index-vector for the whole document. For example, given a question: Where is Sonia
Sotomayor?, the keyword in this question is Sonia Sotomayor. Then, given a docu-
ment: Sonia Sotomayor goes to the bed room. Tom goes to the bathroom. Mary returns
to the garden, we index the first sentence containing Sonia Sotomayor with “1” and
other sentences with “0” and obtain an index-vector [1, 0, 0]. In this module,

Fig. 1. Architecture of Attention Based Memory Network (Att-MemNN). Our model is stacked
to multiple hops and is set to be 3 hops in this architecture.
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index-vector is represented by a 2 Rm consisting of 0 and 1 for each document where
m is the maximum number of sentences of all the documents. If the number of sen-
tences in a document is less than m, the index-vector will be padded with 0.

3.2 Embedding Layer

The target of this layer is to embed the document and question in different ways. As is
shown in Fig. 1, the inputs of embedding layer are a question q 2 Rw and a document
represented by a discrete set s1; s2; . . .; sm where si 2 Rw represents the i-th sentence in
the document and w is the maximum number of words of the sentences in the docu-
ments and questions. Each of the si, q contains w symbols coming from a dictionary
which indexes every word in NewsQA dataset with a unique number. If the number of
words in a sentence is less than w, si and q will be padded with symbol 0. The outputs
of this layer are a question vector Q 2 Re obtained from question q and memory vectors
Mif g Mi 2 Reð Þ to represent the document obtained from a discrete set fsig.

When processing the question, we use word-level and contextual-level embedding.
In the word-level embedding, we use pre-trained word vectors, GloVe [28], to repre-
sent every symbol in q with an e-dimensional continuous vector and obtain an inter-
mediate matrix q0 2 Rw�e for the question. We take the intermediate matrix q0 as input
of contextual-level embedding. In contextual-level embedding, we place a Long
Short-Term Memory Network (LSTM) in both directions to utilize contextual cues
from surrounding words to refine the embedding of the words. We sum the outputs of
the two LSTM together by which we get a matrix (of size w� e). Then, in order to
convert the matrix into a vector, elements of the matrix were summed in column. In this
way, we convert the question q into a question vector Q 2 Re. On account that
sentence-level QA system always focus on every sentence in a document and temporal
interactions between words in the document have less effect on our model, we doesn’t
process the document with contextual-level embedding. With the same way using in
word-level embedding of the question, we embed a discrete set fsig into memory
vectors Mif g.

3.3 Multi-hops Attention Layer

This is the core layer in our model and there is a memory component with shared read
and write functions. In typical memory model, there are many memory input/output
operations in the same way using in MemN2N [9]. To be simple, we write represen-
tation of the document into memory in embedding layer and read the memory in
multi-hops attention layer many times. In this layer, the continuous memory repre-
sentation for document and continuous representation for question are processed via
multiple hops. In Fig. 1, it shows a model stacked to 3 hops and we simplify the
graphical representation of the second and the third hop.

In each hop, we use a bi-directional attention mechanism on both of the question
and the document stored in the memory. To calculate the memory weight pm on the
document and question weight pq on the question, we firstly calculate a similarity
matrix S 2 Rm�e by taking the inner product of Q and Mif g. Sij is a numerical value
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which indicates the similarity between i-th element in question and j-th element of i-th
sentence in the document:

Sij ¼ QiMij: ð1Þ

By similarity matrix, we can easily get a document weight pd 2 Rm which indicates
which sentences in the document are more relevant to the question. Because the i-th
line of the similarity matrix represents the similarity between each element of the
question and i-th sentence in the document, we sum elements of the similarity matrix in
row to get a document weight pd 2 Rm for every sentence in the document:

pd ¼ Softmaxð
X

j
SijÞ: ð2Þ

The index-vector a 2 Rm obtained by keywords information module is an augment
input for this layer. It models the event of keywords co-occurrence and can also
measure which sentences in the document are more relevant to the question. Although
pd is somewhat an indication of the similar relation between question and the sentences
in document which is usually adopted by previous attention mechanism, the
index-vector will enhance the similar relation as an explicit prior knowledge. There-
fore, we sum index-vector to document weight pd by which we increase the weights of
sentences in document containing keywords of corresponding question. Then, the
document weight pd was updated to the memory weight pm 2 Rm:

pm ¼ Softmaxðpd þ aÞ: ð3Þ

By using attention mechanism on every sentence in the memory with the memory
weight pm, we obtain a response vector o 2 Re from the memory vectors fMig:

o ¼
X

i
pmiMi: ð4Þ

In a similar way, we add elements of the similarity matrix in column to get a question
weight pq 2 Re for the question vector Q and weight every element in the question to
obtain an internal state u 2 Re from question vector Q:

pq ¼ Softmaxð
X

i
SijÞ: ð5Þ

u ¼ pq � Q: ð6Þ

where o in the formula represents Hadamard product.
The output of this hop is u � Hþ oð Þ where H is a trainable matrix of size e� e.

This output is inputted to the next hop as the question vector Q of the next hop. Every
hop in our model has the same architecture and Mif g is obtained by memory output
operations in each hop. The output of the modeling layer is the response vector o and
the internal state u of the last hop.
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3.4 Output Layer

The target of the output layer is to estimate probability distribution on all of the
sentences in the document and predict the answer sentence. The sum of the output
vector o and internal state u is then passed through a final weight matrix W 2 Re�m and
a softmax to get an intermediate probability Pi 2 Rm:

Pi ¼ Softmax W oþ uð Þð Þ: ð7Þ

The index-vector containing keywords information is utilized in the probability dis-
tribution, which can increase the weights of sentences containing keywords of corre-
sponding question and eliminate interference from other sentences. The index-vector a
is added to the intermediate probability to produce final predicted probability P:

P ¼ Softmax Pi þ að Þ: ð8Þ

The predicted probability P is used to predict the answer sentence.
During training, the training loss (to be minimized) is defined as the standard

cross-entropy loss between predicted probability P and the true probability P0. The
matrix W and H are jointly learned when the training is performed using stochastic
gradient descent. During testing, the sentence with the maximum probability is chosen,
computed by the predicted probability P.

4 Experiment

We conducted our experiments on the NewsQA dataset to evaluate the performance of
our model.

4.1 Dataset

NewsQA is a crowd-sourced machine comprehension dataset on a large set of CNN
articles. The number of average words per article is 616 from which we can see the
article in NewsQA is large volumes of text. To evaluate our model, we use accuracy,
can also be seen as “Exact match (EM)”, which calculate the ratio of questions that are
answered correctly. We also use F1-Measure to evaluate models which is calculated by
precision and recall. In our experiment, searching the wide space of possible config-
urations is quite costly because of the size of the dataset. To alleviate this, we randomly
select 3221 question-answer pairs to train the model and 546 question-answer pairs
evaluated the performance of model. The NewsQA dataset is for span-level QA sys-
tems, we extract sentences containing answer spans to be the answer of corresponding
questions. In batch tests, we randomly divide the test set into three parts. Each part
contains 182 question-answer pairs. In addition similar results are obtained from all
parts. The maximum number of sentences of all the documents (represent by m in our
model) is 152 and the maximum number of words of the sentence in all the documents
and questions (represent by w in our model) is 155.
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4.2 Model Setup

In embedding layer, we use 50-dimensional vector to represent each word in docu-
ments and questions. We use the Adam optimizer, with an initial learning rate of 0.01
and an epsilon value of 1e−8. No momentum or weight decay was used. We use a
batch size of 32 in all training, and the maximum gradient norm is 40. The gradient in
training is clip to this norm. A dropout rate of 0.26 is used for the model. Since the
number of sentences and the number of words are constrained into fixed size, we use
some null symbol to pad them. The training process takes roughly 480 min on a single
NVIDIA GPU.

Because of the random initialization, the result of every training process is different.
To remedy this, we repeated the training for five times and picked the best result as the
final result.

4.3 Results and Analysis

The results of our model and competing approaches are shown in Table 1. We eval-
uated our model with accuracy, can also be seen as “Exact match (EM)”and
F1-Measure. In Table 1, the inverse sentence frequency (ISF) model is proposed by
[11], which is a technique that resembles inverse document frequency (idf). The
MemN2 N model is proposed by [13] used for bAbI task and we make minor modi-
fications to apply it for sentence-level QA task. As we can see, the accuracy of our
model is 61.3% exceeding MemN2N by 29.2% and ISF by 25.9%. Our model yields
improved results.

Model Ablation. We also propose an ablation subtask to evaluate the effectiveness of
various improvements in our Att-MemNN model. In introduction of this paper, we
have proposed three improvements of our model. We remove one improvement at a
time to perform the experiment. When removing different embedding, we use a
trainable embedding matrix to embed documents and questions which is used in
benchmark model, MemN2N [9]. Table 2 shows the results of all ablation models and
our full model on NewsQA. We can see that each of the components have effect on the
model. Removing keywords information module reduces the accuracy by 22.7% and
F1 by 22.5%. Changing bi-attention mechanism into uni-attention mechanism reduces
the accuracy by 5.6% and F1 by 6.6%. Removing different embedding reduces the
accuracy by 5.1% and F1 by 5.6%. Among all the components, removing the keywords
information module decreases the performance significantly. It indicates that keywords
information has the biggest promotion for our model among the three improvements.

Table 1. The performance of our model Att-MemNN and competing approach including ISF
[7] and MemN2N [9]. Memory module of our model is set to 3 hops.

Model Accuracy (EM) F1

ISF [11] 35.4%
MemN2N [9] 32.1% 38.3%
Att-MemNN (ours) 61.3% 69.1%
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Analysis of Multiply Hops Memory Module. We put quantitative and qualitative
analysis on multiply hops memory module which is an important part of our model.
Table 3 shows the effectiveness of multiply hops memory module on NewsQA.
Memory module of our model is set to 1 hop, 2 hops and 3 hops. We note that for
NewsQA, multiply hops memory module which enable iterative attention are crucial to
achieving high performance. Figure 2 shows the attention weights on every sentence in
a document for 1-hop model and 3-hops model. This example demonstrates that the
multi-hops memory module allows the model sharply focus on relevant sentences.

Table 2. Test accuracy on ablation experiment.
Memory module of our model is set to 3 hops.

Model Accuracy F1

Att-MemNN 61.3% 69.1%
No keywords information 38.6% 46.6%
No bi-attention 55.7% 62.5%
No different embeddings 56.2% 63.6%

Table 3. Effectiveness of multiply
hops memory module on NewsQA.

Model Accuracy F1

1 hop 47.5% 55.7%
2 hops 55.6% 61.6%
3 hops 61.3% 69.1%

Fig. 2. Attention weights on every sentence in a document for 1-hop model and 3-hops model.
In 3-hops model, it shows attention weights of the first hop, second hop and third hop from left to
right. Color deepness in the picture means different weight. The sentence indicated by the arrow
is the predicted answer sentence of the model. (Color figure online)
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Analysis of Keywords Information Module. To show the effect of keywords
information, we output results of keywords extraction module in our model. Table 4
shows some examples on keywords information. We randomly select several
question-answer pairs from test set of NewsQA and highlight keywords in questions
extracted by keywords extraction module and the corresponding keywords in answer
sentence. The result of Table 4 and statistics suggest that 70.5% correct sentences
contain keywords in questions, which show that keywords information is useful for
sentence-level QA system.

5 Conclusion and Future Work

In this paper, we proposed Att-MemNN, a new bi-directional attention memory net-
work that predicts the answer sentence from a news article to answer a corresponding
question. The model explicitly uses the information of keywords that appear simulta-
neously in questions and documents and represents documents and questions in dif-
ferent way. Experimental results on the test set of NewsQA show that our model yields
improved results. The ablation analyses show the importance of each improvement in
our model. In the future, we can add a module to the model by which we can obtain the
exact answer from the sentence chosen from our model.
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Abstract. Online social media yields a large-scale corpora which is
fairly informative and sometimes includes many up-to-date entities. The
challenging task of expanding entity sets on social media text is to extract
more unheard entities with several seeds already in hand. In this paper,
we present a novel approach that is able to discover newly-presented
objects by doing entity set expansion on social media. From an ini-
tial seed set, our method first explores the performance of embedding
method to get semantic similarity feature when generating candidate
lists, and detects features of connective patterns and prefix rules with
specific social media nature. Then a rank model is learned by supervised
algorithm to synthetically score each candidate terms on those features
and finally give the final ranked set. The experimental results on Twitter
text corpus show that our solution is able to achieve high precision on
common class sets, and new class sets containing abundant informal and
new entities that have not been mentioned in common articles.

Keywords: Social media mining · Information extraction · Entity set
expansion

1 Introduction

Have you ever expected to find out a TV series as hot as the one that you are
obsessed with? Or have you ever wanted to know the newly released product by
the brand of which you have been a great fan? As is well known that information
in social media, where all these topics are included, always keeps abreast of
the times. In order to extract entity instances of a latent semantic class, a set
expansion method takes an initial set of seed examples as inputs, expands the set
and then outputs more entity instances of that class. For example, one expecting
to find all fast-food restaurants may give two or three well-known names like
“KFC” and “Taco Bell” as seeds, based on the seed set and the text corpus it
c© Springer Nature Singapore Pte Ltd. 2017
X. Cheng et al. (Eds.): SMP 2017, CCIS 774, pp. 116–128, 2017.
https://doi.org/10.1007/978-981-10-6805-8_10
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can discover other more restaurant names such as “Mcdonald’s”, “Pizza hut”
and “Dairy Queen”, which distinctly belong to that set. The task has been
well-studied on news corpus and web-based text in the past decades. However,
in recent years the booming user quantity of social media platforms such as
Twitter and Facebook provides tremendous amount of noisy and informal short
text, simultaneously presents a new challenge of expanding entity sets by usual
method and technology. Furthermore, due to the low-barrier of posting and the
proliferation with mobile devices, open-domain social media text is often more
up-to-date and inclusive than news articles. Conceivably, in informally written
text there are many newly created entities that are in abbreviated form or did not
exist before. As an example, “BK” usually means “BurgerKing” which is a fast-
food chain and “FB” usually means “FaceBook” which is a social media website
or an Internet company name. Identifying these entities is profoundly significant
to the downstream applications, for instance, constructing entity repositories
for social media and delivering precise searching results in social media-oriented
query suggestion systems.

It is worth-noting that most semantic classes studied in previous work can
be explicitly defined by several entity instances, like given “LALakers” and
“Chicago Bulls” as seeds it can wisely infer the intention is to get other entities
which are also “NBA teams”. Whereas plenty of newly-presented entities have
more than one semantic layers, so that we cannot give an absolute definition
to a set of entities. A more specific example is, for “Temple Run” and “Subway
Surfers”, it can be concluded both of them are mobile games, iOS Applications or
parkour games. There is no denying that the two instances should be contained
into one set in some sense but the semantic class description may be diverse from
different point of view. Therefore, unlike previous work, our research purpose is
to aggregate the entities into one set just considering their implicit semantic
concepts, while not imposing restrictions on the possible class names.

Corpus-based method has been applied to solve entity set expansion problem
on general-purpose web source data and promising results have been reported
in the past years. Wang and Cohen [1–3] develop the SEAL system on semi-
structured documents from web. He and Xin [4] propose SEISA system using
lists from the HTML web pages and the search query logs. A more latest work
by Dalvi et al. [5] relies on clustering terms found in HTML tables and mainly
focused on tabular data in web pages. Other than the web corpus, limited in 140
characters in most cases the text from social media does not comprise distinct
structured tables or lists. And that due to the short text length, there’s often
not enough maximal context to build reliable wrappers for each seed example
mentions. Hence obviously those off-the-shelf web-based methods show ineffec-
tive when applied to solve the entity set expansion task on social media corpus.
Another prominent line of work using bootstrapping approaches like that by
Thelen and Riloff [6], the ASIA system [7] and KnowItAll [8]. They extract
context patterns to capture information about the behavior of a term or uti-
lize hyponym patterns (e.g.,“fruits such as apples, bananas and oranges”) to
find instances based on the “is-a” relation. But with informal writing style and
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unconventional grammar, social media text often lacks signal words like “such
as” to make up hyponym patterns. And since the oral expression characteristics
differ depending on individual users, context around an entity mention is rarely
to be coincident to compose patterns.

In this paper, we present a novel entity set expansion method which espe-
cially orients to social media text and focus on some newfangled semantic classes
that have not been sufficiently studied before. Our method uses a two-phrase
architecture of extracting and ranking. In the first phase, to extract and gener-
ate candidate lists we adopt an embedding-based strategy to get scores on the
feature of semantic similarity. Through the observation of various social media
text, we find that many homogeneous entities are in appositive construction, con-
nected by some conjunction words or symbols (e.g., “,”, “and”, “or”, et al.). The
intuition has been verified in the research of Widdows and Dorow [9] and been
also depended on in the entity set expansion algorithm of Sarmento et al. [10].
Another observation is that in one single piece of message the entities, which
synchronously have the prefixes “@” (to remind someone to notice) or “#” (to
be a hashtag), are very likely in the same class. So here we propose the following
hypotheses:

1. If a term is often connected with seed entities by the conjunction symbols
that frequently occur between two seed entities in text corpus, the term is
more likely to be a candidate instance of that class set.

2. If a term often occurs in the same piece of message with seed entities, both
having “@” or “#” as prefix, the term is more likely to be a candidate instance
of that class set.

Based on the two hypotheses, for each terms in candidate list, we respectively
get scores on the feature of connective patterns and prefix rules. In the second
phase, we present a rank model using a supervised learning method to combine
the three features and provide the optimized coordination coefficient vector. We
do experiments on outline Twitter text corpus and show that our approach can
achieve high precision on some general entity classes and find multiple entities
on some newfangled classes.

2 Related Work

Most previous work use two-phases method to expand sets, so as we do, which
divides the task into two steps, extracting and ranking. In extracting, some com-
mon strategies like corpus-based, search-based, pattern-based and bootstrapping
approaches are adopted extensively. And in ranking, most base on probability
statistics, distributional similarity and some graph-based structures.

As has been mentioned in the introduction part, the SEAL system by Wang
and Cohen [1–3] gets data source from web pages. In extracting phase they
construct maximal context wrappers using given seeds and gather the candidate
terms enclosed by these wrappers. Then in ranking phase they use a random
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walk process and rank by similarity metric on the basis of a graph containing
seeds, wrappers and candidate terms.

The KnowItAll system by Etzioni et al. [8] also targets to web-scale data
source. In extracting phase they use textual patterns like “colors such as pink,
blue” as generic templates to generate candidate lists. And in ranking phase
they adopt a bootstrapping method with the PMI measure computed by web
search engines to estimate the likelihood of each candidate terms.

Similar to KnowItAll, the ASIA system by Wang and Cohen [4] is another
pattern-based method. In extracting phase they also use hyponym patterns to
get candidate terms and different from SEAL, they utilize a Bootstrapper to
make the process iterative. Then in ranking phase supported by Random Walk
with Restart on their graph it can determine the final ranking.

Talukdar et al. [11] propose a context pattern method that firstly find “trigger
words” indicating the beginning of a pattern to extract candidate terms. And
then they set evaluation mechanism to rank both the patterns and candidates.

Other existing work specially focuses on ranking the candidate sets. Bayesian
Sets by Ghahramani and Heller [12], which is based on Bayesian inference, aims
to estimate the probability that a candidate term belongs to a set by learning
from a positive set P and an unlabeled candidate set U.

Sarmento et al. [10] propose a distributional similarity method according to
a co-occurrence assumption that two elements consistently co-occur tent to be
in similar semantic class. They find entity pairs by coordination structures and
represent entities in vector space by encoding the co-occurrence frequency to
compute the similarity with distance measure.

A PU-Learning method by Li et al. [13] transform set expansion into a two-
class classification problem. A seed set is regarded as a set P of positive examples
and candidate set is a set U containing hidden positive and negative cases. The
task of filtering the candidate set turns to building a classifier to test if each
candidate member is positive or not.

Beyond the work listed above, we want to mention another more recent
work closed to set expansion on social media text. Qadir et al. [18] propose a
novel semantic lexicon induction approach to learn new vocabulary from Twit-
ter. Their method roots on the ability to extract and prioritize N-gram context
patterns that are semantically related to the categories and is able to deal with
multiword phrases of flexible term length. Starting with a few seed terms of
a semantic category, they first explore the context around seeds a corpus, and
identify context patterns relevant to that category, which then used to extract
candidate terms. They experiment with three commonly discussed semantic cat-
egories, which are Food&Drinks, Games&Sports and Vehicles, and show good
performance in these topics.

3 Entity Set Expansion

Our task can be defined as follows: given a text corpus T and a set S of seed
entities of a hidden class C, we expand S by finding new terms t (we use the word
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“term” interchangeably with “entity” since textual terms are taken as candidate
entities in expanded sets) from T, such that t is also semantically in the class C.

3.1 Entity Class

In this paper, we experimented with 24 semantic classes that are more con-
cerned and widely discussed in social media platforms as is shown in Table 1.
To demonstrate that our method can achieve high precision on some common
classes and simultaneously find out entities of newfangled classes, we take both
the Common-class sets containing more common entities with clearer semantics
and New-class sets, in which most entities are proper and complex in seman-
tic. In Table 1 we give 3 representative seed examples for each sets, but without
any straightforward description about the class. And in the actual experiment,
we construct initial candidate seed sets for each classes, which contains 9 seed
entities on average.

Table 1. Semantic classes and some representative seed examples

Common-class New-class

Sociology, Chemistry, Biology Avatar, Transformers, The Dark Knight

lawyer, doctor, manager iPhone, iPad, MacBook

hat, shirt, sweater Microsoft, IBM, Apple

Canada, France, Morocco keyboard, print, mouse

steak, pork, sausage KFC, Taco Bell, Starbucks

fever, headache, migraine Temple Run, Warfare, Dota

milk, juice, coffee Amazon, eBay, Google

brother, sister, dad Super Junior, BIGBANG, CNBlue

head, ear, mouth mcflurry, frappe, smoothie

football, baseball, tennis Twitter, Facebook, Instagram

piano, guitar, drum Justin Bieber, Taylor Swift, Katy Perry

gym, store, library Skype, FaceTime, kik

3.2 Corpus Description and Pre-processing

In this research, we use Twitter text to build our corpus dataset. From online
Twitter platform, each tweet is a short message with a maximum length of
140 characters, in the nature of informal grammar, abbreviated expressions and
misspellings. We collect 9,582,314 English tweets published in January, 2013,
removing other redundant information and only keeping textual content left.

For pre-processing, we utilize Twitter NLP pipeline contributed by Ritter
et al. [14] to chunk each tweet. For identified noun phrases, we delete the space
between two words to integrate multiple words into a whole (e.g.,“Los Angeles
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Lakers” to “LosAngelesLakers”). The purpose of this is in vectorization pro-
cedure the phrases can be represented with single word embedding. Another
important cause is that we observe and discover many Twitter users do like the
integrated expression instead of typing more spaces, so it can exactly make the
two forms refer to the same semantic instance.

3.3 Generating Candidate Sets

To extract candidate terms for each sets of seeds, we first train a word embedding
model on the corpus T using Word2Vec, which is a text deep distributional
representation approach proposed by Mikolov et al. [19]. Then the semantic
similarity between two terms turns to be computed by cosine distance in the
vector space. For each seed term s ∈ S, we select the top n semantically similar
terms add to the candidate set D and remove the duplicates. After that for each
candidate term item ∈ D, we calculate mean similarity with all seed terms in S
as its score on the feature of Semantic Similarity.

SCsim(item) =
∑

s∈S Similar(s, item)
|S| (1)

3.4 Connective Patterns and Prefix Rules

By observing tweets text we conclude a set CS of 24 conjunction symbols that
are generally used to connect two congeneric terms as is showed in Table 2.
For each conjunction symbol c ∈ CS, and a pair of seed terms (s1, s2) ∈ S,
we respectively construct two reversed strings “s1 c s2” and “s2 c s1” that we
called searching patterns (e.g., “KFC & Starbucks”). We count frequencies of
these two searching patterns in corpus text and sum them to get the frequency
value f(c,pair) of c in regard to pair (s1, s2). The sum of the values computed by
all possible seed pairs in S indicates the weight of that symbol c.

Table 2. Conjunction symbols set CS

and or , & + −
x X / � > <

| vs VS : //

· \ \\ = � �

Weight(c) =

∑
pair∈S f(c,pair)

∑
c∈CS

∑
pair∈S f(c,pair)

(2)

Then for each candidate term item ∈ D and each seed term s ∈ S, again we
use symbol c to construct two reversed strings “s c item” and “item c s” that
we called matching patterns (e.g. “KFC & Mcdonald’s”, “Mcdonald’s & KFC”).
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Counting and summing the frequencies of the matching patterns, and multiplying
the weight of c, we get the frequency value f(item,c,s)of item weighted by c. So
the sum of the values computed by all symbols in CS indicates the score of item
in feature of Connective Patterns.

SCcon(item) =
∑

c∈CS

∑

s∈S

Weight(c) × f(item,c,s) (3)

We use similar process to get the score in feature of Prefix Rules. First we
conclude a set PS containing 4 groups of different prefix collocations by “@”
and “#” as is showed in Table 3. For each prefix collocation (p1, p2) ∈ PS, and
a pair of seed terms (s1, s2) ∈ S, we respectively construct a group of searching
patterns which are “p1s1” and “p2s2” (e.g., “@KFC” and “@Starbucks”). We
count frequencies of the two patterns in corpus text and sum them to get the
frequency value f(p,s) of prefix collocation p in regard to seed s. The sum of the
values computed by all seeds in S indicates the weight of that collocation p.

Table 3. Prefix collocations set PS

Prefix collocations Seed terms Candidate terms

(@, @) @s @item

(@, #) @s #item

(#, @) #s @item

(#, #) #s #item

Weight(p) =
∑

s∈S f(p,s)
∑

p∈PS

∑
s∈S f(p,s)

(4)

Then for each candidate term item ∈ D and each seed term s ∈ S, we use
prefix collocation p to construct two strings “p1item” and “p2s” that are also
named as matching patterns (e.g., “@KFC” and “@Mcdonald’s”). Counting and
summing the frequencies of the matching patterns, and multiplying the weight
of p, we get the frequency value f(p,item,s) of item weighted by p. So the sum
of the values computed by all collocations in PS indicates the score of item in
feature of Prefix Rules.

SCpre(item) =
∑

p∈PS

∑

s∈S

Weight(p) × f(p,item,s) (5)

3.5 Candidate Terms Ranking

With the scores of each candidate terms in feature of Semantic Similarity, Con-
nective Patterns and Prefix Rules, now we can respectively rank the candidate
set according to the three features, and get three ranking lists that are expressed
as Rsim, Rcon and Rpre. We present a synthetic ranking model R, learning a set
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of coordination coefficient vector W = (α1, α2, α3) to combine the each item’s
positions, which are Rsim(item), Rcon(item) and Rpre(item) in the three ranking
lists.

R(W ) = α1Rsim(item) + α2Rcon(item) + α3Rpre(item) (6)

First we give some notations and explanations using those defined in AdaRank
by Xu and Li [20] as reference, as is showed in Table 4.

Table 4. Notations and explainations

Notations Explanations

ci ∈ C ith hidden semantic class

Di = {itemi1, · · · , itemi,n(ci)} Candidate set of class ci

yij ∈ {r1, r2, · · · , rl} Rank of itemij w.r.t. ci

Yi = {yi1, yi2, · · · , yi,n(ci)} List of ranks for ci

S = {(ci, Di, Yi)}m
i=1 Training set

W = (α1, α2, α3) The coordination coefficient vector

f, R(W ), Rsim, Rcon, Rpre ∈ R Ranking models

π(ci, Di, f) Permutation for ci, Di, and f

E(π(ci, Di, f), Yi) ∈ [−1, +1] Performance measure function

Here we use MAP (Mean Average Precision) as performance measure. For
a given semantic class ci, rank of candidate lists Yi and a permutation πi on
candidate set Di, average precision for ci is defined as:

AvgPi =

∑n(ci)
j=1 Pi(j) · yij
∑n(ci)

j=1 yij

, (7)

where yij takes on 1 and 0 as values, which presents itemij is positive or negative
instance and Pi(j) is defined as precision at the position of dij :

Pi(j) =

∑
k:πi(k)≤πi(j)yij

πi(j)
, (8)

where πi(j) presents the position of itemij .
To learn coordinate coefficient for each rank model, to start with we assign

the same value to α1, α2 and α3. With a training set S = {(ci,Di, Yi)}m
i=1 as

input, the algorithm takes the performance measure function E and runs at most
T rounds. At each round, it creates a new rank model f by linearly combining
the three feature rankers with W . Each coefficient αi will be updated to increase
if the corresponding feature rank model outperforms model f , but decrease the
opposite. Then we test if the rank model combined with updated W is better
than f . If not, the algorithm reaches the maximum point at f , the loop ends
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and f is returned. The pseudocode of the whole process is shown in Algorithm1,
where Zm is a standardization factor, to make

∑
W = 1:

Zm =
3∑

k=1

αk · exp{
∑m

i=1 E(π(ci,Di, Rk), Yi) − ∑m
i=1 E(π(ci,Di, ft), Yi)

m
} (9)

Algorithm 1. The rank model algorithm
Input:
Training set S = {(ci, Di, Yi)}m

i=1

Performance measure function E(π(ci, Di, f), Yi)
Max iterations T
Initialize:
for αk in W : αk = 1

|W |
R1 = Rsim, R2 = Rcon, R3 = Rpre

Algorithm:
1: for t = 1 to T do
2: ft =

∑3
k=1 αk · Rk

3: for αk in W do

4: αk = αk
exp{

∑m
i=1 E(π(ci,Di,Rk),Yi)−

∑m
i=1 E(π(ci,Di,ft),Yi)

m
}

Zm
,

5: end for
6:
7: if

∑m
i=1 E(π(ci, Di,

∑3
k=1 αk · Rk), Yi) <

∑m
i=1 E(π(ci, Di, ft), Yi) then

8: return ft
9: end if

10: end for
Output:
R(W ) = ft

4 Experiments

4.1 Baselines

To compare the performance of our set expansion algorithm with previous work,
we use two pattern-based approaches. One is a Context Pattern Induction
Method by Talukdar et al. [11], which we briefly name as CPIM, and another
is aTwitter-oriented Semantic Lexicon Induction Method by Qadir et al. [18],
briefly named as TSLIM. Due to that many previous works target to structured
text data source from web and utilize tables, lists and markup tags to solve
the problem, obviously they are not fit for our Twitter text. Hence we choose
approaches based on context patterns that don’t like that impose restrictions on
specific corpus. Besides, to the best of our knowledge very few works study entity
set expansion problem on social media, so we unavoidably take Qadir’s lexicon
induction method as baseline, which is more or less distinguishing compared
with our task.
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Furthermore, to demonstrate our synthetic ranking model is effective, we
also compare the ranking results with that only using semantic similarity from
Word2Vec, and show the increase in precision.

4.2 Evaluation

Since the output of all these approaches are ranked lists, we adopt Rank Pre-
cision@N, which is commonly used for evaluation of entity set expansion tech-
niques [13] and defined as follow:

Precision@N : The percentage of correct entities among the top N entities
in the ranked list.

For each entity class, we collected the top 100 terms in the ranked lists
generated by each of the approaches, and provided the sets to three individual
annotators. The annotators were given only the initial sets of seed examples as
guidelines, without any redundant definitions or descriptions of semantic class,
and were asked to determine if each term is a positive or negative instance of
that set. At last we assign class membership to each term follow the majority
voting rule, that is, a term will be judged as positive only if more than two
annotators deem it is.

4.3 Results

In our experiment, we use a word embedding model of 200 dimensions, and
set the window size to 5, minimum word count to 5. To train our synthetical
rank model, we select 10 semantic class sets, being more generic and commonly-
used in set expansion tasks, which are completely not same as the sets that are
intentionally used to perform our entity extraction method. Finally we get the set
of coordination coefficient vector as: W = (0.49578957, 0.26961497, 0.23459546).

First the number of initial seed entities is fixed to 3, and for four methods,
we present the precisions at the top 5-, 10-, 20-, 50- and 100-ranked positions
(i.e., precisions@5, 10, 20, 50 and 100). The detailed experimental results are
shown in Table 5 for both the Common-class and the New-class.

Table 5. Precision @ top N for four methods (with 3 seeds).

Method Common-class New-class

5 10 20 50 100 5 10 20 50 100

CPIM 0.35 0.35 0.37 0.34 0.36 0.48 0.44 0.36 0.30 0.26

TSLIM 0.74 0.65 0.60 0.45 0.40 0.61 0.50 0.42 0.39 0.37

Word2Vec 1.00 0.99 0.96 0.86 0.73 1.00 0.99 0.92 0.80 0.67

Our method 1.00 0.99 0.97 0.90 0.76 1.00 0.99 0.95 0.84 0.74

From Table 5, we observe that in Common-class, on average our method
outperforms CPIM by about 40–65%, TSLIM by about 26–45% and Word2Vec
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by about 1–4%. And in new-class our method outperforms more compared with
all these three approaches, which is to 48–59%, 37–52% and 3–6%. It indicates
that our method is more effective when dealing with newly-presented semantic
class sets.

To test the sensitivity of initial seeds, we also vary the strategies of selecting
seed entities from candidate seed sets. We adopt three different manners:

– Random Manner: Randomly select 3 entities from candidate seed set.
– Maximum Similarity: Select the most 3 semantically similar entities as seeds.
– Maximum Frequency: Select the most 3 frequent entities occurred in corpus

as seeds.

Then we use different size of corpus to analyze the corpus effects on perfor-
mance. Due to space constrains, we present only average results of Common-class
sets and New-class sets. All that results are shown in Table 6. From Table 6 we
can see that using MaxFreq to select seeds performs better. We speculate that
the reason is, whether seed entities are common in corpus has a great influence
on the precision result. A seed more frequent in corpus is able to bring more
information in constructing patterns and rules, for example, “BurgerKing” and
“KFC” as seeds are better than “WhataBurger”. Hence uncommon and infre-
quent entities should be avoided when generating initial seed sets. In addition, we
speculate that the relevancy in semantic among seed entities also affects much.
It is probably because more similar seeds are often more representative for their
class, and may prevent the semantic center drift. Such as the seed set {“ukulele”,
“violin”, “guitar”} is better than {“piano”, “violin”, “guitar”}, where the for-
mer is more likely to have the center in “string instruments”. Not surprisingly,
enlarging corpus size have a significant impact on set expansion performance.
One side the chunk parsing and word embedding model training process work
better on larger corpus, and on the other side, most terms occur more times with
the corpus growing, which greatly improves the entity sparseness problem.

Table 6. Precision @ top N when varying seed sets and corpus size (with 3 seeds).

Seed select Corpus size 5 10 20 50 100

Random 1,398,511 0.91 0.85 0.77 0.64 0.51

MaxSim 1,398,511 0.99 0.95 0.86 0.73 0.58

MaxFreq 1,398,511 1.00 0.96 0.86 0.73 0.59

MaxFreq 4,080,031 1.00 0.97 0.93 0.85 0.73

MaxFreq 9,582,314 1.00 0.99 0.96 0.86 0.74

5 Conclusion

We present a novel entity set expansion method that is able to expand newfan-
gled semantic class on social media text. We first adopt a word embedding model
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to generate candidate sets and get scores of semantic similarity. And the other
two scores are acquired by using some connective patterns and prefix rules which
are specific in social media text. Then we propose a synthetical rank model to
integrate the feature scores and show evident improvement promotion in some
newly-presented entity class.

The demarcation and definition of “newly-presented” entities need further
investigation. And as further work direction, we will take advantage of more
features from accessible social media platform, such as userinfos, geographical
location information and published time attributes.
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Abstract. As the mass social media texts and the increasingly popular “small
screen” interaction mode are producing a huge text compression requirement,
this paper presents an approach for English sentences compression based on a
“Re-read” Mechanism and Bayesian combination model. Firstly, we build an
encoder-decoder consisting of Long Short-Term Memory (LSTM) model. In the
encoding stage, the original sentence’s semantics is modeled twice. The result
from the first encoder, as global information, and the original sentence are input
into the second encoder together, obtaining a more comprehensive semantic
vector. In the decoding stage, we adopt a simple attention mechanism, focusing
on the most relevant semantic information to improve the decoding efficiency.
Then, a Bayesian combination model combines the explicit prior information
and “Re-read” models to enhance the use of explicit training data features.
Experimental results on Google Newswire sentence compression dataset show
that the method proposed in this paper can greatly improve the compression
accuracy, and the F1 score reaches 0.80.

Keywords: Natural language processing � Sentence compression � Re-read �
Combination model

1 Introduction

The popularity of smart phones, tablet PCs and other mobile terminals, gives birth to a
large number of social media sources. Massive text messages are blowing. However,
this open, free information sharing and propagation pattern has increased difficulty of
obtaining effective information. The contradiction between sharp growth of social
media texts and urgent desire to save time by streamlining information becomes
increasingly acute. Recently, the development of natural language processing tech-
nology makes text compression possible to be a powerful tool which effectively
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alleviates this contradiction. Sentence compression is one key technology among them.
Sentence compression, also known as sentence pruning, aims to delete the redundant
information in the original sentence via a variety of algorithms. In this way, we expect
to get a simple sentence with proper grammar and core content of the original sentence
automatically, which is also easy to read. It is widely used in automatic headline
generation [1], automatic text summarization [2], automatic subtitle generation [3],
small screen text display [4], etc. It accelerates the intellectualization, specialization and
refinement of information technology.

Traditional sentence compression methods mainly include minimize the proportion
of the grammatical mistakes [5] or pruning the syntax tree [6], etc., which heavily
depends on the design and selection of features. The process needs much expert
knowledge support, and consumes a lot of manpower or resources. Due to the powerful
modeling and feature extraction capability, deep learning releases a new solution for
sentence compression. Fillippova et al. [7] applied deep learning models to sentence
compression task for the first time. They used a 3-layers LSTM model as component of
an encoder-decoder, which achieved better results than traditional systems on a
large-scale dataset. Tran et al. [8] improved Fillippova’s model structure, and proposed
a bidirectional LSTM compression model based on attention mechanism, performing
better on a small dataset. In addition, Sigrid et al. [9] incorporated eye-tracking
information into the sentence compression system, getting higher accuracy also with a
3-layers LSTM encoder-decoder architecture.

However, there are three shortcomings in the current research. Firstly, most of the
models are too simple, which can’t fully encode the original sentence semantics
(especially for long sentences). This may bring about serious loss in semantic infor-
mation followed with weak decoding. Secondly, single-model’s generalization capa-
bility is insufficient, resulting in low compression accuracy without full capture of data
characteristics. Thirdly, the above models haven’t used the explicit prior information
fully, and the description of training process is poor.

To address the above problems, this paper proposes a bionic mechanism called
“Re-read” and a Bayesian combination model for sentence compression. Firstly, we
model the original sentence semantics twice. The original sentence is encoded by a
BiLSTM for the first time. The modeling result is straightly input into a LSTM together
with the original sentence sequence. Outcomes from the previous semantic model, as
the global information, enhances the local semantic modeling results, while we use
simple attention mechanism for decoding. Then, based on the “Re-read” mechanism,
we sample training data equally from a large number of training dataset to train models
respectively. Further, we introduce a Bayesian method to combine the trained models
and utilize the prior information plenarily.

The main contributions of this paper are as follows: (1) As far as we know, we are
the first to use the “Re-read” mechanism in sentence compression task, which improves
the semantic modeling effectively. (2) The method of sampling in training promotes the
model’s generalization capability to fully capture data recessive compression features.
(3) The combined model, integrating the Bayesian ideas, strengthens the use of explicit
prior information, and F1 score has been greatly improved.
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The paper is organized as follows: In Sect. 2, we describe the preliminary
knowledge. Section 3 presents the details of our model. The evaluation setup and
results are discussed in Sect. 4 which is followed by the conclusions.

2 Preliminary Knowledge

2.1 The LSTM Model

Recurrent Neural Network (RNN) is an extension of Feedforward Neural Network
(FNN) in time series, which can handle variable length input sequences [11]. It is
widely used in machine translation [12], automatic text summarization [13], etc.
Unfortunately, the traditional RNN is still hard to apply in practice due to the vanishing
and exploding gradient problems [13] when modeling long sequences. Hochreiter et al.
[10] improved the model with LSTM. The LSTM model consists of input gate, forget
gate, output gate and memory cell. Its structure is shown in Fig. 1.

It updates as follows,

it ¼ r Wixt þWiht�1þ bið Þ: ð1Þ

ft ¼ r Wf xt þWf ht�1þ bf
� �

: ð2Þ

ot ¼ r Woxt þWoht�1þ boð Þ: ð3Þ
~Ct ¼ tanh Wcxt þWcht�1þ bcð Þ: ð4Þ

Ct ¼ ft � Ct�1þ it � ~Ct : ð5Þ

ht ¼ ot � tanh Ctð Þ: ð6Þ

Where i, f and o are input, forget and output gate, respectively. x, h and C represent
the input layer, the hidden layer and the memory cell, respectively. W and b are the

Fig. 1. The LSTM model structure
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weight matrix and the bias, namely the network’s parameters. r is a sigmoid function,
and � is element-wise multiplication.

The LSTM model only encodes the forward semantic information. Furthermore, for
the time t, the hidden layer output contains only the information before t, i.e. the above
context information. However the following context information is equally important to
characterize the whole semantics of sentences, such as “Smith will speak (German),
because he comes from Germany”. When we infer “German” in brackets, the following
context information is integrant. In order to get a better representation of context
information, the Bi-directional Long Short-Term Memory (BiLSTM) model is pro-
posed. BiLSTM reads the input in both directions with 2 separate hidden layers: the

forward and the backward. Two hidden states are ~ht ¼ LSTM xt;~ht�1
� �

and

h
 
t ¼ LSTM xt; h

 
tþ 1

� �
. We summarize the information from the forward and the

backward hidden states by concatenating them, i.e. ht ¼ ~ht; h
 
t

h i
. By this way, the

hidden state ht contains the information of sentence not only in the reverse order but
also in the original one. This improves the performance of the last words of the
sentence which are too far away for the encoder to remember.

2.2 Encoder-Decoder Based on Attention Mechanism

Bahadanau et al. [14] proposed using the attention mechanism to dynamically generate
the context vector for each target word rather than the fixed vector over the entire
source sequence. Experiments show that the attention mechanism can deal with the
problem of long distance dependence better and significantly improve NMT’s
performance.

Under this framework, the conditional probability of predicting each target word is

p ytjy1; . . .yt�1; xð Þ ¼ g yt�1; st; ctð Þ: ð7Þ

Where st represents the hidden state of the decoder-side at time t,

st ¼ f st�1; yt�1; ctð Þ: ð8Þ

The probability p is modeled in a way that is different from the conventional
encoder-decoder, and the prediction of each target word yt involves different context
vectors. ct depends on the hidden states h1; h2; . . .; hTð Þ,

ct ¼
XTx

j¼1 atjhj: ð9Þ

The weight atj of each hidden state hj is,

atj ¼
exp etj

� �
PTx

k¼1 exp etkð Þ
: ð10Þ
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This weight indicates the degree of alignment of the j-th word from the input
sequence with the t-th word from the output sequence.

3 Our Model

The sentence compression task can be described briefly as follows: Given the original
input sentence x ¼ x1; x2; . . .; xnð Þ, where n is the sentence’s length. After compression,
we can get y ¼ y1; y2; . . .; ymð Þ, where m is the length of the compression sentence,
m\ n and yj j � xj j.

For simplicity, the task can be transformed into a problem labelling “0” or “1” for
each word of the sentence. That is, the output sequence is l ¼ l1; l2; . . .; lnð Þ, lt 2 0f ; 1g,
t ¼ 1; 2; . . .; n, where “0” for deletion, “1” for reservation. Like this,

Original sentence: A plane got stuck in the snow at YLW Monday morning. 
Composed sentence: A plane got stuck in the snow. 
Output sequence: 1, 1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 1 

Based on the sequence-sequence paradigm proposed by Sutskever et al. [12], we
adopt the end-to-end strategy to train the model, which is to maximize the probability
of the correct output when given the input sentence. Furthermore, for each training
sample X; Yð Þ, the following optimization problem is solved by using the Stochastic
Gradient Descent (SGD), to learn model parameters h�,

h� ¼ argmaxh
X

X;Y
logpðY jX; hÞ: ð11Þ

We use the chain rule to model the probability p,

p Y jX; hð Þ ¼
YT

t¼1 p YtjY1; . . .; Yt�1;X; hð Þ: ð12Þ

Once we find the optimal h�, the compression result Y can be predicted,

Ŷ ¼ argmax
Y

logp Y Xj ; h�ð Þ: ð13Þ

3.1 “Re-read” Mechanism

The idea behind the mechanism is very intuitive, where we imitate humans to compress
sentences. People first read the original sentence to master the sentence’s global
semantic information. Then we read the original sentence again, to re-understand the
semantics of each word. At the same time, we make the decision to delete or reserve the
words one by one according to the global sentence semantics. The concrete process is
as follows: Original sentence is input into a BiLSTM model, thereby we get the hidden
states H and the global sentence semantic representation vector h1. H and h1 assist
secondary semantic modeling, with x input into a LSTM model again. In this way, the
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semantic representation of important words is highlighted, while the semantic repre-
sentation of redundant words is weakened. What’s more, we get the compressed
sentences by a decoder (LSTM) based on a simple attention mechanism. The outline is
shown in Fig. 2(a).

Our “Re-read” mechanism consists of three parts: Bidirectional Semantic Encoder,
“Re-read” Semantic Encoder and Decoder based on Simple Attention Mechanism. Its
working principle is shown in Fig. 2(b).

3.1.1 Bidirectional Semantic Encoder
The encoder includes a BiLSTM model, as indicated by the dotted line part ➀ in Fig. 2
(b). Supposing that the input sequence is x ¼ x1; x2; . . .; xnð Þ, for time t:

h1t ¼ LSTM1
E xt; h

1
t�1

� �
; LSTM1

E xt; h
1
tþ 1

� �� �
: ð14Þ

At time t, the hidden layer outputs can be expressed as the concatenation of the
output of each hidden layer of BiLSTM. With the help of this encoder, the hidden layer

Fig. 2(a). The “Re-read” mechanism outline

Fig. 2(b). The “Re-read” mechanism working principle
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outputs H1 ¼ h11; h
1
2; . . .; h

1
n

� �
and h1 ¼ ~h1n; h

 1

1

� 	
, which are all input into the “Re-read”

Semantic Encoder next.

3.1.2 “Re-read” Semantic Encoder
This encoder is a LSTM, as shown by the dotted line part ➁ in Fig. 2(b). Unlike
conventional LSTM, this encoder’s inputs involve four parts, i.e. xt, h2t�1, h

1
t , h

1,

h2t ¼ LSTM2
E xt; h

2
t�1; h

1
t ; h

1� �
: ð15Þ

The calculation process of LSTM1
E and LSTM2

E refers to the formulas (1)–(6). We use
the hidden layer output h2n at final time as the original sentence’s ultimate semantic
information input into the following decoder.

3.1.3 Decoder Based on Simple Attention Mechanism
Conventional attention mechanisms are computationally complex and redundant in
attention information. In this paper, the sentence compression task has been trans-
formed into a problem of labeling “0” or “1” for each word. The input and output
sequence is strictly aligned, furthermore the “Re-read” semantic encoder has involved
the global context information. So the conventional attention mechanism seems
unnecessary in this case. We propose that the hidden state of “Re-read” semantic
encoder at time t is directly used as the attention information for the decoder at time t.
That is, only the context information most relevant to the predicted word is focused on,
rather than considering all components of the sentence. Thereby, we can effectively
remove redundant information, shown by the dotted line part ➂ in Fig. 2(b).

st ¼ f xt; yt�1; h2t ; st�1
� �

: ð16Þ

The final output layer is a Softmax classifier. It predicts the corresponding label
(3-dimensional one-hot vector) for every word. If the word is the end of the sentence
character, the third dimension is 1, indicating that the decoding prediction begins. If the
word is retained, only the first dimension is 1, labelled “1”. If the word is deleted, the
second dimension is 1, labelled “0”.

3.2 Bayesian Combination Model

In order to make full use of the prior information and information provided by the
“Re-read” model, we establish the Bayesian combination classification model to obtain
final compression sentences.

Firstly, we construct a vocabulary Vtrain based on all training corpus, and count the
frequency pr of each word which represents the word’s reservation rate. The corre-
sponding estimated probability is regarded as the prior information for word in the
testing vocabulary Vtest. So we get a uniform prior distribution p hwið Þ, where hwi is the
distribution’s parameter, wi represents the i-th word in the testing vocabulary Vtest. For
words that are not in Vtrain, we assume that the probability of being retained is 0.5.
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p hwið Þ ¼ 2 � 1� prð Þ;
2 � pr;

hwi 2 0; 0:5½ �
hwi 2 0:5; 1ð �



ð17Þ

Secondly, the training data are equally divided into five parts randomly. With that
we train five “Re-read” models under the same experimental configuration, obtaining
five testing results R1, R2, R3;R4 and R5. That is to say we have done five random tests,
observing the number of the word labeled as “1”. We call it the sample information.
For the word wi,

p xjhwið Þ ¼ R1 wið ÞþR2 wið ÞþR3 wið ÞþR4 wið ÞþR5 wið Þ
5

: ð18Þ

Finally, the posterior distribution is calculated from the prior distribution together with
the sample information.

p hwi jxð Þ / h x; hwið Þ ¼ p xjhwið Þp hwið Þ: ð19Þ

We compute integrals for p hwi jxð Þ in the interval (0.5,1) as an estimate of the proba-
bility of each word being retained.

pi;r ¼ Z1

0:5

p hwi jxð Þdhwi : ð20Þ

If pi;r [ 0:5, the word is retained, otherwise, the word is deleted. The model is shown
in Fig. 3.

Fig. 3. The Bayesian combination model. M and T denotes the “Re-read” model and testing set,
respectively. R1, R2, R3, R4 and R5 represent the sample information, and R denotes the posterior
result.
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4 Experiments

4.1 Data and Preprocessing

We use Google Newswire sentence compression dataset as our experimental data,
which includes 210,000 “original sentence-compression sentence” pairs. Among them,
we use 200,000 as TrainData, the remaining 10,000 pairs as testing set. TrainData is
divided into five parts equally and randomly: Train1, Train2, Train3, Train4 and
Train5.

Prior to experiments, we preprocess our data. The original sentences were tok-
enized by NLTK’s1 word tokenizer. And then we use word2vec2 for pre-training,
accessing 97-dimensional word embedding vectors. After that, we build the shortlist of
8,000 (for 40,000 training pairs) and 20,000 (for 200,000 training pairs) most frequent
words as a vocabulary for training our models. Any word not included in the vocab-
ulary was replaced by a special token “unk” (unknown). At the end of a sentence, we
added another special token “eos” (end-of-sentence) as a starting indication for
decoding. Based on the above processing, the gold label sequences are constructed. We
add one of the following three labels for each word in the sentence: 1 if this word is
retained in the compression, 0 if this word is deleted, or 2 if it is the “eos”. In addition,
we count the retaining frequency of all words in the training set as prior information.

4.2 Experimental Configurations

In our experiments, each layer has 100 hidden units. The input is a 100-dimensional
vector, where the first 97 dimensions are the current input word embedding vector. The
last 3 dimensions are different for the encode and decode stage. In encoding, it is a zero
vector. In decoding, there are two cases. For training, it is a one-hot vector of the gold
label of the previous word. For testing, it is the one-hot vector of the previous predicted
word.

We use the longest length of sentence in the data (210) for unfolding all the LSTM
networks. According to Greff et al. [15] on the experience of parameters setting
research, the learning rate was initialized to 0.001 (40,000 training pairs) and 0.01
(200,000 training pairs) according to the data volume. The decay rate [16] per 1,000
training steps is set to 0.9. In every case, instead of using a fixed number of epochs, we
apply an early stop technique [17] in which the system stops training whenever the F1
score of the development set does not increase after 5 epochs. The specific model
parameters are set as shown in Table 1.

1 http://www.nltk.org/.
2 http://code.google.com/p/word2vec/.
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4.3 Results

Similar to Tran et al. [12], we use two metrics to evaluate the baseline and our systems:
F1 score and per-sentence accuracy (abbreviated as Acc). This accuracy is computed by
the number of compressions that could be fully reproduced. Based on the above
experimental setup, we train baseline models and the Bayesian combination model with
different training data, respectively.

Table 2 shows the baseline models’ performance with random 40,000 training pairs
(from Train1, Train2, Train3, Train4 or Train5). 3LSTM and BiLSTM-tA are the
models proposed by Fillippova et al. [11] and Tran et al. [12], respectively.
R-BiLSTM-tA is our “Re-read” model. The results show that “Re-read” model per-
forms better than BiLSTM-tA or 3LSTM over a single training set, which highlights
the positive role of “Re-read” mechanism in text semantic modeling.

Table 3 shows the results obtained using the 200,000 training pairs.
CR-BiLSTM-tA is the Bayesian combination model. The results of the previous three
models indicate that the increasement of training data only has a significant
enhancement for 3LSTM model, with little effect on BiLSTM-tA and “Re-read” model.
At the same time, it can be seen that the Bayesian combination model has a significant
effect on the compression, which highlights the importance of the explicit prior
information and the generalization capability of the combination model.

Table 1. Model parameters configuration

Parameters Values

Max len 210
Vocabulary size 8000, 20000
Embedding size 97
Hidden size 100
Max epoch 50
Batch size 1000, 2000
Decay rate 0.9
Learning rate 0.001, 0.01

Table 2. Baseline models

Model F1 Acc

3LSTM [7] 0.7445 0.225
BiLSTM-tA [8] 0.7681 0.315
R-BiLSTM-tA 0.7882 0.319

Table 3. Bayesian combination model

Model F1 Acc

3LSTM [7] 0.7565 0.232
BiLSTM-tA [8] 0.7723 0.317
R-BiLSTM-tA 0.7909 0.320
CR-BiLSTM-tA 0.8002 0.325
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4.4 Discussion

The twice semantic modeling of this paper makes the sentence semantic representation
more focused. The first semantic modeling result assists to adjust the secondary one,
highlighting the semantic contribution from important words, and weakening the
redundant words’ effects. The simple attention mechanism avoids the redundancy
attention information and high computational complexity, enhancing efficiency and
accuracy in decoding. In the case of single model with single training data (40,000
training pairs), our “Re-read” model’s performance has exceeded other models. In
contrast, when single model with all training data (200,000 training pairs), we may loss
some global features, or can not mine more potential influence factors due to the
difference of training data and the difficulty in hyperparameter adjustment. So the
model generalization effect is poor. By the Bayesian combination model, five different
classifiers are trained on different training sets. Each classifier can capture the potential
correlation between different training data and testing data. It further uses the explicit
prior information. Moreover, we reduced hardware requirements without increasing
training costs.

5 Conclusion

In this paper, we use a “Re-read” mechanism to model the semantics of original
sentence twice under the encoder-decoder framework for the first time, which is to
address the problem in generalization of the current sentence compression model and
insufficient utilization of explicit prior information. The first modeling result, as global
information, adjusts the second one, obtaining a more comprehensive semantic vector.
What’s more, we use a simple attention mechanism to achieve more accurate and
efficient decoding. On the basis of “Re-read” mechanism, we adopt a Bayesian com-
bination model involving with the deep learning model to make full use of explicit
prior information, and achieve better compression on Google Newswire sentence
compression dataset. In the future, we will explore to generate compressed sentences
directly based on the “Re-read” mechanism.
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Abstract. Statistical machine translation (SMT) system requires homogeneous
training data in order to get domain-sensitive terminology translations. If the
data is multi-domain mixed, it is difficult for SMT system to learn translation
probability of context-sensitive terminology. However, terminology translation
is important for SMT. The previous work mainly focuses on integrating ter-
minology into machine translation systems and heavily relies on domain ter-
minology resources. In this paper, we propose a back translation based method
to identify terminology translation errors from SMT outputs and automatically
suggest a better translation. Our approach is simple with no external resources
and can be applied to any type of SMT system. We use three metrics: tree-edit
distance, sentence semantic similarity and language model perplexity to measure
the quality of back translation. Experimental results illustrate that our method
improves performance on both weak and strong SMT systems, yielding a pre-
cision of 0.48% and 1.51% respectively.

Keywords: Statistical machine translation � Domain terminology �
Post-processing � Back translation

1 Introduction

In general, the performance of the SMT heavily relies on the scale and quality of the
training corpora [1]. High-quality and large-scale corpora tends to include richer lin-
guistic phenomena. As a result, the training effect of the statistical model (translation
model, language model, and reordering model) in translation system will be improved.

However, applying a generic SMT system to technical documents often leads to
wrong results, especially in the translation of domain-specific terminology. This is
mostly due to the lack of domain-specific parallel data from which the SMT system can
learn translation knowledge. The importance of domain-specific terminology for SMT
has been mentioned in several previous work [2, 3]. Most of the work handles the case
how to integrate the terminology tightly into the translation system. This requires not
only a large amount of in-domain parallel corpora which is often difficult to obtain,
especially for low-resourced domains or languages, but also a good expertise in SMT.
We look upon the problem from a different perspective where we post-process the
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terminology translation instead of modifying the model. We propose a back translation
based method to identify the terminology translation errors and suggest a better
translation.

Given a sentence, machine translation system will not output an appropriate
translation unless the sentence is logical, according with common sense and contextual
semantic consistent. In order to facilitate the understanding of the above linguistic
phenomena, two pairs of translation examples are given below (Table 1).

The source sentence in sample1 is normal statements, smooth and fluent on the
whole; but in sample2 the source sentence is abnormal statements, phrase “actor” is
contextual semantic inconsistent obviously. We use Google Translator1 to translate two
source language sentences, and two translation results show difference in syntactic
structure and semantic. In the two source sentences, phrases “ ” and
“ ” are used to modify the phrase “ ”. From the target sentence in
sample1, we can see that phrases “management operations” and “knowledge-driven
optimization” are used to modify the phrase “real-time information”, the same as
source sentence. But in sample2’s target sentence, phrase “real-time information” is
used to modify “knowledge-driven optimization”, which is deviated from the meaning
expressed by the source sentence. We further analyze this linguistic phenomenon and
consider this is resulted from the translation mechanism. The system has translated
“ ” as “actors”, then it prefers “win management operations” as next translation
rather than “gain real-time information” according with comprehensive score (lan-
guage model et al.).

As can be seen from the above analysis, the irrationality of individual phrase in a
sentence can affect the translation of the whole sentence. If the irrational element in the
sentence is a term, this phenomenon will become more obvious. The reason for this is

Table 1. Two pairs of translation examples

1 http://translate.google.cn.
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that term conveys concepts of a text, term translation becomes crucial when the text is
translated from its original language to another language [4].

In this paper, we aim to propose a method to identify terminology translation errors
of the SMT outputs and suggest a better translation. Compared with integrating ter-
minology into SMT models and building a sophisticated system, our method is simple
and do not rely on domain resources. Our method is based on back translation, and we
propose three metrics to measure the quality of back translation: (1) tree-edit distance;
(2) sentence semantic similarity; (3) language model perplexity. Experimental results
illustrate that they are all able to achieve improvements of precision on both weak and
strong translation systems.

The remainder of the paper is organized as follows. Section 2 overviews the related
work. We present the methodology and detail the metrics in Sect. 3. Section 4 shows
the experimental settings and results. Section 5 draws conclusions and describes the
future work.

2 Related Work

In this section, we briefly introduce related work and highlight the differences between
our work and previous studies.

There has been a growing interest for terminology integration into SMT models
recently. [5] investigate that bilingual terms are important for domain adaptation of
machine translation. Direct integration of terminology into the SMT model has been
considered, either by extending SMT training data [2], or via adding an additional term
indicator feature into the translation model [3, 5]. [6] propose a binary feature to
indicate whether a bilingual phrase contains a term pair. [4] investigate three issues of
term translation in the context of document-informed SMT and integrate the three
models into hierarchical phrase-based SMT. However, none of the above is possible
when we deal with an external black-box SMT system.

[7] employ bilingual term bank as a dictionary and propose a post-processing step
for a SMT system, where a wrongly translated term is replaced with a user-provided
term translation. [8] propose a demonstration of a multilingual terminology
verification/correction service, which detects the wrongly translated terms and suggest
a better translation of the terms.

Our work is also related to machine translation error identification. [9] combine
syntax feature, vocabulary feature and word posterior probability feature, which are
extracted based on LG parsing, and use the binary classifier based on Maximum
Entropy Model to predict the label of each word in machine translation. [10] rely on a
random forest classifier and 16 features to predict the label of a word. [11] train two
classifier models by using bidirectional long short-term memory recurrent neural net-
works and CRF to complete word level QE Task.

Terminology Translation Error Identification and Correction 143



Our work departs from the previous work in two major respects.

• We focus on the terminology translation error identification and correction, and our
method do not rely on external resources such as bilingual domain-specific termi-
nology. This can be seen as post-editing focused on domain terminology.

• Our method is based on back translation, so we just need to compare the same
language. This can avoid crossing-language comparison which is complicated.

3 Methodology

We propose a method to identify terminology translation errors and automatically
suggest better translations. First of all, we present the methodological framework. Then
we introduce the crucial part of comparing back translation and original sentence.
Finally, we list preprocessing methods for collecting and processing raw data.

3.1 Back Translation Based Terminology-Checking Method

The method proposed in this paper does not modify the model of the translation
system, but is used as the post processing of the existing translation system. Figure 1
shows the framework of back translation based terminology-checking method (BTTC).

The left of the framework is the initial SMT system. Model training phase includes
phrase table generation, translation model training, reordering model training, and
language model training, et al. When these models have been trained, they are com-
bined in a log-linear model. To obtain the best translation be of the source sentence f ,

Fig. 1. Framework of BTTC
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log-linear model uses the following equation, in which hm and km denote the mth
feature and weight.

be ¼ argmax
e

p e fjð Þ

¼ argmax
e

XM

m¼1

kmhm e; fð Þ
ð1Þ

Once we obtain a trained SMT system, given a sentence containing terminology,
we can translate it into target language. The terminology translation may be correct or
wrong and we don’t know. To solve this problem, we propose a post-edit processing
which contains several steps as follows:

• Locating the terminology translation. To identify the terminology translation errors,
the first step is locating its position in the target sentence. Fortunately, we have
access to the internal sub-phrase alignment provided by Moses2, thus we know the
exact location of the terminology translation. We just need to add parameters “-
print-alignment-info” when decoding. Specific examples are shown below
(Table 2):

The position of phrase “tertiary storage” in the source sentence is 16 and 17,
and we can know the position of its translation in target sentence is 10 and 11
according to the alignment information, exactly the phrase “ ”.

• Replacing terminology translation with other translations. The terminology we
marked in the source sentence may have several translations in training data, and
SMT system chooses the translation which has the highest probability score.
Therefore, the translation which has more occurrences is more likely to be chosen.
Differently, our method treats each translation equally and judge them from semantic
perspective. In order to obtain all translation candidates for the terminology, we
search the phrase table. The size of phrase table is usually very large, so we do hash
operation on the phrase table and query terminology to improve efficiency. Then we
obtain all terminology translations and filter some meaningless items.

Table 2. An example of internal sub-phrase alignments

2 http://www.statmt.org/moses.
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• Back translation. A back translation can be defined as the translation of a target
sentence back to the original source language. In order to ensure the quality of the
back translation, we call Youdao Translate API3 interface instead of the reversed
translation system constructed by ourselves. The input of the API is the text to be
translated. In our case, it’s a sentence which is the translation of the test sentence.
The results returned from the API is the xml data structure.

• Selecting the best translation. For a test sentence, we have obtained several pseudo
similar sentences. What we should do is to select the most similar sentence
semantically and syntactically. We will detail this in the next section.

3.2 Compare Back Translation with Original Text

In this section, we will introduce three metrics to compare back translation with the
original text. We think that terminology translation is more reliable when the similarity
is higher between the back translation and the original sentence.

• Tree edit distance. Trees are among the most common and well-studied combina-
torial structures in computer science. An optimal edit script between two trees is an
edit script between them of minimum cost and this cost is the tree edit distance [12].
A tree edit model can be used to identify whether two sentences convey essentially
the same meaning. In this paper, we use [13] ’s method to calculate the tree edit
distance between the dependency trees of two sentences. The smaller the distance,
the greater the similarity of two sentences. We obtain dependency trees of sentences
by Standford NLP toolkit4. We assume that we will get a bad translation when the
source sentence includes an inappropriate terminology in it, even the dependency
structure of the translation will be different from the original sentence.

• Sentence semantic similarity. Sentences that share semantic and syntactic properties
are thus mapped to similar vector representations [14]. In [14]’s work, they propose
a model called skip-thought vectors which encode a sentence to predict the sen-
tences around it. The results of experiments on the SemEval 2014 Task 1 show that
skip-thought vectors learn representations that are well suited for semantic relat-
edness. Sentence similarity refers to the matching extent in semantics of two sen-
tences which is a real number, the greater the value, the greater the similarity of the
two sentences. We use the cosine similarity here.

• Language model perplexity. [10] use language model perplexity feature to estimate
the quality of machine translation at sentence level. Inspired by them, we use this
metric to measure the quality of back translation.

3.3 Corpus Acquisition

To perform our method, we need the test set which consists of sentences and the
terminology in each sentence should be marked.

3 http://fanyi.youdao.com/openapi?path=data-mode.
4 https://nlp.stanford.edu/software/nndep.shtml.
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We find that journals on the web are good resources, we just need to click on the
title of the paper with no downloading and then we can obtain keywords and abstracts
both in Chinese and English. We crawl the keywords and abstracts by using urllib5

which is a python package that collects several modules for working with URLs. On
the basis, we use another python package BeautifulSoup6 to extract keywords and
abstracts from the structured source files of the crawled web pages.

The next step is to obtain the sentences which the keywords are in. We detect
sentence boundaries on English abstracts by using OpenNLP7 which is a machine
learning based toolkit for the processing of natural language text. For Chinese abstracts,
we write rules to detect sentence boundaries. We use a rough but simple way to extract
parallel sentences which the keywords are in. Each article has about four keywords, for
each keyword, we locate the sentence containing this keyword in the Chinese abstract,
and then check the corresponding index sentence in English abstract with extending
two sentences window at most. This is because English abstract is not translated by
Chinese abstract sentence by sentence in many articles. Besides, we make all English
keywords and abstracts lowercase to avoid case matching problems.

4 Experiments

We conduct a pilot study for verifying whether back translation based strategy is useful
for the identification and correction of terminology translation errors in the SMT
system outputs.

4.1 Setup

Our training data consists of 16M mix-domain sentence pairs extracted from web by
[15]’s acquisition method. We randomly choose 2k sentences as tuning [16] set from
CWMT09. The test set consists of 1657 sentences in English from the abstracts of a
computer science’s journal. We collect 11, 224 bilingual terms from the keywords of
the journal.

The word alignments were obtained by running fast-align [17] on the corpora in
both directions and using the “grow-diag-final-and” balance strategy [18]. We adopted
KEN Language Modeling Toolkit [19] to train a 5-gram language model with modified
Kneser-Ney smoothing on the Xinhua portion of the Chinese8/English9 Gigaword
corpus.

We use [13]’s method to calculate the tree edit distance between dependency trees
of two sentences. We obtain dependency trees of sentences by Standford NLP toolkit.

5 https://docs.python.org/3/library/urllib.html.
6 https://www.crummy.com/software/BeautifulSoup/.
7 http://opennlp.apache.org/.
8 LDC2003T09 Gigaword Chinese Text Corpus Second Edition.
9 LDC2009T13 Xinhua News Portion of English Gigaword Second Edition.
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While the traditional sentence representation using mean pooled Word2Vec dis-
cards word order, SkipThoughts use a Recurrent Neural Network to capture the
underlying sentence semantics. We use the pretrained model by [14] to compute a 4800
dimensional sentence representation.

We build several translation systems as follows:

• Baseline: We use Moses to construct English to Chinese translation system as our
baseline system. The features used in baseline system include: (1) four translation
probability features; (2) one language model feature; (3) distance-based and lexi-
calized distortion model feature; (4) word penalty; (5) phrase penalty.

• Baseline+BiTerm: [20] prove that concatenating the training data and the terms
perform better than more complex techniques. We take the bilingual terms as
parallel sentence pairs and add them into the training corpus.

• Baseline+BTTC: Performing our method on the outputs of the Baseline system.
• Baseline+BiTerm+BTTC: Performing our method on the outputs of the Baseline+

BiTerm system.

For the original terminology translation in the SMT system outputs, we think it may
be wrong if it satisfies the following two conditions at the same time: (1) the result of
the highest language model perplexity minus the original terminology translation’s
perplexity score is greater than the threshold value which we empirically set as 0.015;
(2) its semantic similarity is lower than the highest score.

As for translation suggestion, we use three methods: (1) selecting the translation
candidate whose back translation is the most similar to the test sentence semantically;
(2) selecting the translation candidate whose back translation has the lowest tree-edit
distance; (3) selecting the translation candidate whose back translation has the maxi-
mum difference between semantic similarity and tree-edit distance.

4.2 Evaluation Metrics

We conduct our method on the test set, with the aim to verify whether back translation
based terminology-check method is able to identify the wrongly translated terminology
and suggest a better translation. The basic evaluation metric is the precision rate (PR).
Precision rate is defined as the percentage of the terms that are correctly translated as
follow:

PR ¼ # of correctly translated terms
Total # of terms

ð2Þ

5 Results

Table 3 gives our experiment results. From this table, we can see that three suggestion
methods all have positive effects, and semantic similarity method works better than the
tree-edit distance method. For Baseline system, the tree-edit method achieves 0.36%
precision improvement and the semantic method achieves 0.42% precision improve-
ment. Baseline+BiTerm system also gives an evidence of this, the tree-edit method
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achieves 1.09% precision improvement and the semantic method achieves 1.21%
precision improvement. Combing two metrics works best, which achieves 0.48% and
1.51% precision improvement on two systems respectively. The results also show that
the BTTC can work better on the strong translation system. This is mainly because the
strong translation system is trained from the higher quality corpora which contains
more useful translation information. Therefore, our method is more likely to retrieve
the correct terminology translation and make corrections.

In order to know in what respects our method improve performance of translation,
we manually analyze some test sentences and give some examples in Table 4. The back
translations of all three sentences’ original translations are semantically deviated from
the source sentences. However, the replaced translation with the right terminology
translation is more contextual consistent and their back translation is semantically
similar to the source sentences.

Table 3. Performance of BTTC on different systems

Methods Precision (%)

Baseline 25.05
Baseline+BTTC (tree-edit) 25.41
Baseline+BTTC (semantic) 25.47
Baseline+BTTC (semantic + tree-edit) 25.53
Baseline+BiTerm 54.19
Baseline+BiTerm+BTTC (tree-edit) 55.28
Baseline+BiTerm+BTTC (semantic) 55.40
Baseline+BiTerm+BTTC (semantic+tree-edit) 55.70

Table 4. Translation examples
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We find that although many wrongly translated terminologies are corrected by
BTTC, but the overall performance is not obvious. The reason is that some correct
terminology translations are wrongly revised by BTTC. Considering a scenario where
the user is dissatisfied with the outputs of the translation system, more specifically, he
or she think the terminology translation is wrong. In such case, we get the feedback and
know which terminology need to be corrected. Table 5 shows the better performance of
our method in such situation. We perform our post-editing method on those true
mistakes. The results show that BTTC achieves 0.96% and 3.38% precision
improvement on Baseline system and Baseline+BiTerm system respectively.

In addition, we find the sentence vector causes some mistakes. Table 6 shows an
example. Obviously, the True_backtran is more similar with the Gold sentence, but the
semantic similarity of True_backtran is 0.848 and lower than False_backtran’s score,
which is 0.972.

6 Conclusion and Future Works

We propose a back translation based method to automatically identify terminology
translation errors in the SMT system outputs and suggest a better translation. Our
method relies on an external generic reversed MT engine and needs to know which is
the terminology in the test sentence. We propose three metrics to measure the quality of
back translation. Experimental results show that our method can suggest better ter-
minology translations for both weak and strong translation systems. The performance
of our method is better when the training data contains more translation information
such as domain terminology. Besides, the performance can be further improved when
the identification precision improves.

Table 5. Performance of BTTC on true mistakes

Methods Precision (%)

Baseline+BTTC 26.01
Baseline+BiTerm+BTTC 57.57

Table 6. Inappropriate scored examples
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However, the strategies of measuring back translation are roughly simple and
coarse in this paper. Complicated approach should be taken into account during
identifying the true mistakes. In future work, we also consider representing the
semantic of a sentence more accurately. In addition, acquiring terminology dictionary is
also meaningful for our work, and each item in the dictionary corresponds to many
possible translations.
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Abstract. In this paper, we focus on a critical subtask in event-level
sentiment analysis, namely opinion target understanding, with the goal
to determine which opinion target a comment talks about in an event
description. Unlike traditional aspect-level sentiment analysis, opinion
target understanding needs to not only recognize the opinion target in a
comment, but also align the target to the corresponding opinion target
in an event description. To address this problem, we propose a neural
2-sequences-to-1-sequence framework to jointly leverage both texts in an
event description and an comment, and apply a word-by-word attention
mechanism to capture the alignment between the two texts. Experimen-
tal results prove the effectiveness of the proposed approach to opinion
target understanding in event-level sentiment analysis.

Keywords: Opinion target understanding · Sentiment analysis ·
2-sequences-to-1-sequence framework · Word-by-word attention

1 Introduction

Sentiment analysis (aka opinion mining) mainly addresses the problem of deter-
mining the sentiment orientation (e.g. positive, negative, or neutral) in a piece of
text [1,2]. Due to the rapid expansion of various types of social media, researches
on sentiment analysis have been growing explosively during the past decade.

Related studies in early years focus on classifying a whole review towards a
product. For convenience, in this paper, we refer to such task as product-level
sentiment analysis [3,4]. In the literature, we usually recast it as a classification
problem. A classifier accepts a review of a product as the input, and outputs the
sentiment orientation of the review in order to determine whether the review is
positive or negative for this product.

In recent years, researchers focus on identifying the sentiment orientation in
a certain aspect of a product. We refer to such task as aspect-level sentiment
analysis [5–8]. For instance, in a review of a restaurant “the dishes are good
but the waitresses are unskilled.”, “dishes” and “waitresses” are two aspects of
the restaurant. A model takes a review as input, and outputs involved aspects
alone with their sentimental orientations. In essence, such task is divided into
c© Springer Nature Singapore Pte Ltd. 2017
X. Cheng et al. (Eds.): SMP 2017, CCIS 774, pp. 153–165, 2017.
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two subtasks: (1) aspect detection, which is usually recast as an information
extraction problem; (2) sentiment classification with regard to each aspect.

In this paper, we turn our attention to sentiment analysis towards an event.
For clarity, we refer to such task as a kind of event-level sentiment analysis. In
such task, a model takes both texts in the event description and the comment
as input, and outputs the opinion target of the comment in the corresponding
event description with the sentiment orientation of the comment. Figure 1 gives
an instance, translated from a Chinese news, of an event description involving
two opinion targets, i.e., “Hillary Clinton” and “Donald Trump”, and two com-
ments on it. The goal of event-level sentiment analysis is to find the sentiment
orientation of a comment toward one certain opinion target. In principle, this
task could be divided into two subtasks: (1) determining which opinion target
a comment talks about in an event description; (2) determining the sentiment
orientation of the comment. In this study, we address the first subtask. We
call it opinion target understanding. Although this subtask looks similar to the
subtask of aspect detection in aspect-level sentiment analysis, opinion target
understanding in event-level sentiment analysis is much more challenging than
aspect detection in aspect-level sentiment analysis due to following two reasons.

Event Description:
Hillary Clinton and

������
Donald

������
Trump met on October 9 for their second presidential

debate. ...
�����
Trump stated that if elected,

��
he would appoint a special prosecutor to

investigate Secretary Clinton in relation to the matter. ... Public opinion generally
believes that Clinton has a chance for being the first Madam President in the
history of the US.

opinion targets: H. Clinton, D. Trump

Comment 1:
I’m looking forward to celebrating for the madam president.

opinion target: H. Clinton sentiment orientation: positive

Comment 2:

����
This

����
man is so naive that

��
he thinks the real world is basically a Hollywood action

movie.

opinion target: D. Trump sentiment orientation: negative

Fig. 1. An example for two comments express different opinions on different targets in
the event with different sentiment orientations

On the one hand, the input in aspect detection often contains only one kind of
text, i.e., the comment, while the input in opinion target understanding contains
two kinds of texts, i.e., event description and the comment. In order to leverage
the hidden knowledge in both texts, a more sophisticated learning model is
desperately needed.
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On the other hand, since aspect detection recognizes the opinion target in a
text, it is more likely to be an information extraction problem [7,8]. For instance,
in Comment 1, “madam president” can be extracted as a aspect candidate using
an information extraction model. However, only knowing “madam president” as
an opinion target is not enough for opinion target understanding in event-level
sentiment analysis. More importantly, we need to align “madam president” in
the comment to the opinion target “Hillary Clinton” in the event description to
know this comment is talking about “Hillary Clinton”. Therefore, opinion target
understanding needs to “understand” the opinion target rather than to simply
extract it.

In this paper, we tackle the first challenge by proposing a 2-sequences-to-1-
sequence neural framework. In this framework, both texts in event description
and the comment are modeled as character sequences. In order to align the opin-
ion target in the comment to the mentions of the corresponding opinion target
in the event description, a word-by-word attention mechanism is employed.

Furthermore, we tackle the second challenge by leveraging various mentions
of one opinion target in the event description with an intermediate output intro-
duced and represented as a vector where all the mention positions are valued as
1 and other positions are valued as 0. Taking Fig. 1 as an instance, four mentions
of the opinion target “Hillary Clinton”, i.e., “Hillary Clinton”, “Secretary Clin-
ton”, “Clinton” and “Madam President” appear in position 0, 27, 39, and 47
in the event description. We can represent the intermediate output as a one-hot
vector of a fixed size, in which the 0th, 27th, 39th, and the 47th elements are
1, and the rest are 0. The final result is obtained by analyzing the predicted
mention positions with hand-written rules. Experimental studies demonstrate
that the proposed model performs better than some strong baselines.

The reminder of this paper is organized as follows. Section 2 gives a brief
review of the collected data used in this paper. Section 3 proposes 2-sequences-
to-1-sequence framework to opinion target understanding. Section 4 introduces
the word-by-word attention mechanism. Section 5 describes the experiments and
results for evaluating the proposed approach. Section 6 gives the conclusion and
the future work.

2 Data Collection

The corpus we use are collected from Tencent News1, a Chinese news portal
site. We choose and crawl texts from 12 news articles, denoted as Article i
(i ∈ [1, 12]) respectively, on this site. As a preliminary study, in this paper, we
only concentrate on those news which have exactly 2 opinion targets in con-
flict because a comment of an conflict event often contains obvious sentiment
tendency. The news articles are regarded as event descriptions along with 5,139
comments in total submitted by readers.

We annotate all mentions of opinion targets in each news article, and the
opinion target of each comment. In this corpus, each comment is annotated with
1 http://news.qq.com/.

http://news.qq.com/
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one of the three categories: target 1, target 2, and both, and those comments
talk about neither of two opinion targets are abandoned. The comments labeled
with both category means these comments talk about both opinion targets. For
instance, a comment like “I think Trump and Clinton played fair.” for the event
showed in Fig. 1 is categorized to both.

For each news article, Pt1 and Pt2 are two gold-annotated mention position
vectors. These two vectors can be represented in the form of two sets: St1 =
{i |pi = 1, pi ∈ Pt1}, and St2 = {i |pi = 1, pi ∈ Pt2}. For instance, in the
event given in Fig. 1, let “Hillary Clinton” be target 1. Then we have St1 =
{0, 27, 39, 47}. For category both, we have vector Pt1 ∨ Pt2 and the label set
St1 ∪ St2. Since one opinion target may refers to a group of people, only the
plural personal pronouns which really refer to both targets are annotated as the
mention of both target 1 and target 2.

The comments of three categories are nearly balanced (1.25:1:1.25, approxi-
mately) in the whole corpus, but are severely unbalanced in most news article.
Two annotators annotate the whole corpus, respectively. The annotation of this
corpus achieves a consistency with 0.7663 Kappa value on three categories. The
final labels are judged by a third annotator.

3 The 2-sequences-to-1-sequence Framework

In this section, we introduce the 2-sequences-to-1-sequence framework which
leverage the information from the event description and the comment. Model-
basic in Fig. 2 is our basic model, which consists of two LSTM-based encoders
and one RNN-based decoder.

3.1 Input

Model-basic takes raw texts as input, and convert them to word embedding
representations. Each word in a text is represented as a real-valued row vector.
For instance, in Model-basic, given the raw text of event description consisting
of l words T = {x1, x2, ..., xl}, for a certain word xi, we convert it to its word
embedding ei as follows:

ei = Eewi (1)

where the matrix Ee ∈ R
d|V | is the embedding lookup table for the event descrip-

tions to be learned, d is the dimension of word embeddings, V is the vocabulary,
and wi is the one-hot representation of word xi in the row vector form. The
raw text of event description is then converted to a word embedding matrix
Me ∈ R

ld. Likewise, we have table Ec ∈ R
d|V | for the comments, and the word

embedding matrix Mc ∈ R
kd in Model-basic, where k is the length of the

comment.
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Fig. 2. Four models based on the proposed 2-sequences-to-1-sequence framework.
Model-basic is the basic model. Model-cATT and Model-eATT apply word-by-
word attention solely over the input of the comment and the event description, respec-
tively. Model-both applies attention over both inputs

3.2 Encoder

We use LSTM [9,10] as the encoder to map the input sequence to a vector in a
fixed size with mean pooling. In Model-basic, we denote the vectorized outputs
of two encoders as follows:

he = LSTM(Me) (2)
hc = LSTM(Mc) (3)

where he and hc refer to two encoded vectors generated from event description
and the comment, respectively.

3.3 Decoder

We apply an RNN layer followed by a hidden layer as the decoder, which map
the vectorized outputs of encoders to the mention position vector. Our model
concatenates two encoded vectors, and duplicate the concatenated vector l (the
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length of the event description) times to obtain the input sequence for the
decoder:

Xd = [x1 x2 ... xl]T (4)
xi = he ⊕ hc, i ∈ [0, l] (5)

where ⊕ is the concatenating operator. The duplicated sequence Xd is then fed
into the decoder followed by a softmax function to predict the mention positions:

Hd = RNN(Xd) (6)
P = softmax(WHd + b) (7)

where Hd is the sequential output of the decoder, P = [p1 p2 ... pl] is the vector
of predicted probabilities, in which pi (i ∈ [1, l]) refers to the probability of ith
word in the event description being a mention of the opinion target which the
comment talks about. W is the weight matrix of the hidden layer to be learned,
and b is the bias term. We further have set S = {i |pi > 0.5, pi ∈ P, i ∈ [1, l]}
containing the predicted mention positions is used for label generation.

3.4 Model Training

Our model is trained to minimize a categorical cross-entropy loss function. Spe-
cially, the loss functions are defined as follows:

loss = − 1
n

n∑

i=1

l∑

j=1

yij log pij (8)

where n is the total number of samples, yij is the gold annotation indicates
whether the jth word in the event description is truly a mention of the opinion
target talked about by the comment in the ith sample, and pij refers to the
corresponding predicted probability.

In this study, we apply Adadelta [11] as the optimizing algorithm. All the
matrix and vector parameters in neural network are initialized with uniform
samples in [−√

6/(r + c),
√

6/(r + c)], where r and c are the numbers of rows
and columns in the matrices [12].

Moreover, we apply dropout technique [13] to drop some dimensions of LSTM
layers and RNN layers with a fixed probability to relieve the influence of over-
fitting. Early stopping technique is also applied to avoid overfitting.

The length of each event description and comment is set to two fixed sizes by
zero padding. Zero-masking is applied for the flexibility on processing variable-
length sequences.

3.5 Rules for Label Generation

Finally, we get the category label by analyzing the mention positions generated
by the proposed model with hand-written rules. For each mention position vector
and its corresponding event description, the rules are described as Algorithm 1.
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Algorithm 1. Generating the category label.
Input:

The mention position set, S;
The set of gold-annotated mention position of target 1, St1;
The set of gold-annotated mention position of target 2, St2;

Output:
The category label of the mention position vector, L;

1: If |S∩St1|
|St1| ≥ 0.5 & |S∩St2|

|St2| ≥ 0.5, or |S∩St1|
|St1| = |S∩St2|

|St2| , Then L = both;

2: Else, If |S∩St1|
|St1| > |S∩St2|

|St2| , Then L = target 1;

3: Else, If |S∩St1|
|St1| < |S∩St2|

|St2| , Then L = target 2;
4: return L.

4 Word-by-Word Attention

The attention mechanism is widely used in various NLP tasks (e.g. machine
translation [14]). Basing on Model-basic, we further propose Model-cATT
and Model-eATT which apply word-by-word attention mechanism over the
input of the comment and the event description, respectively, to capture the
alignment between the opinion targets in comment and their corresponding men-
tions in the event description. Finally, we propose Model-both which applies
word-by-word attention over both inputs. The attention mechanism used in this
paper is similar to that in [14]. Figure 2 gives the structures of the three models.

For these models, we firstly define four lookup tables: Ee1 ∈ R
d|V |, Ec1 ∈

R
d|V |, Ee2 ∈ R

k|V |, and Ec2 ∈ R
l|V |. Ee2 and Ec2 are additionally learned in

the need of dimension fitting. The corresponding word embedding matrices are
Me1 ∈ R

ld, Mc1 ∈ R
kd, Me2 ∈ R

lk, and Mc2 ∈ R
kl, respectively.

We calculate the weight matrix via the dot product between two word embed-
ding matrices of two inputs followed by the softmax function. In Model-cATT,
the weight matrix over the comment is calculated as follows:

Wc = softmax(Mc1M
T
e1) (9)

where Wc ∈ [0, 1]kl is the probability matrix containing alignment probabili-
ties over the input of comment. For instance, in Wc, a line in this matrix is a
probability vector containing the alignment probabilities over one word in the
comment and all words in the event description. The weight matrix is then added
onto the additional embedding matrix Mc2 , and the result is fed into the LSTM
encoder as its input. The vectorized outputs of two encoders in Model-cATT
are:

he = LSTM(Me1) (10)
hc = LSTM(Mc2 + Wc) (11)

Similarly, in Model-eATT, we first calculate the weight matrix over the
event description:

We = softmax(Me1M
T
c1) (12)
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And We ∈ [0, 1]lk is then added onto the additional Me2 . The vectorized
outputs of two encoders in Model-eATT are:

he = LSTM(Me2 + We) (13)
hc = LSTM(Mc1) (14)

Model-both applies word-by-word attention over both inputs. The We and
Wc are both calculated. The vectorized outputs of two encoders in Model-both
are:

he = LSTM(Me2 + We) (15)
hc = LSTM(Mc2 + Wc) (16)

5 Experimentation

In this section, we extensively evaluate the proposed models based on the 2-
sequences-to-1-sequence framework for the opinion target understanding task.

5.1 Experimental Settings

Corpus: We conduct experiments on the annotated corpus introduced in Sect. 2.
Since the data are nearly balanced, we keep the natural proportion of each
category in our experiments. 80% of the data from each news article are used
for model training, and 20% of the data are used for testing. Besides, 10% of the
training set are set aside as the validation data for parameter tuning. Note that
we don’t train several models for each news article, but train one model for the
whole corpus.

Table 1. Lists of hyper parameters during training

Parameters Value

Word embedding dimension (d) 128

Learning rate 0.50

Learning rate decay 0.95

LSTM encoder output dimension 64

Batch size 128

Epoch (upper limit for early stopping) 300

Early stopping patience 20

Word Embeddings: The embedding lookup tables are initialized together with
other layers described in Sect. 3.4, and are updated during model training. The
word embedding dimensions d for Ee, Ec, Ee1 and Ec1, is showed in Table 1. The
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dimensions of Ee2 and Ec2 equal to the padded length of comment and event
description, respectively.
Hyper Parameters: The hyper parameters for the proposed models are well
tuned on the validation data by the grid search method. Most important hyper
parameters are shown in Table 1.

5.2 Experimental Results on Mention Position Output

In this subsection, we evaluate the intermediate output of mention positions
of our models. Since the intermediate output S can be seen as a label set, we
evaluate the result of mention positions in the view of multi-label classification.

Table 2. Accuracy and F1-measure of each model in the view of multi-label classifica-
tion

Methods Acc. (%) F1 (%)

Model-basic 66.89 76.96

Model-cATT 67.65 77.20

Model-eATT 71.80 78.59

Model-both 72.91 80.36

Table 2 illustrates the results on the output of mention positions. Accuracy
and F1-measure for multi-label classification task proposed by [15] are applied
as two evaluation metrics. From this table, we can find that Model-both over-
comes the other three models with a relatively high accuracy of 72.91%, and
a F1-measure of 80.36%. Comparing to Model-basic, the word-by-word atten-
tion mechanism improves the ability of finding the corresponding mentions of
the opinion target by achieving a significant promotion of 6.02% on accuracy
and 3.40% on F1-measure. These results justify that the proposed models are
capable for finding the mentions of opinion target which a comment talks about
in an event description, and the word-by-word attention mechanism can further
improves this capability.

The improvement of Model-eATT over Model-basic is 4.15% higher in
accuracy and 1.39% higher in F1-measure than the improvement of Model-
cATT over Model-basic. This result shows that the attention over the event
description is more effective for the opinion understanding task in the view of
multi-label classification.

5.3 Experimental Results on Category Label Output

In this subsection, we evaluate the output of category labels of our models.
Besides the four proposed models, we further implement the following baselines
for comparison:
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Coreference resolution (CR): Since opinion target understanding is in some
way similar to coreference resolution, we implement a coreference resolution sys-
tem as a baseline. This baseline first determine whether each annotated opinion
target mention in the news articles is the antecedent of the anaphor in the
corresponding comment. Anaphors in the comment are assumed to be all the
subjects/objects, except those first person pronouns which likely refer to the
news readers. According to the results, this baseline outputs the final label for
each instance with the similar algorithm to Algorithm 1. Features used in this
baseline follow those in [16].
SVM classifier (SVM): This baseline uses BOW features for training. It takes
the concatenated text of the event description and the comment as its input.
LSTM-based classifier (LSTM): This baseline accepts the same inputs as
those of Model-basic. The difference between this baseline and Model-basic is
that the concatenated vector he ⊕hc is directly fed into a hidden layer, followed
by a softmax function, for the 3-way classification.

The results of 3-way classification of all approaches are given in Table 3. We
use the standard accuracy as the evaluation metric. From these results, we find
that the CR performs poorly in the opinion target understanding task due to
the fact that a number of texts of comments from news portal sites may omit
some sentence constituents. For instance, a reader may only write “Good job!.”
to express a positive sentiment towards one of the opinion target (mostly the
agent of the event in this case) in the event. In such case, the performance
of traditional feature-based coreference resolution system on the opinion target
understanding task is likely to be limited.

SVM and LSTM are two strong baselines which perform better than Model-
basic and Model-cATT. However, the proposed Model-both achieves the
best performance among all baselines with an accuracy of 66.52%. Compared to
Model-basic, Model-both has a higher improvement, i.e., 6.17% on accuracy,
which justifies the noteworthy effectiveness of word-by-word attention mecha-
nism in the view of 3-way classification. Model-both also overcomes SVM and
LSTM with at least a promotion of 4.60% in accuracy. Significance test with
t-test shows that Model-both significantly outperforms these two baselines (p-
value < 0.05).

Similar to the results in Table 2, compared to Model-basic, Model-eATT
improves 3.75% more than Model-cATT does in accuracy. This result also
shows the higher effectiveness of the attention over the event description even in
the view of 3-way classification task.

5.4 Error Analysis

The understanding of plural personal pronouns (e.g. “ (they)”) performs
relatively poor. The pronoun “they” can ambiguously refers to one target which
consists of more than one person, or both targets. For instance, in Article 7,
target 1 is one person while target 2 is a group of family members. A comment
uses they may refers to either target 2 or both. Such ambiguity can’t be addressed
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Table 3. Accuracy of each method in the view of 3-way classification

Methods Acc. (%)

CR 48.02

SVM 61.23

LSTM 61.92

Model-basic 60.35

Model-cATT 61.08

Model-eATT 64.83

Model-both 66.52

well even in the coreference resolution task. Ambiguity of pronouns also occurs in
some event descriptions of which the two opinion targets have the same gender.
Since approximately 13% of the annotated mentions in all event descriptions are
pronouns, and more pronouns occur in comments, the ambiguity of pronouns
mainly limits the performance of our models.

There are some minor error cases in the results. Some less used aliases in
comments can be hardly recognized because their low occurrence frequency. The
unbalanced mentions of opinion targets in some events also affects the perfor-
mance. For example, in Article 12, target 1 has only 1 mention while target 2
has 6. Some comments are miscategorized into target 1 or both because the per-
centage of recognized mentions of target 1 is easy to surpass the borderline of
50% defined in the rules described in Algorithm 1.

6 Conclusion

In this paper, we propose an opinion target understanding subtask in event-level
sentiment analysis. Specifically, we propose a 2-sequences-to-1-sequence frame-
work to leverage the information in both event description and comment, and
further employ the word-by-word attention mechanism to capture the alignment
of the opinion target and its corresponding mentions within two kinds of texts.
Experimental results support the effectiveness of our approach to opinion target
understanding task with a noteworthy promotion in performance.

Our future work will concentrate on seeking better modification for further
improvement. We would also attempt to expand our approach into the multi-
sequences-to-1-sequence, or even the multi-sequences-to-multi-sequences form.
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Abstract. The words representation, as basic elements of documents
representation, plays a crucial role in natural language processing. Topic
models and Word embedding models have made great progress on words
representation. There are some researches that combine the two models
with each other, most of them assume that the semantics of context
depends on the semantics of the current word and topic of the cur-
rent word. This paper proposes a topic enhanced word vectors model
(TEWV), which enhances the representation capability of word vectors
by integrating topic information and semantics of context. Different from
previous works, TEWV assumes that the semantics of the current word
depends on the semantics of context and the topic, which is more consis-
tent with common sense in dependency relationship. The experimental
results on the 20NewsGroup dataset show that our approach achieves
better performance than state-of-the-art methods.

Keywords: Words representation · Documents representation · Topic ·
Text categorization

1 Introduction

The words representation, as basic elements of documents representation, plays
a crucial role in natural language processing. The conventional one-hot model is
simple and effective, but ignores the semantic similarity between words.

Latent Dirichlet Allocation (LDA) model [1] is a probabilistic generative
model, which the generation of a document depends on the document-topics
distribution and the topic-words distribution. When the model is convergent,
each word is assigned a topic label, the words with same topic have semantic
similarity.

Word embedding model [2] has made significant progress both in words rep-
resentation capability and algorithm efficiency. It makes full use of the semantic
information of words, however, topic information is not taken into account. In
fact, the topic information of words is important to many tasks, such as multi-
class text classification.
c© Springer Nature Singapore Pte Ltd. 2017
X. Cheng et al. (Eds.): SMP 2017, CCIS 774, pp. 166–177, 2017.
https://doi.org/10.1007/978-981-10-6805-8_14
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There are some researches that combine LDA model and word embedding
model with each other [3–5]. TWE model [3] and LTSG model [4] assume that
the semantics of context depends on the semantics of the current word and
topic of the word, which may not consistent with common sense in dependency
relationship, we usually think that the semantics of the current word depends on
the semantics of context and the topic. GTW model [5] is a generative model, it
may have higher complexity due to its complex structure.

In this paper, we propose a topic enhanced word vectors (TEWV) model,
which integrates topic information into word vectors based on CBOW model.
The semantics of the current word depends on the semantics of context
{w (t − 2) , w (t − 1) , w (t + 1) , w (t + 2)}, and the topic z (t) of the current word.

As shown in Fig. 2, according to the difference of input layer structure, we
propose three sub-structures, TEWV-1, TEWV-2 and TEWV-3 respectively. For
purposes of explanation, the size of the context window in each model here is 2,
In experiments, the size of the window is a random number of 1 ∼ X, where X
is empirical optimal value.

After the TEWV model is trained and convergent, the low dimensional vec-
tor representation of the word and topic can be obtained. In the experiment, we
apply the model to multi-class text classification task, the experimental results
show that word representation capability has been enhanced by integrating the
topic information. In addition, we also investigate the running time of the algo-
rithm, the experimental results show that the model can complete the training
of large-scale corpus in a short time, and it is completely unsupervised.

The main contribution of this work is that, (1) the topic information and
context information are embedded into the low dimensional vector representation
of the word, which improves the representation capability of the word vector.
(2) The proposed TEWV model is completely unsupervised, and the algorithm
is fast and reliable, suitable for training on a large scale corpus. (3) In addition,
the topic is also embedded into a low dimensional vector space.

We made the code for training the word and topic vectors based on the
techniques described in this paper available as an open-source project1.

2 Related Models

2.1 LDA Topic Model

LDA topic model is a probabilistic generative model, which assumes that each
document is a probability distribution over an implicit topic, and that each
implicit topic is a probability distribution over a word. The brief generative
process of a word is as follows:

(1) Choose θ ∼ Dir(α);
(2) For each of the N words wn:

(a) Choose a topic zn ∼ Multinomial(θ);

1 http://github.com/LoveMercy/Topic-Enhanced-Word-Vector.

http://github.com/LoveMercy/Topic-Enhanced-Word-Vector
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(b) Choose a word wn from p(wn|zn, β), a multinomial probability condi-
tioned on the topic zn.

where, θ is document-topics distribution, and Dir() is Dirichlet distribution. Both
α and β are hyperparameters of the Dirichlet distribution.

As we can see from the generative process, the generation of a word depends
on the topic. Document-topics distribution and topic-words distribution can be
obtained by Gibbs sampling, the former can be used as a vector representation
of document, and the latter is words that represent the implicit topic. After the
process converges, a topic label zw is assigned to each word in the document.
This topic label will be utilized to enhance the representation capability of word
vector in our work.

2.2 CBOW Model

As a fast and efficient word embedding algorithm, CBOW model has been widely
used in IR and NLP tasks in recent years. The basic idea of CBOW model is to
predict the current word with the context of the current word. As shown in Fig. 1,
each word in the vocabulary is mapped to a unique vector, the context vectors is
used as input, the projection layer is the average of the input layer vectors, the
projection layer is then used to predict the current word by a softmax function.

Fig. 1. CBOW model, the semantics of a word depends on context.

Given a sequence of words, w1, w2, ..., wT , the objective function of the
CBOW model is to maximize the average log probability LCBOW:

LCBOW =
1
T

T∑

t=1

log p(wt|wt−k, ..., wt+k). (1)

where T is the number of words in the corpus, wt is the current word,
wt−k, ..., wt+k is the context of the current word, k is the size of the context
window. In experiments, the size of the window is a random number of 1 ∼ X,
X is empirical optimal value.
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The prediction task is typically done via a multi-class classifier, such as soft-
max:

p(wt|wt−k, ..., wt+k) =
eywt

∑
i e

yi
. (2)

Each of yi is un-normalized log-probability for each output word i, computed
as:

y = b + Uh(wt−k, ..., wt+k). (3)

where U , b are the softmax parameters. h is constructed by a average of word
vectors.

CBOW model utilized Hierarchical Softmax and Negative Sampling in out-
put layer to speed up model training, and used stochastic gradient descent and
back propagation algorithms to update the model parameters. After the training
converges, words with similar meaning are mapped to a similar position in the
vector space.

3 TEWV Model

We propose the topic enhanced word vectors (TEWV) model based on the LDA
topic model and the CBOW model. As shown in Fig. 2, the structure of TEWV
model consists of three layers: input layer, projection layer and output layer. The
context vectors and the topic vector are input to the input layer, the projection
layer is the average of the input layer or the input layer itself, The output layer
is constructed with a Huffman tree.

Fig. 2. TEWV model, the semantics of a word depends on context and its topic.

The basic idea of the TEWV model is that the semantics of a word depends
on both the semantics of context and the topic. Model aims at maximizing the
objective function LTEWV.

LTEWV =
1
T

T∑

t=1

log p(wt|wt−k, ..., wt+k, zt). (4)
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where T is the number of words in the corpus, wt is the current word,
wt−k, ..., wt+k is the context of the current word, k is the size of the context
window. zt is the topic of current word wt.

Hierarchical Softmax:
The probability p(wt|wt−k, ..., wt+k, zt) in the objective function is constructed
by the Hierarchical Softmax algorithm.

In the output layer, a Huffman tree is constructed based on the word fre-
quency of each word in the vocabulary, each leaf node in the tree corresponds
to a word in the vocabulary, the larger the word frequency, the closer the leaf
node is from the root node. We define the conditional probability as:

p(wt|wt−k, ..., wt+k, zt) =
Jwt∏

j=1

{[σ(xT
wt

θwt
j )]1−d

wt
j · [1 − σ(xT

wt
θwt
j )]d

wt
j }. (5)

where, Jwt
represents the number of non-leaf nodes on the path of the leaf node

of current word wt to the root node. σ() is the logistic function, σ(xT
wt

θwt
j ) =

1

1+e
−xT

wt
θ
wt
j

. xwt
is the projection layer vector. θwt

j is the weight of projection

layer node to non-leaf node j. dwt
j is the Hoffman encoding of non-leaf node j,

dj
wt ∈ {0, 1}, if the non-leaf node j is the left node, the code is 1, whereas the

code is 0.
Then the objective function LTEWV:

LTEWV =
1
T

T∑

t=1

log p(wt|wt−k, ..., wt+k, zt)

=
1
T

T∑

t=1

log
Jwt∏

j=1

{[σ(xT
wt

θwt
j )]1−d

wt
j · [1 − σ(xT

wt
θwt
j )]d

wt
j }

=
1
T

T∑

t=1

Jwt∑

j=1

{(1 − dwt
j ) · log[σ(xT

wt
θwt
j )] + dwt

j log[1 − σ(xT
wt

θwt
j )]}.

(6)

The content in the braces in Eq. 6 denoted as LTEWV(wt, j).

LTEWV(wt, j) = (1 − dwt
j ) · log[σ(xT

wt
θwt
j )] + dwt

j log[1 − σ(xT
wt

θwt
j )]. (7)

Maximizing the objective function LTEWV is equivalent to maximizing
the new objective function LTEWV(wt, j). We use gradient ascent algorithm
to maximize the objective function, take the derivative of objective function
LTEWV(wt, j) with respect to xwt

and θwt
j :

∂LTEWV(wt, j)
∂xwt

= [1 − dwt
j − σ(xT

wt
θwt
j )]θwt

j . (8)

∂LTEWV(wt, j)
∂θwt

j

= [1 − dwt
j − σ(xT

wt
θwt
j )]xwt

. (9)
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The propagation error ewt
of the output layer to the projection layer is

updated as:
ewt

← ewt
+ [1 − dwt

j − σ(xT
wt

θwt
j )]θwt

j . (10)

The weight θwt
j of the projection layer to the output layer is updated as:

θwt
j ← θwt

j + α[1 − dwt
j − σ(xT

wt
θwt
j )]xwt

. (11)

We design three sub-structures, TEWV-1, TEWV-2 and TEWV-3. They
have different projection layer vector xwt

due to the difference of input layer
structure.

3.1 TEWV-1

As shown in Fig. 2(A), the vectors corresponding to wt−k, ..., wt+k, zt are aver-
aged as the projection layer vector,

xwt
= Average (v (wt−k) , ...,v (wt+k) ,v (zt)) . (12)

The pseudo code implementation of the algorithm TEWV-1 is shown in Algo-
rithm 1.

Algorithm 1. TEWV-1
Input: sequence of words {w1, w2, ..., wT } and topics {z1, z2, ..., zT } of each words
Output: vector representation of words and topics
1: Initialize the words vector v(w) and topics vector v(z) randomly
2: for each wt ∈ {w1, w2, ..., wT } do
3: ewt = 0
4: xwt = Average (v (wt−k) , ..., v (wt+k) , v (zt))
5: for j = 1 → Jwt do
6: Update ewt as in Eq. 10
7: Update θwt

j as in Eq. 11
8: end for
9: for each c ∈ {wt−k, ..., wt+k, zt} do

10: v (c) ← v (c) + ewt

11: end for
12: end for

3.2 TEWV-2

As shown in Fig. 2(B), the vectors corresponding to wc, zt are averaged as the
projection layer,

xwt
= Average (v (wc) ,v (zt)) , c ∈ {t − k, ..., t + k} . (13)

The pseudo code implementation of the algorithm TEWV-2 is shown in Algo-
rithm 2.
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Algorithm 2. TEWV-2
Input: sequence of words {w1, w2, ..., wT } and topics {z1, z2, ..., zT } of each words
Output: vector representation of words and topics
1: Initialize the words vector v(w) and topics vector v(z) randomly
2: for each wt ∈ {w1, w2, ..., wT } do
3: for c ∈ {t − k, ..., t + k} do
4: ewt = 0
5: xwt = Average (v (wc) , v (zt))
6: for j = 1 → Jwt do
7: Update ewt as in Eq. 10
8: Update θwt

j as in Eq. 11
9: end for

10: v (wc) ← v (wc) + ewt

11: v (zt) ← v (zt) + ewt

12: end for
13: end for

3.3 TEWV-3

As shown in Fig. 2(C), the vectors corresponding to wt−k, ..., wt+k, zt are directly
used as projection layer,

xwt
= v (c), c ∈ {wt−k, ..., wt+k, zt} . (14)

The pseudo code implementation of the algorithm TEWV-3 is shown in Algo-
rithm 3.

Algorithm 3. TEWV-3
Input: sequence of words {w1, w2, ..., wT } and topics {z1, z2, ..., zT } of each words
Output: vector representation of words and topics
1: Initialize the words vector v(w) and topics vector v(z) randomly
2: for each wt ∈ {w1, w2, ..., wT } do
3: for c ∈ {wt−k, ..., wt+k, zt} do
4: ewt = 0
5: xwt = v (c)
6: for j = 1 → Jwt do
7: Update ewt as in Eq. 10
8: Update θwt

j as in Eq. 11
9: end for

10: v (c) ← v (c) + ewt

11: end for
12: end for
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4 Experiments

In this section, we evaluate related models on multi-class text classification, then
we present the running time of our algorithm, and we also compare the difference
of topic-words between LDA model and our TEWV model.

4.1 Text Classification

Here we investigate the effectiveness of TEWV model in multi-class text clas-
sification task. We learn the vector representation of each word on the training
corpus, then build the vector of a document by averaging all the word vectors
in this document and train a linear classifier using Liblinear [6].
Compared Methods. We compare the performance of our methods against
seven methods:

• BOW: The BOW model represents each document as a bag of words and
the weighting scheme is TFIDF.

• LDA: LDA model [1] represents each document as its inferred topic distrib-
ution.

• CBOW: CBOW model [2] represents each document as the average of each
word vectors.

• TWE: Topical Word Embedding model [3], which represents each document
as the average of all the concatenation of word vectors and topic vectors.

• GTE: Generative Topic Embedding model [5], which the topic embeddings
and the topic mixing proportions jointly represent the document.

• SLRTM: Sentence Level Recurrent Topic Model [15], which models the
sequential dependency of words and topic coherence within a sentence using
Recurrent Neural Networks.

• LTSG: Latent Topical Skip-Gram model [4], which makes topic models and
vector representations mutually improve each other within the same corpus.

Datasets. We run the experiments on the dataset 20NewsGroup2 [7]. The 20
Newsgroups data set is a collection of approximately 20,000 newsgroup docu-
ments, partitioned evenly across 20 different newsgroups. Data is preprocessed
by lowercasing, removing stop-words, and removing low-frequency words before
training.
Experiment Setting. Same as Liu et al. [3], we set the dimensions of both
word and topic embeddings as K = 400, the number of topics as T = 80. And
we set the window size of TEWV-1 as X = 8, the window size of remaining
model as X = 15, they are the optimal values in the experiment.
Evaluation metrics. We adopted accuracy, macro-averaged precision, macro-
averaged recall and macro-averaged F-measure as the evaluation metrics.
Evaluation Results. Table 1 presents the performance of the different meth-
ods on the classification task. The highest scores were highlighted with boldface.

2 http://qwone.com/∼jason/20Newsgroups/.

http://qwone.com/~jason/20Newsgroups/
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It can be seen that TEWV-3 obtained the best performance. As compared to
the BOW model, we incorporate the semantic information into the vector rep-
resentation of words, and reduce the dimension of vector representation of text
significantly. As compared to the LDA model and CBOW model, we incorpo-
rate the topic and the context into the vector representation of words simul-
taneously, which means the semantics of words is more abundant. Moreover,
TEWV-3 model performed slightly better than TWE and LTSG, which indi-
cates that TEWV-3 model fully embedding the topic and context information
into the representation of words and topics, and the structure of TEWV-3 model
is more reasonable on this text classification task.

Table 1. Performance on multi-class text classification. Best score is in boldface.

Model Accuracy Precision Recall F-measure

BOW 79.7 79.5 79 79.2

LDA 72.2 70.8 70.7 70.7

CBOW 80.1 79.4 79.0 79.0

TWE 81.5 81.2 80.6 80.9

GTE - 72.1 71.9 71.8

SLRTM 73.9 - - -

LTSG 82.8 82.4 81.8 81.8

TEWV-1 80.6 80.0 79.6 79.6

TEWV-2 82.4 82.5 81.2 81.2

TEWV-3 83.7 83.5 82.7 82.7

Among the three submodels we proposed, TEWV-3 performs best, TEWV-2 is
in the middle, TEWV-1 is the worst. This shows that when parameters are updat-
ing, although averaging operations lead to computational convenience, part of the
semantic information is lost. TEWV-3 directly uses the word vector or topic vector
as the projection layer to update, and perform the best, which is consistent with
our expectations.

4.2 Running Time

Algorithm running time is also an indicator of the quality of an algorithm, which
is particularly important in the era of big data. In this section, we discuss the
model training time for word vectors and topic vectors on the dataset 20News-
Group.

Our experiments were carried out on a 12 core processor, The running time of
CBOW, TEWV-1, TEWV-2 and TEWV-3 are 25 s, 29 s, 5 min1 s and 5 min18 s
respectively (their iterations are set to 15). As can be seen from the experimen-
tal results, the training time of TEWV-1 model is almost the same as CBOW,
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TEWV-2 model and TEWV-3 model are a little bit longer. In general, the train-
ing time is less than 6 min, and completely unsupervised, which means our model
is suitable for training on large scale corpora.

4.3 Topic-Words

After the model training, not only do we represent words as vectors, but we also
represent topics as vectors. In this section, we will explore how the topic-words
distribution obtained by the LDA topic model differs from the our model.

The correlation between topic and word is measured by cosine similarity,
several words that are most relevant to the topic are displayed. As shown in
Table 2, the topic-words of LDA model are more general, while topic-words of
TEWV model tend to describe specific information because the context is incor-
porated. Take topic 16 as an example, it can be seen that both are related to
the topic of “power”, the words “power”, “input” and “audio” presented by the
LDA model are more abstract and general, the words “amplifier”, “analog” and
“amp” presented by the TEWV-3 model are more specific and explicit.

Table 2. Nearest words for each topic.

Topic LDA TEWV-1-3

Topic 2 god, jesus, bible, christ,
christian, church, christians

jesus, christ, doctrine, lord,
bible, ephesians, verse,
scriptures, sola

Topic 6 key, encryption, chip, clipper,
keys, government, security

encryption, clipper, wiretap,
chip, cryptography, crypto, nsa,
enforcement

Topic 16 radio, power, output, lines,
audio, current, input, tv

amplifier, analog, amps, amp,
voltage, capacitor, dmm, vdc,
diode, ic

5 Related Work

In recent years, the low dimensional vector representation of words and docu-
ments has made great progress in Information Retrieval and Natural Language
Processing. The bag of words (BOW) model treats the document as a collection
of words, ignoring word order and syntax. Because of simplicity and effectiveness
[8], BOW is widely used in various tasks of IR and NLP. However, the BOW
model suffers from curse of dimensionality and sparse.

Blei et al. [1] proposed Latent Dirichlet Allocation (LDA) topic model to over-
come the shortcomings of the conventional BOW model, LDA model document
mapping to a low dimensional space theme, the document a low dimensional
vector space representation in the theme, but the LDA model is still the bag of
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words model assumption, and that the theme of information to generate a word
depends only on the document.

Bengio et al. [9] proposed a neural probabilistic language model (NPLM),
which uses a feedforward neural network with a linear projection layer and a
nonlinear hidden layer to learn the vector representation of words. The word
vector representation based on the neural probabilistic language model signifi-
cantly improves the effectiveness of various Natural Language Processing tasks,
However there are problems of long training times [10–12].

CBOW model is proposed to deal with the training on large scale corpus
[2,13,14], CBOW model removed the hidden layer of NPLM, and uses the hier-
archical softmax and negative sampling in the output layer to improve algorithm
efficiency. CBOW model can complete training on a large corpus in a short time,
and the semantic and syntactic information of the word is embedded into the
low dimensional vector representation of the word. CBOW model is widely used
in the NLP in recent years. However, the CBOW model holds that the semantics
of a word is only related to the context of the current word, without considering
the global topic information.

Liu et al. [3] proposed topical word embeddings (TWE) model, The TWE
model holds that the same words have different vector representations under
different topics. It has achieved remarkable results in tasks such as text cate-
gorization by concatenating the topic vector and the word vector as the new
topical word vector.

In addition, there are several works that combine topic model with neural
network language model. They all made full use of advantages of two models,
progress has been made in their respective tasks.

Li et al. [5] proposed a generative model combining word embedding and
LDA, Tian et al. [15] proposed a novel topic model called Sentence Level Recur-
rent Topic Model (SLRTM), which models the sequential dependency of words
and topic coherence within a sentence using Recurrent Neural Networks.

Law et al. [4] proposed an algorithm framework that makes topic models and
vector representations mutually improve each other.

6 Conclusion and Future Work

In this paper, we propose three topic enhanced word vectors model, which incor-
porate context and topic information simultaneously, and fully embedding the
topic and context information into the representation of words and topics. We
evaluate our model on text classification and running time, the experimental
results show that our model can learn high-quality document representations,
and efficient in running time.

We consider the following future research directions: (1) The topic numbers
and window size in TEWV model must be pre-defined, we will investigate non-
parametric TEWV model in future. (2) The topic vectors obtained by TEWV
model has potential applications in various scenarios, such as document retrieval,
document generation and summarization. (3) In the future, we plan to integrate
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more information into our model, such as sentiment and emotion to accommo-
date more complex tasks.
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Abstract. User-generated content, such as web pages, is often annotated by
users with free-text labels, called annotations, which can be an effective source
of information for query formulation tasks. The implicit relationships between
annotations can be important to select expansion terms. However, extracting
such knowledge from social annotations presents many challenges, since
annotations are often ambiguous, noisy, and uncertain. Besides, most research
uses a single query expansion method for query expansion tasks, and never
considers the annotations attributes. In contrast, in this paper, we proposed a
novel framework that optimized the combination of three query expansion
methods used for expansion terms from social annotations in three strategies.
Furthermore, we also introduce learning to rank methods for phrase weighting,
and select the features from social annotation resource for training ranking
model. Experimental results on three TREC test collections show that the
retrieval performance can be improved by our proposed method.

Keywords: Social annotation � Query expansion � Learning to rank

1 Introduction

Query expansion technologies are developed to solve the problem that the queries users
submit can’t describe their truly information need and have been proved to be effective
in many information retrieval tasks. Early query expansion technologies are mainly
treat the retrieval documents itself as the source of extensions terms. Nowadays, many
kinds of external extension resources are introduced as the source of the query
expansion, such as the online social network developed (e.g., Flikr, Del.icio.us, Bib-
sonomy, etc. [1, 2]), anyone can easily annotate objects (sites, pages, media, and so on)
that someone else authored. Social annotations have become a popular way to allow
users to contribute descriptive metadata for Web information, such as Web pages and
photos. The so-called folksonomy [3, 4], based on free-form tag annotation, then rises.
In folksonomy systems, the online web resources are defined as resources, the tags
attached resources are defined as annotations, and the people who carry out the tagging
behaviors are defined as users. With the popularity of folksonomy, social annotations
attract the attention of many researchers on various fields [5, 6]. Some researchers
explore the possibility of the social annotation serving as the source of expansion
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terms. Lin et al. [7] has proved that social annotations could improve the performance
for query expansion through mining better expansion terms, they also propose a
method to weight expansion terms by term ranking model from learning to rank
method. Their work expose some truth: (1) annotations are good resource for query
expansion; (2) learning to rank method is an effective technology to merge valid
features thus getting better rank and improve the performance in the information
retrieval field.

However, annotations are always informal and irregular in folksonomy. In other
words, not all the annotations can be treated as good expansion terms. Therefore,
although the good performance of the social annotation based query expansion method
has been verified, there is still some room to improve the effectiveness. So it is essential
to achieve more appropriate annotations as good expansion terms. There are two
important problems for select good terms from the annotations. One is how to select the
candidate expansion terms; the other is how to evaluate the quality of expansion terms.

To solve the problem mentioned above, we propose a novel framework based on
three query expansion methods in folksonomy system to select candidate expansion
terms, calling Query Expansion Learning from Multiple Strategies. They are the term
co-occurrence based query expansion method [7] and two approaches which are based
on the term co-occurrence and considering user quality information proposed by Guo
et al. [8].

In this paper we choose the three query expansion approaches to achieve the
expansion terms set which contains more appropriate expansion terms according to
multiple expansion strategies. From our initial results of this method, we introduce
multiple learning to rank methods to weighting the candidate terms according to their
potential impact on retrieval effectiveness. Once the ranking list is obtained, the top
ranked terms will be selected to expand the original query. Actually, the framework for
query expansion this paper proposed is flexible and expandable. Once we discover
better expansion approaches or features, the framework can be expanded to merge
more effective factor to achieve better results. Therefore, our work is to provide some
approaches and procedure to conduct query expansion research to a higher level.

The contributions of this paper can be summarized as follows: (1) we propose a
novel framework to select candidate terms from social annotations by merging the three
effective query expansion methods in five patterns; (2) In order to improve the per-
formance of term ranking, we introduce different kinds of learning to rank methods for
ranking models, furthermore, we also include the features from social annotation,
which are extracted from resources, users and annotations. (3) We explore the rela-
tionship between the results of term ranking model and final retrieval model, which
help select better learning to rank methods for expansion terms.

2 Related Work

More recently, some studies focus on using an external resource for query expansion.
They found one of the query expansion failure reasons is the lack of relevant docu-
ments in the local collection, so researchers started to examine the benefits of external
information sources for pseudo-relevance feedback. Therefore, the performance of
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query expansion can be improved by using a large external collection. Diverse sources
such as Wikipedia [9, 10], large web and news corpora [9] were found to be beneficial
for document retrieval on both newswire and web corpora. At the same time, several
external collection enrichment approaches have been proposed. Inspired by previous
work that demonstrates that query expansion using external corpora is highly effective,
our work follows this strategy of a query expansion approach using an external col-
lection as a resource of query expansion terms. With a rapid development of the social
networks, more and more researches shift their perspective towards social annotations
application.

Learning to rank [12] is an effective method to apply the machine learning
approaches to improve the performance of information retrieval. Learning to rank can
be applied to a wide variety of applications in information retrieval and natural lan-
guage processing. Some techniques have been devised to improve this kind of
approaches for better performance. One of such novel ideas is to construct new samples
to improve the ranking accuracy. Lin et al. [13] proposed a novel group ranking
approach based on cross entropy loss (GroupCE) to improve the ranking performance.
In this paper, GroupCE is the main ranking model for ranking the expansion terms.

Recently Lin et al. [7] indicate that annotations are good resources for query
expansion. They also attempt to use learning to rank method to rank the candidate
terms according to their potential impact on retrieval effectiveness. Guo et al. [10]
propose a novel algorithm to give each user a reasonable quality score according to his
tagging behavior and the mutual reinforcement relationship; Based on their work, in
this paper we also explore to apply query expansion methods effectively to social
annotation resource for better retrieval performance. We propose a novel framework
based on several query expansion approaches to achieve more appropriate expansion
terms. And we also distinguish the different importance of these terms by learning to
rank methods according to their potential impact on retrieval effectiveness.

3 Methodology

In this section, we briefly introduce our query expansion framework for candidate
terms. At first, we will introduce the three expansion methods which are the basis of
our query expansion framework. Then we apply three strategies working on the can-
didate expansion terms obtained from the three expansion methods to achieve an
optimized expansion term set. In addition, we also review the ranking algorithms to
optimize term set ranking list.

3.1 Expansion for Candidate Terms

There are three query expansion approaches being considered in our framework, one is
the term co-occurrence approach without user information [7], the other two are pro-
posed by Guo et al. [8], which are based on high quality users approach focusing on
mining user quality to achieve better expansion terms calling filtering resources
through user quality and adding user quality into co-occurrence metric.

Social Annotation for Query Expansion Learning 183



Term Co-occurrence Approach. The term co-occurrence is usually used to measure
how often terms appear together in a text window. In our experiment, the text window
is defined as the whole content of the annotated resource r. For a query term qj and a
candidate term ti in the social annotation sample S, the co-occurrence value is defined
as follows:

coo ai; qjjRj
� � ¼

P
r2Rj

log tf ai; rð Þþ 1:0ð Þ � log tf qj;r
� �þ 1:0

� �
log nð Þ ð1Þ

where N is the sum of articles in social annotation sample S, tf(.|f) is frequency of term
appears in annotate resource r.

Filtering Resource through User Quality. In folksonomy system, each user can be
weighted by a score which measures the contribution of user’s tagging behavior, and we
call it Quality Score (QS for short) [8]. The query expansion method is to apply QS is to
re-rank the resources returned from initial retrieval, from which we extract resources
tagged by high quality users. Each resource is tagged by many users using different
annotations, and each user is weighted by QS for specific annotation. Therefore, each
resource can be measured as Eq. (2), which is called Resource Score (RS):

RS rð Þ ¼
X

a2A rð Þ
X

u2U r;að Þ QS u; að Þ ð2Þ

where U(r, a) is the user set for users who annotate resource r using annotation a; A(r)
is the annotation set for annotations which are used to tag the given resource r.

Hence, the returned resources from the initial retrieval are re-ranked by RS. The top
N resources are filtered from the re-ranked resources to conduct the further experiment
according to formula 1 (SATUSER1).

Weighting Annotations through User Quality. By means of integrating QS to
modify the traditional co-occurrence metric, we apply user quality selecting better
expansion terms, which is the second way to use user quality and the third way to
implement the query expansion. We have tried a number of metric to observe the result,
and the best one resulted from the metric below:

coo ai; qjjRj
� � ¼

P
r2Rj

log tf ai; rð Þ � 1:0þ e2QS u;aið Þ� �þ 1:0
� �� log tf qj;r

� �þ 1:0
� �

log nð Þ ð3Þ

where QS(u, a) aims at weighting the annotation used by high quality user higher than
the one used by other users when we select expansion terms(SATUSER2).

Then, based on the assumption that terms in the document are independent from
each other, the expansion terms are selected according to the equation below.

coo ai;Q Rj

��� � ¼ X
qj2Q

idf qj;Rj
� �

idf ai;Rj
� �

log coo ai; qj Rj

��� �þ 1:0
� � ð4Þ
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where idf(*, Rj) shares the similar meaning with the inverse document frequency in
traditional information retrieval model; coo(ai, qj|Rj) is computed by the three query
expansion method mentioned above. Finally, top K expansion terms selected according
to Eq. (4) compose the new expanded query Qexp with the corresponding original query
Q. The proportional distribution of the expansion terms and the corresponding original
query Q is control by a parameter a.

All of the three methods are proved effective for extracting expansion terms. In
order to obtain better candidate terms for query expansion, we collect more appropriate
annotation into the optimized expansion term set according to some strategies working
on the three approaches, and obtain features for each expansion term according to
different expansion methods ranges from their parameters and annotation attribute. In
this way, we will finally design a framework to take all the advantage of three methods
into account.

3.2 Strategies for Expansion Terms Selection

In our framework, there are three strategies working on three types of query expansion
methods to fuse the expansion terms of the query expansion methods. We choose 150
candidate expansion terms per each method respectively. For the convenience of
description, Mi{t1,…,ti,…,tn}stands for one of query expansion method; ti is one of
candidate expansion term from Mi.

Strategy 1. Selecting the terms which appear in the result term list of all the query
expansion methods serve as the expansion terms.

For example, there are three query expansion methods: M1{t1, t2}, M2{t3, t1}, M3
{t1, t4}. t1 is selected as expansion term by M1, M2 and M3 at the same time, it is one
of candidate query expansion terms selected by strategy 1. Then, we will get the feature
vector of t1: M1(t1); M2(t1); M3(t1).

Strategy 2. Selecting the terms based on the optimal method of query expansion
word serve as the expansion terms.

We examine the performance of the methods on training set to obtain the best
performance method of all the three query expansion method for extracting the can-
didate terms. For example,three expansion methods: M1{t1, t2}, M2{t3, t1}, M3{t1,
t4}, assume that M1 is the best performance method of all, and then we choose
expansion terms t1 and t2 into the optimized expansion term set. The feature vector can
be represented as: t1: M1(t1); M2(t1); M3(t1) and t2:M1(t2); M2(t2); M3(t2).

Strategy 3. Selecting the terms by merging top-k terms on results list sorted by
different methods serve as the expansion terms.

For example, three expansion methods: M1{t1, t2}, M2{t3, t1}, M3{t1, t4}, we set
k=1, then expansion terms t1 and t3 can be selected into the optimized expansion term
set. The total number of list is 150 for each method respectively. We select top-50
terms from the each method to construct the final term list of strategy 3.

The three strategies aim at obtaining the better candidate term collection for further
processing. For each expansion term, we will get its features from different expansion
methods ranges from their parameters and annotation attribute. For details, we can
obtain the fraction of the feature vector according to the score from each expansion
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method, and treat annotation’s own attributes as features, too. Therefore, we infer that
the combination of results may lead to obtain the optimized candidate term set.

3.3 Learning to Rank Expansion Terms

In this section, we will give a general description of learning to rank a set of expansion
terms according to their effectiveness.

Term Labeling. In order to rank terms in machine learning method, each candidate
term should be given a ground truth label which reveals the relationship between the
expansion term and original query. In our experiment, we use three TREC collections,
among which each query is divided into five groups with ratio 3:1:1 (training set,
validating set, test set). In the training dataset, each query has a term list which ranks the
candidate expansion terms according to chg(t). To generate the development dataset, we
label each term with binary relevance judgments relevant or irrelevant (1 or 0).

Term Ranking Model. Learning to rank method is the foundation of term ranking
model. Different ranking method show the different performance. So the method can
benefit the query expansion based on social annotations a lot. Learning to rank is
grouped into three approaches: the pointwise approach, the pairwise approach and the
listwise approach. We construct term ranking model by following four ranking methods:
Regression, RankSVM [14], ListNet [15], LambdaMART [16], GroupCE [13].

We apply the four ranking methods to examine which type of learning to rank
method is most effective to rank the query expansion terms from social annotation.

Features for Term Ranking. Feature is an important factor of learning to rank model,
which decides the performance of ranking model directly. In this paper, the feature
selection is a crucial issue, which is divided into two parts: co-occurrence with query
terms and useful statistical attributes based on user and resource.

Co-occurrence with query. The co-occurrence features are used to estimate the
relationship between high frequency terms more reliably. Therefore, we define the
co-occurrence feature as formula 1. These features do not include the user information.
By different parameter setting, we can obtain 10 features in this way.

Filtering Resources through User Quality. These features come from the first
method to add user quality; we get M returned resources for the initial retrieval from
the delicious dataset. Then the M resources are re-ranked, from which we pick up N top
most resources as the final returned resources to select the candidate expansion terms.
The top K annotations are selected according to traditional co-occurrence metric as the
final expansion terms. After conversion of the parameters, we can also obtain 10
features.

Adding User Quality into Co-occurrence Metric. These features come from the
second method adding user quality; the top K annotations are selected from the N
resources in the initial retrieval according to the Eq. (4) and then compose the
expanded query Qexp. Different parameter settings can produce 10 features.

Different from previous research, we also take the tag attributes into account to
construct the features for ranking model. The features can be very effective to qualify
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the expansion terms, since they depend on the manual annotations, which provide a
wealth of information of relevant terms.

Terms in a same web page. The features are statistics of expansion term and query
term which appear in the same social annotation web page: maximum, minimum and
average frequencies.

Terms annotating the same web page. The features are statistics of expansion term
and query term which are used to annotate the same social annotation web page:
maximum, minimum and average frequencies.

Term annotating the web pages. The features are statistics of the same expansion
term annotating the different social annotation web pages: maximum, minimum and
average frequencies.

User quality of term. The tag can be qualified by the user who annotated it to a web
page. The features can be obtained by user quality: maximum, minimum and average
values.

Resource quality of term. The quality of resource which is annotated can be also a
important factor for query expansion terms from social annotation. The features can be
obtained by user quality: maximum, minimum and average values.

The total number of our basic features is 45.

4 Experiments

In our experiment, the dataset is collected from Del.icio.us and consists of 4414 users,
41204 resources and 28733 annotations in total, which is the same with [17]. The data
is processed in the two steps: first, stem all of the annotations, making the annotations
which share the same stem get together; second, some annotations are made up by
several words, such as “java/programming”, “java_programming”, and so on. We
divide these annotations into several words with the help of the delimiters.

The expansion procedure is conducted on the delicious data set, and retrieval
procedure is conducted on three standard TREC collections, AP88-90(Associated
Press), WSJ87-90 (Wall St. Journal) and Robust 2004 (the dataset of TREC Robust
Track started in 2003) are also needed in our experiment. In the term ranking exper-
iments, for each collection, we divide its topics by query numbers into three parts: the
training set, the validation set and the testing set. We conduct 5-fold cross validation
experiments, each one using 3/5 of the queries for training a term ranking model, 1/5
for estimating the parameters and 1/5 for predicting on new queries. Four learning to
rank methods are investigated for term ranking.

Inspired by the work of Lin et al. [7], we will test each of these terms to see its
impact on the retrieval effectiveness. We measure the performance change due to the
expansion term t from social annotation by the ratio:

chg tð Þ ¼ MAP Q[ tð Þ �MAP Qð Þ
MAP Qð Þ

� �
ð5Þ

where MAP(Q) and MAP(Q[ t) are respectively the MAP of the original query and
expanded query (expanded with t). It means good (or bad) expansion term which can
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improve (or hurt) the effectiveness should produce a performance change such that
|chg(t)| > 0.005.

4.1 Performance of Term Selected Strategies

In this experiment, we use MAP as the evaluation method. We give the results of
ListNet model to rank the expansion terms. Table 1 shows the comparing ListNet
approach with the three approaches in three TREC data sets.

From Table 1, we can see that the strategy 1 enhances the retrieval performance
over the other two strategies. This indicates that the strategy 1 provided more effective
terms closely related to the query expansion terms based on social annotations. The
terms which are selected by three query expansion methods at the same time may be
more relevant than the others. Because strategy 1 can produce more good terms, we
adopt this strategy for following experiments. In this section, we only choose ListNet to
examine effectiveness of the term selection strategy. The following section will
examine the performance of ranking models.

4.2 Performance of Term Ranking Models

We obtain a set of candidate expansion terms from social annotations by strategy 1 and
then extract features described in Sect. 3.3 Features for Term ranking with respect to
the terms to constitute term feature vectors. We will test performance of different
ranking models. For pointwise approach, we select Regression approach for term
ranking model, and for pairwise approach, we select RankSVM approach, LambdaMart
is also used to learn listwise ranking model compared with ListNet approach evaluated
by MAP.

The results on Table 2 reveal the term ranking performance of each ranking model.
MAP can evaluate the effectiveness of ranking models, which can provide good terms
and set the terms higher weight to rank good terms on the top of list for query
expansion. Based on the features we extract from social annotation, we can see the
listwise approaches achieve better performance for providing the good terms.

Table 1. MAP of query expansion for different strategies on AP, WSJ, Robust collections

Collection Strategy 1 Strategy 2 Strategy 3

WSJ 0.2496 0.2244 0.2149
AP 0.2084 0.2062 0.1817
Robust 0.2118 0.1855 0.1675

Table 2. Performance of ranking model evaluated by MAP

Collection ListNet Regression Ranksvm LambdaMart

WSJ 0.5333 0.5278 0.5383 0.5558
AP 0.5326 0.5182 0.5334 0.5448
Robust 0.3418 0.2395 0.3248 0.3621
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4.3 Relationship Between Ranking Models and Retrieval Results

Listwise method can effectively select relevance terms for the original query. Com-
pared with the listwise methods, the GroupCE method performs much better on ranking
[13]. So we also use GroupCE method to learn the term ranking model for expansion
words. We list results on Table 3.

Table 4 shows that GroupCE achieves the best term ranking performance, for this
method, top k terms with high weight scores are selected to expand the query. The
weight score could be used to reflect the importance of the expansion term. Using the
expansion terms extracted from social annotation collection based on different term
ranking model, we will examine which method can also achieve the best performance
on query expansion.

From Table 4, we can see GroupCE also achieve best performance on the retrieval
results based on query expansion as its performance on term ranking. The better
performance the term ranking model achieves, the more accurate the retrieval result is.
So GroupCE, which is an improved listwise method, can obtain the best retrieval
results. The results list on Table 4 reveals that the feature space which we construct for
ranking model is also effective.

4.4 Performance of Expansion

After above experiments, we choose the strategy 1 as the method for providing can-
didate terms, and apply the GroupCE to learn a ranking model for ranking the
expansion terms, and set them weights according to their relevance to the query. For
each expansion method we choose 150 terms for strategy 1, and there are 10 expansion
terms selected by term ranking model. Finally we set the weights to 0.8, 0.2 for query
terms and expansion terms in the expansion model. We have tried a number of
parameters to observe the result, and the best one resulted from the setting above. We
show the experimental results on Tables 5, 6 and 7 on three TREC datasets.

Table 3. Performance of listwise based ranking model

Collection ListNet LambdaMart GroupCE

WSJ 0.5333 0.5558 0.5790
AP 0.5326 0.5448 0.5580
Robust 0.3418 0.3621 0.3888

Table 4. MAP of query expansion for different ranking model

Collection ListNet LambdaMart GroupCE

WSJ 0.2496 0.2693 0.2787
AP 0.2084 0.2181 0.2212
Robust 0.2118 0.2132 0.2197
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We compare two baseline methods: Original and F_MAX with our algorithm.
Original denotes the query likelihood model retrieval using original query; F_MAX
means the best performance one of the methods, which used to construct the features
for ranking model. The methods include the retrieval after the query expansion based
on social annotations using PRF method and the user based query expansion methods
and etc.

As we have seen, QELMS gets improvement comparing with Original and
F_MAX. Our method shows relatively obvious improvement in all the terms of
evaluations on AP and WSJ collections, however, on Robust 2004 collection, the
increasing is outstanding. All the results reveal that our methods are effective to
improve the query expansion performance. And it can raise retrieval results obviously.

5 Conclusions

In this paper, we have explored the feasibility to improve the social annotation query
expansion by candidate terms selection and term weighting methods. We propose three
strategies to obtain expansion terms and further experiments demonstrate that the
strategy 1 is valid and works best compared with the others. Besides, learning to rank
models with the features proposed in this work is also effective to rank the candidate
terms and set weights according to their relevance with respect to queries. We also
show that our ranking approach works satisfactorily on the different TREC collections.

This study suggests several research avenues for our future investigations. For the
ranking model selection, because of performance of ranking model operates on the final

Table 5. Performance of different methods on WSJ collection

WSJ p@5 p@10 p@20 MAP

Original 0.4861 0.4569 0.4106 0.2694
F_MAX 0.4935 0.4592 0.4135 0.2763
QELMS 0.4970 0.4604 0.4192 0.2800

Table 6. Performance of different methods on AP collection

AP p@5 p@10 p@20 MAP

Original 0.4227 0.4012 0.3756 0.2132
F_MAX 0.4246 0.4126 0.3779 0.2178
QELMS 0.4352 0.4158 0.3808 0.2223

Table 7. Performance of different methods on Robust2004 collection

Robust p@5 p@10 p@20 MAP

Original 0.4359 0.4014 0.3479 0.2114
F_MAX 0.4409 0.4067 0.3485 0.2160
QELMS 0.4731 0.4193 0.3555 0.2235
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retrieval results. The better performance ranking model can obtain better retrieval
results. This means that there is still much room to improve the retrieval performance
by applying better learning to rank approach to query expansion. As the development
of social annotation, there will be much room to extract novel features to indicate the
relevance of expansion terms and query terms to improve the expansion procedure. In
addition, we will explore more applications of social annotation based on learning to
rank methods.
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Abstract. Sentiment regression is a task of summarizing the overall sentiment
of a review with a real-valued score. However, the regression model trained in
one domain probably performs poorly in a different domain due to the distri-
bution variety. Different from existing studies, domain adaptation in sentiment
regression is more challenging because the rating range in one domain might be
different from that in the other domain. In this study, we propose a novel
approach to domain adaptation for sentiment regression. Specifically, our
approach employs an auxiliary Long Short-Term Memory (LSTM) layer to learn
the auxiliary representation from the source domain, and simultaneously join the
auxiliary representation into the main LSTM layer for the target domain
regression setting. In the learning process, the LSTM regression models for the
source and target domains are jointly learned. Empirical studies demonstrate that
our joint learning approach performs significantly better than several strong
baselines.

Keywords: Sentiment analysis � Domain adaptation � Natural language
processing

1 Introduction

This article discusses a subfield of sentiment analysis referred to as sentiment regres-
sion, which aims to summarize the overall sentiment of a review by labeling it with a
real-valued score. Recently, sentiment regression gains significant popularity [1], and
consequently much academic attention, as it plays a key role in many social applica-
tions, such as information retrieval [2], online advertising [3] and recommendation
system [4]. For instance, in a recommendation system, one popular way to recommend
a product is to sort all products according to their rating scores which are obtained from
the review rating component.

Most previous studies on sentiment regression focus on machine learning
approaches which leverage a large amount of annotated samples to train a regression
model. However, the main criticism of such approaches is that the regression model
trained in one domain probably isn’t a good proxy for a different domain due to the
distribution variety, thus performing dramatically bad in the other domain. Generally,
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sentiment is expressed differently in different domains, and annotating corpora for
every possible domain of interest is difficult and too much time-consuming.

To solve the above problem, many domain adaptation approaches are proposed,
e.g. SCL [5]. Domain adaptation approaches are mainly divided into two categories,
supervised approaches and semi-supervised approaches. The former leverages both the
labeled data from the source domain and a small amount of labeled data from the target
domain to perform domain adaptation (e.g., [6]) while the latter leverages both the
labeled data from the source domain and only unlabeled data from the target to perform
domain adaption (e.g., [5]). This paper focuses on the former.

However, almost all existing domain adaptation studies in sentiment analysis focus
on the tasks of sentiment classification. In sentiment regression, domain adaptation
becomes more challenging. One major challenge is that the two sentiment regression
tasks in the source and target domains might possess different label ranges. For
example, in one domain, the rating score is from 1-star to 5-stars while in the other
domain, the rating score is from 1-star to 10-stars. In such scenarios, existing
approaches to classification-based domain adaptation cannot be directly applied.

Besides, although existing approaches to sentiment regression have achieved some
success in the study of sentiment analysis, most of these approaches are built with
shallow learning architectures. In recent years, learning methods with deep architec-
tures have achieved significant success in many natural language processing
(NLP) tasks, such as machine translation [7] and question answering [8]. It is a pressing
need to extensively exploit the effectiveness of the deep learning method on the task of
sentiment regression.

In this paper, we employ a popular deep learning method, named Long Short-Term
Memory (LSTM) network, to perform sentiment regression with both the target and
source domains. The main merits of the LSTM method lie in that it equips with a
special gating mechanism that controls access to memory cells and it is powerful and
effective at capturing long-term dependencies [9].

More importantly, based on the LSTM regression model, we propose a novel
approach, namely cross-domain LSTM, to supervised domain adaptation for sentiment
regression. Specifically, we separate the whole sentiment regression task into a main
task (regression on the target domain) and an auxiliary task (regression on the source
domain). An auxiliary representation learned from the auxiliary task with a shared
LSTM layer is integrated into the main task for joint learning. Since our approach
jointly learns the sentiment regression tasks in the source and target domains through
sharing the auxiliary representations of the samples and thus does not need the two
tasks have the same label range. With the help of the auxiliary task, our approach
boosts the performance of the main task through incorporating the auxiliary repre-
sentations learned from the auxiliary task. The experimental result demonstrates that
our approach performs better than several strong baselines.

The remainder of this paper is organized as follows. Section 2 overviews related
work on sentiment analysis and domain adaptation. Section 3 presents a basic LSTM
approach to sentiment regression. Section 4 presents our cross-domain LSTM approach
to domain adaptation for sentiment regression. Section 5 evaluates the proposed
approach. Finally, Sect. 6 gives the conclusion and future work.
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2 Related Work

In the last decade, sentiment analysis has become a hot research area in natural lan-
guage processing [1]. In this area, sentiment regression is an important task and has
attracted more and more attention since the pioneer work by Pang and Lee [10]. One
major research line on sentiment analysis is to design effective features. Another major
research line is to propose novel learning models. However, the main criticism of such
approaches is that the classification or regression model trained in one domain probably
performs poorly for a different domain.

To solve the above problem, many domain adaptation approaches are proposed.
Domain adaptation approaches for sentiment analysis are mainly divided into two cat-
egories, supervised approaches and semi-supervised approaches. As for semi-supervised
approaches, Blitzer et al. [5] extend to sentiment classification the structural corre-
spondence learning (SCL) algorithm. Tan and Cheng [11] propose a weighted SCL
model (W-SCL) whichweights the feature as well as the instances. Tan et al. [12] propose
Adapted Naïve Bayes (ANB), a weighted transfer version of Naïve Bayes Classifier, to
gain knowledge from the new domain data. As for supervised approaches, there exist
much fewer related studies in sentiment analysis. But in the whole natural language
processing (NLP) community, a famous approach named feature augmentation approach
has been proposed to perform supervised domain adaptation in several NLP tasks [6]. In
their approach, three versions of the original feature vector are generated to integrate the
classification knowledge from the source domain, the target domain and both domains.

Our work belongs to the setting of supervised domain adaptation in sentiment
analysis. Unlike all the above domain adaptation approaches, our work is the first to
solve the domain adaptation for sentiment regression where the label range of the target
domain is different from that of the source domain.

3 Basic LSTM Model for Sentiment Regression

In this section, we describe a basic LSTM approach to sentiment regression. The first
subsection introduces basic LSTM network. The second subsection delineates the
LSTM approach to sentiment regression.

3.1 Basic LSTM Network

Long short-term memory network (LSTM) is proposed by Hochreiter and Schmidhuber
[9] to specifically address this issue of learning long-term dependencies. The LSTM
maintains a separate memory cell inside it that updates and exposes its content only
when deemed necessary. A number of minor modifications to the standard LSTM unit
have been made. In this study, we apply the implementation used by Graves [13] to
map the input sequence of main task to a fixed-sized vector.
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The LSTM unit consists of an input gate i, an output gate o, a forget gate f , a
hidden state h, and a memory cell c. At time step t, LSTM unit is updated as follows:

it ¼ r Wixt þUiht�1 þVict�1ð Þ ð1Þ
ft ¼ r Wf xt þUf ht�1 þVf ct�1

� � ð2Þ

ot ¼ r Woxt þUoht�1 þVoct�1ð Þ ð3Þ

ect ¼ tanh Wcxt þUcht�1ð Þ ð4Þ

ct ¼ ft � ct�1 þ it � ect ð5Þ

ht ¼ ot � tanh ctð Þ ð6Þ

Where xt denotes the input at time step t, r denotes the logistic sigmoid function, �
denotes elementwise point multiplication. W , U and V represent the corresponding
weight matrices connecting them to the gates. Intuitively, the forget gate controls how
much the information is discarded in each memory unit, the input gate controls the
amount of updated information in each memory unit, and the output gate controls the
exposure of the internal memory state.

3.2 LSTM Model for Sentiment Regression

Figure 1 illustrates the model architecture of sentiment regression with a LSTM layer.
We utilize Tinput to represent the input, and the input propagates through the LSTM
layer, yielding the high-dimensional vector, i.e.,

ReLU Layer

Dropout Layer

Fully-connected Layer

LSTM Layer

Input

Regression Output

Fig. 1. LSTM sentiment regression model
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h ¼ LSTMðTinputÞ ð7Þ

Where h is the output from the LSTM layer.
Subsequently, the fully-connected layer which is similar to a hidden layer in the

conventional multi-layer perceptron, accepts the output from the previous layer,
weighting them and passing through a normally activation function as follows:

h� ¼ denseðhÞ ¼ /ðhThþ bÞ ð8Þ

Where / is the non-linear activation function, employed “ReLU” in our model. h� is
the output from the fully-connected layer.

The dropout layer has been very successful on feed-forward networks [14]. By
randomly omitting feature detectors from the network during training, it can obtain less
interdependent network units and achieve better performance, which is used as a
hidden layer in our framework, i.e.,

hd ¼ h� � Dðp�Þ ð9Þ

Where D denotes the dropout operator, p� denotes a tune-able hyper parameter (the
probability of retaining a hidden unit in the network), and hd denotes the output from
the dropout layer.

The ReLU output layer is used for a regression task. The output from the previous
layer is then fed into the output layer to get the predicted value, i.e.,

f ¼ ReLUðWdhd þ bdÞ ð10Þ

Where f is the predicted value, which is a discrete variable, Wd is the weight vector to
be learned, and bd is the bias term.

For sentiment regression, we employ “mean squared error” for loss function.
Specially, the loss function is defined as follows:

loss ¼ 1
2m

Xm
i¼1

jjfi � yijj2 ð11Þ

Where loss is the loss function of sentiment regression, and yi is the ground truth label
of the i-th sample, and fi indicates the predicted value of i-th sample, and m is the total
number of the training samples.

4 Cross-Domain LSTM Model for Sentiment Regression

Figure 2 delineates the overall architecture of cross-domain LSTM model which
contains a main LSTM layer and an auxiliary LSTM layer. In our study, we consider
the sentiment regression task of the target domain as the main task and the sentiment
regression task of the source domain as the auxiliary task. The goal of the approach is
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to employ the auxiliary representation to assist the regression performance of the main
task. The main idea of our cross-domain LSTM approach lies in that the auxiliary
LSTM layer is shared by both the main and auxiliary tasks so as to leverage the
learning knowledge from both the target domain and the source domain.

4.1 The Main Task

Formally, the target domain representation is generated from both the main LSTM
layer and the auxiliary LSTM layer respectively:

hmain1 ¼ LSTMmainðTinput
targetÞ ð12Þ

hmain2 ¼ LSTMauxðTinput
targetÞ ð13Þ

Where the output hmain1 and hmain2 respectively represent the representations for the
target domain via the main LSTM layer and via the auxiliary LSTM layer.

Main LSTM Layer Auxiliary LSTM Layer

Hidden Layer Hidden Layer

Merge Layer

ReLu Layer

ReLu Layer

Main Task Output

Auxiliary Task Output

1mainh

1
d
mainh

d
mainh

auxh

d
auxh2

d
mainh

input
targetT input

sourceT

2mainh

Hidden Layer

Fig. 2. Overall architecture of cross-domain LSTM
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Then hdmain1 and h
d
main2 are fed into two different fully-connected layers (dense layer)

respectively to obtain two target representations:

hdmain1 ¼ densemain1ðhmain1Þ ð14Þ

hdmain2 ¼ densemain2ðhmain2Þ ð15Þ

Then we concatenate the two target domain representations as the input of the
hidden layer in the main task:

hdmain ¼ densemainðhdmain1 � hdmain2Þ ð16Þ

Where hdmain denotes the outputs of fully-connected layer in the main task, and �
denotes the concatenate operator.

4.2 The Auxiliary Task

The source representation is also generated by the auxiliary LSTM layer, which is a
reused LSTM layer and is employed to bridge across the target and source domains.
The reused LSTM layer encodes source input sequence with the same weights:

haux ¼ LSTMauxðTinput
sourceÞ ð17Þ

Where haux represents the representation for the source domain via the reused LSTM
layer.

Then a fully-connected layer is utilized to obtain a feature vector for source
regression, which is the same as the hidden layer in the main task:

hdaux ¼ denseauxðhauxÞ ð18Þ

Where hdaux denotes the output of fully-connected layer (dense layer) in the auxiliary
task.

4.3 Joint Learning

Once we obtain the main representation hdmain and the auxiliary representation hdaux, we
feed them into the ReLU layers to get the predicted values of the main task and the
auxiliary task respectively.

f main ¼ ReLUðWmhdmain þ bmÞ ð19Þ

f aux ¼ ReLUðWahdaux þ baÞ ð20Þ

Where f main is output of the main task and f aux is the output of the auxiliary task.
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Finally, we define our joint cost function for cross-domain LSTM model as a linear
combination of the cost functions of both the main task and auxiliary task as follows:

lossjoint ¼ lossmain þ lossaux ð21Þ

lossmain ¼ 1
2m

Xm
i¼1

jjf maini � ymaini jj2 ð22Þ

lossaux ¼ 1
2m

Xm
i¼1

jjf auxi � yauxi jj2 ð23Þ

5 Experimentation

In this section, we systematically evaluate the performance of our cross-domain LSTM
model for supervised domain adaptation for sentiment regression.

5.1 Experimental Settings

Data Settings: We use two data sets in our experiment. The first data set consists of
product reviews collected from Amazon1 by Mcauley [15]. This data set contains 4
domains, e.g. Book, CD, Electronic and Kitchen. Each domain’s ratings range from 1
star to 5 stars. The second data set is consist of movie reviews crawled from IMDB2.
Movie reviews range from 1 star to 10 stars. We extract a balanced data set from the
source domain and the target domain by selecting 2000 samples from each category.
We use 80% of the source domain data and 10% of the target domain data in each
review category as the training data and 20% of the target domain data as the test data.
When the source domain data are from the first data set of product reviews, the target
domain data are from the second data set of movie reviews (or otherwise).

Text Representation: For word representation, we employ skip-gram algorithm
(gensim3 implementation) by word2vec to pre-trained word embedding on the whole
data. The length of each text is set to a fixed size.

Basic Prediction Algorithm: LSTM is employed as the basic prediction algorithm in
our approach, which is implemented with the tool Keras4. The hyper parameters of
LSTM are well tuned on the validation data by the grid search method, and most
important hyper parameters are shown in Table 1.

1 http://Amazon.com/.
2 http://www.imdb.com/.
3 http://radimrehurek.com/gensim/.
4 https://github.com/fchollet/keras.
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Evaluation Metric: We employ the coefficient of determination R2 to measure the
performance. Coefficient of determination R2 is used in the context of statistical models
with the main purpose to predict the future outcomes on the basis of other related
information. R2 nearing 1.0 indicates that a regression line fits the data well. Formally,
the coefficient of determination R2 is defined as follows:

R2 ¼ 1� SSerr
SStot

ð24Þ

SStot ¼
X
i

yi � y
�� �2

ð25Þ

SSerr ¼
X
i

yi � fið Þ2 ð26Þ

y
� ¼ 1

n

Xn
i¼1

yi ð27Þ

Where yi is the real value and fi is the predicted value of each sample.

Significance Test: We randomly split the whole data into training and test data 10
times and employ two different learning approaches, namely A1 and A2, to perform
review rating. Then, we employ t-test to perform the significance test to test whether
the learning approach A1 performs better than A2 (or otherwise).

5.2 Experimental Results

For a thorough comparison, we implement several domain adaptation approaches to
sentiment regression. These approaches are introduced as follows.

• Baseline: The LSTM regression model which is trained with only a small number
of labeled data from the target domain.

Table 1. Parameters setting in LSTM

Parameter description Value

Dimension of embedding 100
Dimension of the LSTM layer output 128
Dimension of the full-connected layer output 64
Learning rate 0.01
Dropout probability 0.5
Epochs of iteration 30
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• Label_Mapping: The LSTM regression model which is trained with a small
number of labeled data from the target domain and a large number of labeled data
with mapping labels from the source domain. Note that since the source domain’s
range is different from the target domain, we map the ratings of source domain to
the range of target domain. For example, if target domain ratings range from Lt to
Ht and source domain ratings range from Ls to Hs, we change the rating OldVal of
source domain to rating NewVal as follows:

NewVal ¼ LtþðOldVal� LsÞ � Ht � Lt
Hs� Ls

ð28Þ

• Feature_Augmentation: This is an approach proposed by Hal Daumé III [6]. They
augment the feature space of both the source and target data and use the aug-
mentation feature space as the input to a standard learning algorithm. We also
leverage the label mapping strategy as mentioned above in this feature augmenta-
tion approach.

• Cross-domain_LSTM: This is our approach which learns an auxiliary represen-
tation for joint learning, which has been described in Sect. 4 in detail. Note that, in
our approach, we do not need to map labels of the source domain data to the range
of target domain.

Figure 3 shows the R2 results of different approaches. From the figure, we can see
that Label_Mapping performs even worse than the baseline in several settings, such as
Movie!Electronic and Kitchen!Movie. This result demonstrates that simply merging
the data from the source and target domains with label mapping is not a good solution.
Feature_Augmentation performs consistently better than the baseline and performs
generally better than Label_labeling except in the setting of Movie!CD. Among all
approaches, our approach cross-domain LSTM always performs best in all settings. In
general, cross-domain LSTM outperforms the baseline with about 0.046 in R2. Fur-
thermore, significance test shows that cross-domain LSTM significantly outperforms
Label_Mapping in all settings (p-value < 0.05). As for the Feature_Augmentation
approach, cross-domain LSTM significantly outperforms it in 6 settings, i.e., Book-
Movie, Movie!CD, Electroinc!Movie, Moive!Electronic, Kitchen!Movie, and
Movie!Kitchen (p-value < 0.05). In the other 2 settings, our approach and Fea-
ture_Augmentation achieve no significantly different performance.
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Fig. 3. R2 Results of Different Domain Adaptation Approaches
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6 Conclusion

In this paper, we propose a novel approach, namely cross-domain LSTM model, to
domain adaptation for sentiment regression. In our approach, we employ an auxiliary
LSTM layer to learn the auxiliary representation in the source domain regression task
(as the auxiliary task) and employ it in the target domain regression task (as the main
task). To achieve this, our cross-domain LSTM model is employed to bridge across the
source domain and target domain regression models via a shared LSTM layer.
Empirical studies demonstrate that our cross-domain LSTM approach significantly
boosts the performance of the main regression task in all 8 domain adaptation settings
and performs better than three baselines in all settings.

In our future work, we would like to exploit the unlabeled data in the target domain
to improve the performance of domain adaptation for sentiment regression. Moreover,
we would like to apply the proposed cross-domain LSTM approach to the supervised
domain adaptation problems in other NLP applications.

Acknowledgments. This research work has been partially supported by three NSFC grants,
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Abstract. Target-dependent sentiment analysis is a fine-grained sen-
timent analysis and has received an increasing attention. For target-
dependent sentiment analysis, the key issue is to capture the important
context information according to the given target word. While some crit-
ical information in the context may be in a long distance from the target
word, so it is significant to explore how to adequately and directly cap-
ture these long-range information. The dependency relation can connect
words which are relevant in syntax but far in word order. Inspired by this,
we propose Dependency-Attention-based Long Short-Term Memory Net-
work (DAT-LSTM) and Segmented Dependency-Attention-based Long
Short-Term Memory Network (Seg-DAT-LSTM) for target-dependent
sentiment analysis. The dependency-attention mechanism utilizes depen-
dency relation to fully capture long-range information for certain tar-
get. Experiments on the tweet dataset and SemEval 2014 dataset indi-
cate that our models achieve state-of-the-art performance on target-
dependent sentiment classification.

Keywords: Sentiment analysis · Attention · Dependency

1 Introduction

Sentiment analysis is a fundamental task of natural language processing; espe-
cially, it plays a critical role in the area of data mining [1]. Sentiment analysis
aims at predicting user’s sentiment through the generated text. It is significant
to understand user’s attitude in social networks and product reviews, and sen-
timent analysis attracts an increasing attention in academia and industry.

Our work focuses on the target-dependent sentiment analysis, which is a fine-
grained sentiment analysis and has been extensively studied in the field of natural
language processing. Given a sentence and a target, target-dependent sentiment
analysis aims at predicting the sentiment polarity (e.g. positive, negative and
neutral) of the sentence towards the target. For example,

“I bought a new camera. The picture quality is amazing but the battery life
is too short.”

The sentence polarity is positive if the target is “picture quality”, but negative
when considering the target “battery life”.

c© Springer Nature Singapore Pte Ltd. 2017
X. Cheng et al. (Eds.): SMP 2017, CCIS 774, pp. 206–217, 2017.
https://doi.org/10.1007/978-981-10-6805-8_17
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Existing methods include feature-based Support Vector Machine [2–4] and
neural network models [5–8]. Neural models are of increasing interest for their
capacity to learn low dimensional representation without feature engineering,
and neural models can capture semantic relation between target and context
words in an elegant way.

Despite these advantages, existing neural networks have some limits. For
target-dependent sentiment analysis, the key issue is to capture the important
context information for certain target, and then to infer the sentiment polar-
ity. Some critical context information may be in a long distance from target
words. Existing neural models have limited capacity to capture these long-range
information. Considering the sentence,

“I love the simplicity and respect which was given to the food, as well the
staff was friendly and knowledgeable.”

For the target “food”, it expresses positive polarity mainly through “I love the
simplicity and respect”, and these information is far away from the target. ATAE-
LSTM [7] acquired relative context information through attention mechanism,
and gained promising result. Traditional attention model has limited capacity to
capture long-range information [9], so ATAE-LSTM has finite ability to learn the
context information which is important but in a long distance from the target.
We believe it is significant for target-dependent sentiment analysis to adequately
capture long-range information.

To pursuit this goal, we develop ATAE-LSTM for target-dependent senti-
ment analysis by introducing dependency information. We design a dependency-
attention-based LSTM (DAT-LSTM) to learn long-range information for certain
target. Dependency relation can capture information between words which are
relevant in syntax but far in word order. DAT-LSTM combines these depen-
dencies with traditional attention mechanism, so that it can acquire long-range
information for the given target.

The main contributions of our work can be summarized as follows:

(1) We propose dependency-attention-based LSTM for target-dependent senti-
ment classification. This model introduces dependencies between words and
is able to capture long-range information which is important for certain
target. Results show this model is effective.

(2) Since long sentences lead to the problem of insufficiently capturing
long-range information, we propose segmented dependency-attention-based
LSTM to solve it. This model segregates sentences into two shorter parts by
the position of target word and respectively processes them; because the two
parts are both shorter than original sentences, they can be analyzed more
fully. This model gains promising results.

The structure of this paper is as follows. In Sect. 2, we describe the related
work. In Sect. 3, we introduce our models. In Sect. 4, we show and analyse the
experiment results. In Sect. 5, we summarize this work and future direction.
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2 Related Work

Target-dependent sentiment analysis is a widely studied field focused by many
scholars. Most existing methods treat it as a text classification problem. Such
methods take sentiment polarities as categories and apply machine learning algo-
rithms to train classifiers. The performance of classifiers deeply depends on the
extracted features [2–4].

Motivated by the success of deep neural networks in natural language process-
ing [12–14], some neural network methods were proposed for target-dependent
sentiment analysis. These methods can automatically learn low dimensional rep-
resentation of texts without feature engineering [5–7,17,18].

ATAE-LSTM [7] captured the significant context information for certain tar-
get through attention mechanism with target embedding, and achieved state-
of-the-art performance on target-dependent sentiment classification. Despite the
advantage of ATAE-LSTM, traditional attention mechanism has limited capac-
ity to capture long-range information [9]. After the size of attention window
reaching a certain value, the performance of language model would not continue
to improve though enlarging the window size. It indicated that attentive neural
language model mainly utilized a memory of most recent history and failed to
exploit long-range information. For target-dependent sentiment classification,
the important context information for certain target may be far away from the
target. Therefore we are motivated to design a neural network to capture long-
range important information for certain target.

TC-LSTM [6] modeled the connection between target word and context
words through a left LSTM and a right one. Inspired by this, we segregate
sentences into two shorter parts and respectively learn the important informa-
tion for targets. Since the two parts are both shorter than original sentences,
they are not that seriously hindered by long-range information and can be fully
analyzed.

3 Methods

3.1 Dependency-Attention-Based LSTM (DAT-LSTM)

For target-dependent sentiment analysis, the critical issue is to capture the sig-
nificant information from the context according to the given target word. Intu-
itively, attention model is able to solve this problem, and ATAE-LSTM [7] does
get a promising result. But it also has some limitation. Experiments [9] indicate
that attention model has limited capacity to capture long-range information. For
target-dependent sentiment analysis, the important context information may be
far away from the target word.

To fully capture these distant context information, we propose dependency-
attention-based LSTM (DAT-LSTM). This model captures long-range informa-
tion by introducing the dependency relation, so as to learn the specific context
information more adequately. The model structure is shown in Fig. 1.
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Fig. 1. The architecture of DAT-LSTM.

Given a sentence s = {w1, w2, ..., wN} and a target word wt, we get the
directly dependent term of each word through Stanford CoreNLP [19], and map
each word to its embedding. vt represents the target embedding. If target is
a single word like “food” or “service”, target embedding is the embedding of
the target word. If target is multi-word expression like “battery life”, target
embedding is an average of its constituting word embedding. Let H ∈ R

dH×N

be the matrix consisting of hidden vectors, D ∈ R
dD×N be the dependency

matrix.
H = [h1, h2, ..., hN ] (1)

D = [d1, d2, ..., dN ] (2)

Where hi represents the hidden vector of ith time step, di represents the
embedding of the word which has the direct dependency relation with wi. Let
M ∈ R

(dH+dD+dvt)×N be the matrix combining H, D and target embedding.

M = tanh [WHH,WDD,WV vt · eN ]T (3)

Where eN is a column vector with N 1s. The dependency-attention mechanism
will produce a weight vector α ∈ R

N and a weighted representation r ∈ R
dH .

α = softmax
(
wTM

)
(4)

r = H · αT (5)

WH ∈ R
dH×dH , WD ∈ R

dD×dD , WV ∈ R
dvt×dvt and w ∈ R

dH+dD+dvt are
projection parameters. The final sentence representation is given by,

h∗ = tanh (Wrr + WhhN ) (6)
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Wr, Wh are parameters to be learned during training. h∗ is considered as the
feature representation of the sentence, considering certain target. Then we utilize
softmax to transfer the sentence vector to conditional probability distribution.

y = softmax (W∗h∗ + b∗) (7)

W∗ and b∗ are parameters of the softmax layer.

3.2 Segmented Dependency-Attention-Based LSTM
(Seg-DAT-LSTM)

To further capture long-range information for certain target, we propose Seg-
DAT-LSTM, inspired by the success of TC-LSTM [6].

On the base of DAT-LSTM, we segregate sentences into two parts by the
location of target word and respectively learn the important information from
the two parts. Since the two parts are both shorter than original sentences, they
are not that seriously hindered by the long distance; thus they can be learned
more adequately, compared with directly analyzing the original sentences. At the
same time, taking the target word as the last unit can better utilize the target
information. Finally the model merges the information captured from the two
parts. The model structure is shown in Fig. 2.

Fig. 2. The architecture of Seg-DAT-LSTM.

This model has two units, a left DAT-LSTM, DATL, and a right one, DATR.
The input of DATL is the preceding context and target. Analogously, the input
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of DATR is the following context and target. We run DATL from left to right,
and run DATR from right to left. As we believe that the last unit of LSTM
contains most semantic information. Similar to DAT-LSTM, DATL and DATR

combine the hidden output, dependency embedding and the target embedding,
then utilize dependency-attention mechanism to get weighted representation.

hL = tanh (WrLrL + WhLhtL) (8)

hR = tanh (WrRrR + WhRhtR) (9)

hL is the final representation of left part, and hR is the final representation of
right part. Then, the sentence representation is given by,

h = tanh (WLhL + WRhR) (10)

h is considered as the feature representation combined the target information.
Finally we utilize the softmax to gain the probability distribution.

3.3 Model Training

We train DAT-LSTM and Seg-DAT-LSTM in an end-to-end way with supervised
framework. The loss function is cross entropy, defined as follows,

loss = −ΣD
d=1Σ

C
c=1p

g
c (d) · log (pc (d)) (11)

Where D is the training dataset, C is the number of sentiment categories, pgc (d)
represents the gold probability of sentiment category c, pc (d) represents the
probability of predicting d as label c. We update parameters with stochastic
gradient descent.

4 Experiments

In this section, we introduce the experiment settings and empirical results on
the task of target-dependent sentiment analysis.

4.1 Dataset and Evaluation

We evaluate our models on two benchmark datasets, the tweet dataset [15], which
consists of tweets with targets and corresponding polarities, and the restaurant
dataset of SemEval 2014 task4 [16], which consists of customers reviews with
targets and corresponding polarities. The detailed statistics of the dataset is
given in Table 1. Evaluation metrics are accuracy over three categories (positive,
negative and neutral) and two categories (positive and negative). The accuracy
is defined as follows,

Accuracy =
The count of correctly predicted samples.

The count of all samples.
(12)
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Table 1. Statistics of dataset.

Data Positive Negative Neutral

Tweet-Train 1561 1560 3127

Tweet-Test 173 173 346

Restaurant-Train 2164 805 633

Restaurant-Test 728 196 196

4.2 Comparison with Other Methods

We compare our models with following baseline models,
LSTM [6], modeled the sentence through LSTM, without considering the

target information.
TD-LSTM [6], consisted of a left LSTM and a right one to capture the

target-dependent context information.
TC-LSTM [6], on the base of TD-LSTM, TC-LSTM connected the target

word and each context word to capture the context information according to the
target word more fully.

ATAE-LSTM [7], combined the attention mechanism with LSTM to cap-
ture the significant information according to the aspect, at the same time this
model connected the aspect embedding to the hidden layer and input layer.

Experimental results of baseline models and our models are given in Table 2.
Compared with the models we can find that our models are effective on target-
dependent sentiment analysis.

Table 2. Experimental results.

Model Tweet
(Three)

Tweet
(Two)

Restaurant
(Three)

Restaurant
(Two)

LSTM [6] 66.5 80.16 74.3 80.18

TD-LSTM [6] 70.8 82.09 75.6 85.27

TC-LSTM [6] 71.5 83.99 76.29 87.08

ATAE-LSTM [7] 73.1 84.21 77.2 90.9

DAT-LSTM 74.01 85.13 78.11 91.81

Seg-DAT-LSTM 73.87 84.96 77.84 91.49

4.3 Analysis

Target Information. TD-LSTM performed better than standard LSTM for its
considering the information of target word. On the base of TD-LSTM, TC-LSTM
connected the target word embedding with each word in the context and gained
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further promotion. Thus we can get the conclusion that taking the association
of target word and context words into consideration is significant and effective
for target-dependent sentiment analysis.

Long-Range Information. The crucial problem of target-dependent senti-
ment analysis is to learn the important information for certain target from con-
text words and then to infer sentiment polarity of the target. ATAE-LSTM cap-
tured these information through attention mechanism, while attention mech-
anism had limited ability to capture long-range information [9]. For target-
dependent sentiment analysis, it is possible that the crucial information is far
away from the target word. ATAE-LSTM may be not able to fully capture
these information. Dependency relation connects words which are relevant in
syntax but far in word order; thus it is able to carry long-range information
between words. DAT-LSTM combines dependencies to learn long-range informa-
tion which is vital for certain target. Experiments show DAT-LSTM performs
better than baseline models.

The Segmented Model. Large length of sentences leads to the problem of
inadequately capturing long-distance information. From this point of view, sep-
arating sentences into two parts by the position of target words, and respectively
analyzing them would be an effective way. Since each part is shorter than origi-
nal sentences, the model can fully acquire important information from preceding
context and following context. While experiments show it is not effective just as
we expected. This may be because the coherence of sentences and some semantic
information are lost during the segmentation processing.

4.4 Case Study

As we demonstrated, our models obtain promising results. In this section, we
will show the advantages of our model through examples.

An Example of Long Sentences. We define the sentence as long sentences
when it is longer than 20. Table 3 shows the polarities towards different targets
of “I love the simplicity and respect which was given to the food, as well the staff
was friendly and knowledgeable.”

ATAE-LSTM predicts the sentiment polarity of “food” incorrectly, and DAT-
LSTM gets the right label. Figure 3 shows the main dependency relation of this
example. We can see the dependency relation combines “food” and “simplicity”
through “given”, which are far apart but closely related. In this way, the signifi-
cant information for “food” is directly connected to “food”. Changes of attention
weights are shown as Fig. 4. In ATAE-LSTM, “love”, “simplicity” and “respect”,
which are important for “food”, don’t make much difference from other words.
So it is hard to correctly predict the polarity. In DAT-LSTM, when considering
the target “food”, weights of “love”, “simplicity” and “respect” are obviously
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Table 3. The true labels and predicted labels from ATAE-LSTM and DAT-LSTM
towards different targets of “I love the simplicity and respect which was given to the
food, as well the staff was friendly and knowledgeable.”

Target True label ATAE-LSTM DAT-LSTM

food Positive Neutral Positive

staff Positive Positive Positive

Fig. 3. The main dependency relation of “I love the simplicity and respect which was
given to the food, as well the staff was friendly and knowledgeable”.

Fig. 4. Changes of attention weights in different models of the mentioned targets,
“food” and “staff”.

larger than other context words. According to these information, DAT-LSTM
predicts the polarity of “food” correctly. This indicates that combining tokens
which have direct dependency relation is effective to capture important long-
range information for certain target.

For the target “staff”, both in ATAE-LSTM and DAT-LSTM, “friendly”
and “knowledge”, which are significant to “staff”, have obvious difference from
other context words. And in DAT-LSTM, this difference is much greater. It
indicates that introducing dependency relation can reinforce the role of relative
information in short distance.
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An Example of Short Sentences. We define the sentence as short sentences
when it is shorter than 20. Table 4 shows the polarities with different models of
“The appetizers are ok, but the service is slow.”

Table 4. The true labels and predicted labels from ATAE-LSTM and DAT-LSTM
towards different targets of “The appetizers are ok, but the service is slow.”

Target True label ATAE-LSTM DAT-LSTM

appetizers Positive Positive Positive

service Negative Neutral Negative

Fig. 5. The main dependency relation of “The appetizers are ok, but the service is
slow.”

Figure 5 shows the main dependency relation of “The appetizers are ok, but
the service is slow.”, and Fig. 6 shows changes of attention weights in ATAE-
LSTM and DAT-LSTM. In ATAE-LSTM, when considering the target “service”,
“slow”, which expresses important information for “service”, has a weight similar
to “ok” and “appetizer”. So ATAE-LSTM is not able to properly predict the
sentiment polarity of “service”. Dependency relation combines “service” and
“slow” directly, and in DAT-LSTM, “slow” has a more obvious difference from
other words. This further indicates that introducing dependency relation can
reinforce the role of relative information in short distance and is significant to
infer the sentiment polarity of certain target in short sentence.

Fig. 6. Changes of attention weights in different models of the mentioned targets,
“appetizers” and “service”.
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5 Conclusions

In this paper, we develop the ATAE-LSTM for target-dependent sentiment
analysis. For target-dependent sentiment classification, it is critical to learn the
important information, which may be in a large distance from target word, for
certain target from the context words. While existing methods have limited
capacity to capture long-range information. DAT-LSTM solves this problem by
combining dependency information. Experiments show it is effective. On this
basis, Seg-DAT-LSTM separates sentences into two parts which are both shorter
than original sentences, and respectively learns the information, thus to gain the
important context information for certain target. Seg-DAT-LSTM doesn’t per-
form as we expected, this may be because it loses the coherence of sentences
and some important semantic information when segmenting the sentences. For
further work we want to investigate how to retain important information for
certain target when segmenting the sentences.
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Abstract. The traditional opinion retrieval methods can acquire the
topic-relevant and subjective documents or sentences with the issued query.
However, these methods usually focus on the sentiment polarities in the retrieval
results, but ignore the emotion intensities. In fact, the users may pay more
attentions on the emotion similarity between the query words and retrieval
results, i.e. the sentences with exactly the same fine-grained emotion labels and
similar emotion intensities with the query should be ranked higher. To address
the problem, we propose a new method based on fuzzy set theory. According to
the theory, we build a model for multi-label fine-grained emotion retrieval,
which utilizes fuzzy relation equation to calculate the value of sentiment words
and then uses lattice close-degree to retrieval emotions and rank on their
intensity. Extensive experiments are conducted on a well-known Chinese blog
emotion corpus. Experimental results show that our proposed multi-label
fine-grained emotion retrieval algorithm outperforms baseline methods by a
large margin.

Keywords: Emotion retrieval � Sentiment analysis � Fuzzy relation equation

1 Introduction

The explosion of social media on Web has created unprecedented opportunities for
people to publicly voice their opinions on trending events and commercial products.
Therefore, mining opinions of the user generated content in social media has become a
popular research for both academic and industrial communities in recent years [16].

The task of opinion retrieval is to find the topic-relevant and subjective
documents/sentences in Web text such as blogs and tweets, which has been studied in
depth in recent years [9]. However, the human’s fine-grained emotions are much more
complex than sentiment orientations such as positive and negative. For example,
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Robert Plutchik defined eight basic emotions: joy, sadness, anger, fear, trust, disgust,
surprise and anticipation [12]. Multiple basic emotions could be co-existing even in a
short sentence, as the example sentence shown below: “You are a fine person, Mr
Baggins, and I’m very fond of you. But you are only quite a little fellow, in a wide
world, after all.”—Gandalf, Hobbit.

In the above example, because multiple emotions often exist at the same time, a
sentence with different sentiment words and contexts may show different sentiment and
intensity. Traditional opinion retrieval methods can find the topic-relevant opinionative
sentences in a dataset, but cannot address the general problem of how to retrieval
emotion-relevant sentences in a large social media text collection.

Table 1 contains some examples. If an author expresses stronger emotion in a post,
the emotion will have higher intensity. Because the sentimental word “expect” has
stronger emotion than the word “OK”, so the intensities value on the label of joy
emotions in the third post are higher than those of the second post.

To tackle these challenges, in this paper, we regard the emotion analysis with
different intensity as fuzzy problem, and use fuzzy theory to address the problem. In
summary, the main contributions of this paper are summarized as follows:

(1) We present a new research problem of emotion retrieval. We discuss the differ-
ences between opinion retrieval and emotion retrieval.

(2) We propose a novel fuzzy logic model for the emotion retrieval task. The pro-
posed model can not only identify the mixed emotion labels in the query and
relevant sentences, but capture the emotion intensity similarity between the
sentences.

(3) We conduct extensive experiments on a public available Chinese blog dataset
with emotion intensity labels. The experimental results demonstrate that the
proposed method achieves excellent performance in terms of information retrieval
metrics.

Table 1. The examples of multiple emotions with different intensities

Social text joy hate love sorrow anxiety surprise anger expect

I love my hometown, but its air
condition is getting worse all these years

0 0.2 0.9 0.6 0 0 0 0

The dinner is OK, but I am looking forward
to the party tomorrow!

0.4 0 0 0 0 0 0 0.9

Oh my god, I did not expect I can get
such a good result in the final exam.

0.8 0 0 0 0 0.8 0 0

This laptop is rubbish! It cost me 1500$ but
was broken in one month!

0 0.7 0 0 0 0 0.9 0
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The remainder of this paper is structured as follows: We introduce the related work
in Sect. 2. Section 3 introduces fuzzy set theory and lattice close degree. In Sect. 4, we
describe the proposed fuzzy theory based emotion retrieval algorithm and framework.
In Sect. 5, we discuss a series of experiments conducted for emotion retrieval by using
public blog dataset. Finally we highlight the conclusion of the paper and give the future
work in Sect. 6.

2 Related Work

Firstly, opinion classification inferred extraction and analysis on various aspects of the
content [3]. In recent years, some research focused on co-referencing area [1]. More-
over, currently more and more researches considered the sentiment categories such as
joy, hate, love, sorrow, anxiety, surprise, anger, expect [13] called as fine-grained
emotion. Classification algorithms were mainly based on traditional machine learning
techniques like supervised and unsupervised with good efficiencies [7].

Secondly, in opinion retrieval, many sentiment retrieval methods were based on
machine learning, such as Zhang, et al. [22] and Liu, et al. [10]. In the early days, some
other approaches were based on capturing topic-related opinion expression, even built a
query-specific opinion lexicon for retrieval [8]. For retrieval results ranking, some
methods based on candidate antecedents got a target anaphoric expression in general
texts [14]. Some researchers found linguistic discourse structures were not suitable for
short messages, such as texts in microblogs due to words limit in a text [19].

Thirdly, it is more common to use fuzzy logic to deal with the retrieval problems.
Gupta, et al. proposed a ranking function based on fuzzy theory in [5]. Some approach
used fuzzy theory to solve the retrieval challenge by bringing the advantages of the
annotations and feed them back to adjust the retrieval results [11]. Nowadays, some
researchers use semantic network to solve emotion recognition and sentiment retrieval
[2], and find out that social features and unsupervised opinionatedness can improve the
performance of the opinion retrieval on tweets [4], and even used for big data [20].

However, there are few methods could retrieve the data based on emotional
intensity. Therefore, we propose a fuzzy logic method which perfectly matched human
emotional logic to deal with such a fine-granted opinion retrieval problem with emo-
tional intensity.

3 Fuzzy Theory

3.1 Fuzzy Set and Fuzzy Relation Equation

Fuzzy set theory was proposed by Zadeh in 1965 [21]. U is a finite and non-empty set,
and is seemed as universe, which is defined as:

l : U ! ½0; 1� ð1Þ

where for each x 2 U, lA(x) is called as the membership degree of x in A. The fuzzy
power set is denoted by F(U) [17] showing the set of all fuzzy sets in the universe U.
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Suppose there are three finite and non-empty sets U = {u1,…un}, V = {v1,…vn},
W = {w1,…wn}, for a given F matrix A 2 lm�l, B 2 ln�l, we calculate F matrix X 2
ln�m to meet the formula X � A ¼ B as:

x11 � � � x1m
..
. . .

. ..
.

xn1 � � � xnm

2
64

3
75 �

a11 � � � a1l
..
. . .

. ..
.

am1 � � � amn

2
64

3
75 ¼

b11 � � � b1l
..
. . .

. ..
.

bn1 � � � bnl

2
64

3
75 ð2Þ

We solve A � X ¼ B the same as X � A ¼ B. Fuzzy union and fuzzy intersection
(FI) is a very widely used method in the fuzzy set methods. Fuzzy union is defined as:
(A[B)(x) = max(A(x), B(x)) for all x2X, and fuzzy intersection is defined as:
(A[B)(x) = min(A(x), B(x)) for all x2X.

3.2 Lattice Close-Degree

According to Fuzzy set theory [12], given an fuzzy set A and B, where A = (a1, a2,…,
an), B = (b1, b2, b3,…, bn). Making fuzzy set B closer to A, will increase the inner

product A � B and reduction of outer product A �^ B. In another words, when A � B is

larger and A �^ B is smaller, A and B are closer. Therefore, we take the fuzzy inner
product and fuzzy outer product combination of “lattice close degree” to describe the
close degree of the two fuzzy sets.

Since the emotion intensity between [0, 1] can be regarded as fuzzy degree, we can use
lattice close-degreemethod to fix the interval problem. It represents the degree of similarity
between two fuzzy sets. To define lattice closeness, we first introduce two definitions of
inner product and outer product. Then let A and B be two finite fuzzy subsets on the
universe, thus it can be shown as follows: Let A, B 2 F(U), A = (a1, a2,…, an),

B = (b1, b2,…, bn), we call A � B ¼ _n
i¼1

ðai ^ biÞ as the A, B inner product of F(U), and

A �^ B ¼ _n
i¼1

ðai ^ biÞ as outer product of F(U), which ^ means min(a, b), _ means

max(a, b). And the lattice close degree can be defined as:

N A;Bð Þ ¼ ðA � BÞ ^ ðA �^ BÞ ð3Þ

It also can be regarded as:

N A;Bð Þ ¼ ðA � BÞ ^ ðAc � BcÞ ð4Þ

where c is fuzzy complement of vector A, which means Ac = 1 − A.

4 Multi-labeled Fine-Grained Emotion Retrieval

The process includes modeling and retrieval stage, and whole model is shown in Fig. 1.
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4.1 Fuzzy Relation Equation Calculation for Modeling

In fuzzy relation modeling in Fig. 1, for our problem, the emotion intensity of training
set we used has been labeled at sentence level, and we also know the embedded
sentiment words (even unknown, we still can detect them with existing techniques and
sentiment lexicon). So in modeling stage, especially in the training part, we use a fuzzy
relation equation (Formula (2)) to get emotion intensity range of the sentiment words in
the query with the training set.

To explain our method more specifically, we rewrite fuzzy relation equation shown
in Formula (2) and represent it as Formula (5). VW corresponds to the matrix A in
Formula (2), so that VE corresponds to X and VS corresponds to B.

vw11 � � � vw1m

..

. . .
. ..

.

vwn1 � � � vwnm

2
64

3
75 �

ve11 � � � ve18
..
. . .

. ..
.

ven1 � � � an8

2
64

3
75 ¼

vs11 � � � vs18
..
. . .

. ..
.

vsm1 � � � vsm8

2
64

3
75 ð5Þ

In the equation above, the first item on the left VW = [vwmn] is sentiment word
matrix, here assuming the training set T has n sentiment words and m sentences. If jth
sentiment word wj exists in ith sentence si, vwij = 1 else vwij = 0.

The item in right VS = [vsm8] is sentence emotion intensity matrix, here we con-
sider eight emotions as the same as [13], i.e. e1 = joy, e2 = hate, e3 = love, e4 = sor-
row, e5 = anxiety, e6 = surprise, e7 = anger, e8 = expect. For the ith sentence si, vsi1,
vsi2, …, vsi8 represent the emotion intensity value of joy, hate, love, sorrow, anxiety,
surprise, anger, and expect, respectively. We can construct the matrix based on known
multi-label emotion intensity of every sentence in T.

The second item in left VE = [ven8] is emotion intensity matrix of all sentiment
words. For the ith sentiment word wi, vei1, vei2, …, vei8 represent the corresponding
eight emotion intensity values of wi, respectively. In the modeling stage, our goal is just
to calculate it by solving the fuzzy relation equation in Formula (5).

Fig. 1. Overall framework of multi-label emotion retrieval
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The following Algorithm 1 describes the process for achieving VE matrix.

4.2 Similarity Measure Based on Lattice Close-Degree for Retrieval

In sentiment retrieval stage in Fig. 1, for a new sentence s, we apply VE matrix returned
by Algorithm 1 to achieve a new emotion intensity matrix VE′. Because VE is a fuzzy
matrix, VE′ is also fuzzy. After we get the range of the emotional value of the sentiment
words from the training set, we use lattice close degree method to calculate the sim-
ilarity between the query and sentence in the dataset.

We use the fuzzy range of the emotional value of the sentiment words from VE on
the lattice close degree to solve the problem. As we see, the value we get from the matrix
is a range, but what lattice close degree needs is a certain value. So we make a change to
fit the problem. When A, B belong to VE′, let A be one kind of emotional value of the
sentence to be retrieved, which A = {A1, A2, A3,…, Ai}, Ai means the value of sentiment
words (VE′i), then Ai is a range which is calculated by Formula (5), in which each Ai is
defined as [ai(min), ai(max)]. We combine all the value of sentiment words together. Using
fuzzy union and fuzzy intersection, given a(min) = ^ai(min), and a(max) = _ai(max), then
the range of A is [a(min), a(max)]. Similarly, we can see a kind of sentiment value of
sentences B in the dataset can be seemed as Bj = [bj(max), bj(min)] (VE′j). Then the range
of B is B = [b(max), b(min)], which i, j are the sentiment words which contain the same
kind of emotion. After that, the Formula (3) can be changed as

N1 A;Bð Þ ¼ ðaðmaxÞ � bðmaxÞÞ ^ ðaðmaxÞ �^ bðmaxÞÞ ð6Þ

N2 A;Bð Þ ¼ ðaðminÞ � bðminÞÞ ^ ðaðminÞ �^ bðminÞÞ ð7Þ

The average value N(A, B) of N1(A, B) and N2(A, B) is the similarity measure of our
retrieval work. Where N(A, B) is larger, comes more relevance between A and
B. According to the calculation, this part is described in the following Algorithm 2.
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5 Experiments

5.1 Dataset and Evaluation Metric

At the experiment section, we choose Quan’s Chinese blog dataset [13] to evaluate our
method. There are 1,487 documents, 11,953 paragraphs, 38,051 sentences, and
971,628 Chinese words in this corpus. All the sentiment words are labeled, and every
sentence and sentiment word are annotated by eight basic kinds of emotions with
intensities between 0 and 1. To verify the method we proposed more effectively, we
removed the sentences with negation words. An example is shown in Fig. 2.

In the paper, we ignore the corresponding emotion intensities in the word level. We
use 10 folds cross validation for the experiments.

Fig. 2. An example sentence of the dataset with emotion label and intensity
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On average, the dataset is divided into 10 parts, and each time we get 9 training sets
and 1 test set. We not only focus on the label classification accuracy, but also the
intensity of each emotion. So during this experiment, the results of our experiments are
the average of ten folds cross-validation. Note that we focus on the sentence level
emotion retrieval.

The system measure is more complicated. To solve the problem, our measure
approaches should take care both of the two sides, label and intensity. We decide to
pick up 20 sentences, each of them can be seemed as a query. Then we give every
query 5 retrieval results using the proposed algorithms, and 20 accurate answers using
the gold standard labels, which are based on Euclidean distance between the query and
the testing set. Here we introduce our evaluation metrics.

Subset Accuracy (S-A for short): It evaluates whether the most relevant sentence we
retrieved is in the 20 accurate answers or not. xi is the most relevant sentence, Yi is
accurate answers. p is the sum of number of queries, and in this paper, p = 20.

subsetaccsðhÞ ¼ 1
p

Xp
i¼1

½jhðxi ¼ YiÞj� ð8Þ

Total Precision (T-P for short): The total precision evaluation metric is different from
the classic one, which is seemed as:

TP ¼ f yð Þ=T ; TP 2 0; 1½ � ð9Þ

In this formula, f(y) is the number of real related documents we detected, and
T represents the sum of number of documents we find out. For example, in Table 2,
T = 20, in Table 3, T = 10. As we all know, the value of precision is the larger, the
better.

Average Precision (A-P for short): The average precision evaluates the average
fraction of relevant sentences ranked higher than a particular sentence, y 2 Yi. For
example, if there are 5 resulted sentences, the ranking order of the 5 results in the 20
answers is 1, 2, 5, 10 and 20. averages(h) = (1/1 + 2/2 + 3/5 + 4/10 + 5/20)/5 = 0.64.

Binary Preference (B-P for short): B-pref (Binary preference) was introduced for the
first time to TREC Terabyte in 2005. This evaluation metric is primarily concerned
with the number of times an unrelated document appeared before the relevant
document.

B� pref ¼ 1
Y

X
y
1� fn ranked higher then y; y 2 Yigj j

Y
ð10Þ

Normalized Discounted Cumulative Gain: nDCG is well suited to evaluation of
recommendation system, as it rewards relevant items in the top ranked results more
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heavily than those ranked lower [6]. For a given user profile, the ranked results are
examined top-down, where nDCG is computed as:

nDCGi ¼ Zi
XR
j¼1

2rðjÞ � 1
logð1þ jÞ ð11Þ

where Zi is a normalization constant calculated so that a perfect ordering would obtain
nDCG of 1; and each r(j) is an integer relevance level (for our case, r(j) = 1 and
r(j) = 0 for relevant and irrelevant recommendations, respectively) of result returned at
the rank j (j = 1, � � �, R). Therefore, in this work, we use nDCG@R (R = 5 or 10) for
evaluation where R is the number of top-R sentences returned by our proposed
approaches.

Average Response Time (R-t for short): In the opinion retrieval area, average response
time is a very important metric, our experimental equipment is a computer with 8 Gb
RAM and i5-4590T CPU, which contains 4 cores with 2.00 GHz.

5.2 Experiment Setup

Rarely researches were proposed for multi-label and fine-grained emotion retrieval
problem. We will compare our method with the following methods that can be divided
into following categories.

(1) Calculating the sentence emotion intensity labels: In this method, firstly, the
comparing methods need to get the value of every sentence in the testing set, then
we calculate the Euclidean distance between them and the query as the basis of the
final ranking.

(2) Classic retrieval method: At this part, we use classic BM25 method [15] as a
baseline. Then we rank them top-down.

ScoreðQ; dÞ ¼
Xn
i

IDFðqiÞ � fi � ðk1 þ 1Þ
fi þ k1 � ð1� bþ b � dl

avgdlÞ
ð12Þ

IDFðqiÞ ¼ log
N � nðqiÞþ 0:5
nðqiÞþ 0:5

ð13Þ

In Formula (13), n is the total number of documents. qi is the sentiment words. n
(qi) is the number of documents that contain qi. In Formula (12), avgdl is the
average length of all documents. k1 and b are the adjustment factor, usually set
according to experience. In this experiment, we set k1 = 2, b = 0.75. fi is the
frequency of the term in the document. dl is the length of the document d.

(3) Multi-label emotion intensity analysis: In this part, we use MBL method [18] as
a comparing method. In this method, there are three steps: firstly, we use fuzzy
matrix to calculate the intensity of the sentiment word value just as we do.
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Secondly, we use the improving fuzzy-rough set to calculate the emotional
intensities of every sentence in the testing set, which is shown as following:

�FðAÞðeÞ ¼ _w2W ½FðeÞð�wÞ ^ �AðwÞ�; e 2 E ð14Þ

FðAÞðeÞ ¼ ^w2W ½ð1� FðeÞðwÞÞ _ ðAÞðwÞ�; e 2 E; FðeÞðwÞ 2 ½0:5; 1�
^w2W ½FðeÞðwÞ ^ ðAÞðwÞ�; e 2 E;FðeÞðwÞ 2 ½0; 0:5Þ

�
ð15Þ

The pair (FðAÞ, FðAÞ) is referred to as a generalized fuzzy rough set, and F(e)(w) is
referred to as upper and lower generalized fuzzy rough approximation operators.
A is strongest emotional intensity object. After that, finally we use Euclidean
distance to calculate the similarity between the query and testing set.

(4) Word2vector: Word2vec is a group of related models that are used to produce
word embeddings, it is very popular in recent years. In this paper, we use the
classic method as a training algorithm which can be downloaded from Google. As
we can see, classic word2vec is suitable for evaluating the similarity of words. So
to fit our sentence problem, we choose to add the vectors of the keywords con-
tained in this sentence as its sentence vector, then we can compare the distance
between sentences.

5.3 Experiment Results

In this section, we compare our methods with all the other methods which have been
mentioned above. Because our method uses cross-validation, the results shown in
Tables 2 and 3 are averaged from 10 runs.

Table 2. 5 retrieval results for 20 standard answers of sentence emotion retrieval

Fuzzy union BM25 FI MBL Word2vec Our method

S-A 0.578 0.26 0.58 0.846 0.553 0.822
T-P 0.382 0.12 0.43 0.827 0.430 0.803
B-P 0.305 0.28 0.41 0.691 0.391 0.573
A-P 0.206 0.10 0.29 0.626 0.192 0.584
nDCG 1.28 0.49 1.62 2.86 1.43 2.89
R-t (ms) 825 1917 886 264862 6962 2988

Table 3. 10 retrieval results for 10 standard answers of sentence emotion retrieval

Fuzzy union BM25 FI MBL Word2vec Our method

S-A 0.441 0.227 0.461 0.789 0.506 0.726
T-P 0.255 0.108 0.347 0.759 0.389 0.669
B-P 0.213 0.186 0.36 0.705 0.23 0.65
A-P 0.182 0.105 0.26 0.630 0.16 0.61
nDCG 1.97 0.88 2.33 5.22 2.35 5.06
R-t (ms) 902 2013 996 302465 7604 3082
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Here gives an example of query: 这不能不说是世界经济历史上的奇迹, 当然,中
国仍然面临一个最大的难题, 那就是普通民众如何分享这样的经济成功。 (emo-
tion label: Joy = 0.4, Love = 0.4, Anxiety = 0.6) There are the five retrieval results as
follows:

(1) 温暖是我们每个人都需要的, 特别是别人处于危难之中。(emotion label:
Joy = 0.4, Love = 0.4, Anxiety = 0.4, except = 0.5)

(2) 无比自豪的同时, 又感到肩上重担的沉重。(emotion label: Joy = 0.8, Love =
0.8, Anxiety = 0.6)

(3) 孩子, 感谢你的提醒, 但愿你没有学到一些不该学的东西! (emotion label:
Joy = 0.5, Love = 0.7, Anxiety = 0.5, except = 0.8)

(4) 日本有车的人家太多了, 但是日本的车位挺贵的, 可能这也会制约人们买车

的欲望, 不过日本的地铁这么发达,实用主义至上的日本人更多还是选择乘

坐地铁上下班。(emotion label: Joy = 0.4, Love = 0.7, Anxiety = 0.3)
(5) 吴老师说: “这个办法好是好, 可是她不听怎么办? (emotion label: Joy = 0.3,

Love = 0.3, Anxiety = 0.3)

According to the experimental results shown in Table 3, under this new situation,
which demands 10 answers and 10 results, our retrieval system performance is the most
superior and appreciative of all.

Because the core of our approach is based on the evaluation of keywords, so
although our approach is used for sentence emotion similarity retrieval, which means
the query for input is a sentence, it can also be instead by a combination of emotional
words with different emotional categories. As what is shown in Tables 4 and 5.

Table 4. 5 retrieval results for 20 standard answers of word based emotion retrieval

Fuzzy union BM25 FI MBL Word2vec Our method

S-A 0.546 0.285 0.609 0.798 0.465 0.762
T-P 0.392 0.237 0482 0.759 0.489 0.727
B-P 0.267 0.264 0.396 0.625 0.359 0.609
A-P 0.229 0.152 0.349 0.580 0.301 0.523
nDCG 1.24 0.52 1.16 2.72 1.07 2.46
R-t (ms) 662 1819 539 258913 6840 2816

Table 5. 10 retrieval results for 10 standard answers of word based emotion retrieval

Fuzzy union BM25 FI MBL Word2vec Our method

S-A 0.519 0.225 0.491 0.722 0.423 0.667
T-P 0.286 0.119 0.367 0.680 0.303 0.629
B-P 0.242 0.157 0.324 0.613 0.308 0.587
A-P 0.205 0.130 0.297 0.587 0.289 0.501
nDCG 2.06 0.75 2.15 4.96 1.93 4.68
R-t (ms) 884 1982 739 284679 7280 2968
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5.4 Discussion

Although the dataset we use labeled every sentiment word with emotion intensity, in
this paper, our main purpose is to evaluate the result of the retrieval, so we do not use
the emotion intensity which was labeled on the sentiment words in the dataset.

In Wang’s comparing method, which is called MBL in Table 2 [18], at some of the
evaluation metrics, it shows better. However, because it was not originally designed for
retrieval problem, which means it needs to calculate and get every exact value of
emotional words in advance, which costs much more response time. So it does not
show any feasible at all.

The word2vec method is suitable for evaluating semantic similarity of words, not
for emotional similarity retrieval on sentence level, which is main purpose in this paper.
Taking these two sentences for example:

(1) It is too dark outside, I am worried about my dear children.
(2) I like rock climbing, it is very thrilling.

Both of the two sentences above have the emotion of “love” and “anxiety”, so they
are emotionally similar, but they are not semantic or topic relevant at all.

BM25 method does not take the emotion intensity into consideration, only con-
siders the similarity of words. For example, in BM25 method, such sentiment words
like love and like have no relevant at all.

In the words based experiment, at first, we do not know the right answers, so we
cannot evaluate the retrieval results. To fix the problem, we use the median of anno-
tations of the emotional words as the right answers to evaluate our results. This is the
only time in this paper we take annotations of the emotional words into consideration.
But this measurement may be limited in the case of same words may express different
sentiment in different sentences.

As we look thorough the dataset, the emotional logic is not a simple summation,
like “I love mom and I love dad.” do not have the double emotional intensity of love,
and its “love” intensity is not stronger than the sentence “I love my family”. So we
argue that the fuzzy logic is suitable for multi-label emotion opinion retrieval, which
means it is consistent with the logic of human language when expressing emotions. In
most related bibliographies with fuzzy mathematics, the introduced examples always
depicted intensity analysis of human feeling, such as the oldness degree of 40 years old,
or the height degree of a 180 cm man. These questions such as old and height degree
are almost showed in every fuzzy theory textbook, and all got good solutions by using
fuzzy set theory. And these experiments we built combine the comprehensive con-
sideration of practicality and mathematical measurement. We use the fuzzy matrix to
get a range to solve the problem.

The results has demonstrated that our model is more suitable for small text units,
like sentences, especially in the response time.

A Novel Fuzzy Logic Model 229



6 Conclusion and Future Work

In this paper, we proposed a new way to solve the multi-label and fine-grained emotion
retrieval problem. We used a fuzzy relation equation and lattice close degree methods
to model and calculate the distance to the query texts. The query can be sentence level
or word level. Our retrieval returns the sentences which are emotion intensity relevant
but not always topic relevant with a given query.

In the future, according to linguistic logic, we will find a way to deal with some
details such as adverbs and negation words. The role of them, and especially negation
words should be further taken into consideration, which can much improve the per-
formance and practicality of our multi-label and fine-grained emotion retrieval.
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Abstract. Social media sentiment classification has important theoreti-
cal research value and broad application prospects. Deep neural networks
have been applied into social media sentiment mining tasks successfully
with excellent representation learning and high efficiency classification
abilities. However, it is very difficult to collect and label large scale train-
ing data for deep learning. In this case, deep transfer learning (DTL) can
transfer abundant source domain knowledge to target domain using deep
neural networks. In this paper, we propose a two-stage bidirectional long
short-term memory (Bi-LSTM) and parameters transfer framework for
short texts cross-domain sentiment classification tasks. Firstly, Bi-LSTM
networks are pre-trained on a large amount of fine-labeled source domain
training data. We fine-tune the pre-trained Bi-LSTM networks and trans-
fer the parameters using target domain training data and continuing back
propagation. The fine-tuning strategy is to transfer bottom-layer (general
features) and retrain top-layer (specific features) to the target domain.
Extensive experiments on four Chinese social media data sets show that
our method outperforms other baseline algorithms for cross-domain sen-
timent classification tasks.

Keywords: Transfer learning · Long short-term memory · Parameters
transfer · Cross-domain sentiment classification

1 Introduction

Sentiment analysis, also known as subjectivity analysis or opinion mining, is
the process of analyzing, processing, summarizing, and reasoning the subjective
texts. Sentiment analysis can also be subdivided into sentiment polarity analysis,
subjective and objective analysis, emotional classification, and so on [7]. Individ-
uals can express their sentiment about emergencies, public figures, and popular
products through social media directly and quickly. Being an important research
direction in sentiment mining, sentiment classification for short texts, usually
from social media such as online reviews and Sina Weibo, has wide application

c© Springer Nature Singapore Pte Ltd. 2017
X. Cheng et al. (Eds.): SMP 2017, CCIS 774, pp. 232–243, 2017.
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prospects in the fields of public opinion analysis, consumer intention identifica-
tion, and e-commerce commentary analysis. It can also provide quantitative and
scientific decisions for government departments and enterprises [1].

Social media sentiment classification has always been a hotspot and difficult
problem in natural language processing and artificial intelligence [19]. As we
know, sentiment expression is domain-dependent, and different domains have
different distributions. For example, “ ” (thin) expresses negative sentiment in
hotel domain, while it expresses positive sentiment in notebook domain. There-
fore, the classifier trained on the source domain may not be well adapted to the
target domain. Deep neural networks (DNN) have achieved excellent results on
sentiment classification tasks, but it requires massive training data, otherwise it
is easy to over-fit [6]. Unfortunately, to collect and label massive domain-related
samples require considerable time and efforts. Meanwhile, we have accumulated
rich and fine-labeled data in traditional sentiment classification tasks, it is also
extremely wasteful to discard the data completely. The goal of transfer learning
is to learn the knowledge learned from the source domain to aid learning tasks
about the target domain. It can take advantages of the commonality between dif-
ferent learning tasks to share the benefits of statistics and migration knowledge
among tasks [17].

Deep transfer learning (DTL) approaches transfer deep neural networks
which are trained on source domain to special target domain. It turns out to
be successful in image recognition and natural language processing tasks [14].
Previous studies have proved that bottom layers can learn basic generic features,
while top layers can learn data-specific and advanced features representation [4].
In other words, the features computed in higher layers of the network must
depend greatly on the specific data set and tasks. In the context of deep learn-
ing, fine-tuning a deep network that pre-trained on the source domain data is a
common strategy to learn task-specific features. The pre-training and fine-tuning
strategies can be trained using existing data sets and adapted to target domain.
In detail, it transfers bottom-layer (general) features and retrains (specific) top-
layer features from the source domain to target domain.

In this paper, we propose a two-stage bidirectional long short-term mem-
ory (Bi-LSTM) and parameters transfer framework for short texts cross-domain
sentiment classification tasks. There are two main advantages of our deep trans-
fer learning framework: one is the powerful ability to capture variable length
and n-gram context semantics of Bi-LSTM networks, the other is the ability
to transfer knowledge from the source domain to target domain data with fine-
tuning strategy. Firstly, we pre-train Bi-LSTM networks using a large number
of fine-labeled source domain training samples. Then the Bi-LSTM networks are
fine-tuned with limited target domain training data. In the parameters transfer
process, bottom layers parameters are fine-tuned, and softmax layers parameters
are retrained. Experimental results on four Chinese sentiment classification data
sets show that our proposed method performs better than previous methods.
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Our contributions in this paper can be summarized as follows.

– We introduce a novel Bi-LSTM and parameters transfer framework for cross-
domain sentiment classification tasks. This framework can learn long-term
dependence, word sequence semantic information and transfer knowledge
from the source domain to target domain.

– We share bottom layers of Bi-LSTM networks and retrain top layers using a
slight number of target domain training samples. This improves the effective-
ness of cross-domain sentiment classification and generalization capabilities.

– Experiments demonstrate that our parameters transfer and fine-tuning
schemes achieve state-of-the-art performance on Chinese short texts cross-
domain classification tasks via deep transfer learning.

2 Deep Transfer Framework

In this section, we firstly introduce basic notations and problem formulation.
Then we describe a deep transfer learning framework for cross-domain sentiment
classification tasks in detail. Bidirectional LSTM networks are pre-trained on
massive source domain training samples. Then pre-trained model parameters
are transferred and fine-tuned with limited target domain data.

2.1 Notations and Problem Formulation

For a formal description of cross-domain sentiment classification tasks, X = R
denotes the instance space, x = (x1, x2, · · · , xT ) consists of a series of words
xi, x ∈ X . Y is the label space for sentiment classification tasks, and Y1 =
{very positive, positive, neutral, negative, very negative} is the fine-grained
sentiment classification label set, Y2 = {positive, negative} is the binary senti-
ment classification label set. In this paper, xi is a word2vec distributed represen-
tation, xi is a d-dimensional feature vector, i.e., xi = (x1

i , x
2
i , · · · , xd

i ). For each
instance (x, y), y is the sentiment label with x, y ∈ Y.

DS = {(xs1, ys1), (xs2, ys2), · · · , (xsm, ysm)} is the source domain training
data set, the label space is {ys1, ys2, · · · , ysm}. The marginal probability distrib-
ution of source domain is PS(X). DL = {xi, Yi|1 ≤ i ≤ n} represents the target
domain training set, DU = {xi, Yi|1 ≤ i ≤ p} represents the target domain test-
ing set, DT = DL ∪DU is the target domain data set. The distribution of target
domain PT (X) is often different from PS(X).

There are two main transfer learning tasks: (i) transfer across domains: the
data distributions between two domains are different, i.e., PS(X) �= PT (X),
while the tasks are the same, i.e., YS = YT ; (ii) transfer across tasks: both data
distributions and tasks are different, i.e., PS(X) �= PT (X), YS �= YT . In this
paper, we verify our proposed framework on the above two tasks. The task of
deep transfer learning can be formalized as follows: firstly, we learn pre-trained
neural networks fS : DS → YS , then transfer the neural networks fS → fD with
fine-tuning the parameters weight of bottom layers and retraining the top layers
on DL.
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2.2 Bidirectional LSTM Pre-training

For sentiment classification tasks, Bi-LSTM (actually using forward and back-
ward LSTM) can capture variable length and bidirectional n-gram context infor-
mation [18]. Background topics and sentiment indicators of social media texts
could be far away from the target aspect. The traditional bag-of-words based
machine learning methods could not distinguish the implicit or hidden depen-
dency in long conversations. However, the memory cell in LSTM can settle long
distance dependency problems. The sequence of words in a sentence plays an
important role in sentiment expression. Such as (I am very upset today.) and
(I am not very happy today.) express different sentiment intensities. Compared
with convolution neural networks, Bi-LSTM focuses on the reconstruction of the
adjacent position, so it is more suitable for the sequence structure of language
modeling.

Although Bi-LSTM model has achieved good results in sentiment classifica-
tion tasks, it needs large number of related training samples, otherwise it is very
prone to over-fit. However, to collect and annotate a large-scale domain-related
data set require considerable time and efforts. Existing sentiment classification
tasks have accumulated a large number of fine-labeled sentiment classification
data [16]. An intuitive idea is to use these source domain data to assist target
domain sentiment classification tasks. Bi-LSTM networks are firstly pre-trained
on source domain data and then parameters are transferred into target domain.

Fig. 1. Flow chart of Bi-LSTM networks pre-training and fine-tuning processes. This
framework can be divided into two parts: (a) Pre-training Bi-LSTM networks on source
domain data set. (b) Fine-tuning Bi-LSTM networks and transferring parameters on
target domain training data set. The bottom layers parameters weight are transformed
to target domain, while top layers are randomized and adapted to target domain

Figure 1(a) shows the process of six layers Bi-LSTM networks pre-training
on DS . We treat each word xi as a time node. The input units are a sequence



236 C. Zhao et al.

of words x = (x1, x2, · · · , xT ), x ∈ DS . Then the word sequence layer is entered
into the forward hidden sequence

−→
h and the backward hidden sequence

←−
h .

A LSTM memory cell consists of a memory cell ct, an input gate it, a forget
gate ft, and an output gate ot. The input gate (current cell matters) can be
formalized as: it = σ(W xixt + Whiht−1 + W cict−1 + bi). Forget gate (gate 0,
forget past): ft = σ(W xfxt +Whfht−1+W cfct−1+bf ). Output gate (how much
cell is exposed): ot = σ(W xoxt + Whoht−1 + W coct−1 + bo). New memory cell:
ct = ft � ct−1 + it � tanh(Whcxt +Whcht−1 + bc). A d-dimensional hidden state:
ht = ot � tanh(ct). where x = (x1, x2, · · · , xT ) is the input feature sequence,
σ is the logistic function. The symbol � represents the element-wise operation.
W is the weight matrix and the superscript indicates the matrix between two
different gates.

Bi-LSTM networks compute the forward layer as the forward hidden sequence−→
h from t = 1 to T , the backward layer as backward hidden sequence

←−
h by

iterating from t = T to 1, and the output layer y as the output sequence y =
(y1, y2, · · · , yT ). −→

h t = H(W
x
−→
h

xt + W−→
h

−→
h

−→
h t−1 + b−→

h
) (1)

←−
h t = H(W

x
←−
h

xt + W←−
h

←−
h

←−
h t+1 + b←−

h
) (2)

yt = W−→
h y

−→
h t + W←−

h y

←−
h t + by (3)

Where H is the LSTM block transition function. These six weight matrices
W

x
−→
h

, W
x
←−
h

, W−→
h

−→
h

, W−→
h y

, W←−
h

←−
h

, and W←−
h y

are repeated at every time. It is worth
noting that there is no flow of information between the forward and backward
hidden layers, which ensures that the expansion is non-cyclic.

And we wish to predict sentiment label y from the label space Y. z =
(Max(yi))T

i=1 is the maxpooling over all the time steps results. p(y|x) is pre-
dicted by softmax classifier that takes the Bi-LSTM average output z as input:

p(y|x) = softmax(W zz + bz) (4)

y = arg max p(y|x) (5)

In the parameter update rules of Adagrad, the learning rate η varies with
each iteration according to the historical gradient. Assume that at an iteration
time t, gt,i = ∇θJ(θi) is the gradient of the objective function to the parameter.

θt+1,i = θt,i − η√
Gt + ε

· gt,i (6)

Where Gt ∈ Rd×d is a diagonal matrix, ε = e−8 is a smoothing item to
prevent Gt from being equal to 0.

We use mean squared logarithmic error (MSLE) as the loss function:

ε =
1
n

n∑

i=1

(log(Y + 1) − log(y + 1))2 (7)

Where Y represents the true label of x, and y is the prediction label.
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2.3 Fine-Tuning and Parameters Transfer

Motivation: As we all know, sentiment classification is a domain-dependent
issue. The Bi-LSTM model that trained on source domain may not be necessarily
well suited to target domain. The distributions between the source and target
domains may be not precisely the same. In this case, to label target domain
training samples is time-consuming and laborious. Besides this, the amount of
training data is not normally adequate for retraining new neural networks. On
account of this, the well-trained Bi-LSTM model requires a domain-adaption
process. Therefore, fine-tuning and parameters transfer are just an ideal choice.
Previous experiments have verified that fine-tuning performs better than the
model which only trains on limited target domain samples.

Transfer Bottom Layers: Figure 1(b) shows the domain adaptation and para-
meters transfer processes. We pre-train Bi-LSTM networks with a low initial
learning rate η and high dropout rate on DS . The bottom layers parameters
weight of pre-trained Bi-LSTM networks WS are W

x
−→
h

, W−→
h

−→
h

, b−→
h

, W
x
←−
h

, W←−
h

←−
h

,
b←−

h
, W−→

h y
, W←−

h y
, and by. We use target domain training data DL as fine-tuning

source data. Then WS is fine-tuned with a high initial learning rate η and low
dropout rate from DL by back propagation algorithm. We use layer-by-layer
feature transference to transfer bottom layers parameters weight WS . This is
motivated by the observation that the general features of Bi-LSTM networks
contain more generic features that should be useful to target domain. We do not
wish to distort them too quickly or too much, so we keep learning rate low and
dropout rate decay really high.

Retrain Top Layers: It is possible to fine-tune some of earlier layers fixed (due
to over-fitting concerns) and retrain some higher-level portion of the networks.
The later layers of the Bi-LSTM become more specific to the details of the classes
contained in the target domain data set. The top-layer features depend greatly
on the chosen special data set and tasks, so called as specific features. The full
connection layer (softmax classifier) of transferred Bi-LSTM networks is replaced
and retrained. The softmax layer parameters weight W z and bz are initialized
randomly, and then retrained on target domain training data set DL. We remove
the output layer, and then use the entire network as a fixed feature extractor for
target domain data set. Therefore, our framework can be applied into transfer
across domains and transfer across tasks problems. These pre-trained networks
demonstrate a strong ability to generalize to new data set via transfer learning.

3 Experiment and Analysis

3.1 Data Sets and Experiment Setup

We use four Chinese social media sentiment classification data sets to validate
our deep transfer learning framework. Hotel (H) and Notebook (N) data sets
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are collected from Jingdong shopping website (https://www.jd.com/). Weibo
(W) data set is collected from COAE 2015 (https://www.ccir2015.com/). Fine-
grained data set electronic (E) including 8000 samples is collected from COAE
2011 task 3 (https://www.ccir2011.com/). The detail of four data sets can be
seen in Table 1.

Table 1. The detail of four sentiment classification data sets

Data set Very positive Positive Neutral Negative Very negative

Hotel (H) * 2000 * 2000 *

Notebook (N) * 2000 * 2000 *

Weibo (W) * 5000 * 5000 *

Electronic (E) 801 453 1139 2295 3311

We use THULAC tool (http://thulac.thunlp.org/) to get the word segmen-
tation. After this, we use Glove vectors of 100 dimension to train the distributed
word vector [12] with all source domain and target domain texts. We use 5-fold
cross validation method to extract 20% target domain randomly as the target
domain training data, the rest composes the target domain testing data. Back-
propagation through time (BPTT) method with AdaGrad initial learning rate
of 0.5 and dropout rate 0.7 on source domain, initial learning rate of 0.8 and
dropout rate 0.3 on target domain, epoch number as 5, hidden layer units as
64, and mini-batch size of 20 are used to train our model. Our model is imple-
mented by Keras deep learning library (https://keras.io/). We utilize accuracy
to evaluate the baselines and our proposed framework.

3.2 Baselines and Our Framework

(1) Active learning: an instance-based transfer method with active learning
for cross-domain sentiment classification which was proposed by Li et al.
[10]. We follow original settings as bag-of-words and binary vectors repre-
sentation, maximum entropy classifier, and 20% target domain data as the
initial labeled data.

(2) Multi-instance: a hybrid strategy which combined transfer learning, deep
learning and multi-instance learning which was proposed by Dimitrios
et al. [9]. We use 3 epochs, mini-batch size of 50, objective function of SGD
iterations with 1050 iterations and a learning rate of α = 0.0001.

(3) BLPT: our proposed Bi-LSTM networks and parameters transfer method.

Three strategies are used to evaluate our framework and shown as follows:

BLPT-random: BLPT method with randomly initialized vectors;
BLPT-fixed: BLPT method with fixed word vectors which are trained by

Glove method;
BLPT-tuned: BLPT method with Glove word vectors and updated in the

training process.

https://www.jd.com/
https://www.ccir2015.com/
https://www.ccir2011.com/
http://thulac.thunlp.org/
https://keras.io/
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3.3 Experimental Results

Performance with Different Parameters: We compare BLPT-tuned per-
formances with different parameters, “scale of source domain training data set”,
“dimension of Glove word embeddings”, “dropout rate”, and “epoch” respec-
tively on H→N, H→W, and H→E tasks. Figure 2a and b show the accuracy
performances with different scales of source domain and word embeedings dimen-
sion under fixed dropout rate as 0.7 and epoch number as 5. We can find that
more source domain training data generally performs better. The accuracy grows
when the dimension of Glove word embeddings changes from 20 to 100, while
the impact of the dimension on the results is not particularly obvious when
dimension changes from 100 to 200. We fix the scale of source domain as 100%,
word embeddings dimension as 100, and compare the impact of dropout rate
and epoch of Bi-LSTM model in Fig. 2c and d. Dropout can prevent the neural
network overfitting effectively, and we find that increasing dropout rate does not
lead to significant improvements. A good classification performance is achieved
when the epoch is 5 or 6 in Bi-LSTM networks, and our model may be over-fitting
when the epoch is larger than 7.

(a) Performance with different scales of
source domain training data

(b) Performance with different dimension
of Glove word embeddings

(c) Performance with different dropout
rates

(d) Performance with different epochs

Fig. 2. The performance of transferred Bi-LSTM model trained with different source
domain training scales, word embeddings dimension, dropout rates, and epoch sizes
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Table 2. Mean accuracy ± standard deviation (%) results of 12 cross-domain sentiment
classification tasks

Task Active learning Multi-instance BLPT-random BLPT-fixed BLPT-tuned

H→N 80.8 ± 0.5 82.1 ± 0.1 79.8 ± 0.5 82.3 ± 0.4 83.1± 0.9

H→W 80.6 ± 0.8 82.8 ± 0.5 81.1 ± 0.7 83.0 ± 0.5 84.4± 0.8

H→E 51.3 ± 0.7 53.2 ± 0.7 51.3 ± 1.4 53.1 ± 1.2 54.2± 1.5

N→H 81.7 ± 0.6 83.1 ± 0.6 80.1 ± 1.2 83.7 ± 0.3 85.7± 0.6

N→W 80.4 ± 0.4 82.0 ± 0.4 81.8 ± 0.4 82.0 ± 0.8 84.8± 0.5

N→E 51.0 ± 0.9 52.1 ± 0.8 51.8 ± 0.4 54.8 ± 0.4 55.3± 0.5

W→H 82.1 ± 0.4 83.6 ± 0.9 81.8 ± 1.3 82.1 ± 0.5 84.3± 0.4

W→N 80.9 ± 0.6 82.3 ± 0.5 82.0 ± 0.6 84.7 ± 0.5 85.9± 1.3

W→E 56.8 ± 0.5 55.8 ± 0.7 54.5 ± 0.8 57.8 ± 1.3 59.2± 0.7

E→H 82.3 ± 1.2 81.8 ± 0.8 82.1 ± 0.7 84.4 ± 0.4 84.9± 1.2

E→N 82.0 ± 0.8 82.4 ± 1.3 82.0 ± 0.4 83.2 ± 1.2 85.0± 0.7

E→W 81.5 ± 1.1 82.1 ± 0.4 81.1 ± 0.8 83.0 ± 0.4 83.5± 0.5

Average 74.3 75.3 74.1 76.2 77.5

Comparing Results: Table 2 gives the mean accuracy of 12 cross-domain sen-
timent classification tasks on four data sets. From Table 2, we can find that:

(i) Comparing with Active learning and Multi-instance methods, our pro-
posed framework BLPT-tuned generally performs better. This proves the
excellent feature presentation ability and good generalization of transferred
Bi-LSTM for short texts cross-domain sentiment classification tasks.

(ii) In contrast with BLPT-random and BLPT-fixed methods, our trans-
formed Bi-LSTM networks through tuned word embeedings improve 3.4%
and 1.3% respectively. The word embeddings are updated in the super-
vised learning process, so its semantics is more clear and the classification
performance is better.

(iii) Our work can be readily adapted into transfer across domains and trans-
fer across tasks problems. Comparing with binary sentiment classification,
fine-grained sentiment classification is a more detail and difficult task. The
accuracies of H→E, N→E, and W→E tasks are significantly lower than
other tasks.

3.4 Discussions

(1) Deep transfer learning can obtain good performance with abundant source
domain data and limited target domain data. Neural networks have achieved
excellent results and need large scale training data to train the parame-
ters weight. It is relatively rare to have a data set of sufficient size which
is required for the depth of networks. In real applications, source domain
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data set is relatively large in size and similar in content compared to tar-
get domain data set. Deep transfer learning depends on the scale of source
domain and target domain training data, and similarity degree between
source domain and target domain. It can bring feature representation of deep
neural networks to a new domain. Since we have limited target domain train-
ing data, we can fine-tune the full network that trained on source domain.
It is common to pre-train Bi-LSTM networks on a very large data set and
then use trained parameters weights either as an initialization or a fixed
feature extractor for the task of interest.

(2) Deep transfer learning including parameters transfer and fine-tuning strate-
gies helps the training process for the target domain better. We fine-tune
some of the earlier layers under lower learning rate, and retrain some higher-
level portion of the networks. This is motivated by the observation that
earlier features of Bi-LSTM contain more generic features, while the fully
connected softmax layer becomes progressively more specific to particular
data set. We can share pre-trained parameters to a new model to speed and
optimize model learning to avoid learning from scratch and time-consuming
training. Fine-tuning enables us to bring the power of pre-trained models to
target domain with insufficient data. This can effectively exploit powerful
generalization capabilities of deep neural networks, and eliminate the need
to redesign complex models. Our approach solves the problem of over-fitting
of deep neural model such as Bi-LSTM networks on limited samples. Besides
this, our approach achieves a significant improvement of average accuracy
and generalization across domains.

4 Related Work

4.1 Cross-Domain Sentiment Classification

There has been a lot of work on the issue of cross-domain sentiment classifica-
tion tasks. Researchers have gradually begun to use transfer learning (TL) tech-
niques to solve cross-domain sentiment classification tasks. The existing work
can be divided into four parts: instance-based, feature-based, parameter-based,
and relational-based [10]. For instance-based transfer, previous studies mainly
focus on selecting valuable samples from source domain which can be used to
assist the target domain sentiment classification. Feature-based transfer is to
find the correlation features (shared features) between source domain and target
domain, and to construct the unified feature representation space of cross-domain
data. Parameter-based methods discover shared parameters or priors between
the source domain and target domain models, which can benefit for transfer
learning. Relational-based methods build mapping of relational knowledge from
different domains. Tan et al. [15] attempted to tackle domain-transfer problem
by combining source domain labeled examples with target domain unlabeled
ones. The basic idea was to use source domain trained classifier to label some
informative unlabeled examples in the new domain, and retrain the base classifier
over these selected examples. Spectral feature alignment (SFA) was presented by
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Pan et al. [13] to discover a robust representation for cross-domain data by fully
exploiting the relationship between the domain-specific and domain-independent
words via simultaneously co-clustering them in a common latent space.
Li et al. [10] performed active learning for cross-domain sentiment classification
by actively selecting a small amount of labeled data in the target domain.

4.2 Deep Transfer Learning

Deep transfer learning (DTL) focuses on adapting knowledge from an auxiliary
source domain to a target domain with little or without any label information
to construct neural networks model of good generalization performance [9]. It
is an approach in which a deep model is trained on a source problem, and then
reused to solve a target problem [5]. DTL usually trains deep neural networks in
source domain, and transfer and fine-tune the parameters weight to the target
domain. This strategy has been proved to improve cross-domain classification
results effectively [11]. A source-target selective joint fine-tuning scheme was
introduced by Ge et al. [2] for improving the performance of deep learning tasks
with insufficient training data. Dimitrios et al. [9] combined transfer learning,
deep learning and multi-instance learning, and reduced the need for laborious
human labelling of fine-grained data when abundant labels were available at the
group level. Chetak et al. [8] proposed a ensemble methodology to reduce the
impact of selective layer based transference and provide optimized framework
to work for three major transfer learning cases. Xavier et al. [3] studied the
problem of domain adaptation for sentiment classifiers, whereby a system was
trained on labeled reviews from one source domain but was meant to be deployed
on another. Then a meaningful representation for each review was extracted in
an unsupervised fashion.

5 Conclusions and Future Work

In this paper, we propose a deep transfer learning framework for Chinese short
texts cross-domain sentiment classification tasks. Our work takes advantages of
transfer learning, deep neural networks, and fine-tuning strategies. Firstly bidi-
rectional LSTM networks are pre-trained on source domain data. Then we use
transfer learning strategy to transfer and fine-tune Bi-LSTM networks on target
domain training samples. We use extra massive source domain training data to
enhance the performance of current learning task, including generalization accu-
racy, learning efficiency and comprehensibility. Experiments on four data sets
show that our pre-training and fine-tuning schemes achieve better performances
than previous methods. In the future, we intend to use multiple source domains
training data and ensemble the final results. We will also consider attention-
based RNN models for further improving the sequential representation of short
texts.
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Abstract. Recently, long short-term memory based recurrent neural
network (LSTM-RNN), which is capable of capturing long dependencies
over sequence, obtained state-of-the-art performance on aspect extrac-
tion. In this work, we would like to investigate to which extent could we
achieve if we only take into account of the local dependencies. To this end,
we develop a simple feed-forward neural network which takes a window
of context words surrounding the aspect to be processed. Surprisingly, we
find that a purely window-based neural network obtain comparable per-
formance with a LSTM-RNN approach, which reveals the importance of
local contexts for aspect extraction. Furthermore, we introduce a simple
and natural way to leverage local contexts and global contexts together,
which is not only computationally cheaper than existing LSTM-RNN
approach, but also gets higher classification accuracy.

Keywords: Local contexts · Aspect extraction · Sentiment analysis

1 Introduction

Fine-grained opinion extraction involves detecting opinion holder who conveys
the opinion, identifying opinion expressions and deciding their polarity and inten-
sity, and extracting opinion aspects towards which the opinion holder expresses
the opinion expression [1]. Fine-grained opinion extraction has been studied
extensively recently for its benefits to a number of NLP tasks which include
opinion-oriented QA and opinion summarization. In this work, we focus on fine-
grained opinion aspect extraction.

The task of fine-grained aspect extraction is usually tackled as a sequence
labeling problem, where each word (token) in the input sentence is assigned a
label using the conventional BIO tagging schemes: B indicates the beginning
of an opinion aspect, I is used for tokens inside the same opinion aspect and
O stands for tokens outside any opinion-related class. Table 1 shows a sentence
tagged with BIO scheme for opinion aspect extraction task.

Conditional Random Fields (CRF) and its variants have successfully applied
to various opinion extraction tasks, e.g., opinion expression extraction [2]. And the
state of the art models for opinion aspect extraction are also based on CRF [3,4].
c© Springer Nature Singapore Pte Ltd. 2017
X. Cheng et al. (Eds.): SMP 2017, CCIS 774, pp. 244–255, 2017.
https://doi.org/10.1007/978-981-10-6805-8_20
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Table 1. A example sentence tagged with BIO labels for opinion aspect.

The set up was very easy

O B I O O O

However, the success of CRF models critically relies on the appropriate feature
sets designed by experts which usually requires lots of feature engineering effort
for each specific task.

Deep learning models that automatically learns latent features have recently
achieved comparable results to CRF models even with no manual feature. For
example, Irsoy and Cardie [5] apply deep recurrent neural networks (RNNs) to
opinion expression extraction tasks, which then shows that deep RNNs outper-
form conventional CRFs. Also, Liu et al. [6] employ long short term memory net-
works (LSTM) to extract opinion aspects from Laptop and Restaurant reviews
[7], which excels CRF baselines even when they take pre-trained word embed-
dings as the only feature. However, since LSTM networks are designed to model
long term dependencies, it fails to leverage sufficient local context that benefits
extracting opinion aspect which are usually short phrases.

Motivated by the recent success of deep learning models (LSTMs in par-
ticular) and observation that local context for neural aspect extraction, in this
paper we propose new variants of LSTMs which utilize local context information.
Specifically, we explore two ways of combining long term dependency and local
context: one is feeding the word context window [8] directly into the input layers
of LSTM which then jointly learns local context representations and long term
dependency, and the other is employing a separate feed forward neural network
to learn local context information which is then combined with the long term
dependency learned by LSTM to form the representation of current word.

In the rest of this paper, we discuss related work in Sect. 2 and introduce our
novel LSTM models in Sect. 3. We present our results and discussions in Sect. 4.
Finally, we make a summary of this paper and propose some ideas for future
work.

2 Related Work

This work is related to two different areas of NLP research, namely opinion
mining and deep learning. And each is given a brief account of previous works
due to the space constraints.

Opinion Mining. Various approaches has been applied to the recognition of
fine-grained opinion elements in previous work. One branch of existing work
[9–12] exploits syntactic relations in opinion extraction. For example, Qiu et al.
[12] treat syntactic relationship as a crucial rule and apply double propagation
method to iteratively augment the sets of opinion aspects and opinion terms.
Moreover, this problem has also been tackled as a sequence labeling problem
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[13–15] and many [16–18] take CRF-based methods. Li et al. [14] propose a new
CRF based model to jointly extract opinion aspects and opinion words.

Deep Learning. Due to the naturally deep architecture to preserve information
from the past, recurrent neural networks (RNN), long short term memory net-
works (LSTM) and its variants have been successfully applied to many sequential
tasks, such as spoken language understanding [8], language modeling [19] and
speech recognition [20]. To get information from both the past and the future,
later work propose the bidirectional RNN [21] and bidirectional LSTM model.
What’s more, Socher et al. [22] apply recursive neural networks to hierarchically
compose semantic vectors based on syntactic parsing tree and further use these
vectors for sentiment classification of phrases and sentences. Recently, Yin et al.
[3] and Wang et al. [4] propose joint models that first use deep learning models
to learn latent syntactic features and then feed these features into a CRF labeler.

To our knowledge, the most relevant to our work are work of Mesnil et al. [8]
where RNN models with a word context window are proposed to capture local
context for slot filling task and of Liu et al. [6] which applies LSTM networks
to extracting opinion aspects from review datasets. Our work differs from the
work of Mesnil et al. [8] and Liu et al. [6] in three ways. (i) We experiment
only on variants of LSTM models to avoid the vanishing gradient problems [23].
(ii) We experiment with two different ways of capturing local context within
LSTM architecture. (iii) We present with a comprehensive experiment exploring
the optimal settings for learning joint representations of both local and long term
context in neural aspect extraction task.

3 LSTM Models

In this section, we first describe the properties those models have in common.
Following subsections are dedicated to the description of common LSTM net-
works for modeling long term context, simple word context window for capturing
local context and 2 ways to integrate these two context.

Each word is represented by a d-dimensional vector in the shared lookup
table L ∈ IR|V |?D, where |V | is the total size of the vocabulary. L can be either
treated as parameter randomly initialized and then jointly trained with other
parameters or be initialized by pre-trained word embeddings and then be fine-
tuned for specific task during model training. Given an input sentence S =
(w1, w2, ..., wT ), we first transform it into sequence of index in L for each token
wt ∈ S. Then the lookup layer create a vector Xt ∈ IRm?D for each token wt

in S (see Sects. 3.2 and 3.3). The generated vector is passed to the hidden layer
after linear transformation. The non-linear functions in hidden layer produce a
more abstract representation of the given token and feed it into softmax layer
that finally determines the BIO label for the input token. The probability of
k-th label can be formalized as:

softmax ← P (yt = k|s, θ) =
exp(wT

k ht)
∑K

k=1 exp(wT
k ht)

(1)
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where, K is the class number (3 for this task), and ht = φ(xt) is the transforma-
tion of xt through the non-linear function, and wk are weights in the softmax
layer. Models are trained by minimizing the negative log likelihood (NLL) of the
training data. The NLL for an input sentence can be written as:

J(θ) =
T∑

t=1

K∑

k=1

ytklogP (yt = k|s, θ) (2)

where, ytk = 1 if yt = k and ytk = 0 if yt �= k. The loss function minimizing the
cross-entropy between the predicted labels and gold labels.

All the following models first obtain high level abstractions of input tokens
in a bottom up fashion and then feed them into succeeding softmax layer for
classification. The main difference between those models is how they construct
their input and the way they compute the abstract representations.

3.1 Global Context

Neural networks with recurrent connections have been widely used to compute
high level representations for sentence with variant length. In a standard Elman-
type RNN, the output from the hidden layer at time step t is computed from a
nonlinear transformation of the current input vector xt and the previous hidden
state ht−1. The mathematical form of ht can be written as:

ht = f(Uxt + V ht−1 + b) (3)

where f is a nonlinear function (e.g. sigmoid function), U and V are the weight
matrices between the input and hidden layer and between two consecutive hidden
layers respectively, and b is the bias vector connected the hidden units. h0 is
randomized for the base case.

However, vanishing gradient problem [23] has limited the ability RNN has for
capturing long term dependencies. To address this problem, a Long Short-Term
Memory(LSTM) architecture with purpose-designed hidden units called memory
blocks has been proposed to model long range context. In a standard LSTM,
a memory block is made up of four components: (1) a memory cell conveying
the state (2) an input gate i to control the values to update (3) a forget gate f
to decide the portion of the current state to be forget (4) an output gate o to
produce a filtered output for other neurons. For each time step t, a layer of a
memory block can be described by the following sequence of equations:

it = σ(Uixt + Viht−1 + Cict−1 + bi) (4)

ft = σ(Ufxt + Vfht−1 + Cfct−1 + bf ) (5)

ct = it � g(Ucct + Vcht−1 + bc) + ft � ct−1 (6)

ot = σ(Uoxt + Voht−1 + CoCt + bo) (7)

ht = ot � h(ct) (8)
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where U , V , C are weight matrices between the input and hidden layers, between
two consecutive hidden layers, and between two consecutive cell activations
respectively, and b is the corresponding bias vector. Moreover, σ is the sigmoid
function, g and h are the cell input and cell output activations, usually a tanh
function, and � denotes the element-wise product (i.e. Hadamard Product) of
two vectors. All of our LSTM models are trained with full BPTT.

Yet uni-directional LSTM models can only acquire history information while
neglecting the future clues. Given the example sentence: The set up is very easy,
to correctly assign set with a B, the next word up turns out to be very crucial.
And bi-directional LSTMs with forward and backward links in hidden layers
have been proposed to solve this problem. The backward pass has a counterpart
for each of Eqs. from (4) to (8).

Note that the forward and backward pass are done independently until their
computation results are concatenated in the output layer. This means, during
training, after backpropagating error from output layer to forward hidden layer
and backward hidden layer separately, two independent BPTT can be applied
to two directions respectively.

3.2 Local Context

Since opinion aspects are usually short phrases, not taking local context into
consideration may hinder the performance of sequence labeler. A straightforward
way to get local context information of the current word is constructing a word
context window [8] made up of current word and w words from its left side
and right side respectively, where (2 ∗ w + 1) is the window size. The ordered
concatenation of corresponding embeddings of words in the context window can
be used as local context of current word. We give an illustration of constructing
a word context window of size 3 (w = 1):

w(t) = [the, set, up]

set → xset ∈ IRd

w(t) → x(t) = [xthe, xset, xup] ∈ IR3d

where w(t) is a 3-word context window surrounding center word set, xset is the
word embedding of the word set in the lookup table, and d is the dimension of
embedding vector. x(t) is the corresponding concatenation of embedding vectors
for the words in w(t).

A feed-forward neural network [24] is a simple network without recurrent
connections between neutrons where information only flows in single direction.
In this kind of network, the raw input vector x is first fed into the hidden layer
for non-linear transformation. Then the abstract representation generated by
hidden layer is fed into output(usually a softmax) layer to yield final output y.
Usually:

hlc
t = tanh (W1x(t) + b1) (9)
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f lc(t) = softmax(W2h
lc
t + b2) (10)

where x(t) is the input context window, hlc
t is the hidden layer output and f lc(t)

is the classification result for current word. W1,b1 and W2, b2 are weight matrix
and bias between input layer and hidden layer, and between hidden layer and
output layer respectively. We refer to this model as LC.

We conduct contrast experiments between the basic LSTM and LC model
in Sect. 4 to see whether local context captured by the context window can
contribute to the extraction of opinion aspect.

3.3 Hybrid of Global and Local Context

Since opinion aspects are usually very short phrases, both long term dependency
and short term context shall be crucial to neural aspect extraction. So we com-
bine these two kind of information to further improve the performance of basic
LSTM models and LC model. One approach (we refer to this series of models
as LC1) taken by many works [6,8] is first feeding the raw word context window
instead of only the current word into hidden layer of LSTM and then learning
these local context representation together with long term dependencies through
non-linear transformations in memory blocks. Figure 1(a) gives an illustration of
LSTM with this kind of context window. Formally:

x(t) ← xt−w...xt...xt+w

where xt in Eqs. (4) to (8) is replaced by x(t), a concatenation of vectors in
context window.

Fig. 1. Two ways of integrating local context for LSTM

Different from previous work, we proposed a novel model to incorporate local
context and long term dependency, where local context is first generated by a
separate LC model and then combined with the long term dependency computed
by hidden layers of LSTM network. We refer to this series of models as LC2 and
an illustration is presented in Fig. 1(b). Since the non-linear transformation in
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LSTM is computationally expensive, in our model the local context is generated
by a separate network instead of being mixed with long term dependency in the
previous case, which not only is computationally cheaper but also yields more
pure local context. Our propose model can be described with following equations:

h(t) = [hlstm
t , hlc

t ] (11)

f(t) = softmax(Wjh(t) + bj) (12)

where h(t) is the concatenation of hidden layer output from (8) and (9). Wj and
bj are weight matrix and bias between hidden layer and output layer.

4 Experiments

In this section, we present our experimental setting, results and analysis for
extractions of opinion aspects in SemEval2014 datasets.

4.1 Datasets and Settings

We evaluate our models on the SemEval 2014 datasets including data from lap-
top and restaurant domains. The detail of these datasets are given in Table 1.
Standard precision, recall, and F1 score are applied in evaluation. We use two
pre-trained word embeddings, namely Senna Embeddings (50 dimension) and
Google Embeddings (300 dimension) for model input. Each dataset was pre-
processed by lowercasing all characters and replacing each digit number with
Digit. The lookup table was built from training set by marking rare word with
no more than one occurrence as UNK. Paddings are added for boundary words
to make context windows.

Table 2. SemEval2014 Laptop and Restaurant dataset

Domain Training Test Total

Laptop 3,045 800 3,845

Restaurant 3,041 800 3,841

We spare 10% of the training data as the development set and the remaining
90% training set as training set in order to implement early stoping in SGD. The
weights and biases of the models are initialized by randomly sampling from a
small uniform distribution μ(−0.2, 0.2). The learning rate is fixed at 0.01. We run
SGD for 30 epochs. We experiment with window size ∈ {1, 3, 5, 7, 9, 11, 13, 15}
and with hidden layer size ∈ {50, 100, 150, 200}. We report the best results
together with their window size and hidden layer size.
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4.2 Experimental Results

In Table 3, we give two examples labeled by LSTM and LC model to show the
complementarity of local context and global context. Table 4 shows our results
of aspect extraction on the standard test set in F1 scores. We report the best
results of each model at each window size in Fig. 2. In the following, we highlight
our main findings.

Local Context vs. Global Context. From Table 4, we can see that LC model
achieve comparable results with the LSTM model, which indicates the impor-
tance of local context. Then we further analyze the extraction results of these
two models to see whether local context captures information ignored by the
LSTM network. From examples in Table 3, we can see that LC model can find
some missing part of opinion aspects left out by LSTM model.

Table 3. Two examples showing complementarity of LSTM and LC

GOLD The [set up] was easy

LSTM The [set] up was easy

LC The [set up] was easy

GOLD I am please with the products ease of [use] out of the
box ready [appearance] and [functionality]

LSTM I am please with the products ease of [use] out of the
box ready appearance and [functionality]

LC I am please with the products ease of use out of the box
ready [appearance] and [functionality]

Window Size. From Fig. 2, we can see that most of models reach the peak of
performance at window size 3. If not, the F1 score at size 3 is still comparable to
the peak one. Smaller window size can’t capture enough local context while larger
window size usually introduces noisy information which harms the performance.

Effectiveness of Local Context for LSTMs. Notice that LSTM models with
LC1 are standard LSTMs when window size is 1. We can see that most joint
models achieve best results at window size 3, which shows the importance of
proper local context. Though we achieve comparable results with SemEval2014
best systems and outperform similar models of Liu et al. [6], our results are still
behind the state of art results of Yin et al. [3] and Wang et al. [4] which explicitly
encodes syntactic information as features. Still, our model provides a good way
for better capture of local context which can also be applied to these models.
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Table 4. F1-score for LSTM models

Model Dim. win l hid l Laptop win r hid r Restaurant

LC Senna (50) 3 50 72.26 3 50 79.3

LC Google (300) 3 50 71.33 3 50 77.7

LSTM Senna (50) 1 100 71.19 1 150 79.09

LSTM Google (300) 1 200 71.22 1 200 77.47

LSTM+LC1 Senna (50) 3 50 71.92 3 150 79.72

Google (300) 3 50 71.66 3 200 78.39

BLSTM+LC1 Senna (50) 1 100 73.04 3 150 80.53

Google (300) 3 50 72.12 9 50 78.47

LSTM+LC2 Senna (50) 3 200 74.78 3 100 80.53

Google (300) 3 200 74.54 3 100 78.47

BLSTM+LC2 Senna (50) 3 100 73.37 3 200 80.62

Google (300) 3 100 72.27 3 200 78.5

LSTM (Liu) - - - 73.40 - - 79.89

IHS RD - - - 74.55 - - 79.62

DLIREC - - - 73.78 - - 84.01

WDEmb+B+CRF - - - 75.16 - - 84.97

RNCRF+F - - - 78.42 - - 84.93

(a) LSTM+LC1 (b) LSTM+LC2

(c) BLSTM+LC1 (d) BLSTM+LC2

Fig. 2. F1 score for different window size

Comparison Among LC1 and LC2. A comparison in Table 4 tells that
LSTM models with LC2 generally outperforms LSTM models with LC1 with
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maximum 2.86% gains, which confirms that separate feed forward neural network
can keep more local context than the mixed fashion.

Training Time. Furthermore, we evaluate the training time for these models.
Table 5 shows the training time for different models with window size 3 on the
same dataset. The LC2 models runs faster than corresponding LC1 models for
that the LSTM structure is more computationally expensive and the parameters
of separate network can be parallel trained using GPUs. Our proposed LC2
models are more time-efficient.

Table 5. Training time of each model (window size = 3) on Laptop dataset using Senna
Word Embeddings per epoch(s)

Models LC LSTM+LC1 LSTM+LC2 BLSTM+LC1 BLSTM+LC2

Time 9.11 32.99 26.06 42.81 38.2

5 Conclusions and Future Work

We propose two ways of integrate local context and long term dependency: one
is changing the input from single word to a window of words and the other is
concatenating the hidden layer output of LSTM with that of a window-based
feed forward neural network.

We experiment with different window sizes ranging from 1 to 15 on
SemEval2014 datasets and find that 3 is optimal for most cases. Comprehen-
sive experiments show that incorporating long term history with local context
can further boost the performance of opinion aspect extraction. Results also
show that the using a separate network to train local context representations is
slightly superior to the mixed one.

The local context we use here is acquired by a hard “selected” window.
One potential future direction is to apply the attention mechanism to automati-
cally choosing the appropriate context. Additionally, memory network which has
multi-hop structure for learning good context can be investigated for this task
as an alternative to LSTM.

Acknowledgements. Thanks to the help of my mentor and senior.
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Abstract. Word vectors have become very important features for senti-
ment analysis. The aim of this paper is to encode sentimental context into
pre-trained word vectors for sentiment analysis. The negation and inten-
sity words in a context, as well as the sentimental words are combined
to form context enhanced word vectors. Experiments on the datasets of
SemEval show that the method of using intensity words has improved the
result comparing with the baseline. The context enhanced words vectors
from a distant supervision data can increase the similarity of the same
polarity and decrease the similarity of the different polarity.

Keywords: Sentiment classification · Linguistic resources · Word
vectors

1 Introduction

Sentiment analysis has played an important role in many real-world applica-
tions. The objective of sentiment classification is to classify a message, sentence
or document as positive, neural or negative [1]. In recent years, a variety of neural
networks have been proposed for sentence-level classification tasks such as con-
volutional neural network (CNN) and so on. CNN has become one of the most
attractive neural network model in sentiment analysis [2,3]. Deriu [4] leveraged
large amounts of data with distant supervision to train an ensemble of 2-layer
CNN and achieved the best results for Message Polarity Classification task in
SemEval2016 [5]. Among the 10 top-ranked teams, 7 teams used either general-
purpose or task-specific word vectors generated via word2vec [6] or GloVe [7].
Although those word embeddings work well for many tasks, it is not good enough
for sentiment classification. The most obvious problem of word vectors for gen-
eral purpose is that they only model the syntactic context of words but ignore
the sentiment information of messages. Therefore, words with opposite polarity
such as good and bad , are clustered [1].

In this paper, we propose a simple approach to enhance the sentimental con-
text for sentimental word vectors. The approach will encode linguistics features
into word vectors without training a model. The intuition of our approach is
to “pull” the words away from its opposite polarity by leveraging sentimental,
c© Springer Nature Singapore Pte Ltd. 2017
X. Cheng et al. (Eds.): SMP 2017, CCIS 774, pp. 256–267, 2017.
https://doi.org/10.1007/978-981-10-6805-8_21
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negation and intensity words in the training data or distant supervision data.
For example, good is a word with positive polarity. It may be used to express
a negative sentiment like the movie is not good . The negation word not
changes the sentiment polarity of good in this local context. Another example,
the movie is bad , expresses a negative sentiment but the local context of bad
is different from the good in the previous example because of not . In order to
use those sentimental contexts, we propose a method of context enhancement
for word vectors.

The major contributions of our work in this paper are as follows: (1) the
semantics of sentimental words are enhanced with their contexts in the super-
vised corpus; (2) negation and intensity words are used in a context to improve
sentimental word vectors.

2 Related Work

In recent years, deep learning models have achieved remarkable results in natural
language processing especially the works involved neural language models [6–8].
In 2003, Bengio [8] proposed a neural network model for learning distributed
representation for words in the unannotated corpus. Following his work, Mikolov
developed two simple approaches, Skipgram and CBOW, to learn the distributed
representation for words [6]. The word vectors have become the general features
for many tasks including sentiment analysis.

The word vectors for general purpose are not good enough for specific-tasks.
The unsupervised methods which use co-occurrence information in corpora to
learn distributed representation of words would coalesce the notations of seman-
tic similarity and relatedness [9]. In general, there are three kinds of methods to
adapt word vectors for specific-tasks.

The first kind of the methods is to change the context that used by the neural
language model. Schwartz [10] used symmetric pattern contexts instead of bag-
of-words contexts to improve the similarity performance of verb on word2vec by
up to 15%. Ling [11] adapts word2vec models so that they are sensitive to the
positioning of the words. For the Skipgram of word2vec, the number of output
prediction matrices has increased so that every position of output has its own
matrix. For the CBOW of word2vec, the size of output prediction matrix is
extended so that every position of the input can affect the output through its
own parameters. These adapted word2vec models have the sparsity issue because
of too many parameters.

The second kind of the methods is to encode linguistics knowledge or other
supervised information into word vectors during the procedure of learning word
vectors. Tang [1] proposed a neural network for learning sentiment-specific dis-
tributed representation of words by using distant supervision method and C&W
model [12]. The language model learned by the neural network can distinguish
positive and negative sentimental words. But it also introduces noise sentiment
information into the word vectors because of using distant supervision method.
For sentiment analysis task, Rouvier [13] used three kinds of word embeddings:
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lexical embeddings, part-of-speech embeddings and sentiment embeddings. The
latter two embeddings are respectively encoded with POS and sentiment infor-
mation during the procedure of learning word vectors.

The third kind of the methods is to encode linguistics knowledge or other
supervised information into pre-trained word vectors. This kind of method is
efficient compared to the second kind of the methods because it does not need
to train a language model on large corpora. Faruqui [14] proposed a graph-based
learning technique called retrofitting to leverage semantic lexicons to obtain
higher quality word vectors based on pre-trained word vectors. It is reported in
[14] that the retrofitting process is fast. It takes about 5 s to process 100,000
word vectors of 300 dimensions. In the spirit of retrofitting, Mrkšić proposed
counter-fitting method to fine-tune the pre-trained word vectors. It introduces
three constraints into the post-processing procedure [9]. They are antonym repel,
synonym attract and vector space preservation. The first two constraints are
used to distinguish between synonyms and antonyms. The last constraint is
used to preserve the semantic information contained in the original vectors. The
objective function for the training procedure is the weighted sum of the three
constraints. It has been reported that an end-to-end run of counter-fitting takes
less than two minutes on a laptop with four CPUs.

Our method is based on the third kind of the above. Yancheva [15] purposed
a method to classify a person to be a dementia patient based on their description
text about a picture. They have investigated the contexts of the same talking
topics from two groups people. One group is dementia patients. The other one is
healthy people. To this end, they augment the word vectors with local context
windows from DementiaBank [16]. Every word vector is constructed by a linear
combination of its global vector from the trained GloVe model and the vectors
of the surrounding context words where each context word is weighted inversely
to its distance from the central word. Inspired by their idea, we propose the
method to enhance the sentimental context of sentimental words.

3 Method

It has been proved that sentimental words are very important for sentiment
analysis [1,2,17,18]. Negation words will inverse the polarity of a sentence, while
those intensity words will enhance the polarity of a sentence. If the context of a
sentimental word includes a negation word or an intensity word, it is an impor-
tant feature with which the sentimental word vectors should be combined. In
the following, a simple method to enhance contextual sentiments of sentimental
word vectors will be introduced and a CNN based model for sentiment analysis
will be discussed.

3.1 Context Enhanced Word Vectors for Sentimental Words

Figure 1 shows the basic idea of our method. The good appears in many different
contexts, the good word vector will be combined with the context of words not
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or very . There are two linguistics lexicons (1) negation lexicon, (2) intensity
lexicon with positive meaning such as very , extremely and so on. We propose
three ways of producing context enhanced word vectors based on (1) negation
lexicon (NEG), (2) intensity lexicon (INT), and (3) negation and intensity lexicon
(NEG+INT).

Fig. 1. Enhance the sentimental context for sentimental words.
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Equation (1) is to calculate context enhanced word vectors of the word for
three methods:

v′
w = vw + φw (1)

where w is the original word vectors, v′
w is the new word vector, and φw is the

average weighted context vector. Negation words will reverse the polarity of a
sentimental word. Equation (2) is used to calculate the average weighted context
vector based on negation lexicon:

φw =

⎧
⎨

⎩

φNEG
w

nNEG
w

if w is positive

− φNEG
w

nNEG
w

if w is negative
(2)

where nNEG
w is the number of negation words in all local contexts of the word w

on the corpus with different polarity. φNEG
w is an accumulated negation context

vector defined in (5). The intensity words can enhance the polarity of a sen-
timental word. Equation (3) is used to calculate the average weighted context
vector based on intensity lexicon:

φw =
φINT

w

nINT
w

(3)

where nINT
w is the number of intensity words in all local contexts of the word w

on the corpus with same polarity. φINT
w is an accumulated intensity word vector

defined in (6). Equation (4) is used to calculate the average weighted context
vector based on the both lexicon:

φw =

⎧
⎨

⎩

φINT
w +φNEG

w

nINT
w +nNEG

w
if w is positive

φINT
w −φNEG

w

nINT
w +nNEG

w
if w is negative

(4)

For a sentimental word w, its average negation weighted context φNEG
w is calcu-

lated by leveraging negation words in the corpus with the different polarity:

φNEG
w =

∑

t∈LCw

∑

neg∈t

αneg,t × vneg (5)

where LCw is the set of all local contexts of the word w on the corpus with
different polarity, t is a local context of LCw, neg is a negation word of t, and
αneg,t is the weight based on the distance from neg to the center of t, and vneg
is the original word vector of neg.

In a similar way, for a sentiment word w, its average intensity weighted
context φINT

w is calculated by leveraging intensity words in the corpus with the
same polarity:

φINT
w =

∑

t∈LCw

∑

int∈t

αint,t × vint (6)

where LCw is the set of all local contexts of the word w on the corpus with
same polarity, t is a local context of LCw, int is an intensity word of t, and
αint,t is the weight based on the distance from int to the center of t, and vint
is the original word vector of int. In this paper, we set the all αint,t and αneg,t

equal to 1.
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3.2 The Framework of Sentiment Analysis

We use the CNN model (shown in Fig. 2) for sentiment analysis. The CNN
model is on the top of an embedding layer. The bottom of Fig. 2 is our work to
use supervised corpus to enhance the context sentimental information for word
vectors. A message is transformed to a matrix by concatenating the context
enhanced word vectors of the word sequence in the message. The matrix is feed
to the CNN model. The CNN outputs the probability distribution of three classes
(positive, neutral and negative).

Fig. 2. The framework of sentiment analysis.

4 Experiments

4.1 Datasets

We conduct experiments on the Message Polarity Classification dataset of
SemEval 2016 [5]. It is labeled in three categories (positive, neutral and nega-
tive). Table 1 shows statistics for SemEval dataset. The training data and devel-
opment data of Twitter2013 and Twitter2016 are used as the training data for
the experiment. The development-test data of Twitter2016 is used as the devel-
opment data for the experiment. The test data of Twitter2016, Twitter2015,
Twitter2014, Twitter2014Scarasm, SMS2013 and LiveJournal2014 are used for
our model test.
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Table 1. SemEval dataset statistics

Dataset Positive Negative Neutral Total

Twitter2013-train 3662 1466 4600 9728

Twitter2013-dev 575 340 739 1654

Twitter2016-train 3094 863 2043 6000

Twitter2016-dev 844 765 391 2000

Twitter2016-devtest 994 681 325 2000

Twitter2016-test 7059 10342 3231 20632

Twitter2015-test 1040 365 987 2392

Twitter2014-sarcasm 33 44 13 86

Twitter2014-test 982 202 669 1853

Twitter2013-test 1572 601 1640 3813

SMS2013-test 492 394 1207 2093

LiveJournal2014-test 427 304 411 1142

4.2 Experiment Setup

Two supervised corpora are used. One is from the training data (TD). The
other is using distant supervision method, named sentiment1401 (DSD) which
contains 800,000 positive tweets and 800,000 negative tweets with labels. The
original word vectors are from Google News.2

Experiments are conducted using three kinds of word vectors described in
Sect. 3.1 based on two supervised corpora. The CNN model is similar to the
model used by Kim [19]. The difference is that we do not employ regularization
on the penultimate layer. We use rectified linear units (ReLU), dropout rate of
0.5, constraint of 0.4, and mini-batch size of 32. Three filter windows with sizes
of 3, 4, 5 are experimented. Each of them has 100 feature maps. These values are
not carefully tuned for higher accuracy result or macro F1 score. Our baseline
CNN model is the model initialized with the original word vectors trained on
Google News. Macro F1 score is used to measure the performance on SemEval
dataset.

4.3 The Result on SemEval Dataset

Table 2 shows the result. The context enhanced word vectors based on intensity
lexicon have achieved the best results, comparing with the other two ways. The
context enhanced word vectors from the training data is better than from the
distant supervision data. The human labeled training data is much more accurate
than the way of distant supervision. Comparing with the baseline, our context
enhanced word vectors can improve the performance of sentiment analysis in
most test corpora of SemEval.
1 http://help.sentiment140.com/for-students/.
2 https://code.google.com/archive/p/word2vec/.

http://help.sentiment140.com/for-students/
https://code.google.com/archive/p/word2vec/
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Table 2. Macro F1 on SemEval dataset.

4.4 The Similarity Between Sentimental Word Vectors

In order to evaluate our context enhanced ways for sentimental word vectors,
the average cosine similarity of opposite polarity words and same polarity words
are presented in the Table 3. Three enhancement methods from distant super-
vision data can decrease the similarities of different polarities and increase the
similarities of the same polarity.

Table 3. Average of cosine similarity of opposite polarity words and same polarity
words.

Method Opposite polarity Same polarity

Baseline 0.0934870 0.1271270

NEG+TD 0.092970 0.1251890

NEG+DSD 0.064399 0.129778

INT+TD 0.0954210 0.128010

INT+DSD 0.060834 0.132146

NEG+INT+TD 0.0942730 0.1264420

NEG+INT+DSD 0.054429 0.133068

Table 4 shows the most similar words of good . The baseline includes bad ,
lousy . Our context enhancement methods have excluded bad and lousy .
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Table 4. The most similar words of good .

Method Top-10 most similar words of good

Baseline great bad terrific decent nice excellent fantastic better solid
lousy

NEG+TD great nice fantastic better decent terrific happy definitely okay
perfect

NEG+DSD great decent nice better excellent fantastic terrific solid okay
definitely

INT+TD great nice decent excellent terrific pretty really better fantastic
okay

INT+DSD great nice terrific decent excellent fantastic better pretty really
wonderful

NEG+INT+TD great nice decent fantastic excellent terrific better pretty really
okay

NEG+INT+DSD great nice terrific decent fantastic excellent better really pretty
wonderful

Table 5 shows the most similar words of bad . Our method has decreased the
order of good to appear in the list. That is the aim to “pull” the good away
from bad and vice versa.

Table 5. The most similar words of bad .

Method Top-10 most similar words of bad

Baseline good terrible horrible lousy crummy horrid awful dreadful
horrendous nasty

NEG+TD terrible horrible lousy good horrid crummy dreadful nasty
horrendous crappy

NEG+DSD terrible horrible good lousy crummy horrid dreadful crappy
awful nasty

INT+TD terrible horrible lousy good horrid dreadful horrendous nasty
crummy rotten

INT+DSD terrible horrible lousy good horrid crummy dreadful nasty
rotten crappy

NEG+INT+TD terrible horrible lousy good horrid dreadful horrendous nasty
crummy rotten

NEG+INT+DSD terrible horrible lousy good horrid dreadful rotten nasty
crummy poor
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4.5 The Result on SimLex-999

There are seven kinds of word embeddings in this work. We conduct an intrinsic
experiment on SimLex-999 [20]. SimLex-999 is a gold standard resource for evalu-
ating distributional semantic models. The result is presented in Table 6 measured
by Spearman’s ρ correlation. Three enhancement methods based on the distant
supervision data and the training data have all improved the performance on
the SimLex-999. The result of this experiment shows that our methods do not
decrease the semantic information of the word embeddings but even increase the
semantic information.

Table 6. The result on SimLex-999.

Method ρ

Baseline 0.446

NEG+TD 0.453

NEG+DSD 0.473

INT+TD 0.453

INT+DSD 0.471

NEG+INT+TD 0.457

NEG+INT+DSD 0.469

5 Conclusion

In this paper, we propose a simple method to enhance the sentimental context
for word vectors. The method leverages some linguistics information, such as
intensity and negation words in a context. The experiments on SemEval data
show that the context enhanced word vectors based on intensity words have
achieved the best results comparing with the context enhanced word vectors
based on negations. Comparing with the baseline using original word vectors,
three ways of context enhancements are better in most of the test corpora. Our
method only focuses on pre-trained word vectors. We do not use very complicated
models like [4] for sentiment analysis.

Using a large distant supervision data can increase the similarity between the
same polarities, decrease the similarity of different polarities, and thus enhance
the sentimental information. In the experiments of sentiment analysis, the per-
formance of context vectors from a distant supervision data does not show better
than those from the training corpus. The reason is that the distant supervision
data may introduce noise as well.

Using a large distant supervision data can also increase the semantic infor-
mation of the word vectors. In the experiment on SimLex-999, the result of our
methods is better than the baseline, however has not outperformed significantly.
There are two reasons. One is that the lexicons we use are not large enough,
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the other reason is that there are no constraints to keep the semantic informa-
tion of the pre-trained word embeddings during the procedure of “pulling” the
sentiment words away.

In our future work, more experiments need to be conducted. How to improve
word vectors for sentiment analysis is still our main focus.

Acknowledgments. We would like to thank the National Natural Science Foundation
of China (Grant No. 61673266) for the financial support of this research.
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Abstract. When information provided by news media is incomplete, biased,
and untrustworthy, how will social media interact with news media to construct
public discourse? With a focus on the issue of violent resistance in Xinjiang
Uyghur Autonomous Region in China, this study identified and compared the
frames employed by news and online discussion forum and further expanded the
research horizon to explore the frame interactions in these two media platforms.
Adopting an automatic content analysis approach, this study identified four
news media frames and four public frames in online discussion forum. Frames in
news and online discussion forum differed in terms of thematic structure and
weight of frames. News media frames were found to well represent government
interests and the political ideology of the state. Public frames in online dis-
cussion forum were more deliberate, as evidenced by the concentration on the
responsibility frame that attributes the violent resistance issue to the failure of
the government’s ethnic policy, the long-term conflict between ethnicities, and
the intervention of foreign political and religious forces. By employing Granger
causality analysis, this study further found that news and online discussion
forum influence each other in placing the issue in their respective agenda to
build and strengthen their existing frames instead of presenting a dominating
relationship.

Keywords: Framing � Online discussion forum � Terrorism � Topic modeling

In China, two distinct universes of discourses form and distribute public opinions about
political issues: the official discourse universe and the nonofficial discourse universe
(He 2008). The official discourse universe comprises government discursive activities,
as exemplified by the news media and other official outlets. The nonofficial discourse
universe conventionally refers to the oral sphere in which information is communicated
by personal networks. Increasing access to the Internet and prevalence of social media,
however, have provided new channels for information distribution and started a uni-
verse of nonofficial discourse (He 2008).

Although social media has been regarded as having the potential to act as a lib-
erating force in the civil society in contemporary China (Tai 2013), the central gov-
ernment in China continues to have a strong control on public opinion concerning
politically sensitive issues to maintain government legitimacy. How can online dis-
cussions on politically sensitive issues resonate when such issues are severely
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controlled and censored by the authoritarian government in China? This study aims to
examine the role of news media and social media in constructing public opinion on a
politically sensitive issue—the violent resistance in XUAR. This issue is highly
politically sensitive. It has the potential to cause damage to the legitimacy of the
government in XUAR. The Chinese government has to establish normative justifia-
bility by exhibiting its dominance during a crisis. Any discourse deemed detrimental to
the legitimacy of the government would be strictly banned in news media. Therefore,
when the official discourse is ambiguous, indoctrinated, biased, and untrustworthy, will
the nonofficial discourse in social media comply with news media or play a comple-
mentary role in producing an alternative or opposing discourse on political issues in
news media? By using the present case, this study seeks to contribute to the growing
body of knowledge concerning China’s evolving media system, which has undergone
considerable transition, and further understand the media dynamics in China.

Furthermore, this study adopts framing theory to compare discourses and examine
the interplay of framing processes in news media and online discussion forum on
violent resistance in XUAR. This study would contribute to framing theory by
empirically investigating the interaction of frames of politically sensitive issue in two
media platforms.

1 Frame Building in News Media and Online Discussion
Forum

According to Entman (1993), the frame-building process aims “to select some aspects
of a perceived reality and make them more salient in a communicating text” (p. 52),
which allows people to identify, label, understand, remember, and evaluate social
realities (Goffman 1974). Frames in news media are embedded in the discourse
authored by journalists who are instituted in the news agency. News frames are built by
selecting, emphasizing, and excluding certain aspects of social issues. News reporting
frequently uses four frames, namely, conflict frame, human interest frame, morality
frame, and responsibility frame (Luther and Zhou 2005). Conflict frame highlights
conflicts between evolved individuals or groups. Human interest frame personalizes
news stories by focusing more on the emotional reactions of people and using indi-
vidual examples to illustrate stories. For news media, the adoption of human interest
frame, such as the description of the seriousness of the terrorist attack and the illus-
tration of individual death because of the terrorist attack, would increase the news-
worthiness of a terrorism event (Chermak and Gruenewald 2006). Morality frame
places the news story in the context of moral prescriptions or tenets. Responsibility
frame attributes responsibility for a cause or solution to specific individuals, social
groups, or institutions (Entman 1993).

According to the “five-tier hierarchical model” influencing media content (Shoe-
maker and Reese 2011), frames in news media are formed based on ideological and
professional routines. Compared with news media, public frame in online discussion
forum is the discourse authored by ordinary users in the online discussion forum.
Online discussion forum may shift the traditional framing of news media to an inter-
active, socially constructive, and bottom-up process. Therefore, given the different
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antecedents influencing the mechanisms of frame building in news and social media,
the present study first obtains an answer to the following question.

Research Question 1: What conflict, human interest, morality, and responsibility
frames on the issue of Xinjiang violent resistance are present in news media and online
discussion forum?

Furthermore, unpacking and comparing the dynamics of frame interaction between
these two media platforms in China merit further attention. Therefore, the second
objective of this study aims to investigate

Research Question 2: What is the dynamic pattern of public frames in online dis-
cussion forum and news media frames in describing the violent resistance in XUAR?
Specifically, this study hypothesizes that

H1: News media will positively influence online discussion forum in forming the
frame of the violent resistance in XUAR.

H2: Online discussion forum will negatively influence news media in forming the
frame of the violent resistance in XUAR.

2 Method

2.1 Data Collection

Data were collected from Baidu News and a Chinese online discussion forum, Tianya.
cn (known as “Tianya”), from May 1, 2014 to May 30, 2014. During the said period,
on May 22, 2014, a violent resistance occurred in a busy street market in Urumqi,
XUAR. The incident, which targeted civilians, resulted in the deaths of 29 civilians and
4 perpetrators and the injury of more than 140 others.

The two sources of data collection, Tianya and Baidu News, albeit not exclusive,
can validly represent the population of online public opinion and news media outlets
respectively. The validity and popularity of Tianya in representing online public
opinion have been demonstrated in a series of studies. Tianya is one of the most
popular and influential bulletin board systems in China. Baidu News is a news archive
that collects news from traditional news media (e.g., People’s Daily) and news portals
(e.g., www.yangtse.com). This database was compiled using automatic news-gathering
robot programs that collect approximately 120,000 to 130,000 articles per day from
more than 1,000 most-visited Chinese websites.

News or posts regarding the incident had the keyword “Xinjiang” combined with
“attack”, “resistance”, or “terrorist/terrorism.” Titles or the main body of the posts
having these terms were considered as qualified entries. Irrelevant news and posts were
excluded via manual selection. A total of 1,836 news stories were considered valid, of
which the number of posts was 7,440.

2.2 Frame Identification

For each headline or original forum post, the present study adopted an automatic
content analysis method to identify the frames. This method is the Latent Dirichlet
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Allocation (LDA) topic modeling, which has been widely used in the field of natural
language processing in computer sciences (Blei et al. 2003; DiMaggio et al. 2013). The
algorithm of LDA topic modeling is an unsupervised machine-learning method for
identifying hidden thematic structures based on words and their co-occurrence in a
collection of documents (DiMaggio et al. 2013). This approach generates groups of
terms (i.e., words used in documents) that are associated by themes, and the strength of
the documents exhibiting such themes are assessed (DiMaggio et al. 2013).

This study limits the number of topics from 2 to 15. That is, the program was
requested to generate 2 to 15 clusters of themes. By manually checking the classification
result, for both news media and online discussion forum, this study found that the
number of topics (i.e., groups of words associated under a frame) assigned less than 7
and more than 3 have higher face validity than do other topics.

The final step of LDA topic modeling is validation. Previous studies have sug-
gested the validity evaluation by checking a sample of automatically coded articles
manually (DiMaggio et al. 2013). This study randomly selected 10% of the documents
(i.e., 184 news articles and 744 discussion forum posts) to manually calculate the
accuracy rate. The classification result shows that the four-frame clusters in both news
and online discussion forum has the highest accuracy scores of 80% and 74%
respectively.

2.3 Data Analysis

Granger causality test was conducted to identify the interplay of frames between news
media and online discussion forum. If B can be predicted using the past value (i.e., the
time lags) of A while controlling the past value of B, then A is said to Granger cause B.
In the present study, Granger causality occurred when the distribution of frames in one
media platform explains a significant amount of variance of frame distribution in
another media platform. This variance exceeds that explained by endogenous frame
distribution. In other words, this technique can statistically determine whether frames in
one media precede and predict frames in another media. Considering that news pro-
duction is performed daily, the present study selects one day as an appropriate time lag.
In this study, the model is specified as

Yi:t ¼ aþ
X4

i¼1

/iYi:t�1 þ
X4

j¼1

bjXj:t�1 þ et

Yi.t is the frequency of the focal frame at time t in one media platform. bj is a
measure of the influence of frequency of other frames in this media platform on Yi at
time t − 1. Hi is the regression coefficient of the effects of frames in another media
platform at time t − 1.
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3 Findings

3.1 Frames of XUAR Violent Resistance in News Media and Online
Discussion Forum

This study identified four frames in news media and another four in online discussion
forum. Tables 1a and 1b present the classification results of the frames by presenting
the first 12 key words with the most differentiation scores in the topic modeling
analysis. The third row of Tables 1a and 1b is the name of issue-specific frames.

The first news media frame labeled “crackdown” highlights the instrumental
actions of the state in response to the violent resistance (e.g., the government crack-
down on terrorism, policies implemented, and actions taken). Key words representing
this frame include “President Xi,” “pledge to,” “request,” “strike-hard operation,” and
“anti-terrorism.” The second news media frame, labeled as “fact depiction,” describes
facts of the violent resistance, particularly the suffering and damages caused by the
event. Key words in this frame include “Urumchi,” “5.22 explosion,” “train,” “train
station,” “attack,” and “explosion,” all of which are key elements of the violent
resistance. The third frame, labeled as “condemn & mourn,” contains public con-
demnation and mourning on the loss of the victims during the violent resistance. The
key words are mainly about people expressing their condolences, such as “condemn,”
“joint letter,” “death,” “5.22 explosion,” “mourn,” and “strongly.” The fourth media
frame, labeled as “ethnic harmony,” indicates the solution to the violent resistance as
the maintenance of ethnic unity and harmony. Key words in this frame include
“people,” “all ethnicities in China,” “unity,” “maintenance,” and “anti-terrorism.”

Four frames in online discussion forum were identified. The “ethnic conflict” frame
attributes violent resistance to the conflict between ethnicities, especially between the
Han Chinese and Uyghur. Key words in this frame include “Xinjiang,” “Uyghur,”
“they,” “problem,” “Han,” “we,” and “poverty.” Posts belonging to the “ethnic policy”
frame attributes the violent resistance issue to the failure of the ethnic policy imple-
mented by the central government for years. This policy prohibits local people from
expressing their religious beliefs and revealing their cultural identity. The key words
include “ethnicity,” “policy,” “they,” “Xinjiang minority,” “religion,” and “state
cadre.” The third frame is labeled as “foreign intervention.” Users of online discussion
forum attribute the event to the intervention by foreign religious and political organi-
zations. For example, some posts mentioned the financial support of the U.S. to Rebiya
Kadeer, a political activist advocating for the independence of XUAR. Key words in
this frame include “the United States,” “Rebiya Kadeer,” “terrorism,” “support,”
“Eastern Turkistan,” “Islam,” and “organize.” Similar to news media, online discussion
forum also has a “crackdown” frame, which focuses on the “crackdown” of violent
resistance. Key words for this frame include “state,” “terrorist,” “determined,”
“anti-terrorism,” “attack,” “safety,” and “crackdown.”

These frames both in news media and online discussion forum describe the
uniqueness of discourse of this politically sensitive issue. For example, the “ethnic
harmony” frame, which contains the key words like “all ethnicities in China”, “unity
maintenance”, is a frame that is unique in Chinese context but invisible in Western
media. The “crackdown” frames both in news media and in online discussion forum
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represent riot conflicts and terrorist attacks in particular but are invisible in political
news in general. The “ethnic conflict” frame and “ethnic policy” frame are specific in
online discussion forum whereas invisible shown in Chinese news media, concerning
the severe censorship on Chinese news media.

Table 1a. Key words extracted to represent news media frames

General Conflict Human
interest

Morality Responsibility

Specific Crackdown Fact
depiction

Condemn
mourn

Ethnic harmony

Key
words

President Xi Urumchi Condemn People
Request 5.22

explosion
Joint letter All ethnicities in

China
Strike-hard
operation

Train Death Firmly

Crackdown South station Mourn Unity
Antiterrorism Attack 5.22 explosion Maintenance
Activity Explosion University Anti-terrorism
Punish severely Train station Beijing Ethnicity
Pledge to Policy Strongly We
Separatist Event Urumchi 5.22 explosion
Sentence Detail Youth People
Court Death College

students
Stability

Announcement Implement Denounce Society

Table 1b. Key words extracted to represent public frames

General Conflict Responsibility
frame

Responsibility
frame

Responsibility
frame

Specific Crackdown Ethnic conflict Ethnic policy Foreign
intervention

Key
words

State Xinjiang Ethnicity United States
Terrorist Uyghur Policy Rebiya Kadeer
Determined They They Terrorism
Organization Problem Xinjiang China
Anti-terrorism Han Minority Xinjiang
Case We We Support
Terrorism Poverty Religion Terrorist
Attack Ethnicity Problem Eastern Turkistan
Safety Han people Han Islam
Crack down Fundamental Region Organize
People Hope Country Government
Activity Han State cadre Event
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In addition to thematic differences, this study further compared the salience of news
media frames and public frames in online discussion forum. All eight frames were
categorized into generic frames according to the classic frame typology, as shown in
the second row of Tables 1a and 1b. Entman (1993) noted that the “ethnic conflict” and
“crackdown” frames belong to the conflict frame, “fact depiction” to the human interest
frame, “condemn and mourn” to the morality frame, and “ethnic harmony”, “ethnic
policy”, and “foreign intervention” to the responsibility frame.

As shown in Table 2, the discourses in online discussion forum and news media
shared a common interest on the crackdown of the violent resistance (for news media
frame, N = 1,011, 55%, whereas for public frame in online discussion forum,
N = 1,657, 22%). However, the crackdown was mentioned much less often in online
discussion forum than in news media, where the “crackdown” frame was the single
prominent frame. As shown in Table 2, opinions expressed in news media were also
different compared with those in online discussion forum. First, the public frames in
online discussion forum were less emotional, as evidenced by the absence of human
interest and morality frames. By contrast, about 20% (N = 399) of the stories in news
media were denouncement of terrorists and mourning as a result of loss. Second, news
coverage was fact-centered, whereas posts in online discussion forum were
opinion-oriented. A total 6% (N = 104) of the stories in news media provided basic
facts of the violent resistance, whereas the discourse in online discussion forum was
more subjective, centering on the issue (i.e., the conflict between ethnicities,
N = 1,246, 17%), emphasizing the intervention by foreign organizations and the U.S.
(N = 2,203, 29%), and criticizing the failure of the ethnic policy of the central gov-
ernment (N = 1,315, 17%). Meanwhile, news media made no reference to either ethnic
conflict or failure of the ethnic policy. Third, the public frame in online discussion
forum did not indicate appropriate solutions to address the problem, whereas in news
media, a sizable proportion of stories (N = 157, 9%) called for continued ethnic unity
as a primary solution to the crisis.

Table 2. Distribution of news frames & public frames on social media

Frame
categories

Frames News frames
(N = 1,836)

Public frames
(N = 7,560)

Conflict frame Government crackdown
on terrorism

1011 (55%) 1657 (22%)

Human interest
frame

Fact 104 (6%) –

Morality Condemn & Mourn 399 (20%) –

Responsibility
frame

Solution: ethnic harmony 157 (9%) –

Ethnicity tension – 1246 (17%)
Ethnic policy 0 1315 (17%)
Foreign intervention 0 2203 (29%)

Undefined 165 (9%) 1116 (15%)
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3.2 Interplay Between News Media Frames and Public Frames in Online
Discussion Forum

Table 3 presents the results of the interplay between news media frames and public
frames in online discussion forum. For each frame on either online discussion forum or
news media, this study examined the Granger causality relationship between the fre-
quency of the focal frame and that (i.e., the value of one-day time lag) of other frames
in another media platform while controlling for the possible auto-correlation.

We identified the intertwined relationship between news media frames and public
frames in online discussion forum, unlike previous studies on frame setting that
identified the transmission of attribute salience of political events reported in news
media to those in the public, or vice versa (Scheufele 1999). The results in Table 3
indicate that news media and online discussion forum do not set frames for each other,
but influence each other in strengthening their own existing frames. Therefore,
Hypothesis 1 and Hypothesis 2 are not supported.

Particularly, the portrayal of news media on official actions to the violent resistance
(i.e., the “crackdown” frame) strengthened the salience of the opinion frames in online
discussion forum (i.e., “ethnic policy,”, “ethnic conflict,” and “foreign intervention”
frames), whereas public frames in online discussion forum did not influence the frames
that describe fact and official government actions in news media. This result suggests
that users of online discussion forum refer to news media as a primary official source
for constructing their own discourse. The emphasis of government actions in news
media will stimulate the questions of online discussion forum users on government
ethnic policy and the connection of the violent attack with foreign intervention and
ethnic conflict.

In the same vein, online discussion forum does not set their frames in news media.
Instead, online discussion forum influences the salience of existing frames (i.e., moral
judgment and responsibility) in news media. The responsibility and morality frames in
news media (i.e., “ethnic harmony” and “condemn and mourn” frames) negatively
interacted with the responsibility frame in online discussion forum (i.e., “ethnic policy”
frame). The increase in questions on government ethnic policy over the past decades in
online discussion forum will decrease the call for ethnic harmony and condemn ter-
rorists in news media. This result suggests a so-called adjustment effect. Journalists will
face and respond to the discourse challenge in online discussion forum by monitoring
the discourse and adjusting the salience of their own issue framing. In addition, the
conflict frame (i.e., “ethnic conflict” frame) in online discussion forum positively
influences the responsibility and morality frames in news media (i.e., “ethnic harmony”
frame and “condemn and mourn” frames). The emphasis on ethnic conflict in online
discussion forum will introduce the focus on the legitimacy of ethnic harmony and on
condemning violent activities in news media. The co-evolution dynamics between
news media frames and public frames in online discussion forum shows that journalists
attempted to clearly distinguish between “amateur netizens” and “professional jour-
nalists (Tong 2015). News media denies the definition of a violent resistance by online
discussion forum as “ethnic conflict.” On behalf of the party-state, news media sustains
the legitimacy of the government in enforcing the law against the violent attack by
emphasizing the moral judgment and highlighting the maintenance of ethnic harmony.
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Interestingly, this study also found divided opinions within online discussion
forum, as evidenced by the negative correlation between the “crackdown” and “ethnic
policy” frames at the succeeding time point. The increase in the salience of enforcing
regulation against terrorism will trigger the decrease in doubts on the government
ethnic policy at the next time point, and vice versa. Opinions in online discussion
forum compete with one another; thus, opinions in online discussion forum are more
divergent than the discourse in news media.

4 Discussion

This study, which focuses on the violent resistance issue in XUAR, examines the role
of online discussion forum and news media in shaping political discourse in China.
News media frames and public frames in online discussion forum were found to differ
in terms of thematic structure and weight of frames (i.e., the proportion of number of
articles/posts in a frame to the total number of articles/posts in a given media platform).

Moreover, the current study further examines the interplay between news media
frames and public frames in online discussion forum. In contrast to research findings in
other political contexts, this study found that news media and online discussion forum
did not set frames for each other. Instead, they influenced each other by strengthening
their own existing frames. The theoretical and methodological implications of this
study will be discussed in subsequent sections.

4.1 Frame Interaction Between News Media and Online Discussion
Forum in China

This study contributes to addressing a gap in the literature on framing by investigating
the interplay of the framing dynamics between online discussion forum and news
media using longitudinal data. Previous research on frame setting effects has

Table 3. Interplay between news frame and public frame on social media.
Public frame on social media News frame

Ethnic policy Ethnic
conflict

Foreign
intervention

Crack down Fact Ethnic
harmony

Condemn and
mourn

Crack down

Public
frame
on
social
media

Lag.Ethnic
Policy

.31 (.21) .29 (.22) .37 (.31) −.35 (.28) −0.02 (.02) −0.07 (.02)* −0.28 (.06)*** −0.14 (.13)

Lag.
EthnicConflict

−.21(.49) .38 (.51) .56 (.71) 0.93 (.64) 0.04 (.05) 0.13 (.05)* 0.46 (.13)** 0.08 (.29)

Lag.Foreign
Intervention

.35 (.37) −.34 (.39) −.84 (.54) −0.76 (.49) −0.03 (.04) −0.06 (.04) −0.15 (.1) 0.0001 (.22)

Lag.
CrackDown

−1.82 (.38)*** −.62 (.39) .48 (.55) 1.03 (.49)* 0.03 (.04) 0.05 (.04) 0.13 (.1) 0.44 (.22)

News
frame

Lag.Fact 0.35 (1.91) −.05 (1.99) .14 (2.78) −1.09 (2.51) 0.33 (.2) −0.11 (.21) 0.34 (.51) −0.9 1.12)

Lag.Ethnic
Harmony

3.1 (2.43) −0.25 (2.54) −1.63 (3.55) −1.36 (3.2) −0.27 (.26) 0.07 (.26) −0.48 (.65) −0.38 (1.43)

Lag.condemn
& Mourn

.92 (.73) −.31 (.76) −0.43 (1.06) 0.25 (.95) 0.03 (.08) −0.02 (.08) −0.1 (.19) −0.05 (.43)

Lag.crack
down

3.77 (.52)*** 2.5 (.54)*** 1.92 (.76)* 0.51 (.69) −0.03 (.06) 0.04 (.06) 0.2 (.14) 0.02 − (.31)

R2 (%) 77.2 64.6 62.6 58.9 21.4 37.3 66.4 64.4

F-Value 13.27*** 7.61*** 7.06*** 6.2*** 0.716 3.16* 8.164*** 7.516***

Notes: * p = 0.05; ** p = 0.01; ***p = 0.001
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maintained that news media obtains facts to make some aspects of political issues more
salient in stimulating individuals to activate their prior knowledge and efficiently
process information conveyed in news coverage; these facts further influence the
recipients’ cognition, transmit the news frames to the public, and then shape public
dialogues about political issues (Scheufele 1999).

In contrast to the general notion of frame-setting effects, this study found that news
media failed to set frames for the public in online discussion forum, and the reverse
frame setting from social media to news media did not raised on the issue which is
politically sensitive in China. The two media platforms had mutual influences, that is,
news and online discussion forum interacted to place the issue on their own agenda of
building and strengthening their existing frames instead of presenting a dominating
relationship. Specifically, news media has been attentive to the challenge of online
discussion forum. However, with the pressure of ideology considerations and media
routines, news media did not correspond to the challenge by actively reframing the
issues or adopting frames that had been presented in online discussion forum. Chinese
news media still plays the role of “mouthpiece,” as assigned by the Party-run state.
Public opinion in online discussion forum hardly penetrates mainstream news media.
On the other hand, online discussion forum is not slavishly dependent on the voice in
news media. The publics in online discussion forum persist in their alternative per-
spectives, despite the enforcement of elite frames in news media.

The interplay further encourages the separation between official and nonofficial
discourse spaces, as noted by He (2008). Although the emergence of social media has
generated renewed attention to frame setting in other social contexts (Russell Neuman
et al. 2014), we should not be overly optimistic about the disappearance or convergence
of dualistic discourse spaces in China on politically sensitive issues. Among the
challenges raised in social media, state ideology and media professional routines are
still the two dominant factors influencing frame building in news media. These two
factors prevent the frame transition and convergence of separate discourse spaces
between social and news media.

4.2 Topic Modeling as an Alternative Approach for Frame Identification

Previous framing studies adopted manual content analysis and discourse analysis to
categorize news stories into several predefined frames. The manual content analysis
assumed that researchers have knowledge before the analysis, knowledge that they
apply in the analysis (DiMaggio et al. 2013). The application of prior knowledge is
very impractical in most framing analysis. Many scholars have pointed to threats to
reliability and validity in frame analysis because of the subjective judgment and bias of
the researcher (D’Angelo 2002). To reflect these concerns, this investigation hopes to
make a methodological contribution by introducing an alternative approach for the
content analysis of media frames.

Frames, which serve as the thematic unit of social issues, are produced through the
emphasis, repetition, and structure of narratives (Entman 1993). (Pan and Kosicki
1993) and Scheufele (1999) argued that the arrangement of words and phrases is one of
the most important framing elements that can be empirically operationalized. These
frame elements group together in a systematic way, thereby forming frames.
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Topic modeling extracts and classifies frames by calculating the frequency of words
and their co-occurrence relationship in a collection of documents. This new data-driven
approach is inherently consistent with the general principle of frame identification. In
fact, topic modeling is not a brand new approach to detect frames. Based upon Ent-
man’s notion that frames are manifested in the use of specific words (Entman 1993),
Miller (1997) has suggested a similar computer-assisted approach, known as “frame
mapping” to detect frames twenty years ago. Frame mapping is a method of finding
particular words that occur together in some text while not tend to occur together in
other texts (Miller 1997). Words that tend to occur together in texts are identified with
the help of clustering algorithms (Matthes 2008). In comparison with manual-holistic
approach of frame detection, this computer-assisted approach is believed more objec-
tive and reliable (Matthes 2008; Miller 1997). In this regard, topic modeling is a
technical extension of Miller’s computer-assisted approach of frame detection.

Topic modeling avoids subjectivity and bias of manual coding. This approach helps
uncover frames that a researcher might not otherwise be aware of by manual coding
and therefore could identify frames that are substantively plausible and statistically
validated (DiMaggio et al. 2013). In addition, as Golder and Macy (2014) mentioned,
computational approaches address fundamental puzzles of social science. The avail-
ability of large-scale online data has equipped social science scholars with a deep
understanding of the frame-building process, while more powerful approaches are
being required. LDA topic modeling, as one of the new textual analysis methods,
allows large quantities of textual data to be analyzed. Thus, future research can auto-
matically reduce text complexity, extract latent frames, and monitor the dynamics of
public opinion.
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Abstract. Local community detection aims at finding a local community from
a start node in a network without requiring the global network structure.
Similarity-based local community detection algorithms have achieved promising
performance, but still suffer from high computational complexity. In this paper,
we first design a unified local community detection framework for fusing dif-
ferent node similarity measurement. Based on this framework, we implement
eight local community detection algorithms by utilizing different node similarity
measurements. We test these algorithms on both synthetic and real-world net-
work datasets. The experimental results show that the local community detection
algorithms implemented in our framework are better at detecting local com-
munity compared with related algorithms. That means the performance of dis-
covering local community would be largely improved by using good node
similarity measurements. This work provides a novel view to evaluate similarity
measurements, which can be further applied to link prediction, recommendation
system and so on.

Keywords: Local community detection � Node similarity measurement �
Community structure � Lightweight � Unified framework

1 Introduction

Detecting community structure in complex networks such as social networks [6, 8, 21],
collaboration networks [14], the Internet [4], and E-mail networks [22] has attracted
lots of attention in recent years. These complex networks are usually modeled as graphs
which are composed of nodes representing entities and edges representing relationships
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between entities. A community refers to a group of nodes that are more densely
connected to each other than with the rest of the network [5, 6, 18, 19].

Traditional community detection methods are based on global network structure
[3, 6, 15, 17, 20, 22]. However, for some real-world networks, such as Web network
and some online social networks, they are usually too huge to get their global network
structure [7]. Therefore, the global network structure based methods have difficulty in
handling these huge networks. For solving this problem, local community detection
was first proposed in [2] and has recently attracted intensive research interests.

Local community detection aims at finding a community from a start node without
requiring the global network structure, and various algorithms have been proposed in
recent years [1, 2, 7, 12, 13, 24]. The existing local community detection methods can
be classified into two categories: degree-based methods and similarity-based methods
[13]. Degree-based methods discover local community by using the nodes’ degree,
such as l-shell expansion algorithm [1], greedy optimization local modularity R algo-
rithm [2], and greedy optimization local modularity M algorithm [12]. Similarity-based
methods discover local community by using similarities between pairs of nodes, such
as LTE [7] and GMAC algorithm [13]. In previous studies, the similarity-based local
community detection algorithms have achieved promising performance.

In this paper, we focus on similarity-based local community detection methods. The
previous LTE and GMAC which need to calculate the similarities between pair of
nodes whose shortest path length is within a predefined threshold, and the calculation
suffers from high computational complexity. Inspired by LTE [7] and GMAC [13]
algorithms, we propose a unified local community detection framework. Moreover,
eight local community detection lightweight algorithms are implemented in our
framework. Here “lightweight” measurement means only calculating the similarity
between pairs of connected nodes. Our main contributions are summarized as follows:

• We propose a unified framework of local community detection for node similarity
measurement. New local community detection algorithms are implemented by
embedding different node similarity measurements into this framework.

• We implement eight local community detection lightweight algorithms compared
with LET [7] and GMAC [13] algorithms.

• We test the algorithms on both synthetic and real-world network datasets. The
experimental results show that the algorithms implemented by our framework are
better at local community detection compared with related algorithms.

The rest of the paper is organized as follows. Section 2 gives the problem definition
of local community detection and some related definitions, and introduces some related
work. We describe our framework and algorithm in Sect. 3 and report experimental
results in Sect. 4, and followed by conclusions in Sect. 5.

2 Preliminaries

In this section, we first give the definition of local community detection problem in
network, and then introduce some related work in local community detection based on
node similarity measurement and necessary definitions.
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2.1 Problem Description

Definition 1 (Network). Let G = (V, E) be an undirected graph, where V is the set of
nodes and E is the set of edges in G, and n = |V| is the number of nodes in G. For two
nodes, x, y 2 V, (x, y) 2 E indicates that there is an edge between nodes x and
y. Moreover, m = |E| is the number of edges in G. The set of nodes adjacent to node x is
denoted by C(x), C(x) = {y | y 2 V, (x, y) 2 E}. The degree of node x is the number of
nodes in C(x), denoted by kx.

Local community detection focuses on finding local community D in an undirected
graph G = (V, E) starting from a node s 2 V. The networks we focus on in this paper
are of undirected and unweighted type.

Note that the entire network structure is unknown at the beginning of the com-
munity detection. As shown in Fig. 1, we can dynamically divide the entire network
nodes into three parts: interior node set D, D’s shell node set N, and unknown node set
U, U = V − D − N. The interior node set D and the edges among them constitute a
local community because of higher similarity among the nodes in D (We call D as local
community without ambiguity). Every node in N has at least one adjacent node in
D. During the process of detecting local community, only partial network information,
i.e., nodes in D[N and their linkage information are available. Similar definitions of
local community detection can be found in [2, 11, 23].

2.2 Related Work

Similarity-based local community detection methods evaluate the local community
quality by using the similarities between nodes. These quality metrics focus on the
internal similarity and external similarity of the community [13]. For a local commu-
nity D, the internal similarity of D is the sum of similarities between any two adjacent
nodes both inside the community D, while the external similarity of D is the sum of
similarities between any two adjacent nodes with one node in D and the other outside
of D.

Local Community

D
D

N U

Fig. 1. An illustration of division of a network nodes into interior node set D (block nodes), D’s
shell node set N (white nodes), and unknown node set U (grey nodes).
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LTE [7] and GMAC [13] algorithms are representatives of this kind of methods.
LTE introduced a local community quality metric called tightness which is defined as
internal similarity divided by the sum of internal and external similarity of the local
community. GMAC introduced a local community quality metric called Compactness-
Isolation which is defined as the ratio of internal similarity to external similarity of the
local community. These metrics are based on node similarity measurements which play
key role in this kind of local community detection methods.

Moreover, [10, 26] surveyed eight node similarity measurements, they are Common
Neighbor (CN for short), Salton Index (SAL for short), Jaccard Index (JAC for short),
Sorenson Index (SOR for short), Hub Promote Index (HPI for short), Hub Depressed
Index (HDI for short), Leicht-Holme-Newman Index (LHN for short), and Resource
Allocation index (RA for short). In our unified framework, we implemented eight
algorithms with these node similarity measurements.

2.3 Node Similarity

For measuring the similarities between pairs of nodes, LTE algorithm [7] adopted a
structure similarity between two adjacent nodes, while GMAC algorithm [13] adopted
d-neighbors based similarity measurement which takes into account non-adjacent
nodes within a distance away. Suppose the nodes’ average degree in G is k, the above
two methods’ computational complexities are O(k) and O(kd). The latter method uses a
relatively larger level nodes to represent a node, so its computational complexity is
much higher than the former when d � 2.

Besides the above two node similarity measurements, there are other similarity
measurements, such as CN, SAL, JAC, SOR, HPI, HDI, LHN and RA. [10, 26] surveyed
the performance of them on personalized recommendation and link precision. For
evaluating the effectiveness of these similarity measurements on community detection,
we embed them into our local community detection framework and test them on
synthetic and real-world networks.

2.4 Local Community Quality

Inspired by [7, 12, 13], we adopt a similarity-based metric Compactness-Isolation (CI
for short) to quantify the local community quality based on node similarity.

Definition 2 (Compactness-Isolation Metric). For a network G = (V, E) and any two
nodes x, y 2 V, the similarity between x and y is denoted by sxy. For a local community
D with shell node set N, the Compactness-Isolation Metric of D, denoted by CI(D), is
defined as

CIðDÞ ¼

P
x;y 2 D;ðx;yÞ 2 E

sxy

1þ P
u 2 D;v 2N;ðu;vÞ 2E

suv
ð1Þ
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where the numerator is the internal similarity of D, and the denominator is one plus the
external similarity of D. Such a denominator is to avoid dividing by zero [13]. Different
node similarity measurements can lead to different local community quality metrics.

A good local community should have high internal similarity and low external
similarity, which will lead to a high CI value.

3 Lightweight Local Community Detection Framework

In this section, we first give a local community detection framework based on node
similarity, and then give an explanation of why the algorithm implemented in our
framework is lightweight.

3.1 Local Community Detection Framework Based on Node Similarity

We give a local community detection framework in Fig. 2, and a lot of local com-
munity detection algorithms can be implemented by utilizing different node similarity
measurements in this framework.

According to Fig. 2, the process of our local community detection is further
described. Firstly, initialize D = {s} and N = C(s). At each step, the node in N which
has maximum similarity with nodes in D is selected as candidate node. If agglomer-
ating the candidate node into D will cause an increase in CI, then add it to D, otherwise,
remove it from N. Repeat this step until N is empty. Finally, D is the local community
discovered from node s. The pseudo code of above process is shown as follows.

Initializing
D and N

Updating
D and N

Local Community 
Detection Algorithm 

Node Similarity Measurement 1

Node Similarity Measurement n

...

D 

Fig. 2. Local community detection framework embedded multi algorithms with different
similarity measurement between nodes
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Algorithm: Lightweight Local Community Detection Framework 

Input: a start node s, a network G =(V, E);  
Output: local community D; 
Describe: 
   1)  initialize D={s}, N=Γ(s); 
   2)  while N ≠φ do 
   3)     create a new dictionary variable dic_sim to store the similarities  
          of nodes belonging to N with D; 
   4)     for each i∈ N do 

//compute similarities between node i and its neighbors in D
5) dic_sim[i] = 0;
6)        for each j ∈Γ(i) ∩D do 

                 // different algorithms can be implemented by  
                 // embedding different node similarity measurements 
   7)          dic_sim[i]+=sij; //sij is the similarity between nodes i and j
   8)        end for
   9)     end for
  10)     find a whose dic_sim[a] is maximum; 
  11)     if CI(D∪a)>CI(D) then 
  12)        add a to D and update N; 
  13)     else
  14)        remove a from N; 
  15)     end if
  16)  end while
  17)  return D; 

A lot of local community detection algorithms can be implemented by calculating
sij via different node similarity measurements. They are described in line (6)*(8) of the
algorithm and shown in “Node Similarity Measurement 1*n” of Fig. 2. For evaluating
the performance of these algorithms, we compare eight node similarity measurements
on both synthetic and real-world network datasets in next section.

3.2 Lightweight Local Community Detection Algorithm

Compared with traditional similarity-based algorithms, the local community detection
algorithms implemented in our framework are lightweight.

Traditional similarity-based local community detection algorithms, such as LTE [7]
and GMAC [13], choose node i in N as candidate node by calculating the sum of
similarities between i and all the nodes in D. In fact, the similarities between i and those
nodes in D that are not adjacent to i have no effect on CI except for more calculations.
This restricts these algorithms from huge networks. For solving this problem, our
algorithms only calculate the similarities between i and the nodes in D that are adjacent
to i as its similarity with D. This means that only for (i, j) 2 E, the similarity between
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i and j will be calculated by one of the existing similarity measurements. This operation
reduces computational complexity on the premise of optimizing CI.

For example, in Fig. 3, for node 7, when computing similarity between 7 with local
community D, our algorithm only considers node 2, but ignores node 1, 3, 4, 5, 6. This
is main difference between our lightweight algorithm with LTE and GMAC.

3.3 Computational Complexity Analysis

In our algorithm, we store network as a hash table of nodes in this network. Each node
is denoted by a unique integer and associated with a vector of its adjacent nodes. The
values in vectors are sorted for faster access.

Let t denote the size of D[N, Ein denote the number of edges with two nodes in D,
Eout denote the number of edges with one node in D and the other in N, and k denote
the mean node degree of nodes in D[N. The computational cost of our algorithm
mainly consists of two parts: calculating the similarities of (Ein + Eout) pairs of con-
nected nodes and choosing a node in N as candidate node.

Before calculating the similarities of (Ein + Eout) pairs of connected nodes, we need
to compute t nodes’ neighbor nodes firstly, and then compute (Ein + Eout) pairs of
connected nodes. Their time complexity is O(k � t) and O(k � (Ein + Eout)) respectively.
Adding these together, the time complexity is O(k � (Ein + Eout + t)). Another most
computational expensive steps is in lines (4)*(10), which is the time to find
a 2 N having the maximal similarity with the current local community D. Except the
above computations, in each while-loop, the time complexity is O(|N|). So, the running
time of our algorithm depends on the size of the union of local community and its shell
node set rather than that of the entire graph.

4 Experiments

By embedding CN, SAL, JAC, SOR, HPI, HDI, LHN and RA index [10, 26], we
implement eight local community detection algorithms, denoted by LLCDF-CN,
LLCDF-SAL, LLCDF-JAC, LLCDF-SOR, LLCDF-HPI, LLCDF-HDI, LLCDF-LHN
and LLCDF-RA. In this section, we evaluate the performance of these algorithms on
synthetic as well as real-world networks.

1
23

4
5 6

7

D

N

Fig. 3. An example of computing similarity between nodes
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4.1 Related Methods and Evaluation Criteria

We compare our algorithms with three representative local community detection
algorithms: (1) Clauset’s algorithm [2] is the first algorithm to find local community by
maximizing metric R. Note that the same as [13, 23], we improve its stopping criteria
by detecting changes in R. (2) Luo et al.’s algorithm [12] (LWP for short) is a
well-known algorithm to find the sub-graph with maximum metric M. (3) GMAC
algorithm [13] is a popular similarity-based local community detection algorithm which
uses d-neighbors to represent node. We fix d = 3 as suggested by authors.

We use three evaluation measures to compare algorithmic performance: precision,
recall and F-score, which are widely adopted by many community detection methods
[7, 11, 13, 23, 24]. The precision and recall are calculated as follows.

precision ¼ CF \CRj j
CFj j ð2Þ

recall ¼ CF \CRj j
CRj j ð3Þ

where CR is the set of nodes in real local community which contains the given node and
CF is the set of nodes discovered by local community detection algorithm which starts
from the given node.

F-score is the harmonic mean of precision and recall. Its formula is as follows.

F � score ¼ 2� precision� recall
precisionþ recall

ð4Þ

4.2 Evaluation on Synthetic Networks

For comparing the performance of various local community detection algorithms, we
first generate 10 LFR benchmark networks [9] with ground-truth community structure.
There are 500 nodes in each network.

LFR benchmark networks, introduced by Lancichinetti et al. [9], are widely used to
test algorithms identifying community structure in networks [7, 13]. The important
properties of this network generating model are defined as follows: the number of
nodes is denoted by n, the average degree of nodes is denoted by k, the maximum
degree is denoted by kmax, mixing parameter is denoted by l, minus exponent for the
degree sequence is denoted by t1, minus exponent for the community size distribution
is denoted by t2, number of overlapping nodes is denoted by on, number of mem-
berships of the overlapping nodes is denoted by om, minimum for the community sizes
is denoted by minc, maximum for the community sizes is denoted by maxc. These
parameters are set as follows: n = 500, k = 10, kmax = 50, others except l use default
values. Mixing parameter u is the fraction of edges of each node outside its community,
which is used to control the difficulty of community detection [19]. So we generate 10
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networks with different mixing parameter l ranging from 0.05 to 0.5 with a span of
0.05. These networks are generated with ground-truth communities.

For each network in our experiments, we use every node in this network as a start
node once, and repeat the local community detection experiments for 500 times which
start from different node every time, then report algorithmic average precision, recall
and F-Score on this network. Figure 4 shows the comparison results of precision,
recall, F-score for eleven algorithms on these networks, respectively.

We discuss the experimental results in detail. Firstly, with the increase of l, all the
eleven algorithms suffer varying degree of performance degradation. This is because
the higher the mixing parameter l of a network, the weaker community structure it has.
Secondly, with the increase of l, the performance of LWP, Clauset and GMAC drops
rapidly, meanwhile our algorithms drop slowly. This is because both LWP and Clauset
simply depend on the number of edges incident to the node, and neglect the fact that the
similarity between nodes of external edge is smaller than that of internal edge. GMAC
algorithm returns too many nodes that are not relevant and the low precision leads to
bad performance.

The precision, recall, and F-score of the LWP algorithm is zero or nearly zero
when l � 0.35. This is because all the local communities discovered by LWP
algorithm satisfy M > 1, which means the number of internal edges should be more
than the number of external edges. However, almost no local community can satisfy
M > 1 when l � 0.35, so LWP algorithm performs badly in this case. This conclusion
is in accordance with the results reported in Ref. [7].

In general, the algorithms implemented in our framework outperform the other
three algorithms. Among these eight similarity measurements, LLCDF-CN has the best
overall performance, and LLCDF-RA performs the second best.

4.3 Evaluation on Real-World Networks

In this subsection, we use additional three real-world networks to evaluate the per-
formance of our algorithms. (1) The first network is Zachary Karate Club Network
(Karate for short) [25], in which n = 34 and m = 78. (2) The second is NCAA football
network (Football for short) [6], in which n = 115 and m = 613. (3) The third is Books
about US politics (Polbooks for short) [16], in which n = 105 and m = 441.

In our experiments, we use every node in these network as a start node once, and
repeat the local community detection experiments for n times which start from different
node every time (n is the number of nodes in this network), and report algorithmic
average precision, recall and F-Score on this network. The comparison results on these
real-world networks are reported in Fig. 5. The algorithms implemented in our
framework usually outperform the other three algorithms. Among these similarity
measures, LLCDF-CN has the best overall performance, and LLCDF-RA performs the
second best.
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Fig. 4. Comparison results on LFR benchmark networks
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5 Conclusion and Future Work

For fusing different node similarity measurement algorithms, we design a unified local
community detection framework based on node similarity. Our framework opens a rich
space for researches, new local community detection algorithms can be implemented
by utilizing different node similarity measures in this framework. We present an
evaluation of eight widely used similarity measurements on both synthetic and
real-world networks. Compared with other related algorithms, the local community
detection algorithms implemented in our framework don’t need any manual parame-
ters, and achieve good performance on both synthetic and real-world networks, espe-
cially CN and RA have outstanding performance.

In the future, we will consider the community detection in heterogeneous social
media networks, and study on the node similarity measurement between heterogeneous
nodes and between multimodal nodes.
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Abstract. A disease propagating in a community or a rumor spread-
ing in a social network can be described by a contact network whose
nodes are persons or centers of contagion and links heterogeneous rela-
tions among them. Suppose that a disease or a rumor originating from
a single source among a set of suspects spreads in a network, how to
locate this disease/rumor source based on a limited set of observations?
We study the problem of estimating the origin of a disease/rumor out-
break: given a contact network and a snapshot of epidemic spread at a
certain time, root out the infection source. Assuming that the epidemic
spread follows the usual susceptible-infected (SI) model, we introduce an
inference algorithm based on sparsely placed observers. We present an
algorithm which utilizes the correlated information between the network
structure (shortest paths) and the diffusion dynamics (time sequence
of infection). The numerical results of artificial and empirical networks
show that it leads to significant improvement of performance compared
to existing approaches. Our analysis sheds insight into the behavior of the
disease/rumor spreading process not only in the local particular regime
but also for the whole general network.

Keywords: Locating source · Observer nodes · Correlation · Complex
network

1 Introduction

Spreading of epidemics and information cascades through social networks is ubiq-
uitous in the modern world [1]. Examples include the propagation of infectious
diseases, information diffusion in the Internet. In general, any of these situations
can be modeled as an epidemic-like rumor spreading in a network [2–8]. As a
result, a piece of information or rumor posted by one individual in a network can
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be propagated to a large number of people in a relatively short time. In some
locales like China [9], publication of such rumors and opinions are illegal, and
law enforcement agencies need to act to identify the rumor and opinion sources.
This may be difficult if the source is anonymous and significant time and effort
is expended to trace the IP addresses and identities of the individual profiles
carrying or linking to the opinion piece. In another example, it is important
to identify the index case of a disease spreading in a community in order to
determine the epidemiology of the disease.

Understanding and controlling the spread of epidemics on networks of con-
tacts is an important task of today’s science. It has far-reaching applications
in mitigating the results of epidemics caused by infectious diseases, computer
viruses, rumor spreading in social media, and others. Identifying the source of
a rumor or a virus by leveraging the network topology suspect characteristics
and the observation of infected nodes is an extremely desirable but challenging
task. This is the case, for example, when an infectious disease spreads through
human populations across a large region, as observed with the worldwide H1N1
virus pandemic in 2009. Here, the system is more conveniently modelled as a
network of interconnected people, and source localization reduces to identifying
which person in the network was first infected. Rooting out the disease or rumor
source has practical applications and also allows us to better understand the
amplification role of the network in information cascades.

The stochastic nature of infection propagation makes the estimation of the
epidemic origin intrinsically hard: indeed, different initial conditions can lead
to the same configuration at the observation time. Finding an estimator that
locates the most probable origin, given the observed configuration, is, in gen-
eral, computationally intractable, except in very special cases such as the case
where the contact network is a line or a regular tree [9–11]. The methods that
have been studied in the existing works are mostly based on various kinds of
graph-centrality measures. Examples include the distance centrality or the Jor-
dan center of a graph [9–12]. The problem was generalized to estimating a set
of epidemic origins using spectral methods in [13,14]. Another line of approach
uses more detailed information about the epidemic than just a snapshot at a
given time [15–17].

In this paper, we assume that the epidemic spread follows the widely used
susceptible-infected (SI) model [18]. Here, we introduce an algorithm for the
estimation of the origin of an SI epidemic from the knowledge of the network
and the snapshot of some nodes–we call them observation nodes–at a certain
time. Our algorithm estimates the probability that the observed information
resulted from a given patient zero in a way which is crucially different from
existing approaches. For every possible origin of the epidemic, we use a fast
dynamic method to estimate the probability that a given node in the network
was in the observed state (I–state). We then use a shortest paths and Pearson
relation coefficient to compute the probability of each node to be the origin of
the epidemic or rumor.
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Our goal is to locate the source of diffusion under the practical constraint that
only a small fraction of nodes can be observed. This is the case, for example,
when locating a spammer who is sending undesired emails over the internet,
where it is clearly impossible to monitor all the nodes. Thus, the main difficulty
is to develop tractable estimators that can be efficiently implemented (i.e., with
subexponential complexity), and that perform well on multiple topologies. We
test our algorithm on synthetic spreading data and show that it performs better
than existing approaches. The algorithm is very robust; for instance, it remains
efficient even in the case where the states of only a fraction of nodes in the
network are observed. From our tests, we also identify a range of parameters for
which the estimation of the origin of epidemic or rumor spreading is relatively
easy, and a region where this problem is hard.

The rest of this paper is organized as follows. We first give our model
in Sect. 2. In Sect. 3, we give the detail of the algorithm. The results were given
in Sect. 4. At last, we summarized the paper and prospected the future work in
Sect. 5.

2 Model

We introduce our model for identifying the source nodes. The underlying network
on which diffusion takes place is a finite, undirected graph G = {V,E}, where
|V | and |E| are the number of nodes and edges in the network, respectively. The
topology of the network G is assumed to be known, at least approximately, as is
often verified in practice–e.g., rumors spreading in a social network, or electrical
perturbations propagating on the electrical grid. The information source, s∗ ∈ G,
is the vertex that originates the information and initiates the diffusion. We model
s∗ as a random variable (RV) whose prior distribution is uniform over the set
V ; i.e., any node in the network is equally likely to be the source a priori.

The diffusion process is under SI model. In the SI model, all the nodes
are divided into two categories: the susceptible population (S) and the infected
ones (I). The infected nodes are the epidemic sources, they have a certain proba-
bility of infection to infect the susceptible nodes. Once the susceptible nodes are
infected, they have become new sources of infection. In the SI model, the disease
can not be cured, or for being lack of the effective control to the sudden outbreak
of the epidemic. The diffusion process is modeled as follows. At time t, each ver-
tex u ∈ G has one of two possible states: (i) infected, if it has already been
infected by one of his neighbors or received the information from any neighbor;
or (ii) susceptible, if it has not been infected or informed so far. This diffu-
sion model is general enough to accommodate various scenarios encountered in
practice.

How is the source location recovered from the measurements taken at the
observers? Our method based on two hypotheses:

– The distance between the neighbor node who transmit the epidemic or infor-
mation to observation node and the source node should be closer to the
distance between the observation node and the source node.
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– The order of the observation nodes getting infected or informed should be
consistent with the order of the distance between the observation nodes to
the source nodes.

In this paper, we use the Pearson correlation coefficient to quantitatively
describe the correlation we proposed between nodes infected order and network
structure. In order to utilize this correlation to locate the source of diffusion, we
measure O

.= {ok}Kk=1 ⊂ G denote the set of K observers, whose location on G
is chosen or known. Each observer measures from which neighbor and at what
time it received the information. Specifically, On nodes in the network record the
time of infection moments about these nodes as vector T = (t1, t2, · · · , tOn

), and
we can calculate shortest path length from any node s′ to On nodes respectively,
denoted by vector Ds′ = (d1s′ , d2s′ , · · · , dOns′). What needs to be noted is the
component in this the vector corresponds to the component in the time vector T .
Then the correlation between vector T which represents the infected time of On

nodes and the vector Ds′ which represents the respective distance between s′

and On nodes can be calculated using the following equation:

rs′ =
∑On

i=1(dis′ − d̄)(ti − t̄)
√

∑On

i=1 (dis′ − d̄)2
∑On

i=1 (ti − t̄)2
, (1)

where d̄ is the average of s′ to all On nodes, and t̄ is also the average of infected
time of all On nodes, and dis′ is the length of shortest path from i to s′. Accord-
ing to the structure-temporal correlation we believe that if s′ is the source of
diffusion, the value of rs′ should be higher. Conversely, if the value of rs′ is
higher, the possibility that s′ is the source of diffusion is greater.

Base on the above discussion, the main process of our algorithm is as follows:

– In a connected network, we randomly assign a node as virus source and the
top On nodes who have the highest degree centrality score are chosen as
observers. Then the disease starts to diffuse under SI model in the network.
In the process of diffusion, each observer measure the absolute time at which
the observer receives the information from which of its neighbor.

– In general, if node j is infected by node i, node i is closer to the source s than
node j. This situation is more intuitive when the rates of infection is greater,
or the network is relatively sparse who has few loops. This knowledge can be
formalized as the following inequality Tsj : dsj > dsi. So after each node are
recorded for the first time and direction to get infected or informed, select
those nodes among un-observer ones whose shortest paths to the neighbor
node–transmit the epidemic or information to observation nodes are less than
to the observation nodes, marked as set C. Here, each node c in C needs to
have no less than half of observer nodes (we call one of them node o) to satisfy
the inequality Tco : dco > dco′ , where o′ is the direct source node of infection
of node o, i.e. each node c and at least 1/2On observers satisfy the distance
from c to this kind of observer node o larger than the distance form c to node
o’s direct source of infection.
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– Calculate the order of the shortest distance between C and each observation
node. Here, we defined set Tc = {Tc1, Tc2, · · · , TcOn

}, and N(Tc) is the number
of conditions established in the Tc. So the condition that any node c′ becomes
an element in C need to be satisfied can be mathematically represented as
N(Tc′) ≥ 1/2On. Through the experimental analysis, we find it is difficult to
form the set C if the coefficient is set to 1, and the coefficient 1/2 can make
our algorithm have better localization accuracy. After building the set C, we

Fig. 1. Illustration of source location problem. First, the undirected connected network
has been generated, as shown in (a). The source node of diffusion and observer nodes are
selected in (b), and marked in red and blue, respectively. Then the diffusion process
is completed under the SI model. During this process each observer measure from
which neighbor and at what time it is infected the disease. The former measurement is
represented by the red arrow, and we learn from it that observer node 1 is infected by
2, observer node 5 is infected by 6. The later measurement can form the vector T which
represents the infected time of all observers. Next we build the candidate source nodes
set C from un-observer nodes, which marked by black triangle in (c). For example, the
node 7 is not an observer node and T7 = {T71, T75}, where T71 : d71 > d72 is established
but T75 : d75 > d76 is not. So we obtain N(T7) = 1, which is greater than or equals
to 1/2On, in this case, node 7 becomes a member of set C. (d) shows the process of
determining whether the remaining un-observer node are the members of C. We get
C = {2, 7, 3, 6} by using the same method as node 7 does, in particular, node 4 can not
become a member of C. And then, for each node c in set C we get the distance vector
Dc = {dc1, dc5} from c to all observers. Finally, according to formula 1 to calculate rc,
where c ∈ C. The node with the largest rc value is the predicted source based on our
algorithm given. (Color figure online)
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calculate and the time series correlation between the shortest distance order
and the real time series of observation nodes getting infected or informed
based on Eq. 1 for each node in C. The correlation value is higher, the node
is more likely the source.

Figure 1 shows an example of the algorithm process.

3 Detail of Algorithm

3.1 The Set of Observation Nodes

In this section, we exam our algorithm where the observer nodes are chosen with
different measures. The first measure is the degree centrality, that who have the
largest degree are chosen as the observers. The second measure we adopt is the
closeness centrality, which is defined in the following way. For a node i, suppose
the shortest distance form i to j is dij , then the average distance of all nodes in
the network to node i could be expressed as

di =
1
N

N∑

j=1

dij

then the closeness centrality of node i is the reciprocal value of di, i.e. 1/di.
Thus, higher closeness centrality score means a smaller distance from a node to
the rest of the network in average. We then choose top On nodes in the both
centrality score lists as the observers.

To manifest the impact of different set of observer nodes, we choose four
different set of nodes as observers, which are (i) the top On nodes have the
highest degree centrality score, (ii) the top On nodes have the lowest degree
centrality score,(iii) the top On nodes have the highest closeness centrality score,
(iv) the top On nodes have the lowest closeness centrality score.

The experimental results show that our algorithm achieve the best perfor-
mance when the nodes with highest degree centrality are chosen as observers,
that is, in this case, our algorithm can locate the source of diffusion with higher
accuracy. Figure 2 shows the effect of the results when the observers is selected
in a different way. In order to quantify the results of algorithm, we define two
indices “hitting rate” and “getting rate” to describe the accuracy of source locat-
ing. The index hitting rate is the ratio of the times that the highest score in the
sequence of the predict results given by our algorithm is exactly the true source
of diffusion to the total number of times we carry out our algorithm. The index
getting rate is the ratio of the times that source of diffusion appears in the top
10% of the sequence of the predict results given by our algorithm.

3.2 Ratio of Observer Nodes

Figure 2 further shows the effect of the number of the observers. One may expect
that assigning more observers (or monitor) into the networks may reward with
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Fig. 2. The influence of different observers set on algorithm accuracy. r in the figure
represents the ratio of the observer’s proportion, and the value is the ratio of the
observers’ number to the size of the network. Where (a), (b) and (c), (d) are the
predict results of algorithm when infection rate is 0.5 and 1.0, respectively. The size of
network is 100. Each cure in the figure is obtained by average of 5000 networks, and
for each network, the source of diffusion has been assigned randomly, then running our
algorithm to predict the location of source diffusion.

a higher accuracy in source location. However, our results in Fig. 2 show that
the performance of the algorithm does not increase with the increasing of the
observers, there exists an optimal range of the fraction of observers where the
location of the source could be correctly identified with an accuracy up to 95%.
Specifically, as shown in Fig. 2(a) and (b) when infection rate β = 0.5 the algo-
rithm reaches its optimal performance when r ≈ 0.3 for hitting rate h and
r ≈ 0.2 for getting rate g, here r is the ratio of the observer nodes chosen from
the whole network. While when β = 1, the optimal range of r is only around 0.1.
These results suggests that (i) our algorithm perform better for the case of high
infection rate, and (ii) more importantly, only a small fraction of observers, such
as the case in Fig. 2(c) and (d), may guarantee a high accuracy in the source
identification.
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3.3 Method to Calculate Correlation

We also consider measuring the correlation between temporal information and
network structure by Cosine similarity. Figure 3 shows the location results of the
algorithm adopt different correlation indices for the case of β = 0.1, 0.2, · · · , 1.0.
One may observe that with the increasing of β, the performance of the algorithm
also improves which is accordant with the previous result shown in Fig. 2 and
we can obtain that our algorithm achieved almost identical result regardless of
which index has been used to measure the temporal-structure correlation.

Fig. 3. The impact of Pearson correlation coefficient and Cosine similarity are used to
calculate the correlation between Di and T of our algorithm. r in the graph is still the
ratio of the observers. From a to j in the figure above, corresponding to the infectious
rate from 0.1 to 1.0 with interval 0.1, respectively. The circle marked with red in each
picture is the result of using the Cosine similarity, and the triangle marked with black
is the result of using the Pearson correlation coefficient, each result is represented by
the index of hitting rate h and getting rate g, respectively. In the figure h/g represents
the success rate of hitting rate and getting rate. From the diagram, we find the two
methods have almost identical results. (Color figure online)

4 Results

4.1 Artificial Networks

Our previous results are obtained from artificial networks such as ER model and
BA model. Now, we systematically presented them in Fig. 4 for easy comparison.
One may clearly observe that our algorithm performs better for higher infection
rate and has similar efficacy for both ER model and BA model.
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Fig. 4. Results of the algorithm in artificial networks. Each image has ten curves with
different colors, each of whom describes the trend of the accuracy for locating the
diffusion source under our algorithm with the increase of the ratio of observers in
different infection rate. Here, we consider ten different situations where the infection
rate is from 0.1 to 1.0. The situations are represented by ten colors in the figure.
Among them, (a) and (b) are results of undirected ER network. (c) and (d) are results
of undirected SF networks. (Color figure online)

4.2 Empirical Networks

We further apply the algorithm to four different empirical networks. (i) FWFW:
The food web in Florida Bay during wet season. (ii) C.elegans: The neural net-
work of C.elegans. (iii) USAir: The network of the US air transportation system.
(iv) Metabolic: The metabolic network of the nematode worm C.elegans. The
basic topological features of such network are summarized in Table 1.

In Fig. 5, we observe that our algorithm could predict the location of the
source in high accuracy with a small fraction of observers, especially when the
infection rate β is large.
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Fig. 5. The influence of observer ratio r on accuracy of the algorithm under differ-
ent infection rates β in the empirical networks. Four different networks from various
research fields are tested. Assume that the network size is N . Under a specific infection
rate, for a particular observer ratio, we set each node in the network in turn to be the
source of diffusion, and each node spread the disease m times. So we need to run N ∗m
times to identify the location of the source at the specific infection rate and observer
ratio. Suppose there are n0 times the algorithm observer ratio can be calculated by
n0/(N ∗ m). And there are n1 times the algorithm rooting out the source of the diffu-
sion, then the value of getting rate g at the specific infection rate and observer ratio
can be calculate by n1/(N ∗ n).
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Table 1. The basic topological feature of four empirical networks. |V| and |E| are
the number of nodes and links. 〈k〉 is the average degree, 〈d〉 is the average shortest
distance.

| V | |E| 〈k〉 〈d〉
FWFW 128 2075 32.422 3

C.elegans 297 2148 14.47 5

USAir 332 2126 12.81 6

Metabolic 453 2025 8.940 7

5 Conclusions and Discussion

Specially, we test some cases in the scale-free networks. We choose the observa-
tion nodes not only the nodes who has the large degree, we also choose some
nodes who has the small degree. We set n as the proportion of the observa-
tion nodes who are chosen based on the degree index from top. A interesting
phenomenon is that, we find that n has a peak, which means there is an opti-
mum proportion between the nodes who have high degree and low degree. This
phenomenon can be explained as follows: the node who has high degree always
connects the node who also has high degree. So once we choose observation
nodes based on the degree from the top, we usually get the observation nodes
who are close to each other, although they have high capability to identifying
the source node. However, once we mix some proportion of observation nodes
who have lower degree, the efficiency of the identification will increase. That’s
because the observation nodes who have the high degree and low degree are dis-
tributed widely in the networks, which can cover more information to identify
the source node.

In this paper, we have developed an algorithm to identify the source of dif-
fusion processes running on networks. The key feature of our algorithm is to
utilize the structure-temporal correlation of the diffusion dynamics. Specifically,
for each node, we calculate the shortest path length to the observer nodes and
record the event arriving time of the observer nodes. Then, we calculate the Pear-
son correlation coefficient between the shortest path length and the arriving time
for each node, and the one who has the highest coefficient score is predicted to
be the source of the diffusion process. We exam our algorithm of SI model, and
found that when the infection rate is high. Our algorithm may obtain a high
accuracy in locating the source of diffusion, while when the infection rate is low,
the results may suffer from a larger fluctuation. We further study the perfor-
mance of the algorithm based on different observer sets collected under different
topology measures. Considering the computational complexity and accuracy of
the results, the results suggest adopting those with the highest degree centrality
as observers. Since our results may have larger fluctuation for lower infection
rate, improving the proposed algorithm with a more stable performance under
such case, and the comparison between our algorithm and existing similar algo-
rithms could be a further study.
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Abstract. This paper explores how international relations are represented on
social media in the context of an international economic event, specifically the
“Belt and Road Initiative” proposed by the government of mainland China. The
present study focuses on the country co-occurrence network represented in the
Twittersphere, such that a link is established between two countries if they
appear in the same tweet. The study also investigates how the formation of such
a network can be explained by geographical, political, and economic factors. An
application programming interface (API) harvested all relevant public tweets
(n = 26,515) in a one-month time span (2 June–28 June 2017). The names of the
countries or regions were extracted to establish the network, with 52 nodes
(countries or regions) and 86 edges. Social network analysis revealed that
mainland China, Hong Kong, Pakistan, Greece, Kenya, and Iran were in the
network’s important positions, as indicated by their high betweenness centrality.
Exponential random graph modeling (ERGM) results suggested that West Asian
countries engaging heavily in international polities, countries with lower levels
of press freedom, and those receiving less direct investment from mainland
China, were more likely to be tweeted together.

Keywords: Social network analysis � Twittersphere � International relations �
Text mining � Country co-occurrence network � Exponential random graph
models

1 Background and Objectives

1.1 Media and International Relations

Contents appearing in media represent and reconstruct the relationships among
nation-states. Such international relations are observable when crucial international
events are disseminated among the global public and generate discussions via global
communication channels, both conventional media [1–3] and online media [4, 5].
While most studies have focused on the construction of international politics in the
mass media, there is an emerging trend to focus on social media, where not only
political institutions such as media agencies or governmental branches but also ordi-
nary online citizens known as netizens can contribute to the discussion. The rapid
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development of social media has enabled people to disseminate, communicate, discuss,
and reconstruct developments in international politics in the sphere formed via social
media [6], and may have an impact on diplomacy in an unprecedented way [7].
A sizable literature has documented that the media’s representation of international
relations are influenced by real-world factors, such as political factors like national
interests and ideologies [8–10] and economic factors like bilateral trade and economic
development [3, 4]. Research on factors contributing to the representation of politics,
especially international relations on social media, is scarce [3, 11].

1.2 Country Co-occurrence Network on the Twittersphere

The present study explores international relations as represented on social media by
focusing on the country co-occurrence network represented on Twitter, the largest
public social media platform. The theoretical and empirical foundations of the present
study are threefold. First, a co-occurrence network is defined as a network in which
nodes represent entities such as persons, companies, countries, etc., and links represent
observations of these entities’ existing together [12, 13]. In the present study, a link is
established between two countries if they appear in the same Twitter post. The link is
unidirectional because it denotes the co-presence of the two countries. As reported by
Barnett et al. [11, p. 38], the country co-occurrence network appearing on social media
demonstrates how international relations are perceived semantically in the “global
social media sphere” [14, p. 77]. When such a network is constructed, it can be
investigated with social network analysis, an approach that examines the formation and
characteristics of the network and thereby offers a new perspective for examining
international relations [11]. Second, the present paper focuses on Twitter as the
research context. Twitter is an online venue for people to discuss, share, contextualize,
and make sense of news [15]; it is known as the Twittersphere [16, 17]. The Twit-
tersphere is an ideal conduit for exploring the extent to which reality is constructed and
disseminated by the “transnational electronic public sphere” [11, p. 38]. Third, by
applying social network analysis, this study explores the structural features of this
network and determines which countries occupy crucial positions within it. The study
explicates the possible mechanism of the formation of this country co-occurrence
network. Informed by the theoretical framework of network science, the study exam-
ines the role of real-world political, geographical, and economic factors.

The empirical case for the present study was derived from the Twitter represen-
tations of the “Belt and Road Initiative” proposed by mainland China, along with its
economic and political considerations. The initiative has been widely covered by global
media. Anecdotal as it may be, the case offers an optimal opportunity for observing the
dynamics between the Twittersphere and real-world factors in an international context,
especially given that multiple countries are involved in the initiative. The objectives of
the present study are:

• to establish the country co-occurrence network from the tweets harvested from
Twitter;

• to describe the structural features of the country co-occurrence network;
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• to explicate the factors contributing to the formation of such country co-occurrence
network, and

• to provide a better understanding on the construction of reality on social media.

2 Theoretical Frameworks

Prior studies have offered three theoretical frameworks to describe the formation of
inter-connections among social entities. The present study applies these frameworks to
explicate the formation of interrelations among countries. First, the homophily
hypothesis argues that individuals or social entities are more likely to associate and
interact with similar others [18]. This hypothesis has been applied in numerous studies
on the formation of interpersonal relationships in both offline [19] and online envi-
ronments [20]. To explain the formation of relationships among countries, prior studies
have found that the development of international relationships was based on the
homophily process [21], such as shared political interests [22] and political and values
similarities [23]. Geographical factors also contribute to the formation of international
relations in the field of media and communication. For example, international Facebook
friendships tend to exist between people in countries sharing geographical borders,
language, culture, and migration [24]; in addition, the greater the geographical prox-
imity, the greater the likelihood for media in one country to cover news originating
from another country [9]. Therefore, homophily between two countries in terms of
institutions and geographical proximity facilitates interaction between two countries in
both real-world settings and in socially constructed venues like news media and social
media. It is reasonable to propose that countries sharing similar political ideologies and
geographical locations are more likely to be discussed together and thus more likely to
co-occur in the representation of social media. Hence, it is hypothesized that:

H1: Based on the homophily hypothesis, countries with similar political contexts or
who share geographical proximity are more likely to co-occur in one tweet.

Second, beyond political and geographical factors, the world polity theory [25] argues
that if a nation-state constructs itself as an institution within international society, rather
than an entity fulfilling only domestic needs, then this state is a product of global
culture. Operationally, countries situating themselves into this global society will have
more connections with international organizations. Countries within this world polity,
despite possible differences in political context, economic development, culture, or
religion, are more likely to interact and share similar public concern [26]. It is therefore
proposed that countries actively engaging in the global polity are more likely to
co-occur in tweets than those which are not. Hence, it is proposed that:

H2: Based on the world polity theory, the more international polity in which any two
countries are involved, the more likely those two countries will co-occur in one tweet.

Thirdly, while the homophily hypothesis and the world polity theory both articulate a
bilateral relationship between two countries, the relations between any country pair
should also take into consideration the relations between each of the two countries and
other countries. As Hoff and Ward [25, p. 160] explicated, this kind of investigation
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involves “third-order dependencies such as transitivity, clustering, and balance.” The
transitivity hypothesis derived from network science offers another mechanism for two
entities to link with each other, such that if node X is linked to node Y and node Y is
linked to node Z, then it is reasonable to infer that node X is also linked to node Z [25–
27]. This implies the common wisdom that the friend of friend is a friend. Moving
beyond interpersonal relationships, studies on international relations have suggested
that the bilateral relationships between two countries depend largely on the nature of
how those two countries are related to a third country, such that countries with common
allies or enemies are more likely to be allies or enemies, respectively [25, 26].
Examining transitivity can reveal the balance of relationships among several countries
[28]. In the present study, in which mainland China is the driver of the Belt and Road
initiative, it is proposed that:

H3: Based on the transitivity hypothesis, countries having close relations with main-
land China will be more likely to co-occur in one tweet.

3 Method

3.1 Data Collection

The present project used the Twitter search Application Program Interface (API) to
harvest relevant public tweets on the “Belt and Road Initiative” theme with the
“twitteR” package in R. After consulting the expressions used by official media in
mainland China (such as China Daily) and news reports from leading international
media such as the New York Times and Hong Kong’s South China Morning Post, a set
of search enquiries and hashtags were adopted. The complete list of search enquiries is
as follows (as appearing in the twitteR search syntax): "\"one belt one road\"",
"\"one belt, one road\"", "\"one belt and one road\"", "\"belt and road\"",
"#onebeltoneroad", "#onebeltandoneroad", "#beltandroad", "#OBOR." Using the
backslash symbol (“\”) and quotation marks ensured that the search included exact
phrasings.

The queries harvested 26,515 pieces of tweets created from 2 June 2017 to 28 June
2017, approximately a one-month time span. Due to API’s limitation, each searching
action could retrieve Tweets dating back seven to ten days, so the data were collected in
two instalments (15 June and 28 June). All harvested tweets were cleaned by con-
verting lower case letters and removing numbers, punctuation, URLs, extra white
space, and non-English text, before analysis was performed.

3.2 Measurements

The Freedom Index proposed by the Freedom House was used to measure the political
environment [29]. To measure geographical location, the continent on which a country
was located was documented. To measure involvement within the global polity, the
number of international environmental non-governmental organizations (INGOs) reg-
istered in the country was documented. This measurement is a typical proxy variable
used in studies employing the world polity theory to indicate the extent to which a

Exploring the Country Co-occurrence Network 311



country is involved in that world polity [30, 31]. The number of INGOs were summed
from 2001 to 2005. Finally, to measure the relationship with mainland China, its
outbound foreign direct investment (FDI) was used as a proxy indicator. The data for
mainland China’s FDI in each country was obtained from the China Global Investment
Tracker published by the American Enterprise Institute and The Heritage Foundation
[32]. The volume of investment from mainland China consisted of summed values
from the latest report issued in January 2017, with records dating from January 2005 to
December 2016, in millions of US dollars.

4 Results

A country co-occurrence network was established such that two countries were related
to each other if those two countries appeared in the same portion of a tweet, as shown
in the example below:

“China Sambut Bergabungnya Mongolia Dalam Program Belt and Road https://t.co/
6kiVwWyPvJ.” (posted by @ jurnascom on 5/12/2017 7:32)

First, using the “stringr” package in R, all country names were extracted, then com-
bined into an edge list. In the above example, an undirected link between mainland
China and Mongolia was established. After manually combining entities referring to
the same country such as “Kyrgyzstan” and “Kyrgyz” and noun and adjective forms
like “China” and “Chinese” or “France” and “French” and removing self-loop and
redundant edges, the present study only focused on the largest connected component of
the network; and this connected component was regarded the focal network to be
further analyzed. It contained 52 nodes (countries/regions) and 86 edges. The network
density was 0.065. The network’s transitivity, also known as the global clustering
coefficient, was 0.104, indicating that the network was sparse and not closely
connected.

The network is presented in Fig. 1 using the “igraph” package in R and employing
the Fruchterman-Reingold layout. By simply eyeballing the network, most relation-
ships were bilateral between mainland China and another country, whereas there were
limited triad relationships involving countries other than mainland China, with
exceptions such as a closure formed among Kenya, Philippines, and Indonesia and one
formed among Hong Kong, Netherlands, and Canada.

Meanwhile, Table 1 reports the node-level (country/region) statistics. All the
node-level centrality statistics were standardized.

Countries or regions with the largest numbers of connections were mainland China,
India, the US, Pakistan, Iran, Sri Lanka, the Hong Kong SAR, and Russia. In terms of
betweenness centrality—the extent to which a node connects different clusters of the
network as bridges—the most important countries and regions were: mainland China
(betweenness centrality = 0.090), Hong Kong (betweenness centrality = 0.078), Pak-
istan (betweenness centrality = 0.063), Kenya (betweenness centrality = 0.039), and
Greece (betweenness centrality = 0.039).

To explain the tie-formation mechanism among countries and regions, an expo-
nential random graph model (ERGM) was estimated by the “statnet” package in R.
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The ERGM compares the network statistics from an empirically observed network to
the distribution of network statistics generated from randomly simulated networks. The
predictors of the present study were geographical location (each geographical area was
dummy coded), freedom of the press, the number of INGOs registered in the country,
and the amount of FDI from mainland China, using Monte Carlo MLE estimation
methods. The results are presented in Table 2.

The results indicated that the log-odds for any two countries to co-occur in one
tweet were −4.40, and the probability was 1.17% (=exp(−4.44)/(1 + exp(−4.44)). To
interpret the GEWSP (geometrically-weighted edgewise shared partners) coefficient
[33], if any pair of two countries had co-occurred countries in common, and each of
these countries was in at least one triadic relation with each of those countries, then the
log-odds of two countries to co-occur increased to −3.71 (= −4.44 + 0.73). Compared
with countries located in East Asia and the Pacific Rim, countries located outside these
regions were more likely to co-occur (coefficient = −1.16, s.e. = 0.35, p < .01).
Countries located in West Asia were more likely to co-occur (coefficient = 1.33,
s.e. = 0.50, p < .01). A country’s freedom of the press was negatively related to

Fig. 1. The country co-occurrence network in the Twittersphere discussing the “One Belt One
Road.” The network was plotted by the igraph package in R.
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Table 1. Node (country/region) level statistics, countries are ranked by the degree centrality
(i.e., the number of link directly linked to the country/region)

Country/region D C B T I Geo O F

China 44 0.879 0.897 0.035 . East Asia 33 84.2
India 10 0.531 0.017 0.311 7190 West Asia 39 36.4
The U.S. 9 0.52 0.015 0.306 1E+05 America 80 18.6
Pakistan 8 0.515 0.063 0.25 10720 West Asia 19 62.6
Iran 6 0.5 0.024 0.333 4720 West Asia 9 90.8
Sri Lanka 6 0.51 0.007 0.467 3630 West Asia 9 73
Hong Kong 5 0.505 0.078 0.2 . East Asia . 34
Russia 5 0.5 0.002 0.6 28090 Europe 46 80.8
Singapore 4 0.495 0.002 0.5 15580 East Asia 13 67.4
Taiwan 4 0.486 8E−04 0.667 740 East Asia . 25.2
Kenya 3 0.486 0.039 0.333 360 Sub-Saharan Africa 20 54.6
Turkey 3 0.486 0.017 0.667 4290 West Asia 18 55.6
Indonesia 3 0.495 0.016 0.333 13370 East Asia 18 50.4
Panama 3 0.481 4E−04 0.667 . America 5 46.4
Thailand 3 0.481 3E−04 0.667 2440 East Asia 19 61.2
Vietnam 3 0.481 3E−04 0.667 6240 East Asia 8 83.4
Japan 3 0.481 0 1 3490 East Asia 51 22.6
Germany 3 0.481 0 1 19470 Europe 77 17
U.K. 3 0.481 0 1 44730 Europe 80 20.6
Greece 2 0.481 0.039 0 6480 Europe 46 35.2
Philippines 2 0.354 8E−04 0 . East Asia 12 44.6
Iraq 2 0.338 0 1 9830 Arab Middle East and North

Africa
0 67.6

Persian 2 0.481 0 1 . Arab Middle East and North
Africa

. .

Saudi Arabia 2 0.481 0 1 4910 Arab Middle East and North
Africa

5 83.4

Australia 2 0.477 0 1 84610 Australia 47 21.4
Laos 2 0.477 0 1 4390 East Asia 0 84.2
Malaysia 2 0.477 0 1 17230 East Asia 17 63.8
Myanmar 2 0.486 0 1 5510 East Asia 0 83.2
Afghanistan 2 0.477 0 1 3270 West Asia 0 71.6
Nepal 2 0.477 0 1 1840 West Asia 10 57.2
Egypt 1 0.472 0 . 5200 Arab Middle East and North

Africa
29 62.4

Lebanon 1 0.472 0 . . Arab Middle East and North
Africa

0 53

Qatar 1 0.472 0 . 100 Arab Middle East and North
Africa

5 66.6

Cambodia 1 0.472 0 . 3540 East Asia 0 63.8

(continued)
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Table 1. (continued)

Country/region D C B T I Geo O F

Macau 1 0.472 0 . . East Asia . .
Finland 1 0.472 0 . 9890 Europe 67 10.4
Hungary 1 0.472 0 . 3610 Europe 48 32
Ireland 1 0.472 0 . 6800 Europe 57 15.8
Italy 1 0.472 0 . 19820 Europe 64 32.8
Macedonia 1 0.327 0 . . Europe 0 52.2
Netherlands 1 0.338 0 . 11180 Europe 69 12.2
Poland 1 0.472 0 . 440 Europe 58 25.4
Portugal 1 0.472 0 . 7190 Europe 47 17
Spain 1 0.472 0 . 5010 Europe 62 25.2
Swiss 1 0.472 0 . 14640 Europe 65 12.4
Canada 1 0.338 0 . 45980 North America 53 19.2
Venezuela 1 0.342 0 . 4370 South America 19 76.2
Nigeria 1 0.472 0 . 7550 Sub-Saharan Africa 16 51.6
Uganda 1 0.329 0 . 4670 Sub-Saharan Africa 6 55.6
Georgia 1 0.472 0 . 370 West Asia 10 52.4
Kazakhstan 1 0.472 0 . 18060 West Asia 15 81.6
Turkmenistan 1 0.472 0 . 400 West Asia 10 95.6

Notes for column names: D = Degree; C = closeness centrality; B = betweenness centrality;
T = Transitivity; I = the amount of Foreign Direct Investment from China; Geo = Geographical
location; O = the number of International NGOs registered within the county; F = the country/
region level of the freedom of the press. A “.” in the cell denotes the missing or not applicable
values.

Table 2. Summary of ERGM results

Model terms Estimate Std. error p-value

Edges −4.43908*** 0.566225 <1e−04
GWESP 0.734168*** 0.183776 <1e−04
East Asia and Pacific (=0) −1.15837*** 0.346603 0.000855
East Asia and Pacific (=1) 0.516684 0.352903 0.143407
West Asia (=0) −0.01212 0.278562 0.965295
West Asia (=1) 1.334991** 0.504182 0.008198
Europe (=0) 0.103064 0.298437 0.729889
Europe (=1) 0.507127 0.79375 0.523
Press freedom index (reversed) −0.01856** 0.006754 0.006079
Number of INGOs 0.032204*** 0.008703 0.000224
Investment form China (logged) −0.01539* 0.00628 0.014379
Model AIC = 546.3; BIC = 6031.4; Residual Deviance = 1838.2
(df = 1326); Null Deviance = 524.3 (df = 1315)

Note: GWESP refers to geometrically-weighted edgewise shared partners,
which is to estimate the triadic relationships of nodes and being more
robust to degeneracy [33].
***p < .001; **p < .01; *p < .05
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tie-formation (coefficient = −0.02, s.e. = 0.006, p < .01). Countries more deeply
involved in the global polity, as measured by the number of INGOs registered within
the country, were more likely to co-occur (coefficient = 0.03, s.e. = 0.009, p < .001).
Finally, FDI from mainland China was negatively related to co-occurrence (Coeffi-
cient = −0.02, s.e. = 0.006, p < .05). To sum up, both H1 (homophily) and H2 (world
polity) were supported, but H3 was not supported (transitivity).

5 Discussion

First, the country co-occurrence network presented in Fig. 1 reveals that the number of
bilateral linkages between mainland China and other countries vastly outnumbered the
linkages or triads that involved countries other than mainland China. This pattern is in
line with the empirical implications of the Belt and Road Initiative proposed by the
mainland China government, which is to facilitate bilateral collaboration between
mainland China and other countries. Secondly, in the Twittersphere, the most fre-
quently connected and important countries—as reflected by both the number of ties
linked to the country and the betweenness centrality of the country—had close col-
laboration with mainland China (such as Hong Kong and Pakistan) or are geograph-
ically proximate to mainland China (i.e., in the Eastern and Western Asian regions).
This result partly echoes previous explanations of international relations from the
perspective of geographical locations [23, 24]. Thirdly, the ERGM results confirmed
the homophily hypothesis: countries appeared together in the Twittersphere because of
similar political environments (press freedom) and geographical proximity. The study
also supports the world polity theory, by countries with closer connections to inter-
national organizations were more likely to be clustered together. However, the greater
the FDI from mainland China, the less likely it was for two countries to form a virtual
relationship in the Twittersphere. One possible explanation is the nature of the Belt and
Road Initiative, which strives to promote collaboration between mainland China and
other countries. The nature of the initiative, however, triggers adversarial relationships
among country pairs that are involved in this collaboration event. To maximize national
interest, a particular country might adopt the strategy of strengthening its linkage with
mainland China while weakening the linkage between mainland China and third
countries. Nevertheless, such triadic and multilateral relationships among the countries
call for further research, which is beyond the current study’s scope.

This study has certain limitations. The Twittersphere cannot represent the entire
online environment, which in turn cannot represent the entire public, either in a given
country or globally. The study used English search keywords and focused only on
English tweets; it did not examine the multilingual scenario of the social media sphere.
In addition, the paper focuses only on country names, but organizations, communities,
or individual political figures may also indicate the international relations of any two
countries. Future studies might analyze the contents of Twitter texts in greater depth.
The present study focuses only on a single breaking event over a roughly one-month
period, which is anecdotal. Future studies can lengthen the time span of data collection
and consider the longitudinal variation of the focal research question. However, that
event is treated as an empirical case. The patterns revealed by the dynamics between
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online and offline scenarios are likely to be replicated in other contexts. Finally, the
present study fails to identify the authors of the tweets in the sample, and the statements
regarding and reactions to this global event differ across government agencies, media
agencies, opinion leaders, and ordinary users.
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Abstract. Motivated by the question of how the public in an authoritar-
ian political environment may perceive democratic elections, we analyze
the underlying interests and sentiments of the Chinese audience regard-
ing the 2016 US Presidential Election with the social media data col-
lected from a large Chinese online community. We extract several latent
topics of interest to the community from the text corpus by applying
the unsupervised learning method of Latent Dirichlet Allocation (LDA),
and explore the amount of interests received by each topic by apply-
ing the supervised learning methods, including the Bayesian Additive
Regression Trees and the Bayesian LASSO model. Results reveal much
more attentions paid by the audience to the sensational news, especially
the controversies related to Hillary Clinton’s email leakage and Donald
Trump’s anti-political-correctness and anti-globalization remarks, than
to the substantive issues, e.g., regarding the candidates’ policy agendas
or the democratic process.

Keywords: Public opinion · Text mining · US Presidential Election ·
China

1 Introduction

The 2016 US Presidential Election is arguably the most dramatic event in that
year that attracts global attention, and perhaps one of the most dramatic events
in the US election history. The attention it has received even exceeds the “Oba-
mamania” in the midst of the Great Recession in 2008 when President Obama
articulated plans to fundamentally change his predecessor’s unpopular unilat-
eral policies and won a huge amount of admiration and support from the public.
Two factors make the 2016 US Presidential Election one of the most peculiar
races in the history of modern democracy: the first is the campaign strategy of
the Republican party candidate, Donald Trump, which strongly leans toward,
if not entirely rests on, searing and divisive rhetoric, unsubstantiated claims
and controversial policy platforms. The second is the unprecedented amount of

We thank for kind suggestions from Joseph Chang, John Henderson and Wenhui
Yang. All remaining errors are our own.
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unverified information and unwarranted speculations that make all similar sce-
narios in the past pale in comparison, where the Democratic party candidate
Hillary Clinton is the main target.

This article focuses on how foreign citizens under a sharply different political
context - China in particular - view the 2016 US presidential election, given the
exposure to a multitude of messages and information with mixed implications via
the burgeoning social media. Specifically, we choose an online community that is
predominantly composed of highly educated, young and urban citizens in China.
A question motivating our study is that the most cautious observers would expect
Sino-American relations to deteriorate sharply after Donald Trump began his
presidency. When running as the presidential candidate, Trump had promised to
get tough with China on trade, label it a currency manipulator, and explore the
possibility of a nuclear-armed South Korea. Trump even proposed that the One
China Policy, the bedrock of Sino-US relation since 1979, could be a bargaining
chip in resolving disputes between the two countries. And shortly after being
elected, Trump had a telephone conversation with Tsai Ing-wen, the leader of
Taiwan, (certainly) without first consulting with the Chinese government. There
are good reasons to expect that Trump’s provocative stance would draw most
attention from angry Chinese citizens, whose national pride is probably on the
rise with China’s growing comprehensive power and international status.

We report two parts of main results in Sect. 2. Our first part of the results
show a somewhat surprising picture – many Chinese citizens do pay attention to
a wide range of topics regarding the US 2016 presidential election, yet few topics
directly pertains to the prospects of the Sino-US relations. Our second part of
the results suggest that sensational stories, especially controversies related to
Hillary Clinton, seem to be what the Chinese audience are most interested in.

In Sect. 3 we explain the data source, the first-hand social media data from
Zhihu (“Do you know”), a Chinese question-and-answer (Q&A) website similar
to Quora, and introduce our empirical strategy (details in the Online Appendix).
Specifically, we use Latent Dirichlet Allocation (henceforth, LDA) to uncover the
topics that have received interests among the Chinese audience, and Bayesian
Additive Regression Trees (henceforth, BART) and the Bayesian LASSO model
to further uncover their real political interests.

We will conclude by discussing the implications of our results – for instance,
an implication can be drawn that citizens who are most attentive to demo-
cratic elections in other countries are nevertheless exposed to unverified infor-
mation and sensational stories that went viral on the social media. We suggest
that Chinese citizens may thereby become disillusioned with the effectiveness
of the democratic process in general, as scholars have found a strong asso-
ciation between political cynicism and distrust of democratic institutions and
ingrained beliefs in conspiracy theories [5,9,12]. Further research, ideally based
on individual-level survey data, is still needed for establishing the explanation
as a strict causal claim.
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2 Results

2.1 Topic Analysis

We first present the top topics uncovered from the original document-term
matrix of user-generated content using the unsupervised LDA procedure [1].1

In Table 1, we report the eight primary topics associated with 15 top Chinese
phrases and the corresponding English translation.

Table 1 shows the following. We find that changing K to other values in the
range of 5 and 20 will produce similar results, and present those results in the
Online Appendix.

1. One focal point of discussion is the US foreign policies and its relationship
with China and the rest of the world (Topic 1). Yet somewhat surprisingly,
specific issues pertaining to the Sino-US relationship, such as trade, exchange
rate, and disputes over the South China Sea, are not very salient under this
topic.

2. Much of the discussion are linked to controversies surrounding Hillary Clinton
(Topic 5) as well as Trump’s provocative platform built on anti-political-
correctness and anti-globalization agenda (Topic 2 and Topic 7). Needless to
say, those topics are highly contentious with considerable news coverage.

3. The Chinese audience pays attention to the presidential debates (Topic 4)
and the electoral process, including the primary election, Bernie Sanders, the
Establishment politicians (Topic 8) and comparison with Obama (Topic 6).
In particular, keywords under Topic 4 suggest the Chinese audience seem
to be more concerned with the outcome of presidential debates than the
policy substances, and important economic issues in presidential debates, such
as taxation, employment and investment on infrastructure, are not strongly
associated with any of the eight topics.

Table 1. Topic model and associated keywords (K = 8)

1 To further mitigate the influence of extremely short answers, the LDA results pre-
sented are based on answers with more than ten political words (20, 637 in total).
There is no substantive difference with empirical results by slightly increasing or
decreasing the threshold.
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To sum up, the Chinese audience pays attention to a multitude of topics
related to the 2016 US Presidential Election. However, a majority of keywords
derived from the latent topics are only remotely related to substantive political
issues and the democratic process. Neither do those online discussions make
extensive comparison on the fundamental political system of China and the
United States, or show strong admiration on the democratic process.

In addition, we illustrate the output of predicted document topics from the
LDA model with ideal point estimates by deriving the latent preference of texts
from vectors of phrases and projecting the preference onto a unidimensional
space of “ideology” [11]. Since it is difficult to accurately estimate the ideal points
of short texts, we limit our analysis to answers with more than 100 phrases. We
implement the Generalized Wordfish Model recently introduced by [8] developed
under a Bayesian framework.

The distribution of ideal point estimate is displayed In Fig. 1 and is clustered
by the primary topic predicted by the LDA model. Documents belonging to
the same topic tend to have similar ideal point estimates. We may also tell the
relative distance between topics from Fig. 1; for instance, ideal point estimates
of Hillary Controversy (T5) are quite different from that of political correctness
(T2) and anti-elitism/globalization (T7), which implies that these topics are only
remotely related with each other.

Fig. 1. Distribution of ideal point estimates, by topics
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2.2 Estimation

In this section, we present results based on supervised learning, i.e. each obser-
vation is a pair constituting of an input vector (i.e., measuring latent political
topics or raw text features) and a desired output value (i.e., measuring topic
popularity). Our goal is two-fold: first, we examine which latent political topic is
associated with the highest popularity among the audience as a benchmark; sec-
ond, we directly select the most influential political phrases in predicting topic
popularity.

For the first goal of predicting the popular topics, we conduct two basic
tests. The first test is done by using the output from the LDA model as X,
and regressing the number of upvotes (in log) an answer receives on them. The
regression result is in Table 2. In Column (1), the input matrix X is the posterior
probabilities of the 8 topics for each answer, and in Column (2), the input matrix
X is a set of dummy variables indicating the most likely topic for each answer.

The regression results suggest that on average, answers featuring Hillary
Controversy (Topic 5) receive more popularity among the audience than those

Table 2. Number of upvotes and latent topics

Dependent variable: Log(Upvotes)

(1) (2)

Topic Prob Topic Dummy

Foreign Affair (T1) −0.748 −0.410∗

(0.254) (0.047)

Political Correctness (T2) 1.522∗ 0.109

(0.283) (0.049)

Unclear Theme (T3) −1.929∗ −0.264∗

(0.352) (0.054)

Presidential Debate (T4) −1.612∗ −0.161

(0.366) (0.050)

Hillary Controversy (T5) 3.498∗ 0.474∗

(0.295) (0.054)

Obama & Trump (T6) −2.694∗ −0.331∗

(0.367) (0.054)

Anti-elitism/Globalization (T7) −2.111∗ −0.472∗

(0.296) (0.052)

Constant 2.817∗ 2.425∗

(0.192) (0.035)

N 20637 20637

R-sq 0.032 0.023

Note: Robust standard errors in parenthesis. ∗p < 10−3

Electoral Procedure (T8) is the baseline comparison group.
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of other topics. The topic of Political Correctness (T2) also receives significantly
higher popularity than the baseline group. The main result remains unchanged
with robust standard error clustered at the question level and additional controls,
including the answer length and month fixed effects to model the first time the
answer is posted. This result is also robust to alternative model specifications
of count variables, such as the Poisson and the negative binomial regression
models. Lastly, this result is robust to sample selection based on different length
thresholds.

In the second test, we regress another objective indicator for the topic’s
popularity, the number of followers under a question, on two different sets of X
with three experiments. In the first experiment, we still use the output from the
LDA model above and aggregate them into topics at the question level. Similar
to the test above, we regress the number of followers on the average probability of
all the answers under each question belonging to each of the eight topics. Due to
the space limitation, we relegate the regression results to the Online Appendix
(Table A.6). Consistent with previous findings, the number of followers of a
question is positively correlated with the relative weight of answers featuring
Hillary Controversy (indicated by high topic probabilities). On the other hand,
the coefficients for other topics are much smaller and less significant.

From Table A.6, we also find that the sheer volume of discussion, measured
by the text lengths of a question, is a good predictor of the number of followers
(see also Figs. A.1 and A.2 in the Online Appendix), capturing a large proportion
of variance.

Motivated by this, for the next two experiments, we first have the variable
of the number of followers residualized by the variable of text lengths and its
squared term and control for the volume effects before variable selection using
BART [3] and the sparse Bayesian regression [13]. We construct X as a set of
dummy indicators that take the value of 1 if the proportion of a given political
phrase under this question is larger than the median proportion of all the ques-
tions, which indicates the discussion focus under a posted question. The matrix
sparsity of X (Dimension: 1, 912 × 1, 436) is 0.981.2

For the second goal of selecting the set of specific phrases related to the
predicted topics, we use BART and the sparse Bayesian regression. Figure 2
shows the goodness of fit from BART when the number of trees to be grown in
the sum-of-trees model is 150. In the Online Appendix (Fig. A.3), we also show
the goodness of fit using different numbers of trees (m = 25, 50, 100, 200, 250).
It can be observed that further increasing m makes little improvement in terms
of data fitting beyond the threshold of 200; yet the iterative backfitting process
becomes difficult for computers with small memories. When the value of m is
small, e.g. 25 and 50, the predicted value is far less accurate and the percentage
of coverage is 39.54% and 46.13% respectively. We emphasize here that since our
main goal is to identify important text features, using small m will not jeopardize

2 It should be noted that we use the LDA outputs instead of raw text features as the
input X at the answer level (Table 2) due to the matrix sparsity and the latter’s
excessively high demand for computational power.
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Fig. 2. BART: predicted value vs. fitted value

our inference, as BART always favors the most relevant predictors in the model.
The following results are based on the model with m = 150.

We use the proportion of each predictor to all predictors chosen as a splitting
rule in the BART model, to determine variable importance. The distribution
of variable importance is shown in Fig. A.4 in the Online Appendix. And as
anticipated, only a small number of political phrases are important and used in
constructing the tree model. In particular, the numbers of variables whose pro-
portion rates are over 0.010 and 0.005 are respectively 17 and 38. In Table 3, we

Table 3. Top 20 political phrases selected by BART
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present the twenty most important variables ordered by importance.3 Consistent
with previous findings from the LDA model, words and phrases associated with
Hillary Controversy, e.g. FBI, email, Assange, hackers, predict stronger interests
of citizens in discussions on related questions.

We then use the sparse Bayesian regression as an alternative to the BART
model. The hyperparameters in the Bayesian LASSO model are tuned with cross-
validation of a sample of observations (n = 400). We end up with 44 political
phrases, and in Table 4 we present 20 phrases with the largest sizes in terms
of effects, both positive and negative. We can observe a considerable degree
of overlapping between the key phrases selected by BART and the Bayesian
LASSO regression; phrases tightly associated with Hillary Controversy, e.g. FBI,
email, Assange, predict citizens’ interests in related questions – the positive sign
indicates that more Zhihu users follow the update of the new answers under
the question. Seven phrases that appear in Table 3 are not in Table 4: Trust

, Corporation , Reason , Antipathy , Videoclip , Hacker

Table 4. 20 important phrases selected by Bayesian LASSO and OLS estimation

3 A more delicate variable selection procedure is described in [2], which compares the
variable’s proportion rate to some thresholds obtained by permutation. This process
is nevertheless computationally demanding.



The 2016 US Presidential Election and Its Chinese Audience 327

, Romney . The Bayesian LASSO model actually selects six out of
seven, which we omit for simplicity: Trust (β = −0.089), Corporation
(β = 0.106), Antipathy (β = −0.086), Videoclip (β = 0.108), Hacker

(β = 0.085), and Romney (β = −0.102).
Lastly, as a robustness check, we also fit an unrestricted OLS model to the

selected subset of 20 variables from the Bayesian LASSO model. The coefficients
are statistically significant with larger magnitude and the same sign. It is because
the LASSO model biases the estimates of the non-zero coefficients down towards
zero. The R-squared of the OLS model is 0.186. In the Online Appendix, we
show results using the LASSOplus model. It appears that LASSOplus selects
a smaller subset of variables, but the positive effect of Hillary Controversy on
citizens’ interests still holds.

As a brief summary, we find a robust and strong association between latent
text topics as well as text features pertaining to Hillary controversy and two
measures of citizens’ interests using OLS regression and other Bayesian-based
supervised methods. Re-confirming our previous finding based on topic analysis,
Chinese citizens do not show particularly strong interests in substantive pol-
icy proposals, nor do they pay considerable attention to those issues directly
pertaining to the Sino-US relationship. Much like that in the United States,
controversial information and sensational news dominate the public space in
China [4].

3 Method

3.1 Data

As aforementioned, the data used in this article is collected from Zhihu, an
emerging online community in China. It was launched on January 26, 2011, and
the number of registered user was reportedly to have reached 17 millions as of
May 2015, with 250 million monthly page views.4 We collect all the answers
under questions with three user-generated tags: Hillary, Trump, and the US
presidential election. For the convenience of analysis, we remove questions with
less than 5 answers; usually it indicates the question is weird, poorly organized,
or similar to other questions that have been asked already. The time covered is
between April 12th, 2015 (when Hillary announced her candidacy) and December
31st, 2016. Most questions and answers are posted in 2016, especially the days
around the Presidential Election and other important events. Data collection is
started and finished in early January, 2017.

We treat the texts as the bag of phrases because different from English and
ancient Chinese texts, modern Chinese texts are primarily composed of two-

4 Zhihu: Use Knowledge to Connect the World (in Chinese). Xinhuanet (http://news.
xinhuanet.com/newmedia/2015-05/14/c 134238843.htm). 14 May 2015. Retrieved
on 15 April 2017.

http://news.xinhuanet.com/newmedia/2015-05/14/c_134238843.htm
http://news.xinhuanet.com/newmedia/2015-05/14/c_134238843.htm
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word and multi-word phrases.5 And since Chinese is an ideographic language
with no word or phrase delimiter, an important preprocessing step is segmen-
tation, i.e. parsing a sentence into parts with substantive meanings. We use
Jieba Parser (Project homepage: https://pypi.python.org/pypi/jieba/) which is
available for multiple programing languages. We choose the default Mix Seg-
mentation model that combines both the Maximum Probability Segmentation
Model and the Hidden Markov Model to construct segmentation. Punctuations,
numbers, stop words, and English are removed.6 Some answers are composed
mainly of pictures or links with few meaningful phrases, and we keep relatively
long answers for analyses (at least 25 phrases except for stop words). In total,
there are 26, 917 answers under 1, 912 questions. Other than the raw texts, we
also collect two variables that measure citizens’ interests in the latent politi-
cal topics: the number of up-votes that an answer receives and the number of
followers under a given question.

To reduce the demand for computational power, we create another dictionary
of 1, 436 phrases related to the presidential election and are also commonly seen
in the cleaned corpus (frequency ≥ 50). We further remove around 6, 000 answers
with less than 10 political phrases. We include politicians’ names and variants
of informal abbreviations in Chinese (e.g. for Hillary Clin-
ton and for Donald Trump),7 partisanship and ideology (e.g.

for liberals, for tea parties, for radical rightists),
democratic process (e.g. for voting, for debates), and controversies
(e.g. and for Wikileaks).

3.2 Empirical Strategy

Due to limitation of space, we include details on the three methods used in our
empirical analysis in the Online Appendix.

4 Discussion

To summarize, using original social media data, this paper shows that a large
online community in China, composed mainly of educated and young urban cit-
izens, displays strong interests in controversies and sensational stories instead
of substantive political issues. Amid the top eight topics detected by the LDA

5 For instance, (to advise someone earnestly) is a single-word phrase often used in

ancient Chinese, and its counterparts commonly used in modern Chinese are
or .

6 Some highly frequent English words, for instance Trump, Hillary, and LGBT, are
converted to Chinese.

7 How Chinese netizens call foreign politicians is less a strategy to avoid censorship
than an expression of political preference. Comparatively, informal names that Chi-
nese citizens use to call Hillary Clinton have stronger denigratory meaning in Chi-
nese.

https://pypi.python.org/pypi/jieba/
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model, we find that the Chinese citizens pay more attention to Trump’s anti-
political-correctness platforms and controversies implicating Hillary Clinton.
With the BART and the sparse Bayesian regression model, we directly select key
political phrases to predict citizens’ interests in latent political topics under dif-
ferent questions. Similarly, the appearance of political phrases related to Hillary
Controversy predicts higher popularity measured by the number of the followers
under the question.

The debate over the 2016 US presidential election and its global influence is
far from settled. There are several implications of this paper.

First, this paper suggests that with accessibility to new sources of informa-
tion, especially the social media, the Chinese audience may be inadvertently
exposed to the negative sides of competitive elections, such as scandals, contro-
versies, and other unverified information. A long-debated question in the Chinese
politics is how the Chinese people view democracy as a potential alternative to
the current one-party authoritarian system. Informed by this question, there is
an emerging literature on the relationship between Chinese citizens’ international
knowledge of democratic countries, especially the United States, and domestic
evaluations of the Chinese government [6,7]. Citizens holding positive views of
western democracies - even factually wrong - tend to hold negative view of the
Chinese government, while exposure to negative information about democratic
practice in other countries may undermine citizen’s demand for domestic politi-
cal reforms. Consistent with this theory, this paper suggests that when it comes
to the 2016 US presidential election, Chinese citizens do not show admiration
for open elections or discontent with China’s current political system.

Some readers may argue that data from Zhihu, or any other social media
based in China, does not accurately reflect the preference and interests of Chi-
nese citizens. The Chinese government has invested heavily in official propa-
ganda, promoting the ideal of the “China Model” and the importance of the
strong Party Leadership in contrast with chaos and inefficiency that may accom-
pany competitive elections. The lack of online discussions on the substance of
democratic elections may result from a series of information control measures.
This paper does not negate the government’s role in shaping the focus of public
discourse in China but we argue that such a role remains limited. The discussion
of the current situation in China along with those of other advanced countries
is common on the Chinese Internet, and generally perceived as posing little
imminent threats, e.g., from collective actions, thus successfully avoiding being
censored [10].

Second, besides the substantive implications, the methodological implica-
tion of the paper is on the use of text data in studying public opinion under
authoritarian contexts. While maintaining an increasingly effective and sophis-
ticated censorship apparatus on social media, the Chinese government also finds
the Internet an efficient tool to interact with citizens and respond to people’s
demand. Consequently, there is a multitude of online communities for citizens to
express political opinions that reflect their interests and preferences regarding a
wide range of political issues. Due to many restrictions on conducting social sur-
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veys directly in China, large-scale text data collected directly from social media
provides a comparatively more convenient way of studying public opinion, and
complements other new quantitative methods, such as survey or lab experiments
that have shown advantages in making strict causal claims.
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Abstract. In recent years, millions of households have shifted from tra-
ditional TVs to smart TVs for the purpose of viewing online videos on
TV screens. In this paper, we examine a large-scale online video viewing
log on smart TVs over an extended period of time. Our aim is to under-
stand the pulse of the collective behavior along the temporal dimension.
We identify eight interpretable daily patterns whose peak hours align
well to different dayparts. There also exists a holiday effect in the col-
lective behavior. In addition, we detect three types of temporal habits
which characterize the differences between different households. Further-
more, we observe that the popularities of different video categories vary
depending on the dayparts. The obtained findings may provide guidance
on how to divide a day into several parts when developing time-aware
personalized video recommendation algorithms for smart TV viewers.

Keywords: Daily pattern · Online video viewing behavior · Smart TV

1 Introduction

In recent years, millions of households have shifted from traditional TVs to smart
TVs, which are equipped with Internet and interactive “Web 2.0” features and
hence can offer many more functions via apps than traditional TVs.1 Many
people choose to purchase a smart TV and connect it to the Internet for the
purpose of viewing online videos on TV screens [19]. Online video service offers
a greater variety of content than live TV channels. Viewers can find interesting
videos on the Internet when they are willing to watch TV but there is nothing
interesting on live TV channels. In addition, it facilitates time shifting better
than live TV. Viewers can catch up on their favorite TV episodes that have
been missed when broadcast on TV channels. In short, online video service allows
smart TV viewers to watch whatever appeal to them at their convenience.

As we know, there are not much research investigating the online video view-
ing behavior on smart TVs yet, perhaps due to lack of open data. JuHaoKan2,
a video content aggregation service platform for Hisense smart TVs, provides

1 https://en.wikipedia.org/wiki/Smart TV.
2 http://www.juhaokan.org/.
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us with a large-scale detailed online video viewing log on smart TVs over an
extended period of time, which enables us to gain understanding of the collec-
tive behavior. Time—particularly our daily and weekly cycles of free and busy
time—influences every aspect of our lives. In broadcast programming, daypart-
ing is a common practice which divides a day into several parts and broadcast
different types of programs at different parts of the day based on the usage
patterns of the audience. Interestingly, some studies [1,13] demonstrated the
existence of dayparts in the behavior of Internet users—the usage levels, audi-
ence compositions, and types of accessed content differ by daypart. Therefore,
we want to understand the pulse of the online video viewing behavior on smart
TVs along the temporal dimension.

It is reasonable to hypothesize that there exist some temporal patterns at
the crowd level. One reason is that different people get used to watching TV in
different time periods of the day, since most people have a regular yet different
daily routine on most days. People with a day job have to work during the day-
time, thus on workdays they can only watch TV after work (e.g., in the evening
or late night). Students have to attend school during the daytime, thus on week-
days they can only watch TV after school (e.g., in the early fringe or evening).
People who are often free at home, such as the elderly, the unemployed, full-time
mothers and preschool children, may watch TV in the morning or lazy afternoon.
Besides, different people usually prefer videos of different categories/genres. The
other reason is that the household structure varies from household to household.
That is to say, different families may be comprised of one, two, or three kinds
of people mentioned above. If a household is comprised of a young couple who
both have a day job, it is unlikely to observe any video viewing record for this
household during the daytime on workdays. However, if a household includes
people who are often free at home, there probably be quite a few video viewing
records during the daytime on workdays.

To understand the pulse of the online video viewing behavior on smart TVs,
we first obtain a set of 24-dimensional daily data points by measuring the amount
of time per hour spent in watching online videos on smart TV by each house-
hold on each day. Next we identify typical daily patterns by applying the K -
means algorithm on those daily data points. Then the temporal habit of a house-
hold is reflected by the K -dimensional cluster membership vector of the daily
data points involving it. By further applying the clustering algorithm on the
K -dimensional cluster membership vectors of all households, we can identify
typical types of temporal habits. At last, we examine the popularity variations
of different video categories over 24 h of the day.

The key findings include: (i) We identify eight interpretable daily patterns
whose peak hours align well to different dayparts. (ii) There exists a holiday
effect in the online video viewing behavior on smart TVs. That is to say, viewers
tend to spend more time in watching online videos on smart TVs during the
daytime on holidays than on workdays. (iii) We identify three types of temporal
habits. Compared to the average, some households are more likely to watch online
videos on smart TVs in the evening; some households tend to do that during the
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daytime; others rarely use the online video service on smart TVs. (iv) The most
popular video categories are animation, movie, TV drama, followed by sports,
children’s program, and variety show. But their popularities vary depending on
the dayparts.

2 Related Work

There were some qualitative studies of TV viewing behavior based on small-
scale interviews, surveys and diaries [11,17]. They identified several contextual
factors characterizing typical viewing situations at home, among which time is
an important factor. In this paper, we employ standard data mining methods
to perform quantitative analyses along the temporal dimension on a large-scale
online video viewing log on smart TVs.

Note that a (smart) TV is shared by multiple users in a household. Temporal
information is an important contextual factor for distinguishing and identifying
different users in a household [2,5,9]. However, in real situations, users are reluc-
tant to login with different accounts when watching TV. It is difficult to obtain
such ground truth. What is observed on a smart TV is the mixed behavior of
multiple users in the same household. Even though they can not be explicitly
told apart, since they usually exhibit different temporal behavior, time-aware
recommender systems [3] can still be helpful for improving personalized recom-
mendation performance in this scenario, without the need to explicitly identify
individual users within a household.

Some interesting studies were also conducted along the temporal dimension
in other domains. For example, it was demonstrated that the behavior of Inter-
net users differ by daypart [1,13]. Wu et al. [18] evaluated the sleep quality of
microblog users based on the timestamps of posted microblogs. Ren et al. [14]
categorized user queries into different types according to their search volume
time series.

3 Methodology

3.1 Data Processing

On Hisense smart TVs, viewers can stream a variety of videos from the video
content aggregation service platform JuHaoKan. At the same time, the platform
gathers their detailed video viewing behavior in log files, including when a smart
TV starts to play a video, which video is played, and when it stops playing
the video, etc. We examined the online video viewing log over the period from
2015-12-21 to 2016-04-24. Each video viewing record r can be represented as a
five-tuple (hr, dr, vr, sr, er), where hr denotes the smart TV which set off the
record—we interpret it as a household since a smart TV is shared by multiple
users in the same household, dr denotes the date on which the record occurred,
vr denotes the video being played, sr denotes the time when the smart TV
started to play the video, and er denotes the time when it stopped playing the
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video. If a video viewing record cut across two days (i.e., the smart TV started
to play the video before midnight and stopped the next day), we split it into
two records. Let R be the set of all video viewing records. In total, there are
389 564 260 records involving 4 615 220 households and 80 712 videos.

In order to understand the pulse of the online video viewing behavior on
smart TVs along the temporal dimension, we first measure the amount of time
per hour that a household spent in watching online videos on smart TV on
each day. For each household, we generate a daily data point for each day since
the date when the household watched an online video for the first time, rather
than average over all days to yield a single data point. For each pair (h, d), let
R(h,d) = {r ∈ R | hr = h ∧ dr = d} denote the subset of video viewing records
by the household h on the day d. Then the amount of time that the household h
spent in watching online videos during each hour on the day d can be summarized
as a 24-dimensional daily data point x(h,d) ∈ [0, 1]24, where x

(h,d)
m ∈ [0, 1] is

computed by summing up the overlap between the time span (i.e., [sr, er]) of
each video viewing record r ∈ R(h,d) and the time slot of the mth hour. If the
household h did not watch any online videos on the day d, then x(h,d) = 0.
We sampled 10 000 relatively active households in our analysis and discarded
10 abnormal ones for whom there were an unusually large number of video
viewing records per day on many days. The total number of daily data points in
X =

{
x(h,d)

}
is 1 199 954, among which 14.45% are 0.

3.2 Clustering Problem

Our goal is to uncover typical daily patterns from the set of daily data points
X =

{
x(h,d)

}
, where x(h,d) ∈ [0, 1]24 represents the variation of the amount of

time that the household h spent in watching online videos on smart TV over
the 24 h of the day d. It is in nature an unsupervised task, thus we resort to
clustering techniques, which can automatically identify the unknown structures
in a collection of data points by grouping them into several meaningful clusters
such that the data points in a cluster are similar to one another but are dissimilar
to the data points in the other clusters.

K -means is one of the most widely used clustering algorithms due to its
simplicity, efficiency, and empirical success [6]. It partitions the data points into
K disjoint clusters C = {C1, . . . , CK}. Each cluster Ck is characterized by its
centroid μk, which is randomly initialized at the beginning. Then, K -means
iteratively optimizes the objective function (1) by alternating between the two
steps: (i) Each data point is assigned to the cluster whose centroid is the nearest
to it, i.e., x(h,d) ∈ Ck� , where k� = arg min

k

∥
∥x(h,d) − μk

∥
∥2

2
. (ii) The centroid of

each cluster is updated to be the mean of the data points currently assigned
to it, i.e., μk = 1

|Ck|
∑

x(h,d)∈Ck
x(h,d). Thus, the centroid of each cluster can be

thought of as the representative of the data points in the cluster. In our setting,
we treat it as a typical daily pattern of the online video viewing behavior on
smart TVs (Sect. 4.1).
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J =
K∑

k=1

∑

x(h,d)∈Ck

∥
∥
∥x(h,d) − μk

∥
∥
∥
2

2
. (1)

3.3 Clustering Tendency

Given a set of data points, before applying any clustering algorithm, we need
to assess whether the data has a clustering tendency. Although clustering algo-
rithms can always partition the data into multiple groups in any case, forcing
unstructured data into clusters could lead to erroneous conclusions about the
underlying data organization.

The Hopkins statistic [4] is a simple and intuitive measure of clustering ten-
dency that compares the real data set with a set of artificial data points dis-
tributed uniformly in the same data space. If the data set is arranged in tight
clusters, then on average the distance from a real data point to its nearest real
data point will be much smaller than the distance from an artificial data point
to its nearest real data point, so the Hopkins statistic will be much larger than
0.5, approaching 1. However, if the data set is no more clustered compared with
uniformly distributed artificial data points, the Hopkins statistic will be approx-
imately 0.5. We computed the Hopkins statistic 10 times with different samples
of artificial data points in the space [0, 1]24. The average value is 0.91, and the
standard deviation is 9.8 × 10−4.

However, a set of uniformly distributed artificial data points is a relatively
weak competitor. Lawson and Jurs [8] proposed to compare the set of real data
points with a set of artificial data points which not only lies in the same space as
the real data points, but also has identical individual univariate distributions—
not multivariate distribution—to those of the real data points rather than uni-
form distributions. Specifically, each dimension of an artificial data point is sam-
pled from the empirical distribution of the values in the corresponding dimension
of the real data points. Again, we repeated the procedure 10 times. The average
value is 0.62, and the standard deviation is 3.2 × 10−3. Thus, we conclude that
our data set has a clear clustering tendency.

3.4 Cluster Membership

Recall that for each household, we generate a 24-dimensional data point for each
day since the date that the household used the online video service for the first
time. Let X (s) =

{
x(h,d) ∈ X | h = s

}
denote the subset of daily data points

involving the household s. Once K -means partitions X into K clusters, every
daily data point in X (s) is assigned to one of the K clusters, but they may
belong to different clusters. That is to say, the behavior of the household s on
different days may be similar to different daily patterns. To gain deeper insights
into the household’s habit, we analyze the cluster membership of X (s), which
can be represented by a K -dimensional vector θ(s). Each component,

θ
(s)
k =

∣
∣X (s) ∩ Ck

∣
∣

∣
∣X (s)

∣
∣ , (2)



336 T. Lian et al.

is the fraction of X (s) assigned to the cluster Ck. We can think of θ
(s)
k as the

possibility of the household s to follow the daily pattern corresponding to the
cluster centroid μk. And θ(s) encodes the temporal habit of the household s. By
further applying the clustering algorithm on these K -dimensional vectors for all
households, we can obtain typical types of temporal habits (Sect. 4.3).

4 Results

4.1 Daily Patterns

Number of Daily Patterns. As we adopt the K -means algorithm to cluster the
set of daily data points X =

{
x(h,d)

}
and treat each cluster centroid as a typical

daily pattern, we first need to determine the number of clusters present in the
data. A commonly used method [16] is to try different numbers and inspect the
variation of the objective value (1) with respect to the number of clusters K. We
tried different values of K in the range [2, 32]. By further examining the resulting
daily patterns from the perspective of discriminability and interpretability, we
decided to set K to 8. The eight daily patterns, i.e., {μk} when K = 8, are
plotted in Fig. 1. In each sub-figure, the horizontal axis represents the 24 h of
the day, and the vertical axis represents the average amount of time per hour
spent in watching online videos on smart TV.

Interpretation of Daily Patterns. As shown in Fig. 1, the eight daily pat-
terns are discernible. Note that the peak hours of different daily patterns occur
in different time slots, which inspires us to interpret them by referring to the
television dayparts. In broadcast programming, dayparting3 is a common prac-
tice which divides a day into several parts based on the usage patterns of the
audience. We divide a day into eight parts as listed in Table 1 according to the
industrial practice [10, Chap. 4] and our own daily viewing habits. Surprisingly,
the peak hours of different daily patterns except for Figs. 1g and h align well to
different dayparts. Thus, each pattern is given a name based on its peak hours.

Note that these daily patterns should be interpreted at the crowd level rather
than at the individual level. The daily behavior of a household on a certain day
may not be exactly the same as any of the eight daily patterns, but only roughly
similar to one of them. Since each daily pattern corresponds to the centroid of
one cluster, which is the mean of the data points belonging to it, the subtle
differences between the data points in the same cluster average out whereas the
commonalities stand out.

4.2 Cluster Sizes

Now we analyze the cluster sizes to understand the population’s online video
viewing habits on smart TVs. The second column of Table 2 lists the distribution

3 https://en.wikipedia.org/wiki/Dayparting.

https://en.wikipedia.org/wiki/Dayparting
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(a) Morning (b) Noon

(c) Afternoon (d) Early Fringe

(e) Prime Access (f) Prime Time

(g) Whole Day (h) Inactivity

Fig. 1. Daily patterns

of X among the eight clusters. A key observation is that the cluster “Whole
Day” is the smallest, containing only 5.1% of the data points, while the cluster
“Inactivity” is the largest, which contains 38.5% of the data points, including
those (14.45%) that are 0. It indicates that users only spend much time in
watching online videos on smart TVs on a few days, while on many days they
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Table 1. Television dayparts in China

Dayparts Time period

Morning 06:00 a.m.–11:00 a.m.

Noon 11:00 a.m.–01:00 p.m.

Afternoon 01:00 p.m.–04:00 p.m.

Early fringe 04:00 p.m.–07:00 p.m.

Prime access 07:00 p.m.–08:00 p.m.

Prime time 08:00 p.m.–11:00 p.m.

Late night 11:00 p.m.–01:00 a.m.

Overnight 01:00 a.m.–06:00 a.m.

rarely or never use the online video service on smart TVs. Possible reasons
include: (i) As reported by Nielsen [12], most users appear to be supplementing,
rather than replacing, live TV programs with online videos. They still watch
live TV programs. (ii) Nowadays most people own a smart phone, and most
households own at least one computer. There are abundant choices of pastimes
besides watching TV, such as listening to music, playing games, and surfing the
Internet.

Table 2. Cluster sizes

Daily patterns %X %Xholi %Xwork

Morning (Fig. 1a) 8.5 11.8 6.0

Noon (Fig. 1b) 10.0 10.2 10.0

Afternoon (Fig. 1c) 7.8 10.2 6.0

Early fringe (Fig. 1d) 9.4 8.8 9.8

Prime access (Fig. 1e) 11.9 10.3 13.2

Prime time (Fig. 1f) 8.7 9.2 8.3

Whole day (Fig. 1g) 5.1 8.2 2.9

Inactivity (Fig. 1h) 38.5 31.4 43.8

Holiday Effect. Next we make a distinction between holidays and workdays,
since the amount of time spent in watching online videos on smart TVs greatly
depends on whether the users are free at home. Holidays include those official
public holidays in China4 in the period from 2015-12-21 to 2016-04-24. In addi-
tion, all students in China have a winter vacation lasting about four weeks (from
2016-01-25 to 2016-02-21) around the Spring Festival. Besides, all weekends are
also included in the holidays. All the other days are considered as workdays.
4 english.gov.cn/services/2015/12/11/content 281475252239869.htm.

http://english.gov.cn/services/2015/12/11/content_281475252239869.htm
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The set of daily data points X is split into two subsets Xholi and Xwork, where
|Xholi| = 510 278 and |Xwork| = 689 676. The distributions of Xholi and Xwork

among the eight clusters are shown in the last two columns of Table 2. There
is a clear difference between these two distributions. The percentage of daily
data points in Xholi belonging to the cluster “Inactivity” is much lower than
that of daily data points in Xwork, while the percentages of daily data points
in Xholi belonging to the cluster “Morning”, “Afternoon” and “Whole Day” are
much higher than those of daily data points in Xwork. Therefore, smart TV view-
ers tend to spend more time in watching online videos during the daytime on
holidays than on workdays. A Chi-squared test [15, Sect. 4.3] confirms that the
observed holiday effect is not due to chance.

4.3 Types of Temporal Habits

As mentioned in Sect. 1, since different families are comprised of different kinds
of people, thus the daily behavior of different households may have different
possibilities to follow the eight daily patterns. For example, if a household is
comprised of a young couple who both have a day job, it is unlikely to observe
many video viewing records for this household during the daytime on workdays.
However, if a household includes people who are often free at home, there prob-
ably be quite a few video viewing records during the daytime on workdays. In
other words, different households may have different types of temporal habits.

Now we arrange the K -dimensional vector θ(s) (Sect. 3.4) of all households
into a matrix Θ. By further applying the clustering algorithm on the normalized
matrix Θ̃5, we can obtain clusters of households. After trying different numbers,
we obtained three clusters. The corresponding cluster centroids are plotted in
Figs. 2a, c and e, and household examples of the clusters are presented in Figs. 2b,
d and f. We can observe that different clusters have disparate possibilities to
follow those daily patterns. They exhibit different types of temporal habits.
Compared with the average, some households are more likely to watch online
videos on smart TVs in the evening (Figs. 2a and b); some households tend to
do that during the daytime (Figs. 2c and d); others rarely use the online video
service on smart TVs (Figs. 2e and f).

4.4 Dynamics of Video Categories

Each video in the watch log is assigned to one of 16 video categories: anima-
tion, movie, TV drama, sports, children’s program, variety show, music, news,
lifestyle, education, documentary, entertainment, autos, info, short film, and oth-
ers. Further insights may be gained by investigating dynamics of video categories
over the 24 h of the day.

We first break down the total number of views on workdays by category,
and then break down the percentage of views received by each category by

5 Θ is normalized to Θ̃, where θ̃
(s)
k =

θ
(s)
k

−θ̄k

σk
, i.e., each dimension is subtracted by its

mean and divided by its standard deviation.
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(a) Type 1 (b) Example 1

(c) Type 2 (d) Example 2

(e) Type 3 (f) Example 3

Fig. 2. Types of temporal habits (left) and household examples (right)

hour of the day. Figure 3a illustrates the percentage of views received by each
category in each hour on workdays. To facilitate understanding, Fig. 3b shows the
composition of views in each hour on workdays—the total for each bar adds up to
100%. Taking Figs. 3a and 3b together, we can make the following observations6:
(i) The most popular video categories are animation, movie, TV drama, followed
by sports, children’s program, and variety show (Fig. 3a). Together they account
for approximately 90% of views in each hour of the day (Fig. 3b). (ii) Though
animation is the most popular video category during the daytime, it is less
popular than movie and TV drama during the late night and overnight, i.e.,
10:00 p.m.–6:00 a.m. Perhaps because pre-school children and students usually
go to sleep early in the evening (Figs. 3a and b). (iii) The highest volume occurs
in the hour 6:00 p.m–7:00 p.m. for animation, sports, and children’s program,
while the highest volume occurs in the hour 7:00 p.m–8:00 p.m. for movie, TV

6 We repeat the analysis on holidays, the results are very similar with minor differ-
ences. Due to space limitations, we omit the figures here.



Online Video Viewing Behavior on Smart TVs 341

drama, and variety show (Fig. 3a). (iv) The percentages of views for animation,
sports and children’s program dip slightly in the period 1:00 p.m.–4:00 p.m.

(a) The percentage of views received by
each category in each hour on workdays

(b) The composition of views in each
hour on workdays

Fig. 3. Popularity variations of different video categories

5 Conclusion and Future Work

In this paper, we perform extensive analyses on a large-scale online video viewing
log on smart TVs with the aim of understanding the pulse of the collective
behavior. By clustering the daily behavior on many days by a large number
of households, we identify eight interpretable daily patterns whose peak hours
align well to different dayparts. We also verify that there exists a holiday effect
in the collective behavior. In addition, by analyzing the relationship between
each household and the eight daily patterns, we identify three types of temporal
habits, which characterize the difference between households. Finally, we observe
that the popularities of different video categories differ by daypart. In the future,
we plan to explore time-aware video recommendation algorithms on smart TVs,
such as tensor factorization [7] and profile splitting [20]. Both of them need
to discretize the temporal dimension, the findings in this paper may provide
guidance on how to divide a day into several parts.
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Abstract. Detecting hierarchical community is crucial to analyze complex
networks. In this paper, we propose a model for Hierarchical Community
Detection based on Multi Degrees of distance space and submodularity function
optimization (MD-HCD). First, an original network is divided into many
communities under one degree of distance space. Then each community in
original network is regarded as a super node, so those super nodes and corre-
sponding edges construct a quotient network. And the same method is used to
identify communities in quotient network. During hierarchical process, target
function holds the property of submodularity, so that a result with [1 − 1/e]
approximation is guaranteed. Experiments reveal the benefits of the multi degree
of distance space. The proposed method generally detects a hierarchical com-
munity structure that includes three layers and has a stable performance in terms
of modularity compared with many other main stream algorithms.

Keywords: Hierarchical community structure � Quotient network � Multi
degrees of distance � Submodularity optimization

1 Introduction

Detecting hierarchical community structures in social networks is a very important task
in social network analysis, which has attracted a lot of attention. Accordingly, hier-
archical community structure refers to that a community contains small communities,
and the small communities further contain smaller communities based on the simi-
larities or strength [1–3]. Mining such hierarchical structure is of great significance for
us to analyze and understand networks.

Traditionally, hierarchical clustering techniques are often used to address hierar-
chical community problem [4]. Their main idea is computing similarity or strength
between nodes in the network, and nodes with larger similarity tend to same com-
munity while nodes with smaller similarity tend to different communities. They can be
classified in two categories include divisive methods and agglomerative methods.
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The most famous divisive algorithm is GN that proposed by Girvan and Newman [1]. It
computes the betweenness of all edges and deletes the edge with largest betweenness
every step. Some other works are also presented based on different centrality [5, 6].
However, divisive techniques have been rarely used in the past duo to its huge time
complexity. Most researches concentrate on agglomerative methods. In this way,
modularity [7] is the most popular criterion to measure the quality of community
detection. And modularity gain is often used as a criterion for hierarchical aggregation.
First modularity optimization algorithm is NFA [7]. It achieves maximum growth of
modularity for each merging based on greedy techniques. Then Clauset and Newman
proposed an improved method named CNM [8], which has lower time complexity.
Many other strategies are also used to optimize modularity, include spectral clustering
[9], simulated annealing strategy [10], combining content with links algorithms [11]
and extremal optimization [12]. But detecting the highest modularity value is proven to
be NP-hard [13]. It is impossible to find the optimal solution in a limited time. Previous
algorithms are all based on approximate optimization but without the proof that its
approximation is valid. Besides modularity, similarity between objects is also an
important aggregation strategy [14–17]. And larger communities can be obtained by
merging small communities based on a similarity measure. However, for most hier-
archical community detection methods, whether divisive methods or agglomerative
methods, they only divide a community into two small communities, or merge two
small communities into a large one in each layer. They design heuristics to generate
hierarchical community, but lack of deeper consideration from real networks.

Recently, to better address hierarchical community detection, many efforts have
been done based on the perspective of influence of entities. [18, 20, 21] identify the
core-periphery structure in networks. Those works divide the network into two layers
and consider the core is more important. But such two-level structure is too simple to
reveal sophisticated social behaviors and interactive relationships among nodes in
social networks. A more basic research is proposed by Christakis [22], who gives the
concepts of strong connections and weak connections. Connections within three
degrees of distance can lead to behavior, while connections over three degrees of
distance only can lead to pass information. Therefore, with the increase of degree
distance, it might exhibit different property among entities, which infers us to achieve a
hierarchical understanding of whole network through multi degrees of distance.

Working with these discussions, we propose a model for hierarchical community
detection based on multi degrees of distance space and submodularity optimization
(MD-HCD). In such work, hierarchical community detection problem is formulated as
general community detection problem under multi degrees of distance. More specifi-
cally, an original network is divided into many communities. Then a corresponding
quotient network can be constructed, and same method is used to identify communities
in such quotient network. The results of proof and experiments indicate that our model
can achieve a result with [1 − 1/e] approximation [23] and have a stable performance
in terms of modularity. Besides, MD-HCD detects hierarchical community under multi
degrees of distance and allows us to get a novel understanding of hierarchical structure
under the view of degree distance.
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The remainder of this paper is organized as follows. We will give problem state-
ment and preliminaries in Sect. 2. The complete description of MD-HCD will be
introduced in Sect. 3. Section 4 will analyze experimental results. Finally, we will
conclude the paper with future works in Sect. 5.

2 Preliminaries and Problem Statement

In this section, we first introduce the preliminaries in our work. We then formally state
our hierarchical community detection problem as a generalization of the community
detection problem under different degree space.

Generally, a network is typically modeled as an undirected graph G ¼ V ;Eð Þ with
each node x 2 V to represent an entity, and the edge e x; yð Þ 2 E to reflect the rela-
tionships between x and y. And community detection is finding a partition C ¼
cx�V ; [ cy ¼ V and cx \ cy ¼ ;� �

to maximize the utility function F Cð Þ. In this work,
we consider the hierarchical community problem as generalization of the community
detection problem under multi degrees of distance space. After one degree of distance
space is further considered, a new community structure is detected so that a new layer
is further formed. Specifically, for a node x, we call tix ¼ fe x; yð Þj8y 2 Vg one degree
of distance space of x. For a network G, we call T1 ¼

S
x2V

t1x one degree of distance

space of G. Then t2x ¼ fe x; yð Þ; e y; zð Þj8y; z 2 Vg is two degree of distance space of x,
and T2 ¼

S
x2V

t2x is two degrees of distance space of G. Similarly, we have multi degrees

of distance space Ti of G. And during the hierarchical process, if a community cx is
detected under Ti, the community cx will be maintained or be incorporated into a large
community under Tiþ 1.

Based on above discussion, we model the multi degree of distance space as a series
of quotient networks, G1, G2,…,Gk . We assume that the original network G0 is divided
into many communities C1 ¼ c1; c2; . . .; csf g under one degree of distance space ½T �1
of G0. Then each community in original network is regarded as a super node so that
those super nodes and corresponding edges construct a quotient network
G1 ¼ V1;E1ð Þ; V1 ¼ cxjcx 2 C0

� �� �
.We then detect community structure C2 under

one degree of distance space ½T�1 of G1, which approximately equivalents to the
communities detection under two degrees of distance space in original network.
Finally, we define the quotient network Gi ¼ Vi;Eið Þ; Vi ¼ cxjcx 2 Ci�1

� �� �
and the

one degree of distance space ½T �i ¼
S
x2Vi

½t�1x of Gi.

Our goal is detecting hierarchical community structure CT ¼ C1;C2; . . .;Ck
� �

based on community detection under multi degrees of distance space. On a quotient
network Gi, we try to find a best community structure Ci to maximize utility function
FG Cð Þ. More formally, we define the above task as the hierarchical community
detection.
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Definition 1 Hierarchical community detection (HCD). Given a network G, the task
of HCD is finding a hierarchical community structure CT ¼ C1;C2; . . .;Ck

� �
, such

that:

Ciþ 1 ¼ argmaxC T½ �j i
FG Cð Þ: ð1Þ

The key steps of MD-HCD to solve HCD are constructing quotient network and
find a good community structure under one degree of distance space of such quotient
network. Both two steps are flexible. For example, [16, 17] proposed different methods
to address previous step. For the later step, we can treat the different quotient networks
Gi independent and solve them as community detection problem for each Gi by
algorithms such as [3, 7, 8].

3 Hierarchical Community Detection Based on Multi Degree
of Distance Space and Submodularity Optimization
(MD-HCD)

3.1 Model

Based on the above idea, we propose MD-HCD model for hierarchical community
detection problem. Figure 1 is graphical representation of MD-HCD model. Algorithm
1 describes the main steps of MD-HCD.

As described in Algorithm 1, our model has three main steps. First, we should get
one degree of distance space from original network or quotient network. Specifically,

(a)                                                                      (b) 

Fig. 1. Graphical representation of MD-HCD model. (a) donates the original network. In (b),
A = {1, 2, 3}, B = {4, 5} and C = {6, 7, 8} are small communities that identified under one
degree of distance space on original network.
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we get one degree of distance space from i-th quotient network, which is approximately
regarded as i degrees of distance space of original network. Step 2 is flexible, and many
methods can be adopted, such as simple greedy technique mentioned in [7, 8]. In step
3, we will use weighted edges to address the problem. Next, we detail the step 1 and
step 2 in Algorithm 2, and then construct the quotient network.

As Algorithm 2 shown, line 1 first computes the similarities among nodes. But if
only there is an edge between two nodes, a similarity would be computed. And simi-
larity is compute by Eqs. (2) or (3). Then, in lines 3 and 4, we would select a biggest
similarity value from similarity set, and a node would be divided into a community with
its neighborhoods if their similarity value is not less than the selected similarity value.
We would handle the overlapping nodes based on a membership function
Belongness x; cxcurð Þ as shown in Eq. (4). At the end, while the MF Cð Þ\0 (MF Cð Þ is
computed based on [7]), the algorithm stops. In Algorithm 2, we should compute
similarity both on original network and quotient networks. First, we use the Jaccard [19]
index to compute the similarity on original network. Jaccard index is shown as Eq. (2).

Sim1 x; yð Þ ¼ C xð Þ \C yð Þj j
C xð Þ [C yð Þj j : ð2Þ

Where C xð Þ donates the neighborhoods of x, and �j j donates the number of �.
The properties of quotient network are different. Since a super node represents a

community, we give following similarity index, which is simple but effective.

Sim2 x; yð Þ ¼ s x; yð Þ
xj j � yj j ð3Þ

As x is community, xj j is the number of nodes in x. s x; yð Þ is the number of edges
between x and y. In this way, the information of super nodes is considered. In fact, such
Sim2 x; yð Þ value is also the weight of our super edges. Compared with unweight edges,
the weighted edges contain more information.
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In the end, we give a membership function to handle the overlapping nodes.
Equation (4) is easy to understand. But it must be explained that cxcurj j is the number of
super nodes when detects on quotient network.

Belongness x; cxcurð Þ ¼
P

y2cxcur Sim x; yð Þ
cxcurj j : ð4Þ

3.2 The Submodularity of Target Function

We will prove that the utility function F Cð Þ is monotonic and submodular. In this
section, we first illustrate the property of F Cð Þ on original network. And then prove
that the F Cð Þ holds submodularity during our hierarchical process.

First, we only consider the property of target function on original network. We
define a function f cxð Þ to evaluate the quality of a specific community cx. Then we have
F Cð Þ ¼ P

cx2C f cxð Þ; cx; cy 2 C and cx \ cy ¼ ;� �
. Therefore, if an i degrees of dis-

tance space Ti is given of network G, we can get corresponding FTi Cð Þ ¼P
cix2Ci ftix cix

� �
where cix is a specific community when i degrees of distance space is

given of node x. We need the lemma 1 to characterize the properties of f cxð Þ.
Lemma 1. For 8x 2 V , cix, t

i
x and i; j ¼ 1; 2; 3; . . .; fj[ ig, we have,

Monotonicity:

ftix cix
� �� ftiþ 1

x
ciþ 1
x

� �
: ð5Þ
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Submodularity:

ftix [ t jx
cmax i;jf g
x

� �� ftix cix
� �� ftiþ 1

x [ t jx
cmax iþ 1ð Þ;jf g
x

� �
� ftiþ 1

x
ciþ 1
x

� �
: ð6Þ

Proof. In Eq. (5), monotonicity can be easily proved, since ciþ 1
x ¼ cix [V�. V� is a

subset of nodes that can be reached by x under tiþ 1
x and it is selected based on a simple

greedy strategy to maximize f cxð Þ. In (6), since j[ i, we have tix [ t jx ¼ t jx. Then,
Eq. (6) can be rewritten as Eq. (7).

ft jx c jx
� �� ftix cix

� �� ft jx c jx
� �� ftiþ 1

x
ciþ 1
x

� �
: ð7Þ

According to Eq. (5) in Lemma 1, it is easy to prove that Eq. (7) is workable. Based
on above discussion, we can conclude that FTi Cð Þ holds submodularity on original
network.

Then, we consider the property of target function on quotient network. Give a
Gi ¼ Vi;Eið Þ, and a specific node v 2 Vi. In fact, v represents a community
ci�1
x 2 Ci�1. The diameter of communities in Ci�1 ranges from 0 to 2i�1. For conve-
nience, we assume that all nodes in community ci�1

x that can be reached by x under 2i�1

degrees of distance space ti�1
x . We have F T½ �i Cð Þ ¼ P

cix2Ci

f t½ �ix cix
� �

, where cix 2 Ci is a

community that is detected under one degree of distance space t½ �ix of x on Gi.

Lemma 2 For 8x 2 V , cix, t½ �ix and i; j ¼ 1; 2; 3; . . .; fj[ ig, we have,
Monotonicity:

f t½ �ix cix
� �� f½t�iþ 1

x
ciþ 1
x

� �
: ð8Þ

Submodularity:

f t½ �ix [ ½t� jx cmax i;jf g
x

� �� f t½ �ix cix
� �� f t½ �iþ 1

x [ ½t� jx cmax iþ 1ð Þ;jf g
x

� �
� f t½ �iþ 1

x
ciþ 1
x

� �
: ð9Þ

Proof. In Eq. (8), it is similar to Eq. (5). Based on a greedy strategy, a subset of nodes
(communities) are selected and added to cix. So, f t½ �ix cix

� �
is monotonic. According to (6),

we have f t½ �ix [ ½t� jx cmax i;jf g
x

� �� f t½ �ix cix
� �� f t½ �iþ 1

x [ tkx
cmax iþ 1ð Þ;kf g
x

� �� f t½ �iþ 1
x

ciþ 1
x

� �
; fk[ 2ig,

since that only the communities with diameter is less than (k � 2i) can be all reached
under tkx . So, the proving of Eq. (9) can be translated into Eq. (10).

f t½ �ix [ t jx
cmax i;kf g
x

� �� f t½ �ix cix
� �� f t½ �iþ 1

x [ tkx
cmax iþ 1ð Þ;kf g
x

� �
� f t½ �iþ 1

x
ciþ 1
x

� �
: ð10Þ
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If k� 2i, we have tkx ¼ t½ �ix [ tkx and t½ �iþ 1
x ¼ t½ �iþ 1

x [ tkx , otherwise, we have tkx ¼
t½ �ix [ tkx and tkx ¼ t½ �iþ 1

x [ tkx . According to Eq. (8) in lemma 2, it is easy to prove that
Eq. (10) is workable.

At the end, we can conclude that F T½ �i Cð Þ holds submodularity on quotient network.
So during the hierarchical process, target function holds the property of submodularity.
According to [23], a result with [1 − 1/e] approximation is guaranteed.

4 Experiments

In this section, in order to evaluate performance of the proposed MD-HCD approach,
we do tests on real-world networks and compare it to several mainstream community
detection algorithms.

BGLL [3] is one of well-known modularity based algorithm. It allows for hierar-
chical community detection and has lower time complexity.

Infomap [25] envisions community detection problem as a coding problem, and
aims at finding the optimal partitions based on minimum description length principle.

LPA [26] is one of the fastest algorithms, which can identify communities in large
network.

4.1 Metric

Modularity is the most popular internal measure that could evaluate the quality of
communities produced by different algorithms. The modularity is defined as follow.

Q ¼ 1
2m

�
X

i;j
Ai;j � ki � kj

2m

� 	
d Ci;Cj
� �

: ð11Þ

In Eq. (11), Ai;j is the element of adjacency matrix of network, and the value of Ai;j

is 1 or 0 when there is a link between i and j or not. ki is degree number of node i.
Finally, the value of d Ci;Cj

� �
is 1 when i and j belong to same community, otherwise,

the value is 0. In general, the Q-value ranges from 0.3 to 0.7. And the greater of the
value, the better the community structure quality.

4.2 Data Sets

We test our MD-HCD model, and compared algorithms on five networks [24] that are
widely used by other researchers for evaluating community detection algorithms.
Table 1 lists the features of these networks.
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4.3 Experimental Results and Analysis

In this section, we test our MD-HCD approach on given data sets, and record the results
of the experiment.

Firstly, Fig. 2 exhibits the change of Q-value during hierarchical process. It is easy
to find that Q-value rise gradually and eventually tend to be stable on all networks.
MD-HCD detects a hierarchical community structure that includes three layers on
Dolphin, Football and Netscience. In first layer, an acceptable community structure can
be identified with Q-value greater than 0.3 under one degree distance space. And with
the increase of degree distance, the best community structure can be obtained under
three degrees distance space. It shows that when we consider ‘my friend’ [23] in a
community, an acceptable community structure can be obtained, when we consider ‘the
friends of my friends’ friends’’ [23] in a community, the optimal community structure
can be obtained. For Karate network, MD-HCD detects best community structure under
two degree distance. In fact, a few core nodes are almost connected to all nodes with
assortativity coefficient r = −0.211 in Karate network, which is not easy for degree of
distance based hierarchical analysis. The Power network is a sparse network. Though
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Fig. 2. Change of Q-value during hierarchical process

Table 1. Information of data sets. n and m donate the number of nodes and edges of networks,
respectively. d-avg is the average of all nodes’ degree. L is the average of path length. The r is the
assortativity coefficient which is the Pearson correlation coefficient of degree between pairs of
linked nodes. Positive values of r indicate a correlation between nodes of similar degree, while
negative values indicate relationships between nodes of different degree. In general, r lies
between −1 and 1.

Networks n m d-avg L r

Karate 34 78 4.6 2.7 −0.211
Dolphin 62 159 5.1 3.4 0.306
Football 115 613 10.7 2.3 0.936
Netscience 1589 2742 3.45 4.0 0.439
Power 4941 6594 2.67 19.0 0.226
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MD-HCD can detect a competitive community structure under three degree distance
space, it would consider further degrees of distance space to approximate optimal
community structure duo to the value of average of path length is 19.0. In Table 2, we
show the change of quotient networks’ size during hierarchical process. Gi is a quotient
network each super node represents a community detected in Gi�1. And each edge
represents interaction between super nodes. We can see that the size of quotient net-
work is reduced effectively compared with the size of original network.

In the end, we compare MD-HCD with other algorithms in terms of Q-value as
shown in Table 3. Our method has the highest Q-value on Football and Netscience. On
Dolphin network, MD-HCD has a similar result with Infomap, which is obviously
better than the other two algorithms. Alike, MD-HCD achieves a results with the value
of Q is 0.931 on Power network, which is slightly less than BGLL with the value of Q
is 0.935, but much higher than other algorithms. On Karate network, MD-HCD
achieves a result with 88% approximation of the optimal result detected via BGLL. In
the last row of Table 3 is average Q-value of four algorithms. We can see that the
MD-HCD performs the best among these algorithms. On the whole, our algorithm
performs best on Football and Netscience, or has an approximate result compared with
best performing algorithms on other networks. We can conclude that the proposed
method has a stable performance.

Table 2. Change of quotient networks’ size during hierarchical process. For number ‘a,b’ in
every cell, a donates the number of nodes and b donates the number of edges in Gi. And ‘——’
donates the algorithm stopped.

Networks G1 G2 G3 G4 G5 G6 G7

Karate 6,6 2,1 —— —— —— —— ——

Dolphin 26,41 6,11 4,6 —— —— —— ——

Football 21,98 11,50 10,41 —— —— —— ——

Netscience 485,113 413,26 403,12 —— —— —— ——

Power 2814,3863 1063,1877 462,937 177,382 53,110 34,74 32,70

Table 3. Comparison of Q-value by different algorithms on real-world networks

Networks BGLL Infomap LPA MD-HCD

Karate 0.411 0.402 0.384 0.363
Dolphin 0.418 0.525 0.501 0.522
Football 0.603 0.601 0.581 0.604
Netscience 0.950 0.931 0.943 0.954
Power 0.934 0.829 0.605 0.931
Average 0.663 0.658 0.601 0.675
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5 Conclusion

In this paper, we propose a multi degrees of distance space and submodularity opti-
mization based hierarchical community detection (MD-HCD) model, which allows us
to get a novel understanding of hierarchical structure under the view of degree distance
and achieves a result where the [1 − 1/e] approximation is guaranteed. The experi-
mental results show that the proposed method often detects a hierarchical community
structure that includes three layers and an optimal community structure can be obtained
when we consider ‘the friends of my friends’ friends’’ in a community. Compared with
other main stream algorithms, MD-HCD has a stable performance in terms of Q-value.
In the future, we will pay more attention to the relationship between hierarchical
community structure and topology structure.
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