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Abstract. The aim of this paper is to develop a new method for computing
least square interval-valued nucleoli of cooperative games with interval-valued
payoffs, which usually are called interval-valued cooperative games for short. In
this methodology, based on the square excess which can be intuitionally
interpreted as a measure of the dissatisfaction of the coalitions, we construct a
quadratic programming model for least square interval-valued prenucleolus of
any interval-valued cooperative game and obtain its analytical solution, which is
used to determine players’ interval-valued imputations via the designed algo-
rithms that ensure the nucleoli always satisfy the individual rationality of
players. Hereby the least square interval-valued nucleoli of interval-valued
cooperative games are determined in the sense of minimizing the difference of
the square excesses of the coalitions. Moreover, we discuss some useful and
important properties of the least square interval-valued nucleolus such as its
existence and uniqueness, efficiency, individual rationality, additivity, symme-
try, and anonymity.
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1 Introduction

Due to uncertainty and imprecision in real economic management situations, player
coalitions’ values usually have to be estimated. Recently, intervals seem to be suitable
for employing to deal with inherited imprecision or vagueness in coalitions’ values and
hereby there appears an important type of cooperative games with interval-valued data,
which often are called interval-valued cooperative games for short [1, 2]. A good
example may be the interval bankruptcy games with interval claims [3]. Specifically,
Branzei et al. [3] introduced interval-valued cooperative games which are used to
handle bankruptcy situations where the estate is known with certainty while claims
belong to known bounded intervals of real numbers and hereby defined two
Shapley-like values for solving the interval-valued cooperative games. Obviously,
interval-valued cooperative games are remarkably different from classical cooperative
games from the point of view of the data type of the player coalitions’ values.
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The coalitions’ values of interval-valued cooperative games are expressed with inter-
vals but that of classical cooperative games are expressed with real numbers [4, 5].

Lately, interval-valued cooperative games have attracted attention of researchers and
their solution concepts have applied to many fields such as business [6], operations
research [7], economy, modern finance, climate negotiations and policy, tourism
management [2], environmental management, and pollution control. To be more pre-
cise, Branzei et al. [3] firstly defined two Shapley-like values, which associate vectors of
intervals with interval-valued cooperative games of the interval bankruptcy problems
with interval claims, and studied the interrelations among using the arithmetic of
intervals [8]. To place the models of interval-valued cooperative games within the
cooperative game theory and to motivate continued interest in theory and application
development, Branzei et al. [1] gave a good survey that discussed how the models of
interval-valued cooperative games extended the cooperative game theory, and reviewed
their existing and potential applications in economic management and business situa-
tions with interval data. Alparslan Gok et al. [4] studied the properties of the interval-
valued Shapley value on the class of size monotonic interval-valued cooperative games
and gave an axiomatic characterization of the interval-valued Shapley value on a special
subclass of interval-valued cooperative games. Kimms and Drechsel [6] proposed a
general mathematical programming algorithm which can be used to find an element in
the interval-valued core. Hong and Li [9] constructed an auxiliary nonlinear program-
ming model and hereby proposed a corresponding effective bisection method for
computing elements of interval-valued cores of interval-valued n-person cooperative
games by introducing the satisfaction degree index (or fuzzy ranking index) of interval
comparison. Theoretically, Branzei et al. [10] defined the interval-valued cores of
interval-valued cooperative games through discussing the interval-valued square dom-
inance and interval-valued dominance imputations. Alparslan Gok et al. [11] introduced
some set-valued solution concepts of interval-valued cooperative games, which include
the interval-valued core, the interval-valued dominance core, and the interval-valued
stable sets. Alparslan Gok et al. [12] extended the classical two-person cooperative game
theory to two-person cooperative games with interval data and studied the interval-
valued core, balancedness, superadditivity, and some other properties.

However, it is easy to find that most of the aforementioned works used the Moore’s
interval operations [8], especially the Moore’s interval subtraction, which usually
enlarges uncertainty of the resulted interval. This case usually is not accordant with real
economic management situations. Therefore, the aim of this paper is to develop simple
and effective quadratic programming methods for solving interval-valued cooperative
games. More precisely, based on the differences of the square excesses of the player
coalitions, we construct two quadratic programming models and obtain their analytical
solutions, i.e., least square interval-valued prenucleoli and nucleoli, which are used to
determine players’ interval-valued imputations through using the designed algorithms
which ensure that they satisfy the individual rationality of players. Hereby, the least
square interval-valued prenucleoli and nucleoli of interval-valued cooperative games
are determined in the sense of minimizing the difference of the square excesses of the
player coalitions. The quadratic programming methods proposed in this paper are
remarkably different from the aforementioned methods. On the one hand, the devel-
oped methods can provide analytical formulae for determining the least square
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interval-valued prenucleoli and nucleoli of interval-valued cooperative games and
hereby obtain the interval-valued imputations of players. On the other hand, the
developed methods can effectively avoid the Moore’s interval subtraction [8].

The rest of this paper is arranged as follows. In the next section, we briefly review
the interval-valued cooperative games and their solution concepts and hereby define the
square excesses of players’ coalitions on interval-valued payoff vector to measure the
dissatisfaction of the coalitions. In Sect. 3, we construct two quadratic programming
models based on the square excesses of the player coalitions to compute the least
square interval-valued prenucleoli and nucleoli of interval-valued cooperative games.
The effective algorithm is designed to determine players’ interval-valued imputations
through considering the individual rationality of players. Furthermore, we discuss some
important and useful properties of the least square interval-valued prenucleoli and
nucleoli of interval-valued cooperative games. The quadratic programming models and
algorithms are illustrated with a numerical example about the optimal allocation of the
cooperative profits of joint production and the computational result is analyzed in
Sect. 4. The validity, applicability, and advantages of the methods proposed in this
paper are shown and some remarks on further research are discussed in the last section.

2 Notations of Intervals and Interval-Valued Cooperative
Games

2.1 Interval Notations and Arithmetic Operations

To facilitate introducing interval-valued cooperative games, we firstly review the
concepts of intervals and their distances as well as interval arithmetic operations.

Usually, @ = [ag,ag] = {ala € R,ap <a<ag} is used to express an interval,
where R is the set of real numbers, a; € R and ar € R are called the lower bound and
the upper bound of the interval @, respectively. Let R be the set of intervals on the set R.

Clearly, if a;, = ag, then the interval a = [ar,ag| degenerates to a real number,
denoted by a, where a = a; = ag. Conversely, a real number a may be written as an
interval @ = [a, a]. Therefore, intervals are a generalization of real numbers. That is to
say, real numbers are a special case of intervals [2, 8].

If ap >0, then a = [ar,ag| is called a non-negative interval, denoted by a > 0.
Likewise, if ag <0, then a is called a non-positive interval, denoted by a < 0. If a;, > 0,
then a is called a positive interval, denoted by a > 0. If ag <0, then a is called a
negative interval, denoted by a <0.

To facilitate the sequent discussion, we briefly review arithmetic operations of
intervals such as the equality, the addition, and the scalar multiplication [2, 8, 13].

Assume that @ = [ay, ag] and b = [by, bg| be two intervals on the set R. Then, a is
equal to b if and only if a; = b, and ag = bg, denoted by a = b.

Zz—i—E:[aL—i-bL,aR—FbR]. (1)
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The scalar multiplication of a real number y € R and an interval a is defined as
follows:

o { Davyar] (720)
= { feral G20 2

Clearly, the above arithmetic operations of intervals are a generalization of those of
real numbers.

In most management situations, we usually have to compare or rank intervals.
However, ranking intervals or interval comparison is a difficult and an important
problem. In a parallel way to comparison of the real numbers, Moore [8] firstly pro-
posed the order relation between intervals as follows:

a <b if andonly if a; < b; and ag < bg, (3)

which is simply called the Moore’s order relation between intervals.
To measure differences between intervals, we give the distance concept as follows.

Definition 1. Assume that @ and b be two intervals on the set R. If a mapping d :
R x R R satisfies the three properties (1)—(3) as follows:

(1) Non-negativity: d(a, b) > 0;

(2) Symmetry: d(a,b) = d(b,a);

(3) Trigonometrical inequality relation: d(a, b) < d(a,c) + d(c, b) for any interval ¢ on
the set R, then d(a,b) is called the distance between the intervals @ and b.

It is easy to see from Definition 1 that the distance between intervals is a natural
generalization of that of the set of real numbers.

Obviously, there are various forms of distances between intervals which satisfy
Definition 1. For instance, to meet the need of modeling interval-valued cooperative
games in the subsequent sections, we define the distance between two intervals @ € R
and b € R as follows:

D(c_l, b) = (aL — bL)2 + (aR — bR)z. (4)

It is easy to see that Eq. (4) is very similar to the distance between two points in the
two-dimension Euclidean space.

Theorem 1. D(a,b) defined by Eq. (4) is the distance between the intervals @ € R and
beER.
Proof. We need to validate that D(, b) defined by Eq. (4) satisfies the three properties
(1)—(3) of Definition 1, respectively.

It is easy to see from Eq. (4) that D(a,b) >0 and D(a,b) = D(b,a) for any
intervals @ and b. Namely, D(a, 13) satisfies the properties (1) and (2) of Definition 1.

For any interval ¢ on the set R, where ¢ = [cL, cr], it is easily derived from Eq. (4)
that
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D(a,b) =(a, — br)* + (ag — br)’
< [(aL — CL) + (CL — bL)z] + [(CIR — CR)2 + (CR - bR)Z]
=[(ar — e1)* + (ar — &)’ + [(cr. — b)* + (ck — bR)’]
=D(a,c) + D(¢,b),

ie.,

D(a,b) < D(a,c) + D(c,b).

Therefore, D(a, b) satisfies the property (3) of Definition 1. Thus, we have proven
that D(a, b) defined by Eq. (4) is the distance between the intervals @ and b.

It is noted that the square appears in Eq. (4). In fact, Eq. (4) is the square of the
distance between the intervals. In the sequent, the distance between two intervals is
referred to the square of the distance given by Eq. (4) unless otherwise specified.

2.2 Interval-Valued Cooperative Games and Notations

A n-person interval-valued cooperative game in characteristic function form is an
ordered-pair <N, >, where N = {1,2,---,n} is the set of n players, each subset
SCN is called a coalition of the player set N, and v : 2V — R is the interval-valued
characteristic function of players’ coalitions. 2" denotes the set of coalitions of the
player set N. Obviously, N is the grand coalition. For each coalition S C N, its size is
denoted by s, which represents the number of players in the coalition S. The interval
0(S) = [vL(S), vr(S)] represents the range of reward (or profit) that the coalition S can
achieve on its own if all the players in it act together, where the lower bound v (S) of
the interval v(S) is the minimal reward of the coalition S and the upper bound vg(S) of
the interval o(S) is the maximal reward of the coalition S. The interpretation of
interval-valued cooperative games is that a coalition S C N can obtain for its members a
worth that is somewhere in the interval o(S). Stated as the above Sect. 2.1, we stipulate
v() = [0,0], where ¥ is an empty set. Note that usually v((J) can be simply written
as v(F) =0 according to the notation of intervals in Sect. 2.1. For convenience,

o(SU{i}), o(S\{i}), v({i,j}), and 0({i}) are usually written as (SU1), v(S\i), 8(i,J),

and o(i), respectively. In the sequent, a n-person interval-valued cooperative game
<N,v > is simply called the interval-valued cooperative game v. The set of n-person
interval-valued cooperative games ¥ is denoted by G".

3 Quadratic Programming Model for Least Square
Interval-Valued Prenucleoli of Interval-Valued
Cooperative Games

For any interval-valued cooperative game v € G", it is obvious that each player’s
payoff obtained from cooperation should be also an interval due to the fact that the
payoff (or characteristic value) of each coalition SCN is an interval. Thus, let X; =
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[xLi, Xri] be the interval-valued payoff which is allocated to the player i € N when the
grand coalition N is reached. Denote ¥ = (X1, X, - - - 7)‘C,,)T, which is the interval-valued
payoff vector of n players in the grand coalition N. For any coalition S C N, denote
x(S) = >_ x;, which represents the collective (or aggregated) interval-valued payoff of

ies
all the players in the coalition S. According to Eq. (1), X(S) = [x.(S),x&(S)] can be
expressed as the following interval:

x(8) = [Z XL, ZxR[].

i€S i€S

In a similar way to the definitions of the efficiency and individual rationality of the
classical cooperative game [2, 14], if an interval-valued payoff vector X satisfies both
the efficiency and individual rationality conditions as follows:

3" 5= () 5)
i=1

and
)_szi)(l) (121,2,,1’1), (6)

respectively, then X is called an imputation of the interval-valued cooperative game
v € G". In other word, an interval-valued payoff vector ¥ is said to be efficient or a
preimputation if the efficiency condition X(N) = v(N) is valid. Further, X is said to be
an imputation if the individual rationality conditions x; > v(i) for all players i € N are
also satisfied. 1" (v) and I(v) denote the sets of interval-valued preimputations and
imputations of the interval-valued cooperative game v € G", respectively.

Using Egs. (1) and (3), Egs. (5) and (6) can be rewritten as follows:

and

XLiZUL(l')(l'Zl, ,"',I’l)
{ Yi=12 (8)

respectively.
For any interval-valued payoff vector ¥ and any coalition SCN, where S # (J,
according to Eq. (4), denote

e($,%) = (uu(S) — x.(8))” + (vr(S) — x&(S))’, 9)
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which is just the square of the distance between the intervals X(S) and 5(S). Then, e(S, X)
is called the square excess of the coalition S on the interval-valued payoff vector x.
Usually, for any coalition S C N, we use e.(S,X) to express v.(S) — x.(5), i.e.,

er(8,%) = v.(S) — x.(S), (10)

which is called the lower bound of the excess of the coalition S on the interval-valued
payoff vector x. Likewise, we use eg(S,X) to represent vg(S) — xg(S), i.e.,

eR(S,)_c) = l)R(S) — XR(S), (11)

which is called the upper bound of the excess of the coalition S on X. Therefore, (S, X)
can be rewritten as follows:

e(S,%) = (er(S,%))* + (er(S, %))

It is noted that e(S,x) can be interpreted as a measure of the dissatisfaction of the
coalition S if X were suggested as a final interval-valued payoff vector for all the players
in the grand coalition. Obviously, e(S,x) > 0. Further, the square excess e(N, x) of the
grand coalition N on X is equal to O if the interval-valued payoff vector x satisfies the
efficiency. Hence, the greater (S, X) the more unfair the coalition S.

Least square interval-valued prenucleoli and nucleoli are an important type of
solutions for interval-valued cooperative games. In a paralleled way to the definitions
of the prenucleoli and nucleoli [15, 16] of classical cooperative games, we can define
the least square interval-valued prenucleoli and nucleoli of interval-valued cooperative
games based on the square excesses of coalitions on the interval-valued payoff vectors.

The least square interval-valued prenucleolus of an interval-valued cooperative
game would choose an interval-valued payoff vector to minimize the sum of the square
excesses from the preimputation set according to the lexicographical order. Whereas,
the least square interval-valued nucleolus would choose an interval-valued payoff
vector to minimize the sum of the square excesses from the imputation set. In both
cases, the key problem to obtain least square interval-valued prenucleoli and nucleoli of
interval-valued cooperative games is to minimize the maximal complaint with the
square excess of a coalition on an interval-valued payoff vector. This selection is

regarded as equitable and reasonable. To attain the minimum of > e(S,x) and balance
SCN

the gain of each player i € N, we will choose the interval-valued payoff vector to
minimize the sum of the squares of the differences between the excesses of the
coalitions and their means (or average excesses). Namely, we try to find the
interval-valued payoff vector so that the resulting excesses are the closest to the means
under the least square criterion. Thus, combining with Eq. (7), solving a least square
interval-valued prenucleolus of any interval-valued cooperative game can be trans-
formed into solving the constructed quadratic programming model as follows:
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min{ Z [(eL(S,%) — erm(S, %))* + (er(S,X) — ERm(S,x))z]}
SCNS£D
3o = (V) (12)
i=1
é:lxRi = vr(N),

where the summation is taken over all nonempty coalitions S C N, and ey,,(S,x) and
erm(S,X) are the means of the excesses of coalitions on ¥, i.e.,

€Lm(S,5C) =

— er(S,X) (13)
SCN .S

and

eRm(S,)’c):% > er(S,X). (14)

SCN SAQ

Analogously, combining with Egs. (7) and (8), solving a least square interval-
valued nucleolus of any interval-valued cooperative game can be converted into
solving the constructed quadratic programming model as follows:

min{ Z (er(S,X) — ern(S,X))” + (er(S,%) — ern(S,%))°]}
SCNSAD

ZxLl vL(N)

s.t. ZxRi = vg(N)

xL,-ZUL(i) (l: 172,~--,n)
xRiZUR(i) (l: 1,2,"',}’1).

It is easily observed the following conclusion: for any interval-valued cooperative
game b € G", if an interval-valued payoff vector X satisfies the efficiency, then the sum
of the lower (or upper) bounds of the excesses of all coalitions S C N on X is the same
as that on any other interval-valued payoff vector which also satisfies the efficiency. In
fact, due to the assumption that X is an interval-valued payoff vector which satisfies the
efficiency, then we have
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er(S,%) = (v.(8) —x.(S))
SCN,S# SCN,S#J
= UL(S)— Z xL(S)
SCN,S£7 SCN,S£J
1
= UL(S)—E[ Z xL(S)+ Z XL(N\S)+XL(N)]
SCN S# SCN S# SCN S#
1 1
- w(S) =5 D (S +xN\S)) = 3x(N)
2 2
SCN,S#Q SCN,S#J
1 1
= [)L(S>—§(2n — I)XL(N) —EXL(N)
SCN,S#
= UL(S)—znil)CL(N)
SCN,S£F
= oL (S)—2""tv (N),
SCN,S#J
ie.,
e(S,X) =Y v(S)=2"uL(N), (16)
SCN .S+ SCN S#J

which easily implies that > ¢.(S,X) is a constant for any interval-valued payoff
SCN S#S
vector which satisfies the efficiency.
Likewise, we can easily obtain

S er(SX) =Y vr(S)—2""vr(N). (17)

SCN S#J SCN S#J

Thus, Egs. (16) and (17) show that the sums of the lower (or upper) bounds of the
excesses of all coalitions are identical for all interval-valued payoff vectors which
satisfy the efficiency.

Further, it is easy to see from Eqs. (16) and (17) that the means of the lower (or
upper) bounds of the excesses of all coalitions are identical for all interval-valued
payoff vectors which satisfy the efficiency.

Using Egs. (10)—(14) and Egs. (16) and (17), then Eq. (15) can be rewritten as
follows:

min{ Z [vr(S) — x.(S) — ﬁ(
SCN.SAQ SCNS£Q
+ Z [r(S) — xr(S) — ﬁ( Z UR(S)—Zn_lUR(N))]2}

SCN SAZ SCN.S£Z

o (8)=2""" o (N))]?
(18)
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zxu = v, (N)
i=1

ZXR[ = DR(N)
i=1

4 A Fast Method for Computing Least Square
Interval-Valued Prenucleoli of Interval-Valued
Cooperative Games

In this section, based on the square excess, we focus on developing an effective and a
fast quadratic programming method for solving interval-valued cooperative games as
stated in Sect. 2.2. It is easy to see from Eq. (18) that computing the least square
interval-valued prenucleolus of an interval-valued cooperative game becomes solving
the quadratic programming model.

Using the Lagrange multiplier method, the Lagrange function of Eq. (18) can be
constructed as follows:

Lx )= > [UL(S)—XL(S)—ﬁ( > v(8)=2"" o ()]

SCN.S# SCN,S#
1 _
Y r(S) — k() — 5 (D or(8)=2" k(W)
SCN, S+ SCN S#&

+ }v(ixu —vr(N)) +u(ix1ei — vg(N))

where 1 and u are Lagrange multipliers.
The partial derivatives of L(%, 4, 1) with respect to the variables x;;, xz; j € SCN),
4, and u are obtained as follows:

OL(x 1 -1
T 22 u(8) = x(S) — =7 ( 3 wlS)=2 o))+ 4,
J S:icS SCN,S#£J

“ 'u) = ixu — UL(N)

and

OL ,),
(x ,u ZXRI*UR

respectively.
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Let the partial derivatives of L(X,A,u) with respect to the variables xzj, xgj

(j € SCN), A, and u be equal to 0, respectively. Consequently, we have

1 X
=23 [n(S) =5 S) — 5 (>0 w2 (V) +AF =0, (19)
S:ieS SCN S£Z
> xF = u(N) (20)
i=1
1 - *
23 RS =) =z ( Do w2+ F =0, (21)
S-ies SCN S#
and
> 6E = welV) (22)
i=1
respectively.
It is obvious that
szE( =2"1xEy Z 2" 2ij i,j €EN) (23)
S:ieS JEN\I
It can be easily derived from Egs. (19) and (23) that
n—1 n— 2 2 2" *E
=2 o) +2x 2 IxE 42> "2 > > () = 5o (N) +4F =0
Sies JEN\i -1 SCN S#& -
Combining with the equality:
xLlJerLvaL (i,j €N),
JEN\I
we can directly obtain
n—1 n—1 _ 2" 2 B
—2) u(S)+2" xF 4+ (2 =Y (N) + = oL(S)+4F =0, (24)
S:ies e 2" - 1S§N<S¢Q
which can be rewritten as follows:
25 o8 =27 = FpuN) -5 X w(S)-4T
W SieS SCNSAD (25)

i = 1
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Thus, the key to solve x;F¥ (i =1,2,3,---,n) becomes obtaining A Tt is easily
derived from Eq. (20) that

23 0(S) = (2" = FEuN) =5 X w(8)-AF

siies SCNSAQS
Z on—1 = UL(N)7
ieEN
ie.,
2 Y suS) — @ = V) — = ST w(S) — 0 = 2Ny ()
SCN,S. -1 =1 ’
10 SCNSED

where s denotes the cardinality of the coalition SCN, i.e., s = |S|. Hence, we can
easily obtain

2> sun(S)

B SCNSED . 2" 2 2!
pEe e (o 1_2"_1)%(1\])_m > uls) - —u(N),
SCN S#S
(26)
which is substituted into Eq. (25), we directly have
25 u(S)— 2 = ulN) =525 X ulS)
E S:ieS SCN S
i = o1
2 Z suL(S)
C, n— n n—1
S — (2 ) (N) =5t > u(S) = F ()
SCN.S+J
- 21171
2 > sulS)
2% op(S) - 22—+ 22y (N)
S:ieS
- 2}171
2 Z svr(S)
2 o __SCNSED
_u(N) + s%s ) "
n 2n-1
vy, N) 1
= (nSZ oL(S) = D suu(S))
€S SCN S£&
v, N)
= n + n2n > naLl Z Z UL(S
JEN Sijes

_ vy, N) 1
= —+ ) naL, ]Z]\; aL]
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ie.,

v (N 1
xE = L(V) + — - (nag;(v ZaL/ (i eN), (27)
JEN

where az;(v) = > v(S).
S:ieS
Likewise, using Egs. (21) and (22), the upper bounds of the interval-valued optimal
solution ¥*F of Eq. (18) can be obtained as follows:

«E __ UR(N) 1
Xpi = . + — TR (nagi(v ]ezNaR] (i €N), (28)

where ag;(v) = > vg(S) (i € N).

s:ieS
Then, we obtain the interval-valued optimal solution ¥** = (x;E, %E, - - - ,X;E)T of
Eq. (18), whose components’ lower and upper bounds consist of Eqgs. (27) and (28),
respectively, where X;F = [x;F x| (i € N). Therefore, the least square interval-valued
prenucleolus of the interval-valued cooperative game b is ¥*F.
In what follows, we discuss some useful and important properties of the least
square interval-valued prenucleoli for interval-valued cooperative games.

Theorem 2. Assume that v € G" is any interval-valued cooperative game. Then, there
always exists a unique least square interval-valued prenucleolus, which is determined
by Egs. (27) and (28).

Proof. It is straightforward to prove Theorem 2 according to Eqgs. (27) and (28).

Theorem 3. Assume that b € G" is any interval-valued cooperative game. Then, its
least square interval-valued prenucleolus ¥*F satisfies the efficiency, i.e.,

SEE = B(N).

Proof. According to Eq. (1), it is easily derived from Eqs. (27) and (28) that

ZX*E Zx Zx
v(N o " vg(N) 1 <
= [Z n + 2n—22al’i( omn— ZZaL/ 72 n + anlﬁ( on— ZZaRj

=1 =1 jenN =1 i=1 jeN

= [vr(N), vr(N)],

ie., Y X = 0(N). Thus, we have completed the proof of Theorem 3.
i=1

Theorem 4. Assume that v € G" and v € G" are any interval-valued cooperative
games. Then, X*E(v +7) = ¥*E(v) + xE(v).

Proof. It is easily derived from Eq. (27) that
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W5 47) = nL(N)—nFVL(N) + nZi*2 [n(aLi(v) + api(v)) — ZN (agj(v) +ag;(v))]
:UL(N) T 2” 5 (napi(v z];aLj ) n211172 (nap;(v) — Z[;aLj(V))

n
*E =
=Xy, (')) +x7;°(V),

Le. ‘xLz (U+V)7xLl( )+xﬁi( )
Analogously, according to Eq.(28), we can easily prove that
xF(O+7) = x32(0) + x5 (v). Hence, according to Eq. (1), we have

XP049) =xF0) +x50) (i=1,2,--,n),

ie., X*E(0+v) = x*E(0) +¥*E(¥), which implies that Theorem 4 is valid.

Theorem 5. If players i € N and k € N (i # k) are symmetric in an interval-valued

cooperative game b € G", then x;F = x;F.

Proof. For the players i € N and k € N (i # k), it is easily derived from Eq. (27) that

. UL(N) 1
X = . +—— T (nag;(v) ZaL, (29)
JEN
and
£ UL(N) 1
xE = — +— o (nagy (v jEZNaLJ (30)

It is easily derived from the symmetric players’ assumption [2] that
aLi(v) = aLk(!)) (l S N, k e ]\77 i 7& k)7

which easily follows from Egs. (29) and (30) that x}F = x;E.

In the same way, using Eq. (28), we can easily prove x}f‘ = ka Combining with

the aforementioned conclusion and Eq. (1), we can obtain

*E *E]

[xLz ) XRi 44 *E]

YTk s Xki

ie., ¥'F = xE. Accordingly, we have completed the proof of Theorem 5.

Theorem 6. Assume that b € G" is any interval-valued cooperative game. For any
—*E

permutation ¢ on the set N, then X; ;) (v%) = xE(v).
Proof. It can be easily proven according to Egs. (27) and (28) (omitted).

Obviously, if all coalitions’ values b(S) degenerate to real numbers, i.e., v(S) =
vL(S) = vg(S) for any coalition S C N, then it easily follows from Egs. (27) and (28)
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that x}F = x;F = x;F (i€ N), ie., Eqs. (27) and (28) are identical. Namely, either
Eq. (27) or Eq. (28) is applicable to the classical cooperative games. Thus, the model
and method developed in this section may be regarded as an extension of that for the
classical cooperative games when uncertainty and imprecision are taken into account.

5 Algorithms for Least Square Interval-Valued Nucleoli
of Interval-Valued Cooperative Games

Equation (18) is used to compute the least square interval-valued prenucleolus of any
interval-valued cooperative game. However, the least square interval-valued prenu-
cleolus is usually not an imputation because it possibly fails to satisfy the individual
rationality. Hereby, we can construct the quadratic programming model of the least
square interval-valued nucleolus for the interval-valued cooperative game v as follows:

min{ 3 [or(S) —x(8) —zy (X ve(8)=2 " ur (V)]

SCN S#J SCN S#J

+ 5 r(S) = x(S) =5 (X ur(S)—2"or(N))*}

SCN S£@ SCN S£@

(31)

For discussion concision and convenience, we firstly prove the following conclu-
sion: for any interval-valued cooperative game v € G", if we use any constants »; and
mp to replace e, (S,x) and eg(S,x) of the objective function in Eq. (12) (or Eq. (15)),
respectively, then Eq. (12) (or Eq. (15)) remains the identical optimal solution. In fact,
assume that X is any interval-valued payoff vector which satisfies the efficiency, then
for any constants m;, and mg, we have

S [(en(S.%) —mp)’ + (er(S,%) —mp)’] = X (e(S.X) —m)+ X (er(S.X) —mg)’

SCN S#J SCN S#Q SCN S#J
= Y )+ -Dm-2m Y e(SH)+ Y ex(S,%)]?
SCN S+ SCN S#F SCN S+
+(2" = )mk —2mg > er(S,X).
SCN S+

(32)

It is easily derived from Eqs. (16) and (17) that the objective function of Eq. (12)
(or Eq. (15)) replaced with Eq. (32) remains the same optimal solution as Eq. (12) (or
Eq. (15)) while only their optimal objective values have a difference of constants.

In particular, for m; = mg = 0, it is obvious that the optimal solution of Eq. (12) is
the same as that of the quadratic programming model as follows:
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min{ D [(0(S) —x(8)) + (0r(S) — x&(5))]}

SCN S#J

i}xu = v.(N) (33)
std T

n
> xgi = vr(N),
i=1

and the optimal solution of Eq. (15) is the same as that of the quadratic programming
model as follows:

min{ D [(0(S) —x(5))” + (0r(S) — x=(5))]}

SCN S#J

> xzi = v(N)
i=1

s.t.d > xgi = vg(N)
Fy

xLizuL(i) (Z = 1,2,'--71’1)
xRiZl)R(i) (l = 1,2,--'77’1).

Stated as earlier, computing the least square interval-valued nucleolus of any
interval-valued cooperative game can be equivalently converted into solving the
optimal solution of Eq. (34). Therefore, combining with the optimal solution of
Eq. (33), i.e., the least square interval-valued prenucleolus of any interval-valued
cooperative game, we mainly propose simple and effective algorithms for solving the
least square interval-valued nucleolus.

Without loss of generality, assume that we are considering any interval-valued
cooperative game 0 with t(i) = [0, 0] for all i € N. In the following, we summarize the
algorithms for solving the lower and upper bound of the least square interval-valued
nucleolus of the interval-valued cooperative game v as follows.

We propose Algorithm 1 for determining nonnegativity of the lower bounds of the
least square interval-valued nucleolus of the interval-valued cooperative game v as
follows:

Step 1: Set k = 1. Let x¥ =xiF, where x;F = ({5, x5, .-, x;E)" is the lower

bound vector of the least square interval-valued prenucleolus of the interval-valued
cooperative game v, which is given by Eq. (27) (or generated by solving Eq. (33)).
Let M ={jeN |x’ij <0}, which is the set of the players who have negative lower

bounds of the interval-valued payoff vector x%.
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Step 2: Compute

X (mk .
NN E = )
0 (j € M),

where m¥ is the cardinality of the player set M%, i.e., m¢ = |M¥|.

Step 3: Let M; "' = Mf U{j € N|xj;' <0}, which is the new set of the players
who have negative lower bounds of the interval-valued payoft vector xﬁ* L

Step 4: If M; "' D M¥, then set k = k + 1 and return to Step 2; If Mj ' = M¥, then
the solving process stops, hereby we can obtain the lower bounds of the least square
interval-valued nucleolus of the interval-valued cooperative game v, depicted as in

Fig. 1.

Set k=1, initialize x,’f and Mf

v

> Compute X

v

Determine M f“

v
MM oM, ?
N

Stop, hereby obtain the lower bounds of the
least square interval-valued nucleolus

3
<

Set k=k+1

Fig. 1. Algorithm for determining nonnegativity of the lower bounds of the least square
interval-valued nucleolus

Analogously, we can propose Algorithm 2 for determining nonnegativity of the
upper bounds of the least square interval-valued nucleolus of the interval-valued
cooperative game v as follows:

Step 1: Set k = 1. Let xk = xiF, where xiF = (x:F, x5 ... x:E)T is the upper

bound vector of the least square interval-valued prenucleolus of the interval-valued
cooperative game v, which is given by Eq. (28) (or generated by solving Eq. (33)).



Models and Algorithms for Least Square Interval-Valued Nucleoli 297

Let M,’% ={jeN |x’1;j <0}, which is the set of the players who have negative upper

bounds of the interval-valued payoff vector xﬁ;.
Step 2: Compute

X (MK .
A = {x;(?j—’— ,fﬁm}%) (j & My)
v .
0 (j € M),

where mk is the cardinality of the player set M, i.e., m = |M¥|.
Step 3: Let M "' = MjU{j € N|xj;” ' <0}, which is the new set of the players

who have negative upper bounds of the interval-valued payoff vector xk* .

Step 4: IfM,’§+1 O MX, then set k = k + 1 and return to Step 2; IfM,’§+1 = M,’g, then
the solving process stops, hereby we can obtain the upper bounds of the least square

interval-valued nucleolus of the interval-valued cooperative game v, depicted as in
Fig. 2.

Set k=1, initialize xj and M,

v

k+1
Compute Xy

v

Determine M féﬂ

Set k=k+1 |¢Y MY S ME?
¢N

Stop, hereby obtain the upper bounds of the
least square interval-valued nucleolus

A 4

Fig. 2. Algorithm for determining nonnegativity of the upper bounds of the least square
interval-valued nucleolus

From the above discussion, we can propose Algorithm 3 for computing the least
square interval-valued nucleolus of any interval-valued cooperative game v, depicted as
in Fig. 3.
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To compute the least square interval-valued
prenucleolus by solving Eq. (33)

v

Nonnegativity — of

Algorithm 1
the lower bounds?

Nonnegativity of
the upper bounds?

—— Algorithm 2

Obtain the least square interval-valued nucleolus

Fig. 3. Algorithm 3 for computing the least square interval-valued nucleolus

In the following, we discuss some important and useful properties of the least
square interval-valued nucleolus of any interval-valued cooperative game.

Theorem 7. Assume that v is any interval-valued cooperative game. Then, there exists
a unique least square interval-valued nucleolus, which satisfies the efficiency, indi-
vidual rationality, additivity, symmetry, and anonymity.

Proof. It is easy to prove Theorem 7 in a similar way to Theorems 2—6 and combining
with Algorithms 1 and 2 (omitted).

6 A Numerical Example of Joint Production Problems

The following is an example how interval-valued cooperative games are applied to
solve joint production problems.

Let us consider a joint production problem in which five decision makers actively
cooperate with one another to develop new products. The five decision makers are
named players 1, 2, 3, 4, and 5, respectively. Denoted the set of players by
N' ={1,2,3,4,5}. Before the cooperation starts, it is necessary for the five players
(i.e., decision makers) to evaluate the revenue of the joint production project in order to
decide whether the coalitions can be formed. However, the cooperative profit is
dependent on many factors such as cost of human resources, product price, supply, and
demand. Usually, players may estimate ranges of their profits instead of precisely
forecasting their profits. Namely, the profit of a coalition S C N’ of the players may be
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expressed with an interval t'(S) = [v](S), v%(S)]. In this case, the optimal allocation of
profits for the five decision makers may be regarded as an interval-valued cooperative
game U in which the interval-valued characteristic function is equal to v'(S) for any
coalition SC N'.

For example, let us consider a specific interval-valued cooperative game v’ which is
defined as follows: ©'(2,3) =7'(2,4) =v'(3,4) =0'(3,5) =v'(4,5) = [100,200],
v'(1,3,4) =v'(1,3,5) =v'(1,4,5) =v'(2,3,5) =7(2,4,5) = [100,200],
v'(2,3,4) = [120, 240], v'(3,4,5) = [175,300], v'(1,2,3,4) = [175,350],

'(1,2,3,5) = [100,220], v'(1,2,4,5) = [100, 250], v'(1,3,4,5) = [200,380],
'(2,3,4,5) = [200,400], v'(1,2,3,4,5) = [200, 600], and otherwise v/'(S) = 0..
Using Eq. (27), we can obtain the lower bounds of the least square interval-valued
prenucleolus of the interval-valued cooperative game o’ as follows:

[y
[y

£ L(N') 1 200 1
XLII: I 5 % 252 (Sapi(v) — Z\;GL]‘(U)) =5 + m(5 x 1075 — 74385)
JEN'
= —12.75,
& _ v(N') 1 _ 200 1 ~
Xy = e 5 ass (San(v) j;‘,a”(u)) = 54 (5 x 1295 - 7485)
= 14.75,
. UL(N') 1 200 1
xE ==+ s (Sas(v) - gvjag(v)) =+ 55 (5 X 1770 - 7485)
JEN'
=74.125,
£ L(N') 1 200 1
Nh = e s (San(v) - > ayv) = 5 T3 g5 x1770-7485)
JEN'
=74.125,
and
£ UL(N) 1 200 1
xjE = s 5y Gas(v) - ;aq(v)) =5 555 (5x 1575 - 7485)
JEN'
= 49.75,
respectively.

According to Algorithm 1, it is obvious that
x! =xF = (F wE f f vB)T = (—12.75,14.75,74.125,74.125,49.75)".

Then, we give 0 to player 1 and divide —12.75 equally among players 2, 3, 4, and
5. Hereby, we obtain
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x2 = (2,00, 525, x20,,x25) " = (0,11.5625,70.9375,70.9375, 46.5625) "

Thus, we finally obtain the lower bounds of the least square interval-valued
nucleolus for the interval-valued cooperative game v/, i.e.,

x" = (0,11.5625,70.9375,70.9375,46.5625)".

Likewise, according to Eq. (28), we can obtain the upper bounds of the least square
interval-valued prenucleolus of the interval-valued cooperative game v’ as follows:

x:E = (19.5,77,180.75,184.5,138.25)".
Then, using Algorithm 2, we can obtain
xb =xF =(19.5,77,180.75, 184.5,138.25)".
Owing to the fact that all x}, (i € N’) are nonnegative, we directly have
Xt =xk = (19.5,77,180.75,184.5,138.25)",

which is the upper bounds of the least square interval-valued nucleolus for the
interval-valued cooperative game v'.

Therefore, we can obtain the least square interval-valued nucleolus of the
interval-valued cooperative game v’ as follows:

" = (]0,19.5], [11.5625,77],[70.9375, 180.75], [70.9375, 184.5], [46.5625, 138.25))",

which may be interpreted as follows: player 1 can obtain at least O and at most 19.5,
i.e., the interval [0,19.5], which is almost greater than the interval v'(1) = [0, 0]
obtained by itself alone. Analogously, player 2 can obtain at least 11.5625 and at most
77, i.e., the interval [11.5625,77], which is obviously greater than the interval v'(2) =
[0, 0] obtained by itself alone. Player 3 can obtain at least 70.9375 and at most 180.75,
i.e., the interval [70.9375,180.75], which is remarkably greater than the interval
v'(3) = [0, 0] obtained by itself alone. The similar explanation can be done for players
4 and 5. In other words, the optimal allocations of all the five players i (i € N') satisfy
the individual rationality of interval-valued payoff vectors according to Eq. (3), which
is the Moore’s order relation over intervals [8].
Obviously, we have

5
sz‘; = 0+11.5625+70.9375 +70.9375 + 46.5625 = 200
i=1
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and
5
Zx}}‘; =19.5477+ 180.75 + 184.5 4+ 138.25 = 600.
i=1

Hence,

5
S = 7).
i=1

which implies that the least square interval-valued nucleolus ¥*" satisfies the efficiency
of interval-valued payoff vectors as expected.

7 Conclusions

We propose the quadratic programming model and algorithms for solving the least
square interval-valued nucleoli of interval-valued cooperative games and effectively
avoid the magnification of uncertainty resulted from the Moore’s interval subtraction.
The developed model and algorithms are simple and effective from the viewpoint of
computational complexity. In addition, it is easy to see that the least square
interval-valued prenucleoli and nucleoli of interval-valued cooperative games are
generalizations of the least square prenucleoli and nucleoli for classical cooperative
games.

However, only interval uncertainty is taken into consideration in coalition’s values
in this paper. In fact, uncertainty of coalition’s values may be described by other types
of data such as fuzzy numbers [17] and intuitionistic fuzzy numbers [18, 19]. There-
fore, cooperative games with coalition values expressed by fuzzy numbers and intu-
itionistic fuzzy numbers will be hot topics in further research. What is more, the
axiomatic characterizations of these types of cooperative games will also become hot
issues of research.
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