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Abstract There is a partitioning of a data set X into c-clusters in clustering
analysis. In 1984, fuzzy c-mean clustering was proposed. Later, fuzzy c-mean was
used for the segmentation of medical images. Many researchers work to improve
the fuzzy c-mean models. In our paper, we proposed a novel intuitionistic possi-
bilistic fuzzy c-mean algorithm. Possibilistic fuzzy c-mean and intuitionistic fuzzy
c-mean are hybridized to overcome the problems of fuzzy c-mean. This proposed
clustering approach holds the positive points of possibilistic fuzzy c-mean that will
overcome the coincident cluster problem, reduces the noise and brings less sensi-
tivity to an outlier. Another approach of intuitionistic fuzzy c-mean improves the
basics of fuzzy c-mean by using intuitionistic fuzzy sets. Our proposed intuitionistic
possibilistic fuzzy c-mean technique has been applied to the clustering of the
mammogram images for breast cancer detector of abnormal images. The experi-
ments result in high accuracy with clustering and breast cancer detection.

Keywords Intuitionistic fuzzy c-mean � Possibilistic c-mean � Membership
degree � Non-membership degree � Hesitation degree

1 Introduction

Segmentation arises as the basic technique towards image processing analysis
because this is an important building block in it and also divides the image into
various parts (regions) with homogeneous features. In the segmentation process, the
image is partitioned into various non-overlapping and meaningful homogeneous
regions. For common images, the segmentation is based on unsupervised clustering
techniques but it becomes challenging in case of medical imaging because of poor
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contrast and noise. A number of techniques were offered by different researchers,
and we may assume thresholding technique as the easiest over the other techniques.
Thresholding became more difficult in the case of distributed illuminations. It is
better to use local thresholding over global in such cases, and thresholds are found
for each subdivision of image to get a local variation. Many authors have proposed
clustering technology in decision-making, problem-solving and image segmenta-
tion to threshold an image. Otsu [1] has used thresholding techniques for a class
variance to maximize the class reparability. In the last one decade, fuzzy approach
is used in medical images due to the presence of uncertainty issues present in the
form of vagueness, boundaries and variations in grey levels.

The main role of clustering is to separate unlabelled data into discrete sets.
Clustering is a major technique of unsupervised learning. Many clustering tech-
niques such as conventional k-mean, fuzzy c-mean, artificial neural network and
genetic algorithms were used by different researchers. It is challenging to find an
optimal threshold in thresholding technique. The k-mean clustering approach limits
each data in a particular cluster which cannot be acceptable in all applications.
Fuzzy c-mean is mostly used in image segmentation and assigns each pixel to
unlabelled fuzzy clusters to keep each pixel in all clusters with different degrees of
membership. So, the membership of fuzzy c-mean cannot represent the degrees of
belonging of the data. Fuzzy c-mean was successfully incorporated into the seg-
mentation of medical images to overcome the uncertainty and unknown noise
available in them. The problems in the fuzzy c-mean membership do not represent
the degree of belongings of the data. This problem was solved by Krishnapuram
and Keller [2] by proposing possibilistic c-means. Each element of the kth column
can be any numbers between 0 and 1, as long as the least one of them is positive.
Possibilistic c-mean was useful to identify outliers (noise points). In 1997, some
researchers [3] suggested possibilistic fuzzy c-mean algorithm to generate mem-
bership and typicality values where clustering unlabelled data. Later in 2005, [4]
came with possibilistic fuzzy c-mean algorithm which produces membership and
possibility simultaneously with useful point models or cluster centres for each
centre. Possibilistic fuzzy c-mean was useful for fuzzy rule-based system
identification.

Carvalho [5] proposed an adaptive and non-adaptive fuzzy c-mean for symbolic
interval data. This does a fuzzy partition and model for every cluster by optimizing
an adequacy criterion on proper Euclidian distance between vectors of intervals. Ji
et al. [6] worked with an adaptive method to find the weights of local spatial factors
in the objective function for local spatial continuity. They applied its magnetic
resonance imaging images and found significant success with the proposed possi-
bilistic fuzzy c-mean method. This method was found more robust and efficient for
many levels of noise and was able to achieve higher accuracy in the context of brain
magnetic resonance imaging image segmentation. Fuzzy c-mean cannot achieve
accurate results due to noisy conditions. So, [7] proposed exponential fuzzy c-mean
to enhance membership issues and result in more meaningful membership degree
over fuzzy c-mean. Wahid et al. [8] proposed a genetic algorithm-based clustering
technique which exploits multiple views to generate different clustering solutions

76 C.L. Chowdhary and D.P. Acharjya



and then selects a combination of clusters to form a final clustering solution. With
the use of research work on theory and application of intuitionistic fuzzy sets by
Attansov [9], Chaira [10] proposed intuitionistic fuzzy c-mean technique. This
method is useful in clustering different regions of the medical images and helps to
find abnormalities in image. In intuitionistic fuzzy sets, there are membership
degree, non-membership degree and hesitation degree. Hesitation is an another
uncertainty parameter.

In our proposed algorithm, possibilistic FCM was integrated with intuitionistic
fuzzy c-mean. Traditional clustering methods are unable to handle the cases of
noisy data and outliers. So we have used possibilistic approach to overcome this
condition for improving membership assignments. To improve the possibilistic c-
mean algorithm, we have embedded intuitionistic fuzzy c-mean. Intuitionistic fuzzy
c-mean algorithm on uncertainty issue and there hesitation degree is discussed
while defining the membership function. The remaining part of the proposed paper
is organized in the following sections: Sect. 2 describes the preliminaries carried
out on the clustering approaches; Sect. 3 covers the construction of intuitionistic
possibilistic fuzzy c-mean; Sect. 4 describes the result analysis; and finally, Sect. 5
concludes the paper.

2 Preliminaries of Clustering

Clustering approach is in concern with image segmentation issues and that will
decide about that how the pixels of an image concern with each other in a proper
way. A clustering algorithm will divide the set of pixels into clusters such that
pixels contained by a given cluster claim high degree of similarity over the pixels
belonged to different clusters. An extensive literature provides information that
different clustering methods are applied in many research areas such as pattern
recognition, data mining, big data, taxonomy, image processing and information
retrieval. Clustering approaches found to be categorized into two methods as
hierarchical and partitioning methods. Hierarchical methods are nested in sequence
of partitions of the input data, and partitioning methods obtain a single partition of
the input data in a fixed number of clusters. According to the traditional k-means
clustering method [11], every data belong just to one cluster, but this cannot be
convincing in few applications. Fuzzy c-mean (FCM) clustering is a fuzzy type of
k-mean clustering [7, 12]. In FCM, there is a combination of fuzzy approach that is
used to allow data to be added in all clusters with diverse degrees of membership.

The fuzzy clustering approach [7, 12] is partitioned into a set B in k clusters, and
the set is having N members as B ¼ fb1; b2; b3; . . .bNg. There may be a situation of
uncertainty that the data bl were consigned to many clusters with diverse degrees of
membership ulm. The belongingness of a data with a cluster is decided by paral-
leling its distance or dissimilarity d2lm from the cluster centroid vm. The measure-
ments of distances are calculated with the help of Euclidean formula:
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The role of fuzzifier parameter (p) is about mechanizing the influence of the
membership degree over the objective function. The value of membership degree
and centroid is expressed in (2) and (3) correspondingly:
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FCM clustering results are better over k-mean results but more sensitive to noise.
One limitation is that the cluster-wise addition of all the membership degrees for
every data to one leads the abnormal points to be members of clusters. By inte-
grating the possibilistic approach with the fuzzy c-mean, the drawback of FCM can
be resolved and that approach can be given the name of possibilistic fuzzy clus-
tering (PFCM). The main equation for possibilistic fuzzy c-mean approach can be
written as:

PFCM ¼
Xk

m¼1

XN

l¼1

uplmd
p
lm þ

Xk

m¼1

km
XN

l¼1

1� ulm

 !
: ð4Þ

The membership degree function and positive number are as follows in (5) and
(6):
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In (6), W is an amendable weight which is typically set to one.
Equation (3) of FCM is used to achieve an optimum solution to update in the

centroid. In case if all clusters are coincident clusters, Eq. (4) may be really min-
imized. The membership degree from Eq. (5) relies heavily on the gap between the
data and specific cluster without any consideration of other clusters.

Another improved fuzzy clustering is based on intuitionistic fuzzy clustering
algorithm. The conventional fuzzy c-mean function is modified by the use of
intuitionistic fuzzy sets. The cluster centres are modified so that we can integrate
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intuitionistic properties with fuzzy c-mean method. Atanassov [9] proposed intu-
itionistic fuzzy sets and said about the existence of hesitation degree. According to
him, it cannot be always true that summation of degree of membership and degree
of non-membership is being 1. There may be a possibility of hesitation degree, and
a hesitation degree is defined as 1 minus the sum of membership and
non-membership degrees. The hesitation degree is given as follows:

pA ¼ hesitation degree ¼ 1� ðmembership degreeþ non membership degreeÞ
ð7Þ

Hesitation degree is initially calculated using Eq. (7), and the intuitionistic fuzzy
membership values are obtained as follows:

u�lm ¼ ulm þ plm ð8Þ

where u�lm ulmð Þ denotes the intuitionistic fuzzy membership of the mth data in lth
class. Replacing Eq. (8) in (3), the modified cluster centre will be:

v�m ¼
PN

l¼1 u
�;p
lm xlPN

l¼1 u
�;p
lm

ð9Þ

Using Eq. (9), the cluster centre is updated and simultaneously the membership
matrix is updated. At each iteration, the cluster centre and the membership matrix
are updated and the algorithm stops when the updated membership matrix and the
previous matrix. Thus, the criterion function in conventional FCM is modified
using intuitionistic fuzzy sets.

3 Construction of Proposed Intuitionistic Possibilistic
Fuzzy Clustering

Several medical image segmentation systems suggested by different authors have
used the conventional k-mean clustering approach for tumour detection. But it has
the limitations such as inadequate detection of tumour, predominantly in case of
malignant cases. Some other researchers have used fuzzy c-mean approach which
can detect malignant tumour mass more precisely over k-mean. These clustering
methods are unable to handle the cases of noisy data and outliers. Possibilistic
approach was used to overcome such condition for improving membership
assignments. We have proposed an integrated intuitionistic fuzzy c-mean system to
improve the possibilistic c-mean algorithm. Such medical image segmentation
system will be called as intuitionistic possibilistic fuzzy c-mean (IPFCM) clustering
system, and this system is taking the advantages of both approaches. Construction
of the proposed system is in four paces: initiative pre-processing, main
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segmentation, i.e. clustering, statistical texture feature extraction and classification.
The leading idea of our proposed work is based on segmentation part which does
integration of possibilistic fuzzy c-mean with intuitionistic fuzzy c-mean and
reduces the number of iterations to help in minimizing the execution time. The
important portions of our IPFCM clustering method will be explained in the next
paragraphs (Fig. 1).

Medical images are difficult to interpret, so the image is converted into the
accessible form. This step involves removing unwanted parts which present in the
background of the medical images. The main objective of this step is to improve the
image quality by removing the unwanted areas. Disparate possibilistic clustering
methods that try to minimize the membership degree of noisy data, the intuitionistic
possibilistic fuzzy clustering (IPFCM) approach, assigns hesitation degree to them
with membership and non-membership degree. Intuitionistic possibilistic fuzzy c-
mean algorithm is applied to improving the detection duties of breast cancer
detection system to assist a radiologist to some extent. After, medical images were
enhanced using intuitionistic possibilistic fuzzy c-mean algorithm, choose intu-
itionistic fuzzy c-mean algorithm to separate between each cluster of pixels.

3.1 IPFCM Algorithm 1

Step 1. Initialization: Initialize B; k; d; u; v and the parame-
ters used in the proposed algorithm.

Step 2. Evaluate the Eq. PFCM ¼ Pk

m¼1

Pk

l¼1
uPlmd

P
lm þ Pk

m¼1
km

PN

l¼1
1� ulm

� �

by Eq. (4).

Sub-Step 2 (a). Find ulm ¼ 1

1þðd2lmkm Þ
1

P�1
by Eq. (5).

Sub-Step 2(b). Find km ¼ W
PN

l¼1
uPlmd

2
lmPN

l¼1
uPlm

by Eq. (6).

Fig. 1 Proposed intuitionistic possibilistic fuzzy clustering system
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Step 3. Hesitation degree is initially calculated using
Eq. (7)

Step 4. Intuitionistic fuzzy membership value is obtained as:
u�lm ¼ ulm þ plm, where u�lmðulmÞ denotes the intuitionistic fuzzy
membership of the mth data in lth class.

Step 5. Replace Eq. in Step (4) in Sub-Section Eq. 2(b), the

modified cluster center is will be: km ¼ W
PN

l¼1
u�;Plm d2lmPN

l¼1
u�;Plm

the cluster

center is updated and simultaneously the membership matrix
is updated.

Step 6. Determine the termination of iteration. Check con-
vergence criterion. If convergence has been reached, stop
the iteration, otherwise, go to Step 2.

4 Result Analysis

We have proposed algorithm on mammogram images. On common conditions and
breast cancer images, we have compared different clustering algorithms. These
clustering algorithms such as fuzzy c-mean, possibilistic fuzzy c-mean and intu-
itionistic fuzzy c-mean algorithms are compared with intuitionistic possibilistic
fuzzy c-mean algorithm.

The importance of clustering is its ability to detect the tumour regions. Our
proposed algorithm is having good results of detecting tumours over the other
existing clustering algorithms (Fig. 2).

Fig. 2 Comparison between
different clustering algorithms
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5 Conclusions

Our proposed novel algorithm on intuitionistic possibilistic fuzzy clustering is
hybridization of possibilistic fuzzy c-mean with intuitionistic fuzzy c-mean algo-
rithm. We have tested our algorithm on breast cancer images (mammograms from
MIAS dataset), and we have observed that efficiency of our approach is better over
others.
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