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Measurement of Disease Severity
of Rice Crop Using Machine Learning
and Computational Intelligence

Prabira Kumar Sethy, Baishalee Negi, Nalini Kanta Barpanda,
Santi Kumari Behera and Amiya Kumar Rath

Abstract This study was conducted to develop a prototype which computes the
severity of diseases appears in the rice crop using machine learning and compu-
tational intelligence. The symptoms of rice crop diseases imply the seriousness of
the disease and suggest choosing the best approach to dealing with the disease.
Most of the diseases in rice crop appear as a spot on the leaves. It is also needful to
diagnose the disease properly and on-time to avoid the great harm of the rice
crop. The treatment of rice crop diseases by applying disproportionate pesticides
increases the cost and environmental pollution. So the use of pesticides must be
minimized. This can be actualizing by targeting the diseased area, with the
appropriate quantity and concentration of pesticide by estimating disease severity.
This paper introduces Fuzzy Logic with K-Means segmentation technique to
compute the degree of disease severity of leaves in rice crop. The proposed method
estimated to give up to about 86.35% of accuracy.

Keywords Disease grading � K-means clustering � Fuzzy logic
Percentage of infection � SVM

1 Introduction

Agriculture has become a main source of life to feed ever growing population. So,
plants are playing a key role in our society and a fundamental piece of the puzzle to
solve each and every issue. There are many diseases that hamper the growth and
productivity plants which lead to great ecological and economical losses. For this
reason, it is better to diagnose diseases accurately and measure the severity of the
disease to avoid such losses timely. The detection of plant disease can be done in
many ways including manual and computer based systems. Manual measurements
are visually made by plant pathologists. So, they must be used their experience to
carefully manner. Such kind of process can be costly, lengthy and tiresome and can
also leads to errors due to fatigue. So, new techniques are like image processing,
computer visions are used to get more accurate with consuming less time and at an

© The Author(s) 2018
S. Gurumoorthy et al., Cognitive Science and Artificial Intelligence,
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affordable cost [1]. In this paper, introduce an approach to measure the severity of
disease by the automatically grading system. For automatic grading purpose, Fuzzy
Logic is implemented [2]. In the field of disease management, grade of the disease
is determined to provide a precision and accurate treatment advisory. The results are
getting from the automatically grading system using Fuzzy Logic which proved to
be accurate and satisfactory in contrast with manual grading. K-means based color
image segmentation technique is used for segmentation and from that segmented
image features will be extracted as well as infected area and disease grade will be
evaluated. SVM is used as a classifier in this paper to identify the risk of that
disease.

2 Literature Review

The disease appear on leaves can be measured by use of several quantification
methods.

i. Sannakki et al. [2] proposed a technique to measure disease based on Fuzzy
logic. They demonstrate by use of pomegranate leaves. At first they convert the
samples image to L*a*b* color space. Then by application of K-Means clus-
tering pixel are grouped in certain classes. They also suggest a disease grading
system based on Fuzzy Logic.

ii. Rahul S. Phadatare and Sanjay S. Pawar [3] proposed a technique to determine
as well as quantifying the leaf disease based on image processing, ANN and
Fuzzy logic. Here ANN and Fuzzy logic are used for classification and Grading
purposes respectively.

iii. Huang et al. [4], apply Canopy Spectral Data Analysis for measuring disease
severity. They use ASD field spec pro spectrometer fitted with 25° field for
spectral measurement. The disease index is calculated using Eq. (1) given
below,

DI %ð Þ ¼
P

x � fð Þ
n �P f

� 100 ð1Þ

where ‘f’ is the total number of leaves of each degree of disease severity, ‘x’ is
incidence level and ‘n’ is the light incidence level.

iv. Rashedul Islam and Md. Rafiqul Islam [5], they proposed a method to measure
the severity of disease found on paddy leaf. First, the input leaf image is
segmented using K-Means segmentation, then the cluster contains healthy and
diseased portion will be converted to a binary image. From that binary image,
white pixel contains by the both cluster has been calculated because that white

2 Measurement of Disease Severity of Rice …



pixel will help to calculate a number of pixels affected by the leaf disease. The
percentage of the infected pixel can be calculated by Eq. (2).

PA %ð Þ ¼ wpa
Pl

� 100 ð2Þ

wherePl ¼ wpa þwpu

v. Powbunthorn et al. [6] experimented on brown spot leaf disease in cassava
crop. As per their method the RGB of sample image is transformed to HIS color
space, then the infected pixels are extracted by differentiating the Hue. The
disease severity is calculate using Eq. (3).

PI ¼ Ad

At
� 100 ð3Þ

where Ad ¼ Area affected by disease, Ad ¼ Total Area

vi. Bharambe et al. [7], proposed a method to measure the severity of leaf disease
of ground nut. Here they apply Geometric moment to calculate degree og
disease severity.

vii. C. H. Bock, G. H. Poole [8], use imaging spectroscopy to determine the
disease severity. A large amount of data order of hundreds Mb per image is
pre-processed and data is proceeded to take many forms as per its similarity.
The popular classification technique is supervised classification which is based
on statistical similarity.

viii. Sanjay B. Patil et al. [9], used Triangle method of the thresholding to measure
the severity of brown spot leaf disease found in sugar cane crop. The severity
of the diseased plant leaves is measured by the leaf area and lesion area ratio.
The disease severity can be expressed in below Eq. (4).

S ¼ Ad

Al
ð4Þ

where Ad ¼ Diseased Leaf Area, Al ¼ Total Leaf Area

ix. Jayme Garcia Arnal Barbedo [10], presented a method to detect and measure
the severity of leaf disease using digital image processing. The proposed image
analysis method is based on widely used morphological mathematical opera-
tions. Also by the use of the ‘a’ channel of the L*a*b* color representation,
which made it possible to derive general rules that hold true even when the
leaves and symptoms have different shade and hue characteristics. They suggest
that their method is simple to implement and is not computationally complex.

2 Literature Review 3



x. P. Saranya et al. [11], presented a method to measure the severity of fungi
caused disease in leaf using image processing technique. Triangle thresholding
and Simple threshold methods are used to segment the leaf area and disease
region area correspondingly. They suggest that image processing tools to
measure plant disease severity are suitable and correct because this eliminates
the subjectivity of usual methods and person induced errors. The disease
severity extent can be expressed in Eq. (5).

DSE = LA=AL ð5Þ

where DSE = Disease Severity Extent, LA ¼ Lesion Area, AL = Total Leaf Area

3 Proposed Methodology

This paper presents an efficient approach of fuzzy logic and SVM to quantify the
disease severity accurately. The flow graph of this system is represented in Fig. 1.

The step below explained the proposed disease grading and risk recognition
system:

Fig. 1 Proposed disease grading and risk recognition system

4 Measurement of Disease Severity of Rice …



(1) Image Acquisition considers as the first step for the proposed methodology.
First, take the input leaf image of the rice crop has captured by the camera. The
input image is in RGB (Red, Green, and Blue) form. Then, the RGB leaf image
is converted into suitable color space as per the requirements.

(2) In Preprocessing phase, the query image converted to suitable color space i.e.
L*a*b color space on which the algorithm can be worked. The required
information from the image extracted more efficiently by image resizing and
contrast enhancement.

(3) This step includes the segmentation of an image using K-Means algorithm. It is
quite a helpful method for detection of the object which is based on a set of
features into K number of classes [12]. By minimizing the sum of the squares of
the distance between the corresponding cluster and the object it can able to
detect the interesting part of the input image. In K-Means clustering techniques,
the clusters are determined by the grouping of pixels having the same value
present in an image. Practically, the computational speed of this new image
processing technique is very fast as well as gives more accurate output. The
input dataset is partitioned into K number of clusters and each cluster is con-
sidered by a cluster center which is adaptive by nature. Initially considered
values are known as seed-points and inputs are also known as data points.
Estimation of the distances between the centers, inputs, and allocate inputs to
the nearest center is only possible by using K-Means clustering technique.

(4) After the successful execution of K-Means algorithm, we can calculate the total
leaf area ðAtÞ as well as diseased area Adð Þ of the leaf; the percentage of
infection (P) is calculated by the following equation.

P ¼ Ad

At
� 100 ð6Þ

(5) Fuzzy logic builds on and start with set of user supplied human language rules.
Later the user supplied rules are converted into mathematical equivalents. So as
a user input, percentage of infection has given to the design Fuzzy system.
Again the Fuzzy system consists of three parts i.e. Fuzzier, Inference System
and Defuzzifier. In Fuzzifier the user input or percentage of infection is con-
verted to a set of fuzzy input values which consist of some membership
function and this fuzzy input values are provided to Inference System. In
Inference System, rules are designed according to the user need and also
decision has been taken here. Then finally the decision is provided to
Defuzzifier, where Defuzzifier is converted the set of fuzzy output values into a
single user output value i.e. disease grade.

Fuzzy system is used here because of its flexible nature and conceptually easy to
understand.
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From the research paper [13], it conclude that in precision agriculture, the fuzzy
logic permeate in several application of agriculture sector such as texture analyser,
grading system and herbicide sprayer. Here we use fuzzy logic for grading of leaf
disease in rice crop which shown in Fig. 2.

(6) Feature extraction plays a vital role in image classification. It allows repre-
senting the content of the image as perfect as possible. In feature extraction
phase, GLCM (Gray Level Co-occurrences Matrix) is used to extract features
from the segmented image [14].

(7) Support Vector Machine is used in this paper to identify the risk of disease.
SVM is a machine learning technique which is basically used for classification.
It is a kernel based classifier; initially, it was developed for linear separation
which has able to classify data into two classes only, now it can be used as
multi-class SVM. SVM has been used for different realistic problems [15]. The
extracted features, the percentage of infection and disease grade is given as
input to the SVM. On the basis of comparison between the training data and
testing data, the result of risk will declare.

Fuzzy Logic Toolbox

  Rules for Disease Grading Surface View of Disease Grading

(a)

(b) (c)

Fig. 2 Fuzzy logic toolbox for disease grading
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4 Experimental Results

For experimental purpose different disease infected leaf samples has been taken.
After the successful computation of the algorithm in MATLAB software, the
percent of affected area and disease grade will be observed by using Fuzzy Logic
Toolbox which is illustrated in Table 1.

Grade stage of the disease is decided by using Table 2 [16]. According to their
percentage of infection, the risk will be decided.

After the measurement of the percentage of infection and grading of disease
using the fuzzy system, stage of grade or risk can be predicted by using SVM. SVM
gives the percentage of infection and disease grade, by the features extracted from
segmented image as input. The result will be decided on the basis of comparison
between the test samples with respect to the train data. The result of input
pre-processed image, segmented image and classifier for risk management will
present in Figs. 3 and 4.

The accuracy of the proposed methodology for severity measurement of indi-
vidual disease will be illustrated in Table 3. In our demonstration we have taken 4
number of sample image of four different type of disease that is in a whole 16
number of samples are taken. And the accuracy for brown spots is 85.71%,
Bacterial Blight is 86.02%, Leaf Scald is 86.56%, Leaf Blast is 87.12% and the
average accuracy is 86.35% (Fig. 5).

Table 1 Percentage of infection and grade of disease result per disease for proposed method

Sl
no.

Dimension of sample
image

Type of
disease

Percent of affected area
(%)

Disease
grade

1 363 � 319 � 3 Brown spots 15.017 0.964

354 � 360 � 3 15.0015 0.94

494 � 563 � 3 16.0016 0.976

300 � 349 � 3 19.1881 0.998

2 498 � 387 � 3 Bacterial
blight

15.0016 0.964

355 � 256 � 3 21.001 1.07

640 � 428 � 3 10.9182 0.891

640 � 428 � 3 16.1408 0.977

3 310 � 199 � 3 Leaf scald 15.001 0.964

509 � 541 � 3 31.0021 1.54

937 � 640 � 3 12.0278 0.915

296 � 239 � 3 18.003 0.993

4 1595 � 1344 � 3 Leaf blast 21.4305 1.1

491 � 462 � 3 15.7133 0.973

300 � 324 � 3 7.1156 0.778

395 � 432 � 3 5.004 0.688
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5 Conclusion and Future Scope

This paper represents a prototype for leaf disease severity measurement and grades
the leaf disease using Fuzzy Logic. The proposed grading system comprises of
fuzzy logic and machine vision tool for estimating the severity of leaf disease in rice
crop and implies 86.35% accuracy. The method is not computationally complex as

Table 2 Disease scoring
scale for leaves

Class Risk Percentage of infection (%)

1 Very low risk Between 1–10

2 Low risk Between 10–20

3 Medium risk Between 20–30

4 High risk Between 30–50

5 Very high risk Between 50–100

Input Image                        Enhanced Image         Binarized Input Image

Input Image                           Enhanced Image                  Binarized Input Image

I 

Input Image                        Enhanced Image            Binarized Input Image

Fig. 3 Disease input and pre-processed images
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well as is easy to implement. Also, this system gives a fast and accurate grading of
disease severity and predicts the risk of disease into different stage as compared to
manual method. The study may be extended by considering more types of disease
and with large data set.

Segmented Image      Binarized Segmented Image Risk of Disease

Segmented Image             Binarized Segmented Image Risk of Disease

Segmented Image     Binarized Segmented Image Risk of Disease

Very Low Risk

Medium Risk

Low Risk

Fig. 4 Segmented and classified image as per disease severity/risk

Table 3 Accuracy result per
disease for proposed
algorithm

Sl no. Name of disease Percentage of accuracy

1 Brown spots 85.71

2 Bacterial blight 86.02

3 Leaf scald 86.56

4 Leaf blast 87.12

Average accuracy 86.35
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Flue-Cured Tobacco Leaves Classification:
A Generalized Approach Using Deep
Convolutional Neural Networks

Siva Krishna Dasari, Koteswara Rao Chintada
and Muralidhar Patruni

Abstract In this paper, a solution is defined based on convolutional neural
networks (CNN) for the grading of flue-cured tobacco leaves. A performance
analysis of CNN on 120 samples of cured tobacco leaves is reduced from 1450 �
1680 Red-Green-Blue (RGB) to 256 � 256, consisting 16, 32 and 64 feature
kernels for hidden layers respectively. The neural network comprised of four hidden
layers where the performance of convolution and pooling on first three hidden
layers and fourth layer a fully connected as in regular neural networks. Max pooling
technique (MPT) is used in the proposed model to reduce the size. Classification is
done on three major classes’ namely class-1, class-2 and class-3 for obtaining
global efficiency of 85.10% on the test set consisting about fifteen images of each
cluster. A comparative study is performed on the results from the proposed model
with existing models, state of the art models on tobacco leaf classification.

Keywords Convolutional neural network � Flue-cured tobacco
Max pooling � Multi-layer perceptron � Tobacco leaves classification system

1 Introduction

Tobacco is one of the most successful commercial crops cultivated on this planet.
China, India, Brazil and USA are the major producers of tobacco worldwide and
these four nations alone contribute around 86% of the global production. India is
the top two contributors to the global tobacco production and it’s estimated that
around 750 M kgs of tobacco is being produced in the area around 0.45 M hectares
[1]. Harvested tobacco will undergo a process called curing for further stages of
refinement.

There are few methods existing on grading of FCT leaves [2], proposed a
method based on nearest neighbors which uses the mean of hue and chroma as color
features and factors such as the ratio of leaf length with respect to the width and
shape as features [3]. A fuzzy classification system which uses color, texture and
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shape as features to design the model and grade the tobacco leaves using Support
Vector Machine (SVM) to classify FCT leaves. There is a model proposed by [4]
which uses symbolic data and uses Munsell coloring system to extract average and
standard deviation of hue as color features.

In this work, a solution is proposed based on CNN for the grading of tobacco.
As CNN have much fewer connections and parameters compared to standard feed
forward neural networks with similar sized layers, it’s easy to train them. They can
handle high dimensional inputs cleverly. The feature selection is done unsurpris-
ingly without explicitly stating the features with the help of filter kernels. They have
many advantages as they adjust the filter weights to recognize features such as
color, shape and size.

2 Convolutional Neural Networks

2.1 Convolutional Layer (CL)

In CNN each neuron doesn’t sense the total image as in MLP which is fully
connected and process all the pixels of the image. Every neuron gets connections
from a portion of the image (local to particular neuron) which makes CNN faster to
train (Fig. 1). The connectivity along the depth axis is same as the depth of the
input volume (number of color channels).

2.2 Pooling Layer

Pooling Layer reduces the size of the input volume there by reducing the number of
parameters and computation. It controls over-fitting of the data. While resizing, it
operates on each depth slice independently. There are different methods of doing
pooling, the proposed model uses MAX Pooling (MP) [5]. If a p � p filter is used
for MP, then it take one maximum value out of all p2 values on the input volume. In
pooling depth dimension remains same (Fig. 2).

Fig. 1 Sparse connectivity
of CNN
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2.3 Back Propagation on Conv Layer

For an error function E and having the current error value of the layer m, calculate
the error values of the previous layer and gradients for each weight. The error for
previous layer is partial of E with respect to neuron output @E

@ymij
. Here is the formula

for calculating the gradient for each weight by using chain rule [6].

@E
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¼
Xs�t

i¼0

Xs�t

j¼0

@y
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@xmij
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j¼0
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iþ að Þ jþ bð Þ
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@xmij

at present layer

by knowing the first derivative of the activation function, i.e. r1 xmij
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.
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Therefore, the error at the current layer computes the gradient with respect to
weights on the layer, using chain rule to back propagate.

Fig. 2 MAX pooling on a
depth slice
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3 Tobacco Leaves Classification System

3.1 Convnet Architecture and Model

Tobacco Leaves classification system (TLCS) is based on deep CNN. Torch 7
Frame work in deep learning for building the system [7]. The network consists a
total of nine layers. The full architecture of this model is depicted as shown in the
Fig. 3 with the exclusion of Input and Output layers. There are total seven layers,
out of which three convolutional, three pooling and one fully connected layer.

The design depth of the network is as follows:
Input Layer which is followed by a CL Conv1, Pooling Layer Pool1, CL Conv2,

Pooling Layer Pool2, CL Conv3, Pooling Layer Pool3, a Rectified Linear Unit
(ReLU) unit sandwiched between the Convolutional and Pooling Layers as a fully
CL and the Output Layer.

In this model the following hyper parameters filter size or receptive field of 5,
Pooling filter of size 2, with a stride of 1 and non Zero-padding applied. The CL
Conv1 which filters the 256 � 256 � 3 input image with 16 Convolutional Kernels
each of size 5 � 5. Total number of neurons in this layer is 252 � 252 � 16.

The Pooling Layer Pool1 which filters the input volume from Conv1 16 Pooling
Kernels each of size 2 � 2.

Total number of neurons in this Layer is 126 � 126 � 16.
There is ReLU unit which works like an activation function applied on the

output volume of the CL [8]. This outputs the same dimension as of Input volume
with activation function applied on each pixel of the Input volume.

The output volume of Pool1 is fed into Conv2 Layer which has 32 filters, each
filter operates on some portion of 126 � 126 � 16 input volume.

This Layer has a total of 122 � 122 � 32 neurons. Pool_2 Layer which filters
the output of ReLU with 32 filters has a total of 61 � 61 � 32 neurons.

Conv3 Layer which filters the output of Pool2 functions with 64 filters has a total
of 57 � 57 � 67 neurons. Pool3 Layer which filters the output of ReLU functions
with 64 filters has a total of 28 � 28 � 64 neurons. The output volume of Pool3 is

Fig. 3 Convolutional neural network architecture of tobacco leaves classifier
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being fed into a fully connected layer having 128 neurons. All the outputs of fully
connected layers are piped into the output layer which is a three way classifier with
three neurons.

3.2 Details of Learning

The model is trained using gradient descent with a batch size of 1, weight decay of
0.0001 and with a momentum of 0.5.

Initialized learning rate is 0.01.
The generated formula for weights becomes

#iþ 1 ¼ 0:5Vi � 0:0001� 2 � xi� 2 �\ @L
@x

jxi [ Di

xiþ 1 ¼ xi þ#iþ 1

where

i Iteration index
2 Learning rate
# Momentum variable

\ @L
@x jxi [ Di : is the average over ith batch Di of the derivative of the objective

with respective x valuated at xi [9].
The network is trained on 120 images and It took approximately 4 h for 300

epochs on a machine with 2.3 GHz Intel Quad Core Processor and 3 GB of Main
Memory.

Figure 4 illustrates the training accuracy over the number of epochs.

Fig. 4 Training accuracy
over the number of epochs
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4 Resultant Outputs

The proposed model on the test data set consisting of 47 image samples belonging
to three different classes i.e. (class-1: 15 samples, class-2: 17 samples class-3: 15
samples). It took on average about 68.46 ms to test or classify each test sample.

A global correctness of 85.10% on 47 samples. Here is the Confusion matrix for
the three classes.

class1 class2 class3

13 0 2

0 14 3

0 2 13

0
B@

1
CA

Out of 15 samples of class-1, two samples are incorrectly classified into class-3.
Out of 17 samples of class-2, 3 samples are incorrectly classified into class-3 from
the 15 samples of class-3 two are incorrectly classified into class-2. Here is the bar
chart depicting in Fig. 5.

For the test sample plotted a graph for the percentage accuracy with respect to
number of epochs. At around 100 epochs the accuracy get saturated and have
minimal fluctuations after that. This is represented in the Fig. 6.

Fig. 5 Test sample
correctness

Fig. 6 Accuracy plot for a
number of epochs
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Figure 7 shows the outputs from different layers as the test sample passes
through each layer (Conv Layer, ReLU Unit, Pooling Layer).

Columns-1, 2, 3 are convolutional, ReLU and Pooling Layers respectively with
16 filters. Columns-4, 5, 6 having 32 filters each and Columns-7, 8, 9 having 64
filters each.

5 Compartive Study

In the proposed system, the model takes 120 images for training sample. The
existing models trained on more number of samples than considered in the pro-
posed model and did more quality samples taken with better equipment.

Description: Table 1 shows that the proposed system produced 85.10% accu-
racy measure, though it is less in measure the concept of image enhancing in this
work is scheduled with 120 as a size which surprisingly gave good result by
considering back propagation.

Fig. 7 A sample input
volume as it passes through
the layers

Table 1 Comparison of different models with the proposed model

Title Sample
size

Classification
technique

Accuracy
(%)

A trainable grading system for tobacco leaves [2] 110 NNC 64

Proposed model (tobacco leave classification
system using max pool technique)

120 DCNN 85.10

Recognition of the part of growth of flue cured
tobacco leaves on support vector machine [10]

1712 SVM 86.62

Min-max representation of features for grading
cured Tobacco leaves [4]

887 SC 87.18
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6 Conclusion

Proposed TLCS performance even on limited training samples (image data set)
compared to existing models. The proposed model achieved a global correctness of
85.10%. On application, the state of art image classification technique CCN for the
model. This can be applied on samples in which it’s hard to describe the features.
As disclosed in Table 1, though the performance measure of the proposed model is
next to [10]. It is clearly understood that the sampling in the above references
handled huge clusters of image data whereas in the proposed model, it is considered
strongly for 120 images. Here, the max pooling technique had shown its effect in
abundant reduction of image size by reducing the unwanted kernel features of the
respective hidden layers. The CL itself produced more betterment results compared
with the three individual hidden layers. The major difference between the other
models and the proposed model is that, the secure data of hidden layer could be
accessed at any levels of all the algorithms whereas in this study it is clearly
informed that there is no passage of data transfer between CL and hidden layers.
This study gives us the parametric results as 85.10% which is accurate and
appropriate both technically and theoretically as per the samples of tobacco data
collected.

7 Future Scope

This model is further extended for application among larger training sample set to
achieve better results. The result obtained through deep learning algorithms could
be enhanced by using some optimization algorithms to the images which are
considered. Consistent images i.e., with huge information and with less noise are
considered to enrich the outputs at all levels.
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The Adaptive Strategies Improving Web
Personalization Using the Tree Seed
Algorithm (TSA)

P. Srinivasa Rao, D. Vasumathi and K. Suresh

Abstract Web personalization is a method of modifying a web site to the
requirements of exact users gaining benefit of information attained for the study of
the user’s directional conduct in association with other material composed in the
web framework. In this education primarily we give request to distinctive search
engine what’s more, the top n list from each web search tool is picked for all the ore
dealing with our technique to fulfill data location period. Finding Large Itemsets:
create all blends of things that have a bolster an incentive over a client characterized
least support. The support for an itemset is the quantity of exchanges that contain
the itemset. These things are called substantial itemsets. We then union the top n list
in view of one of a kind connections and we do some parameter computations, for
example, title based figuring, piece based estimation, content based count, address
based computation, interface based estimation, URL based count and co-event
based count. We give the arrangements of the counts with the client given the
positioning of connections to the fluffy bat to prepare the framework. The frame-
work then positions and unions the connections we get from various web indexes
for the question we give. In this paper the reaction time in view of main fifty
connections and hundred connections of our system is better contrasted with the
current fluffy strategy and the exactness of our method is high contrasted with the
current procedure for the distinctive questions we gave. The computed esteems with
the client positioned rundown are given to the fluffy bat to rank the rundown. The
calculated values with the user ranked list are given to the fuzzy-bat to rank the list.

Keywords Web mining � Recommendation system � Fuzzy-bat
Precision and response time

1 Introduction

The hyper fast development of the World-Wide Web postures extraordinary
mounting challenges for inquiry engines. In the advanced time of great volume data
era, internet searcher ends up being a crucial technology of information mining and
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data recovery. Universally useful web crawlers [1] have accomplished a lot of
achievement in giving significant data to the client. They used to be a viable
instrument for retrieving data from the tremendous data archive. Case in point,
Google, which is one of the prominent web crawlers, not just gives fitting indexed
lists to the client on the planet by pack up of more than 20 hundred millions website
pages, furthermore a perfect chance to chase is not for the most part recent second
[2]. The inescapability of the Internet and Web has provoked the ascent of a couple
web records with evolving capacities. These web crawlers list Web districts, pic-
tures, Usenet news clusters, content-based indexes, and news sources with the goal
of conveying inquiry things that are most correlated to customer request.
Regardless, only somewhat number of web customers truly know how to utilize the
bona fide force of web indexes. Keeping in mind the end goal to address this issue,
web indexes have begun giving access to their administrations by means of different
interfaces [3].

Web crawler as an apparatus to research the Web must acquire the fancied
results for any given inquiry. Accomplishment of a web index is straightforwardly
subject to the fulfillment level of the client. Clients seek the information to be
exhibited to them inside a brief span interim. They additionally expect that the most
significant and late data to be exhibited [4]. A large portion of the web crawlers
can’t totally fulfill client’s requirements and the query.

ACO, Kernel SVM, Recommendation System, Precision, Response Time items
are frequently extremely mistaken and unimportant [3, 5]. There are as of now
numerous analysts who have provided details regarding about different parts of web
crawlers in [3, 6, 7]. A meta-web searcher is the kind of web hunt device to outfit
customers with information organizations and it doesn’t have its own particular
database of website pages. It sends look terms to the databases kept up by other web
seek apparatuses and gives customers the results that begin from all the web files
addressed [3]. The deficiency of a particular structure and broad assortment of data
disseminated on the web makes it exceedingly striving for the customer to find the
data with no external offer assistance. It is a general dependability [8] that a lone all
around helpful web list for all web information is impossible since its preparing
power can’t scale up to the quick expanding and boundless measure of web
information. A device that quickly picks up endorsement among clients is Meta
web search tools [9]. The Meta internet searchers can run client question over
various segment web search tools simultaneously, recover the produced results and
amassed them. The advantages of Meta web search tools against the web crawlers
are striking [10].

The Meta web index upgrades the hunt scope of the web giving higher review.
The cover among the essential web crawlers is by and large little [5] furthermore, it
can be little as three rates of the total outcomes recuperated. The Meta web searcher
fathoms the flexibility issue of looking the web and supports the usage of different
web lists engaging consistency checking [11]. The Meta internet searcher improves
the recovery viability giving higher exactness due to ‘theme impact’ [6]. Web Meta
looking for in uniqueness to rank aggregate is an issue addressing its own specific
remarkable challenges. The outcomes that a Meta look for structure aggregates
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from its section engines dislike votes or whatever other single dimensional sub-
stances: Apart from the individual situating it is consigned by a section engine, a
Web out-come in like manner joins a title, a little bit of substance which addresses
its criticalness to the submitted request [7] (abstract piece) and a uniform asset
locator (URL). Apparently, the conventional rank aggregation systems are lacking
for giving a hearty positioning component fitting for Meta internet searchers, since
they disregard the semantics going with every Web comes about.

2 Motivation

Web Usage Mining turns into an essential viewpoint in today’s period on the
grounds that the amount of information is continuously expanding. Web utilization
excavating is the use of general mining methods to discovery use strategies from
Web information, with a specific end goal to comprehend and better serve the
necessities of Web-based applications. The information gathered in web mining
from the customer side, server-side, associations database, intermediary servers.
Web log mining is one of the late ranges of exploration in Data mining. Web
mining comprehensively isolated into three classes: Content mining: Extract data of
substance of web mining. Utilization mining [12]: To break down the connections
between pages through the web structure to surmise the learning. Structure mining:
Extracting the data from web log record which is gotten to by clients. Web uti-
lization mining comprises of three stages: Preprocessing, Pattern revelation and
Pattern investigation. Preprocessing comprises of changing over the utilization,
substance, and structure data contained in the different accessible information
sources into the information reflections essential for example revelation. In the
information pre-preparing, it takes web log information as information and after-
ward handle the web log information and gives the dependable information. To
accomplish its objective Data preprocessing is separated into Data Cleaning, client
distinguishing proof, and Session Identification. Once the preprocessing stage is all
around performed, we can apply information mining systems like grouping, asso-
ciation, characterization, and so forth for utilizations of web use mining, for
example, business knowledge, e-trade, e-learning, personalization, and so on.
Design disclosure draws upon strategies and calculations created from a few fields,
for example, insights, information mining, machine learning and example
acknowledgment. Bunching web information is finding the gatherings which offer
normal interests and conduct by dissecting the information gathered in the web
servers. Association guideline mining (ARM) is an outstanding combinatorial issue
and a standout amongst the most dynamic exploration fields in information
preparing. Essentially, it distinguishes down to earth and intriguing conditions
between things in an exchange al database to help for basic leadership. Affiliation
rules [13] have turned out to be extremely helpful instruments in an endeavor as it
endeavors to enhance its aggressiveness and productivity. The inspiration driving
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example investigation is to sift through uninteresting standards or examples from
the set found in the example revelation stage.

3 Problem Statement

The most important methods working with the purpose of the web page recom-
mendation and personalization. The major issue concerned with our existing study
is discussed as follows: (1) The infringement of protection is additionally a surely
understand issue in Personalized Web Search approach. It creates moral and
security issues. Another restriction in this technique is that clients’ needs are not
static, it changes consistently. And in addition there are a few events, clients do
scanning for others needs too. So there is issue to web indexes to recognize these
scenarios. (2) A primary downside of personalization on the customer side is that
the personalization calculation can’t utilize some learning that is just accessible on
the server side. Moreover, because of the points of confinement of system data
transmission, the customer can normally just process constrained top outcomes.
(3) In our work we introduce kernel SVM algorithm [14] will increase a perfor-
mance and good accuracy result. The above mentioned issues are overcome to
carrying out this investigation on the personalized web search and recommendation
using the Tree seed Algorithm.

4 Proposed Work

1. Finding Large Itemsets: produce all blends of things that have a bolster esteem
over a client characterized least backing. The backing for an itemset is the
amount of exchanges that contain the itemset. These things are called broad
itemsets [15].

2. Making Association Rules: connection fundamentals are delivered from the
discovered broad thing sets. To make association runs all the nonempty subsets
for every vast item set are generated.

Consideration the leading equations for the web personalization [16] flow issue
and under Tree seed optimization approximation are given by

@u�

@t�
¼ v

@2u�

@y�2
� rB2
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Initial and boundary conditions to be satisfied are as follows
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1; C� ¼ C�
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For an optically low, the web pages qr is approximated by Roseland approxi-
mation which is given

qr ¼ � 4r�

3k�
@T�4

@y�
ð8Þ

The adequacy of the recovery assessment of our system is contrasted and the
current fluffy method. The assessment we done in view of fifty clients i.e. we gave
the questions we utilized for our assessment to fifty clients and they took the main
ten records from each web crawlers we utilized and blended it in view of the
exceptional connections and positioned the connections in light of the association
[17] with the inquiry and their acumen. In the long run, the positioned arrangements
[18] of the fifty clients are changed over to a solitary positioned rundown to play
out the assessment of our system. The top rundown and important archives of the
query when our technique is applied (Table 1).

Table 1 Relevant document in the top ten lists for the query “data mining techniques”

Engine 1 2 3 4 5 6 7 8 9 10 R

Our technique R R – R R – R R R R 8

Old technique R R R R – – R R – R 7

Google R R – R R – R – R – 6

Bing R R R – R – – R R – 6

Yahoo R – R R – R – R – R 6
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The accuracy using user given queries is explained in this section. Figure 1
shows the web sites comparison for the user given time taken for links are taken
from each search.

5 Conclusion

The issue of mining affiliation governs in an arrangement of exchanges D can be
characterized as the issue of producing all the affiliation decides that have a bolster
esteem more noteworthy than a client characterized least support and a certainty
esteem more noteworthy than a client characterized least certainty. Much of the
time the reaction time in light of main fifty connections and hundred connections of
our strategy is better contrasted with the current fluffy procedure and the exactness
of our system is high contrasted with the current method for the diverse questions
we gave. The computed esteems with the client positioned rundown are given to the
fluffy bat to rank the rundown. We compared our technique with the existing fuzzy
technique in terms of precision and response time.
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An Experimental Evaluation of Integrated
Dematal and Fuzzy Cognitive Maps
for Cotton Yield Prediction

N. Manoharan and Arunkumar Thangavelu

Abstract The main objective of this paper is to build a novel integrated fuzzy
approach to find the influential factors as well as ranking of the factors related to the
cotton yield with a fuzzy Decision Making Trial And Evaluation Laboratory
(DEMATEL). Fuzzy Cognitive Maps (FCM) and its important elements has been
used for assessment of cotton yield prediction. This paper proposed the interde-
pendence of every factors on each other and how it directly or indirectly affects the
cotton yield using hybrid DEMATAL and FCM. No previous studies have inte-
grated FCM and DEMANTAL for the prediction of cotton yield. Furthermore,
evaluation results of this study reveal that the integration of DEMATAL-FCM
could be effective and as well accurate compared to existing approaches for eval-
uating cotton yield prediction.

Keywords Fuzzy cognitive maps � Fuzzy decision making trial and evaluation
laboratory � Cotton yield prediction � Benchmark algorithms

1 Introduction

The economic growth of any country in a global platform is largely depends on the
agriculture sector. Due to the incredible focus given for improving growth of a
agriculture and textile sector, a wide range of practices such as learning and
adaptation approaches for improving and predicting the cotton yield have been
adapted. Early prediction of agricultural production has been significant impact for
agricultural strategy and textile trade. The prediction of the yield depends on based
on the combination of the factors affecting it, is greatly reliable for farm manage-
ment. Moreover, cotton is a very vital yield particularly in India. Despite the
important need for estimating the cotton yield in well in advance.

The earlier studies have utilized the traditional approaches, models, algorithms
and statistical techniques (correlation and multiple regression models) via empirical
methods for the evaluation of crop prediction. Traditional methods have certain
limitations to deal with human perception and subjective vagueness in the decision
making process. Moreover, the factors influencing and predicting the cotton yield
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via statistical approaches might not provide the precise results [1]. To overcome
such inadequacy, the recent studies have utilized various fuzzy multi-criteria
decision making (MCDM) approaches for especially handling various attributes in
the decision making process to the wide variety of applications. The earlier studies
have been used FCMs to predict yield in cotton crop. Based on this research gap,
this study have proposes a novel fuzzy approach that integrates the
DEMATEL-FCM methodology for predicting the cotton yield. This research has
investigated the uses of DEMATEL-FCMs extensively and shows how the pro-
posed methodology would be applied for efficient decision making, analysis and
prediction purposes on a given data. The data is normalized and modified based on
the type of problem being solved.

In this paper, fuzzy DEMATEL method is used to determine the weights of
various factors of cotton yield, identify their significance, the DEMATEL weights
has been applied in FCM for different evaluation criteria and map cause-effect
relationships and interactions among them. Transforming a linguistic evaluation
into fuzzy rating is quite effective to handle this ambiguity from the decision
maker’s side (Table 1).

2 Materials and Methods

2.1 The DEMATEL Approach

In this study, the main intuition of using fuzzy DEMATEL method to evaluate the
seventeen SC risk attributes was to establish the inter relationship among the four
SC criteria especially with respect to uncertainty and subjective vagueness within
the decision making process. Thus, for computing the weights and ranking of SC

Table 1 Preprocessed
dataset attributes

Concept Description

C1: shallow EC Soil shallow electric conductivity

C2: Mg Magnesium

C3: Ca Measured calcium in the soil

C4: Na Measured sodium in the soil

C5: K Measured potassium in the soil

C6: P Measured phosphorous in the soil

C7: N Measured NO3 in the soil

C8: OM The % of organic matter in the soil

C9: Ph PH of the soil

C10: sand The % of organic matter in the soil

C11: clay The % of organic matter in the soil

C12: yield Seed cotton yield

C1: shallow EC Soil shallow electric conductivity
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risk factors, the fuzzy DEMATEL method is adopted and its computational pro-
cedure involves 8 steps which are summarized as follows:

Step 1: Obtain pair-wise comparison of risks against each other. Based on the
survey conducted, we obtain a pair wise comparison of each criterion to
form a linguistic variable matrix X.

Step 2: Obtain the triangular fuzzy value and substitute then with a set of lin-
guistic variables. For each linguistic variable ranging from NI (No
Influence) to VHI (Very High Influence), its corresponding triangular
fuzzy value is substituted using Table 2.

Step 3: Construct initial direct relation matrix D. The initial direct-relation
matrix D is obtained by converting the linguistic scale into TFN values.
Each element dijis a positive integer that denotes the impact of criteria i
on factor j. It is important to note that the diagonal elements dij are equal
to 0.

Step 4: Normalize initial direct relation matrix D. Normalized matrix N = [dij] is
obtained using Eqs. (1) and (2) as shown:

m ¼ max
1� i� n

Xn
j¼1

dij ð1Þ

N ¼ 1
m
D ð2Þ

Step 5: Compute the total relation matrix R. In order to calculate the total
relation matrix R, an identity matrix of the same size as the normalized
matrix N has to be constructed. Total relation matrix R can be calculated
using the formula given in Eq. (3)

R = N I� Nð Þ�1 ð3Þ

Table 2 TFN substitution
for DEMATEL

No. Influence

0 No influence

0.5 Neg. low/very low

1 Low

1.5 Neg. medium

2 Medium

2.5 Neg. High

3 High

3.5 Neg. very high

4 Very high
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Step 6: Defuzzification is done by converting the fuzzy linguistic variable into
crisp scores (CFCS). Consider a set of fuzzy numbers ak = (lk, mk, uk)
where k = 1, 2, 3… n. The corresponding crisp values adef are obtained
from Eq. (4).

adef ¼ LþD
m� lð Þ Dþ u� mð Þ2 R� lð Þþ u� Lð Þ2 Dþm� lð Þ2

Dþm� lð Þ Dþ u� mð Þ2 R� lð Þþ u� Lð Þ Dþm� lð Þ2 Dþ u� mð Þ
ð4Þ

where L = min(lk), R = max(uk), Δ = R − L.
Step 7: Compute row sum (ri) and column sum (cj) for each risk. In order to

calculate the priority weights, the row sum and column sum are com-
puted based on the following equations:

ri ¼
X

1� j� n

Rij ð5Þ

ci ¼
X

1� i� n

Rij ð6Þ

For each criterion, the value of (ri + ci) represents the overall effect of
that corresponding criterion on the other criteria and also effect of other
criteria on the current one. Hence, priority weight of the criteria is cal-
culated using (ri + ci) since it depicts the overall importance of that
criterion.

Step 8: Finally, the weight of the influencing criteria is determined. The priority
weight of each influencing criterion is calculated using the Eq. (7) as
shown below:

Wj ¼
Xn
j¼1

ri þ cj
� �,Xn

i¼1

Xn
j¼1

ri þ cj
� � ð7Þ

2.2 The Model of Fuzzy Cognitive Map

2.2.1 Fuzzy Cognitive Map Aspects

Fuzzy Cognitive Map has been constructed with the integration of fuzzy logic and
cognitive map. It was presented by Kosko. It has a graphical structure illustrating
the concepts and the weights.

Figure 1 shows a simple fuzzy cognitive map. The FCM has five concepts
namely C1, C2, C3, C4 and C5.
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The obtained linguistic variables from the various experts were aggregated using
the weighted SUM method and then using the Centre of Gravity method to
defuzzify the values obtain a crisp number [2]. This procedure is followed for every
single interconnection to obtain the appropriate weight. In most cases, FCM are
constructed manually due to lack of experts and hence it is not possible to apply
such maps for various real world applications. In such instances, if data is available,
data can be exploited to find the appropriate weight using DEMATEL approach.

2.2.2 Fuzzy Cognitive Map Inference Process

The inference algorithm is the most important part of an FCM mechanism. It shows
how the concepts interact with each other and in turn affect the system as a whole. The
initial vector called as the state vector needs to be set before the start of the inference
process. The state vectors is depicted by A(t) at any given point of time t, where Ai

(t)

denotes the concept value of ci at time t. Ai
(t) 2 [0, 1] for all i = 1, 2, 3 … N.

2.2.3 FCM Inference Algorithm

The following algorithm is used in the FCM inference:

Begin

Step 1: Initialize the state vector Ao

Step 2: Initialize the weight matrix – W
Step 3: Calculate the state vector at time t using the rescaled activation function

(4) and the sigmoid transformation function (3)

W51W21

W14

W31

W41 W32

W53

W34

W42

C1

C5 C2

C4
C3

Fig. 1 A simple fuzzy cognitive map
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Step 4: The new state vector A(t+1) is obtained from A(t)

Step 5: Repeat the step 3 and 4 until A(t+1) − A(t) < 0.001

End

The decision concepts of the final vector A(f) at the steady state are assessed and
clarify the final decision of the specific decision making system.

2.2.4 Development of DEMATEL-FCM Model for Cotton Yield
Prediction

The initial development of the FCM as done with the help of experts’ knowledge.
The experts are well known with how the various factors affect each other in daily
life and to what extent. Hence it is possible for experts to define the degree to which
a particular concept affects another concept. Ecologists were approached and asked
for guidance in carefully building the FCM. For this, a survey was conducted which
consisted of a questionnaire comprising of questions such as how a small change in
a particular factor affects the rate of change in another factor and also its effect on
the decision concept. The ecologists were asked to choose the degree of causality
from a fuzzy linguistic scale shown in Fig. 4 to further crosscheck the model, was
referred for verifying the relation between the components of the cotton yields
indices. In this way knowledge can be extracted from the experts and used in the
further development of the FCM demonstrated further. The results not only give a
high prediction rate of 98% but also proved to be better than the existing benchmark
machine learning algorithms.

The first most important thing in the development of the FCM model was to
establish the important concepts to be chosen for further analysis. Ecologists were
asked to state the degree of causality of a particular factor on the decision concept
and also a correlation analysis was conducted on the data to find which factors were
the most influential factors in decision making. Earlier studies were also taken into
consideration in selecting the most important concepts, such as [3] stated that the
best classification results were obtained using support vector machines (SVM) with
the four weather data. Temperature proved to be the most sensitive attribute fol-
lowed by rainfall, wind and relative humidity. Adding spatial and temporal attri-
butes had no effect on the overall accuracy, in fact models tested without spatial and
temporal attributed tend to give better performance. Hence, due to low correlation
of the spatial and temporal attributes with the area burned and its low performance,
they were ruled out. A total of 8 concepts were selected in the development of the
FCM model and 1 decision concept. The description of the concepts of the FCM
model is provided in Table 3.

A rule based approach was carried out to establish the relation between the
various concepts. Experts used their knowledge to determine how a slight change in
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one concept could affect the other concept. On carrying out the following proce-
dure, temperature, rain and wind speed were identified to be independent variables
and directly affected the area burned. The various other cotton yield indexes were
affected directly by the weather data. Rain, temperature, relative humidity and wind
directly affect the FFMC index. The DCM index is affected by rain, relative
humidity and temperature. Rain and temperature affects DC index. The ISI is
affected by the FFMC and wind. The FCM model constructed in shown in Fig. 3.

Usually experts play a very important role in determining the weight matrix.
Experts determine how a change in a particular concept affect the other concept. It
is done by defining the relationship between concepts using rules. These rules are
then de-fuzzified into crisp weight using linguistic concepts. Three experts were
asked to separately describe the relationship between concepts using If-Then rules.
The following shows the methodologies involved:

First Experts:
If a small change occurs in temperature (C5), then a very high change occurs in the
area burned (C9).
It means: The influence from C5 to C9 is positively very strong.
Second Experts:
If a small change occurs in temperature (C5), then a high change occurs in the
area burned (C9).
It means: The influence from C5 to C9 is positively strong.
Third Experts:
If a small change occurs in temperature (C5), then a very high change occurs in the
area burned (C9).
It means: The influence from C5 to C9 is positively very strong.

After generating all the rules related to the influence of every factor with the
other, the rules were then converted to numerical weights using the SUM method
and the Centre of Gravity method shown in Fig. 2. The relationships obtained are
shown in Tables 4 and 5.

Table 3 Concepts of the FCM model

Concepts Description Range of measured values

C1: FFMC FFMC index from the FWI system 18.7–96.20

C2: DMC DMC index from the FWI system 1.1–291.3

C3: DC DC index from the FWI system 7.9–860.6

C4: ISI ISI index from the FWI System 0.0–56.10

C5: temp Temperature in Celsius degrees 2.2–33.30

C6: RH Relative humidity in % 15.0–100

C7: wind Wind speed in Km/h 0.40–9.40

C8: rain Outside rain in mm/m2 0.0–6.4

C9: area burned The burned area of the forest (in ha) 0.0–1090.84
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3 Results and Discussion

3.1 Classification Results

The FCM model shows in Fig. 3 is used to predict the type of cotton yield in terms
of the area growth. For prediction purposes, the data was first normalized. The
dataset represent a majority of the small cotton yields. On the analyzing the data
and as suggested by the experts after evaluation and careful consideration, values
below 0.65 were considered as low cotton yield. The values between 0.65 and less
than 0.8 were considered as medium cotton yield and anything above the value of

Fig. 2 Weight calculation
using DEMATEL Method

Table 4 Indirect relation matrix

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12

C1 0 0 0 0 0 0 0 0 0 0 0 0.1245

C2 0 0 0 0 0 0 0 0 0.2491 0 0 0.2179

C3 0 0 0 0 0 0 0 0 0.3114 0 0 0.3736

C4 0 0 0 0 0 0 0 0 0 0 0 0.5916

C5 0 0 0 0 0 0 0 0 0.4982 0 0 0.4982

C6 0 0 0 0 0 0 0 0 0.1557 0 0 0.3736

C7 0 0 0 0 0 0 0 0 0.3114 0 0 0.2491

C8 0.3114 0 0 0 0 0 0 0 0 0 0 0.3114

C9 0 0 0 0 0 0 0 0 0 0 0 0.1245

C10 0.0934 0 0 0 0 0.1868 0 0 0 0 0 0.5293

C11 0.3114 0 0 0 0 0 0 0 0 0 0 0.4359

C12 0 0 0 0 0 0 0 0 0 0 0 0
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0.8 was considered high cotton yield. All the experiments have been addressed in
this study via FCM wizard tool. The setting of the decision parameters is shown in
Table 6.

Further, five learning algorithms namely Data Driven Non-linear Hebbian
Learning, Differential Evolution, variable mesh Optimization, Real-Coded Genetic
algorithm were tested on the FCM model using the FCM wizard tool to select the
most optimized learning algorithm. After a large number of conducted experiments
with FCM wizard tool, DEMATEL was proved to perform better than the rest by
giving an accuracy of 98% and hence was decided to be used for training the FCM
model with Least Squares minimization function chosen as the optimization
function to generate the best fit weights from the data provided [4]. The Fig. 4
shows the accuracy obtained along with the classification. The green and the blue
points in Fig. 5 represent misclassification in predicting the small cotton yields. As
shown in the decision parameter setting in Table 6, all instance of small cotton
yields classified below the 0.65 mark depict the right classification of small cotton
yields. The same data set tested with the benchmark algorithms discussed in
Sect. 4. The FCM model gave better classification results and proved to be better
classification model.

Fig. 3 The FCM model

Table 6 Decision parameters Class Min Max

Low 0.0 0.65

Medium 0.65 0.80

High 0.80 1.0
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3.2 Simulation of FCM Tool

The simulation of the FCM model shows how the system reacts when various
concepts are activated. It depicts how each concepts influences other concepts and
in turn the final decision concept. The concepts are updated using (4). To show the
simulation of the model, all concepts were activated to 1 expect the decision
concept. Hence the initial state vector is denoted as A(0) = [0.1 0.8 0.6 0.3 0.6 0.6
0.1 0.85 0.2 0.6 0.8 0.5]. The inference depicts how all the concepts will interact
with each other and affect the decision concept. This is clearly shown through the
graphical representation of the simulation denoted in Fig. 6. The inference table
depicted in Table 7 shows how the concepts values change through the iteration.
The system converges at the fourthstep. As shown in the inference, initially the area
burned is less. But due to high temperature, the area burned increases. Further, a
decrease takes place in the degree of the cotton yields due to the decrease of the
temperature and the presence of rainfall and relative humidity leading to relatively

Fig. 4 Accuracy of the
prediction

Fig. 5 Classification of forest
data
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stable system. The final value of the decision concept is 0.8027 which denotes an
80.27% serverity, hence showing high prediction of cotton yields. Such inferences
help in making decisions and analyzing environmental situations.

4 Conclusion

The methodology applied in this work shows the successful prediction of cotton
yields using FCMs. The learning of the model was enhanced with the use of
DEMATEL approach. The evolutionary algorithm used on the data obtained from
the UCI Machine Learning Repository helped to optimize the weight matrix further
and give highly accurate results. The main objective of this work was to present a
new method based on the FCM learning technique, the efficient use of the FCM
wizard tool on making predictions and to develop an intelligent decision support
system to predict cotton yields. The designed and learned model using FCm wizard
tool provides accurate prediction on the small cotton yields obtaining 98% accu-
racy. The further scope of this work could be to try different hybrid approaches to
further enhance the classification of the FCM and help enable better prediction. The
methodology proposed in this study could also be used to analyze various other
environmental problems and hence could be an efficient way to make intelligent
decisions.

Fig. 6 Inference of the FCM model

Table 7 Inference table

Steps C1 C2 C3 C4 C5 C6 C7 C8 C9

0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.0

1 0.4182 0.5075 0.5498 0.81 0.5 0.4975 0.5 0.5 0.9227

2 0.4591 0.5039 0.525 0.6619 0.5 0.4988 0.5 0.5 0.824

3 0.459 0.5038 0.525 0.6678 0.5 0.4988 0.5 0.5 0.8019

4 0.459 0.5038 0.525 0.6678 0.5 0.4988 0.5 0.5 0.8027
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A Refined K-Means Technique to Find
the Frequent Item Sets

A. Sarvani, B. Venugopal and Nagaraju Devarakonda

Abstract In this paper we have shown the behaviour of the new k-means algo-
rithm. In k-means clustering first we take the ‘n’ number of item sets, then we group
those item sets into the k clusters by placing the item set in the cluster with nearest
mean. The traditional k-means clustering is completely depend on initial clusters
and can be used only on spherical-shape clusters. The traditional k-means clustering
uses the euclidean distance but in our paper we have replaced it with minkowski
distance and combined with the Generalized Sequential Pattern algorithm (GSP
algorithm) to find the frequent item sets in the sequential data stream. The GSP
algorithm based on the frequent item sets, it traces the databases iteratively. The
modified k-means clustering have reduce the complexity and calculations and
the GSP algorithm has given the better result than any other algorithm to find the
frequent item sets. The results show that this approach has given the better per-
formance when compared to the traditional k means clustering.

Keywords Generalized sequential pattern algorithm � K-means algorithm
Minkowski distance

1 Introduction

Here in our paper we concentrate on clustering of the similar objects where the
objects in one cluster have similar behaviour than the objects in other clusters. In a
cluster we can have number of observations or records or events. There are number
of techniques for clustering some of them are partition based, hierarchical based,
density based, grid based and model based clustering. From these many clustering
technique we have studied on k-means clustering which comes under typical par-
tition based clustering.

K-means is designed to solve many of the clustering problem and this k-means
comes under unsupervised learning algorithms. The k-means clustering starts by
randomly selecting k number of clusters. The k can be any number of clusters. Here
we will have k-centres one for each cluster.
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Even though the k-means is most used clustering technique in many applications
it has many issues to be resolved. The traditional k-means clustering is completely
depend on initial clusters and can be used only on spherical-shape clusters. This has
also increased computational complexity exponentially.

In traditional K-means algorithm we use the Euclidean distance but in our paper
we used minkowski distance measure. For the two points X = {x1, x2 … xn} and
Y = {y1, y2 … yn} the minkowski distance is defined as:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

xi � yij jpp

s
ð1Þ

This gives raise to k clusters, then for each cluster we apply GSP algorithm to
find the frequent item sets with their support and confidence percentage. The GSP
algorithm can efficiently find the frequent item sets in the sequential data stream.
Our experiment result has proven that the refined k-means combined with GSP
algorithm has given the better performance than any other algorithms.

The Redmond et al. [1] given the starting methods of k-means, here randomly
we choose the k number of clusters and then we calculate their centroids. Hartigan
et al. [2] suggested the two different methods. In the first method we select the
initial k points which becomes the initial centres and in the second method we select
the k centres in random fashion. This leads to two disadvantages, the k-centres are
completely depend on the order of sequence if we choose the first method and if we
choose the second method we may selects the points which are closer to each other
and there is also chance to leave the points which are far away. kanungo et al. [3]
has given a new method where the dataset is divided into J number of groups and
then has applied k-means on each group which gives raise to many centres. Next
these centres are grouped into superset. Again the k-means is applied on this
superset. Now the centres having the members with least SSE (sum of the squared
distance between each member of the cluster and its centroid) is chosen as initial
clusters.

Qi et al. [4] this uses the hierarchical approach to find the initial clusters. In this
paper Redmond et al. at different locations the volume of data is estimated using the
k d trees and at every location maximin method is applied to find the initial cluster.
Bradley et al. [5] brought out three optimization principles along with the optimized
k-means clustering method.

2 Calculation of Minkowski Distance Measure

Suppose we have I = (X1, X2) and J = (Y1, Y2) let order is p. Then to calculate the
distance from point (X1, Y1) to the point (X2, Y2) we use the mathematical
equation
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D ðI; JÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jX1 � Y1jPp

q
þ jX2 � Y2jP ð2Þ

By substituting the values we can get the distance between the points. If D(I, J)
> 0 it is taken as positive.

If D(I, J) = D(J, I) it is taken as symmetric and if D(I, J) � D(I, K) + D(K, J) it
is taken as triangle inequality.

If p = 1 then it is Manhattan distance then

DðI; JÞ ¼ X1 � Y1j j þ X2 � Y2j j ð3Þ

Using this distance measure we calculate the block distance, this is relatively
easier to calculate but can be used only for the order 1.

If p = 2 then it is Euclidean distance then

DðI; JÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jX1 � Y1j22

q
þ jX2 � Y2j2 ð4Þ

Using this distance measure we calculate the diagonal distance, but here the
order of p is fixed to ‘2’. Compared to minkowski distance measure the Euclidean
distance is simple, but the minkowski distance measure can be adopted to any order
(p) and can be adopted to any application.

3 Clustering Methods

3.1 Hierarchical Methods

It iteratively divides the item sets into number of clusters. These can be done by
both a top-down or bottom-up style and again these can be divided into
Agglomerative clustering and hierarchical clustering. Here first we consider each
item as one separate cluster which are again combined to form a cluster hierarchical
structure. This continues till we reach our desired structure.

The reverse of above method can also be done by taking entire item sets in one
large clusters and dividing it into separate cluster till we reach the clusters having
the similar behaviour. This method is called Divisive hierarchical clustering.

3.2 Partitioning Methods

In this method the user need to tell beforehand the number of clustered needed. By
this method we can change the position of the item sets from one cluster to another
cluster.
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3.2.1 Error Minimization Algorithms

This method can be used efficiently with compact and remote clusters. This is the
algorithm which is used by most of the people. This is used to reduce some of errors
in formation of cluster structure. K-means clustering can also be considered under
this algorithm.

3.2.2 Graph-Theoretic Clustering

This uses the graphs theory to form the clusters. Here the item sets are represented
by nodes. The relationship between item sets is represented with the edges and this
uses the Minimal Spanning Tree.

3.3 Model-Based Clustering Methods

This fits the given data on to some mathematical models. In traditional clustering
we identify the cluster of item sets. Besides clustering model-based methods also
detect each cluster behaviour. Here the each group or each cluster can be concept or
class. In this we use neural networks and decision trees.

3.4 Grid-Based Methods

Here the grid structure is formed by dividing the entire space into fixed number of
rows and columns. On each cell the clustering operations are done. This method can
produce the output in less time.

4 K-Means Clustering

This comes under unsupervised learning and used to group the item sets. In this first
we need to decide the number of cluster needed then the given item sets are grouped
into clusters based on distance between centres of the cluster and item set. Here for
k cluster there are k centres. We should select the centres which are far-away to
each other to yield the better performance. After selecting the appropriate centres
now we need to select all item sets one after another and link them to the centre
which is close to it. When we have linked all the item sets to their centres we are
then completed with first stage of k-means clustering. After this again we need to
construct the new centre for the newly formed k clusters. Again we need to cal-
culate the distance between the item sets and the new centroid to assign the item
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sets to the closest centroid. This process should be done repeatedly until there are
no more changes to the centroids.

Algorithmic steps for k-means clustering

Let the item sets = {x1, x2, x3, …, xk} and C = {c1, c2, … ck} be the set of centres.

1. First select K centres of cluster.
2. Measure the distance between centre of a cluster and item set.
3. Associate the item set to the centre of a cluster which is nearer to item set.
4. Again measure the centre of newly formed clusters.
5. Again associate the item set to the new cluster centre based on distance.
6. Repeat from step 3 until there are no new centres.

5 GSP Algorithm

This GSP is also called as Generalized Sequential Pattern algorithm. This algorithm
is used detect the most frequent item sets in a cluster. This can efficiently detect the
frequent item sets from the data which is in the form of sequential patterns. This
algorithm repeatedly scans the data number of times. The first scan of the data
reveals the support of items i.e., the occurrence of the item in data. After the first
scan we can know the support of each item in the data and also which items have
passed the minimum support. The support or threshold value is decided based on
the application. In the first scan we can know only the support of individual item.
Now by using the frequent items (candidate 1 sequence) from the first scan the
algorithm measure the 2 level frequent items (candidate 2 sequence) this continues
until no more frequent item sets are present. After completion of each scan the
algorithm measure the support of each item set. Finally after successful completion
of the algorithm we can know the most frequent item set with their support and
confidence (Fig. 1).

Algorithm

F1 = candidate 1-sequence set
Continue until F (k-1)! = Null;
Construct the candidate sets Ck

For every input sequences s present in database D
do
Increment count of items in Ck if same item is present in s Fk
= {Items whose frequency is above threshold comes under Ck}
k = k + 1;
Result (Fks) = Sum of all frequent sequences
end
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6 Methodology

Here we assign different ids to each every item in the clusters. This helps use to
uniquely identify the items in cluster. Each item has a separate location in cluster
which depends on the environment. Now the user selects the k number of clusters,
the k can be any number. Now from the item sets the k centres are calculated. Now
each item is linked to the closest centre based the distance between item and cluster
centre. Here we have used minkowski distance. This process continues till there are
no more new centres are formed. After we have completed the k means clustering,
we apply the GSP algorithm on each and every cluster to get the frequent items with
their support and confidence.

6.1 Acquiring the Data

In this experiment we have taken the real world datasets one i.e., related to stock
price and other dataset is transactions which describes main characteristics of the
Stock Price and transactions respectively.

6.2 Data Pre-processing

In this set we have removed the inconsistent data, missing values, duplicate data.
This is an important step to produce the accurate result.

6.3 Applying the Refined K Means

Here we have applied the modified k-means clustering. The traditional k-means
clustering had used the euclidean distance but for k-means in this paper we have
used minkowski distance. This refined k-means is applied on the dataset.

Fig. 1 Flowchart
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6.4 Applying the GSP Algorithm

After the application of k-means clustering. We get the k number of clusters. Now
on each cluster we applied the GSP algorithm which gives the frequent item sets
present in the dataset. For each frequent item we calculate the support and
confidence.

7 Experiment

To check the performance of the refined k-means clustering and also GSP algorithm
we have used the two real world datasets. This experiment in done on window 10
operating system with ram 2 GB, hard disk of 500 GB and on the processor Intel
core i4. The dataset information is given in Table 1.

After we have done the pre-processing on the data then we applying the refined
k-means algorithm using minkowski distance measure.

We have taken the dataset stock details and applied k-means clustering using
both euclidean distance and minkowski distance measure which is shown in
Tables 2, 3 and 4.

Table 1 Dataset information

Dataset
name

Number of
attributes

Number of
instances

Missing
values

Origin

Stock price 10 950 No Real
world

Transaction 3 120,427 No Real
world

Table 2 K-means using Euclidean distance when k = 2

Attribute Full data (941.0) Cluster 0 (493.0) Cluster 1 (448.0)

Company 1 38.1145 46.8836 28.4645

Company 2 43.8961 34.8344 53.868

Company 3 18.6973 16.5773 21.0301

Company 4 45.3755 46.23 44.4353

Company 5 60.8601 50.1425 72.6543

Company 6 24.0937 20.2723 28.2988

Company 7 70.7109 71.2391 70.1297

Company 8 23.3478 25.396 21.0938

Company 9 44.1764 42.9092 45.5709

Company 10 47.1072 50.0545 43.8638
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From the above table it is clear that for the attribute “Company 1” cluster 0 using
euclidean distance and minkowski distance are having 46.8836 and 46.875 item
sets respectively and for the same attribute cluster 1 using euclidean distance and
minkowski distance are having 26.4645 and 24.781 item sets respectively. This
continues for rest of attribute from company 2 to company 10.

From the experiment it is clear that k-means using minkowski have given almost
the same result of the traditional k-means clustering. But k-means using minkowski
had required less iterations and has less squared error when compared with tradi-
tional k-means clustering.

After the completion of k-means clustering we have applied GSP algorithm on
both cluster 0 and cluster 1 of all the attributes from company 1 to company 10
which have given their respective support and confidence. The support and confi-
dence values are shown in Table 5.

Table 3 K-means using Minkowski distance when k = 2

Attribute Full data (941.0) Cluster 0 (473.0) Cluster 1 (468.0)

Company 1 39 46.875 27.781

Company 2 47 35.25 53.375

Company 3 19.375 16 20.875

Company 4 44 43.375 44.375

Company 5 61.75 49.625 72.0625

Company 6 25.625 18 28.3125

Company 7 68.75 68 69

Company 8 22.5 26.375 21.625

Company 9 44.75 42.25 45.25

Company 10 46.75 48.25 41.5

Table 4 Comparison between k-means using euclidean distance and minkowski distance

Attribute Cluster 0 in
Euclidean
distance

Cluster 0 in
Minkowski
distance

Cluster1 in
Euclidian
distance

Cluster 1 in
Minkowski
distance

Company 1 46.8836 46.875 26.4645 24.781

Company 2 34.8344 35.25 53.868 53.375

Company 3 16.5773 16 21.0301 20.875

Company 4 46.23 43.375 44.4353 44.375

Company 5 50.1425 49.625 72.6543 72.0625

Company 6 20.2723 18 28.2988 28.3125

Company 7 71.2391 68 70.1297 69

Company 8 25.396 26.375 21.0938 21.625

Company 9 42.9092 42.25 45.5709 45.25

Company 10 50.0545 48.25 43.8638 41.5
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From the above table the sequence “company 1, company 3, company 7” is
having fraction of 70 of total data sequence and the sequence “company 2, com-
pany 5, company 9” is having fraction of 62 of total data sequence The most
frequent item set in the cluster 0 is {company 1, company 3, company 7} having the
confidence of 70%. The most frequent item sets in the cluster 1 is {company 2,
company 5, company 9} having the confidence of 86%.

8 Conclusion

This paper focused on finding the frequent item sets from the sequential data by first
applying the refined k-means algorithm on the data and then applying the GSP
algorithm on each and every cluster. We have shown an experiment that the
k-means with minkowski distance is better than traditional k-means clustering in the
aspect of iterations and shared error and also we have calculated support and
confidence of the frequent set. The future scope is to reduce the time duration and
complexity of the algorithm.
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Finger Vein Detection Using Gabor Filter
and Region of Interest

Saritha Reddy Venna, Suresh Thommandru
and Ramesh Babu Inampudi

Abstract One of the most biometric recognition systems is Finger vein recognition.
It affords authentication using veins, which are within the finger of individuals. This
technology has the dominance of being defiant to falsification because the vein
pattern is hidden inside a finger. In this paper, we present the key problems and
feature extraction methods in order to acquaint finger vein recognition research
domain. In our proposed method, vein image is subjected to Gabor filter in con-
junction with Region of interest during the preprocessing and to efficiently enhance
the invisible vein pattern of given image. Observations are present that our proposed
could obtain patterns staunchly when vein dimensions and illumination oscillate,
and also the experimental errors for personal identification are very low, in
comparison with that of traditional methods.

Keywords Biometric finger vein � Gabor filter � Region of interest
Feature extraction

1 Introduction

Biometrics is in wide spread use at present, as security is of major concern in this
modern and networked world. This has led the extensive use of biometrics i.e., the
physiological or behavioral characteristics of human beings for authentication
purpose. Authentication plays a vital role to protect sensitive data from unautho-
rized access. The notable features of biometrics such as Universality, Uniqueness,
Collectability, Performance, Permanence, Acceptability and Circumvention have
made them suitable for authenticating individuals based on their unique traits. This
paved the way to biometric authentication and its applicability in areas such as
access control, e-commerce, automated teller machines, remote access, financial
transactions and network security. Biometric Authentication is primarily used for
user identity verification using either physiological or behavioral traits such as
finger print, iris, finger vein, palm vein, hand geometry, signature, voice, gait etc.
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Biometric authentication can be accomplished using any kind of biometric trait but
each has its own set of merits and demerits [1–3].

Facial recognition is non-intrusive and a cheaper technology but requires camera
for identification [4]. Aging, facial expressions, changes in lighting may decrease
the recognition accuracy and also incurs high cost to build. Fingerprint is a widely
used and accepted technology for personal authentication but it suffers from low
genuine recognition rate and is relatively easy to forge. The finger image quality is
highly dependent on the contact between the finger and the sensor and is also
susceptible to various conditions such as sweat or wetness of fingers, age etc. [5, 6].
Hand shape recognition has attracted many people as the images are acquired in a
user-friendly and non-intrusive manner using low cost sensors [7, 8], can use low
quality images along with providing high recognition rate. The demerits would be
the size of the hand that makes it applicable to a few applications and hand injury
may affect the user acceptance rate. Keystroke is economical and can be easily
integrated into the security systems. But the key stroke may differ each time leading
to low accuracy in the feature extraction process. Another personal identification
system is palm vein recognition using individual veins of palm [1]. But in com-
parison to the finger vein technology, it is relatively expensive; the size of template
is large, and may not be applicable to a human subject who doesn’t possess both the
palms. Iris pattern possess many advantages such as distinctiveness, life time sta-
bility, difficulty to forge etc. that makes it an acceptable trait for biometric
authentication. Iris has high recognition accuracy but during image capture it poses
few demerits such as necessity of proper amount of light to capture the image, can
be obscured by objects such as eyelids and eyelashes and individuals who are blind
and having cataract eventually results in the difficulty to capture the iris image.
Retinal recognition is difficult to replicate and has high accuracy but it is intrusive
and very expensive. Signature is a behavioral trait that can be used for identity
check and is also easy to implement. But the signatures may vary with time, leading
to low genuine recognition rate and can easily be forged. Voice recognition is
non-intrusive with high social acceptability, affordable technology and has less
processing time. But it poses few demerits such as the voice of an individual can
easily be recorded and used for authentication and the voice may become difficult to
recognize during illness which in turn leads to low recognition accuracy [9].

To overcome these challenges, we have opted finger vein as a reliable biometric
trait to authenticate persons that assures good recognition accuracy and high
security. Our proposed system relies on the finger vein patterns which are more
reliable for personal identification [2] needs. The contact less capture of finger vein
images by passing infrared light signals through the finger would be an added
benefit. Finger vein patterns reside beneath the skin surface and are distinct for each
human being. High levels of recognition accuracy, security, long-term stability and
sufficiency of less memory to store the vein template are the notable advantages of
finger veins. The main aim would be to emphasize the integrity and resilience of
finger veins that are user friendly and tamper resistant for authentication purpose
(Table 1).
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Finger images can be easily captured by passing infrared rays from the back of
the hand without causing any harm to the human subject. But most of the captured
images have the finger veins with capricious obscure and noise. Hence, there is a
necessity to pre-process the image in contemplation of restoring the quality of the
image by reducing the noise, irregular shading etc., so that the vein pattern is clearly
visible which helps in better recognition rate. Finger vein pattern as it resides
internal to a finger, it can be used to provide confidentiality that makes it a reliable
security solution. The below mentioned features or advantages makes finger vein
pattern the best option for constructing a secure and a safe uni-modal recognition
system.

1. Veins reside within the finger and are hence difficult to forge.
2. Vein pattern is distinct to each individual.
3. Image acquisition is resilient to conditions such as oil, sweat and dirt.
4. Vein pattern has long-term stability, as it doesn’t deteriorate with time.
5. Images can be captured in a contactless manner.
6. Vein pattern matching is very fast as it completes within the span of an eye

blink.
7. Veins are more reliable to ensure both privacy and security.
8. Vein authentication devices are compact and can be easily used as embedded

devices in various applications.

Table 1 Comparison of various biometric traits
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The related work reveals the existing methods for finger vein detection. In proposed
work reveals proposed method with limitations of existing work. In experiment
results, discussed the database considering for experiments and gave results of
proposed system. In last section reveals the conclusion.

2 Related Work

Naoto et al. [3] used digitization of the vein images and transform of distance for
degradation process. Disadvantage is that more amount of time is being consumed
for pre-processing due to the iterative nature of repeated line tracking algorithm. In
[6], the features were extracted using bifurcation points and termination points that
led to single isolation points around the main detected pattern. To overcome this
Gaussian filters are used. In [9], Tanushri Chakravorty, used the linear transfor-
mation and histogram equalization technique to enhance the image features but
could not produce accurate results with feature extraction. In [10], J. Yang proposed
detection of finger vein by combining the Gabor wavelet transformation and Gabor
filter. It could produce good result using Gabor filter but could not highlight the
vein regions accurately. In [11], X. Chen used the Maximum Margin Locality
Preserving Projection feature extraction by processing the input image. Region of
Interest localization is a fundamental activity for a finger vein recognition system to
capture required regions from the input image [12]. It gives best caliber to the
recognition system. It is generally composed of finger vein segmentation of required
regions, rotation correction, and detection of interested regions.

The demerits of the above mentioned works such as consumption of more
storage space and processing time is due to the fact that they have considered the
entire image. As Gabor filter performs best at image enhancement and feature
extraction, We are proposed a method which both Gabor Filter along with Region
of Interest for reducing the time of processing and only required portion in the input
image. The features obtained from the vein image can be stored as a single feature
vector [13].

3 Proposed Work

Biometric authentication system basically aims at recognizing individuals based on
their unique physical or behavioural traits. It generally involves many phases such
as Image Acquisition, Pre-processing the image to enhance the image quality which
helps in better recognition rate, Next step to extract the features from the prepro-
cessed image and finally a matching algorithm is used to match the stored template
with the acquired image features to identify a human subject either as genuine or
imposter. In our work, the input image is taken from the SDMULA-HMT database
and we have pre-processed this image to enhance the quality of the vein pattern. In
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the pre-processing phase, initially we have extracted the region of interest from the
input vein image and then applied proposed method to predominantly improve the
quality of the required pattern (vein). Extracting the feature points are depends on
the quality of the image. This would eventually increase the genuine acceptance rate
of the vein biometric system. The below figure specifies the basic flow of the
general biometric authentication system in Fig. 1.

4 Acquiring the Image

One of the advantage of the Finger veins are not visible to the human eye, only
when the near infrared rays (NIR) of wavelength between 700 and 1000 nm are
passed through the finger [14]. There are two techniques namely light reflection
method and light transmission method to acquire the required patterns as shown in
Figs. 2 and 3.

When the light source (NIR) is passed through the finger, the light will be
reflected in haemoglobin. From this reflected light, a charge coupled device camera
captures the vein pattern image. From this captured image, the vein pattern is
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Fig. 1 Basic flow of biometric authentication system
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constructed using image processing techniques. This pattern is then compressed,
converted into digital form and hence registered as a template which is then put in
comparison to the stored template of the user. Then process of comparing between
images to determine a match. The sample of finger vein images as shown below is
taken randomly from the databases of different universities (Fig. 4).

5 Image Enhancement

Input is enhanced based on contrast and noise reduction using spatial filters. Median
filter is used for noise reduction in the input image. If we are not gone through this
phase, we can get low level features to process in the feature extraction. In Fig. 6g
represent the image after median filter on given image.

6 Feature Extraction

In this paper, different existing techniques are put in comparison to augment the
need of the proposed method. One of the preprocessing techniques is region
growing method; another one is on histogram equalization, median filter and seg-
mentation. Finally, the proposed method is compared with these methods that show
the better performance of proposed method.

6.1 Region Growing

This method is used to segment the image based on regions. It is one of the simplest
segmentation methods to detect discontinues and regions from the image [15]. It
follows edge detection and region identification. The performance of these methods
differs with individual segmentation and both will not provide us with the same
result. The main criterion for this method is homogeneity of regions like gray level,
color, shape, texture etc. Initially, we have to segment the image into small regions
and varies aspect ratios of pixels. Region description is compared with neighbour

Fig. 4 Sample of finger vein images
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regions. If they match, then those regions will be combined to make a large region
until required segmentation of the image (Fig. 5).

Algorithm: Region Growing

Step 1: Find the Rmin (smallest regions)
Step 2: Find the regions which are similar to Rmin, based on homogeneity.
Step 3: Merge those regions.
Step 4: Repeat the steps 1, 2, 3 until the homogeneity criteria is satisfied.

6.2 Image Histogram

Histogram is the process of representing the tonal dissemination of image in
graphical manner. Characterize the pixels at every tonal value and represent density
of pixels each tonal value. It is a simple scanning process that counts the density of
pixels found at every change in gray levels. In one of the gray scale image, having
256 possible gray levels and hence the representation will depict the distribution of
pixels amongst those 256 gray scale values. The notable advantage of image his-
togram is that we can decide upon a threshold value when converting a gray scale
image to a binary one. Manually we can adjust the scale on the y-axis. If it is
automatically, will give high peak values and lead to force a scale. It will negotiate
the smaller features. Image histograms can be used by other operations such as
contrast stretching and histogram equalization. These operations assume the full
intensity range to show the maximum contrast i.e., pixels are distributed or spread
evenly over the intensity range.

Histogram equalization is a global enhancement technique that enhances the
image contrast by adjusting the intensities of pixels in an image. But this method
does not provide us with required contrast to further enhance and segment the finger
veins [16]. To overcome this problem, Contrast Limited Adaptive Histogram
Equalization (CLAHE) is used to enrich the contrast of a gray scale image to a

Fig. 5 Image segmentation using region growing a input image b region growing segmented
image
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greater extent as it is a local region based enhancement technique. It divides the
entire image into tiles known as regions and operates on these regions, instead on
the entire image. It also produces less noise and CLAHE can be calculated as

S ¼ Histogram ið Þ � 255
M �M ð1Þ

where Histogram is the representing the tonal dissemination of regions of image
that emulates number of pixels of the i region. S represent calculated occurrence of
new pixel value. M represent regional filter or window size. Median filter is a
non-linear smoothing filter which is good at removing noise from the image along
with preserving the edges and uniformity. This will enhance the image quality.
Figure 6g shows the smoothness and noise reduction of the Fig. 6a. The input
image has low contrast and hence is difficult to detect and segment the venous
regions. As the tip of the vein is not highlighted properly, we consider the seg-
mentation with local and global threshold which will extract the veins with low
contrast based on local or regional threshold. Figure 6h shows the segmented
image, but some regions near the tip of the vein are difficult to segment. Regions
with high visual quality can be observed clearly.

6.3 Gabor Filter and Region of Interest (ROI)

Our proposed technique encompasses the Gabor Filter with Region of Interest
(ROI). Region of Interest extracts the required regions from the input image to
improve the performance of proposed method due to it is taking less computation
time. Existing methods have considered the whole vein image during the process of

Fig. 6 Seconds method histogram, CLAHE, median filter and segmentation. a Input image,
b image after histogram equalization, c CLAHE applied on input image, d–f histogram of a–c,
g image after median filter on input image, h segmented image
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filtering due to which the computation time increases. The integration of ROI with
the Gabor Filter decreases the processing time and also solves the problem of low
contrast of the vein images. The Gabor filter is a two-dimensional, adjustable band
pass filter; it performs the vein filtering efficiently by considering the magnitude,
phase, orientation and peak of the pixel values. As specified above, the finger veins
are spread across the finger, the tip of the veins is of non-linear size and the
dimension of the veins is also different [17]. It captures the local rotation and
frequency occurrence of the venous network. The extraction of features from the
image by the using below equation

G x; y; f ; hð Þ ¼ e
�1
2

x02
d2
x0
þ y02

d2
y0

� �� �
cos 2pfx0ð Þ ð2Þ

where x0 and y0 are the oriented points after rotation in x and y direction and d2y0 ; d
2
x0

are Gaussian filter spatial constants about the new oriented points, x0 and y0. f is the
frequency of one of the wave along plane orientated. Obtained features represent
the finger venous network.

7 Experimental Results

The results to confirm robustness of the finger vein detection using the Gabor
filter with ROI for larger database SDUMLA-HMT [18]. The database helped to
experiment proposed method and it is open to researchers with minor
authentication.

An Acquisition system was designed by the intelligent computing of Shandong
University. Images were acquired through light transmission method for 106 per-
sons (subjects). 6 finger numbers per subject and each finger 6 images are captured
and total number of images is 3816 with 320 � 240 pixels image size (Table 2).

Table 2 Performance metrics for finger vein extraction

Feature extraction Number of
images

Performance evaluation
metrics

Execution
time

Conventional method [19] 3816 EER = 2.36 9 s

Region growing method [19] 3816 Mean sensitivity = 0.711 13 s

Histogram 3816 EER = 0.89 10 s

CLAHE 3816 EER = 0.13 8 s

Proposed method 3816 EER = 0.0009 2.5 ms
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The above experiment gave good results and took less processing time to detect
the finger vein regions based on Region of Interest in Fig. 7. But the existing
methods consider the total input image that includes unwanted regions.

8 Conclusion

The performance of the finger vein detection by using the Gabor filter and ROI is
improved by considering the existing systems. The finger vein pattern identification
has improved and also the processing time for extracting the vein pattern is very
low with our proposed method. The proposed method was tested and the above
results presented were based on the finger vein images of the SDUMLA-HMT [18]
database. Our proposed system combining Gabor and Region of Interest can be
considered as the most appropriate method in comparison with the above mentioned
existing methods for finger vein detection.
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Design of Rheumatoid Arthritis Predictor
Model Using Machine Learning
Algorithms

S. Shanmugam and J. Preethi

Abstract The main aim of this paper is to investigate various data mining and
machine learning techniques employed for the analysis of rheumatoid arthritis
prediction based on clinical and genetic factors. The clinical characters and gene
factors are collected from various hospitals in Coimbatore region through labora-
tory investigations from the blood serum samples and general investigations.
Patients with viral fever more than six weeks and later arthritis affected compared
with those patients with viral fever and no rheumatoid arthritis developed. This
study involves detailed analysis of machine learning algorithms employed for
rheumatoid arthritis disease, and genetic factors involved in this disease. The rel-
evant attributes taken from the literature and consultation of rheumatologists, a
combination of clinical and genetic factors evolved in this disease. The proposed
model works in a big data environment named Machine Learning based Ensemble
Analytic Approach (MLEAA) consists of two phases, namely learning phase and
prediction phase. In learning phase data’s are processed by map reduce framework
in hadoop and the featured attributes are working towards prediction phase. The
proposed MLEAA approach prediction phase consists of three different algorithms,
namely Ababoost, SVM, ANN and based on voting system final predictive value is
calculated. From this study achieve better results and it will be very useful for
predict rheumatoid arthritis earlier.

Keywords Machine learning � MLEAA approach � Hadoop � Voting technique

1 Introduction

Nowadays around 45% of people affected by arthritis. It mainly focuses towards
women’s compared to males. Arthritis means causing inflammation in the joints.
Inflammation causes redness, warmth, swelling, and pain within the joint by
reducing the synovial fluid. Initially the arthritis that still not yet identified are
called undifferent arthritis [15]. Once it is developed called Rheumatoid arthritis
affects the whole human body, especially both the knees, wrists, and spine. It may
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also affect the visceral organs like heart, blood, skin, nerves, lungs and eyes. The
major symptoms faced by the peoples suffered from rheumatoid arthritis are long
fever, fatigue, joint pain, swelling between joints and morning stiffness at a time of
wakeup. This disease affects the people through many ways like some people may
affect quicker and for some people affects gradually with symptoms over several
years. Rheumatoid Arthritis affects both the men and women, but it occurs three
times more than men includes at any age, but more in middle age. The cause of
disease is unknown yet, but it’s believed that the major cause is a combination of
environmental and genetic factors involved For Diagnosing the Rheumatoid
Arthritis disease cannot be diagnosed by a single test, it is a combination of multiple
laboratory tests like blood tests, skin biopsy, X-rays and regular checkups for
inspecting the location of painful joints. There are lots of data’s are generated and
stored while investigating the series of tests [6]. It is very much required to develop
a rapid database that stores all the clinical and genetic data’s related to RA. By
analyzing these data will helpful for design a suitable predictor model. For this data
mining plays an important role for classification and prediction of many diseases by
processing these large data sets.

Data mining is a technique for extracting hidden information from a large set of
database and it can help researchers to gain both descriptive and deep insights of
understanding the complex types of sources. The major goal of using data mining is
to extract the useful hidden information from large sets and to design either
descriptive or predictive model. Descriptive model used to extract the common
properties from the database. Predictive model is to find the future based on present
values [12]. In general view data mining techniques are applied to healthcare for
classification and prediction of diseases. It will help the medical practitioners for
effective assessing complex diseases accurately and to create a better suitable
decision support system.

For creating a predictor model using normal RDBMS is impossible. Using with
help of suitable machine learning algorithms the predictive model is easily created.
For measuring the accuracy the datasets are split into training and testing datasets
and values are recorded. Machine Learning algorithms are works based on the past
experience of data’s and from their experience the model itself learned by owning
and predict the future. To process a large amount and different varieties there is a
need of advanced analytical processing framework.

Big data states that combination of tools and techniques for processing a large
volume and complex nature of datasets in a quick period of time that are inadequate
to deal with traditional processing database systems. The Challenges faced by the
traditional database system includes capturing, cleaning, storing, processing,
visualizing and querying the complex data formats. Big Data mainly focuses
towards storing all kinds of data’s, processes to extract hidden information from
complex datasets that is very useful for behavior analysis, Predictive analysis for
different set of domains. According to, Gartner the definition of Big data has high
volume, high velocity, and/or high variety of information’s that require new forms
of processing to better decision making, imminent discovery and process opti-
mization. The major characteristics of big data are tabulated at Table 1.
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Medical Big Data contains various different fields involved in the medical field
like textual information, numerical formats, pictorial representation that can be
properly mined to extract meaningful information which is used for physicians. By
mining the various medical data’s several patterns are obtained and its very useful
for medical practitioners to detect diseases, prediction of survivability after the
disease occurs in patients and disease nature.

Nowadays the data are generated through wearable devices and stored databases
processed directly through streaming and effectively analyzed. The Fig. 1 shows
the different ways data’s get generated and stored, real time streaming agents used
in big data environment, and the operations performed with the streaming datasets
are represented as 3 layers.

The rest of the paper is organized as follows. In Sect. 2 explains the related
works of rheumatoid arthritis by eminent professionals in the field of medicine and
computational intelligence. In Sect. 3 formulate the objectives for early prediction
of rheumatoid arthritis in Sect. 3. The design details of the proposed architecture of
MLEAA and important attributes taken for this work are presented in Sect. 4.
Section 5 present conclusion and future works.

Table 1 Big data characteristics

S. No. Characteristics Explanation

1. Volume It represents the quantity of data generated and stored. Based on
the size and potential insight it’s identified as big data or not

2. Variety It represents the different formats and types of data. This helps to
people wants to analyze it to effectively use the resulting insight

3. Velocity It represents the speed of data that can stored in different storage
places

4. Variability Inconsistency of the data set can slow down processes to handle
and manage it

5. Veracity Represents the quality of data captured can vary greatly, for
accurate analysis

Fig. 1 General processing architecture of medical datasets using big data framework
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2 Related Works

This related consists of two sections namely analysis based on clinical research and
the machine learning algorithms employed for early prediction.

2.1 Survey Based on Clinical Research

Mohan et al. [1] presented review article for identifying the genetic susceptible
biomarkers involved in Rheumatoid Arthritis and found that the following factors to
be concentrated aggressively to immediate treatment with anti-CCP and genetic
profile consisting of HLA-DRB1, TNF-a, PADI4, PTPN22, STAT4, TRAF1-C5,
CD244, CTLA4 and chromosome 6q 23.

Viatte et al. [2] investigated genetic risk prediction of RA using GWAS and
related studies, new pathogenic pathways has been revealed, and disease nature will
be clearer. Epigenetic Programming is very useful for identifying the correct gene
functions between different stages and between tissue types and cells. The authors
suggested in future epigenetic studies in RA to focus on the correct cell types will
move towards targeted approaches in correct biological pathways.

Bridges et al. [3] has been explored the knowledge of genetic variations and
influences of genetics for complex autoimmune and inflammatory diseases such as
RA among different populations. The authors stated that class II MHC alleles are
important contributors, there are likely to incorporate multiples of other genes that
modulate the disease phenotype. With the help of genetic markers allows treatment
response will determined, especially in light of the growing number of biologic
agents undergoing clinical trials.

Soroka et al. [4] work towards identifying the adverse reactions of genes among
genetic biomarkers for using sulphasalazine in rheumatoid arthritis patients and
found that gastrointestinal Adverse Drug Reactions with sulphasalazine were reg-
istered in 20.7% (12/58) of patients, mucocutaneous ADR in 8.6%, urine analysis
abnormalities in 8.6%, and haematological abnormalities in 5.2% of patients.

Oliver et al. [5] presented an review article to identify the success rate of
anti-TNF drugs towards treatment of Rheumatoid Arthritis disease and studied the
association between respondent and non respondent genetic markers using genomic
wide association studies. The authors suggested to enhance the general studies with
international collaboration and to discovery with CD84 association.

Scott et al. [6] work towards predicting the risk factors of rheumatoid arthritis
based on age and disease onset through a modeling approach based on genetic
variants with smoking. In this research work combination of ratios for 15 four-digit/
10 two-digit HLA-DRB1 alleles, 31 single nucleotide polymorphisms (SNPs) and

70 Design of Rheumatoid Arthritis Predictor Model Using Machine …



ever-smoking status in males to determine risk using computer simulation and
confidence interval based risk categorization. From the study author concluded that
the clinical information for RA prediction with Human Leukocyte Antigen and
smoking status will very useful for predicting the risk of younger and older peoples.

Briggs et al. [7] focus towards finding the genetic interactions a phenomenon
called epistatic by combining the laboratory findings with statistical methods. By
this work author performed multistage analysis using supervised machine learning
approach and association testing to investigate interactions with genetic factors
(PTPN22 1858T) and complex disease Rheumatoid Arthritis (RA). The work
consists of four stages are like predict chromosomal regions of 292 patients using
random forest, candidate chromosomal regions for epistasis with PTPN22 1858T in
677 cases and 750 controls using logistic regression, to create Evidence of epistatic
interactions in 947 cases and 1756 controls, Pooled analysis includes all 1624 RA
cases and 2506 control subjects for estimate final effect size. Authors identified total
of seven replicating epistatic interactions involved SNP variants within CDH13,
MYO3A, CEP72 and near WFDC1 showed significant evidence for interaction
with PTPN22, affecting susceptibility to RA.

Taniya et al. [8] classified novel gene structures for disease-susceptibility
depending on the biological similarities to the known disease causing genes.
Datasets are extracted from H-InvDB and RefSeq database and by analyzing the
seven important features sequence similarity, InterPro annotation, EC number, three
kinds of GO terms, and KEGG pathways. Rheumatoid Arthritis and Prostate Cancer
are taken up for this study and the accuracy are evaluated based on highly scored
genes obtained from TNFSF12 and OSM as candidate disease genes for RA and
PC, respectively. Consequent classification of these genes based upon an
all-embracing journals reinforced the validity of these highly scored genes as
possible disease-susceptibility genes. By using, Prioritization Analysis of Disease
Association (PANDA), is used to find an efficient and cost-effective method to short
down a large set of genes into smaller subsequent that are most likely to be involved
in the disease pathogenesis.

Paunic et al. [9] proposed a method by inferring HLA alleles from commonly
available and reasonably SNP genotype data by taking into account the high linkage
disequilibrium that exists in the region. For this study Human Leukocyte Antigen
(HLA) gene system is very important to identify the variations in genes in the
human body. By using HLA typing in human genomes to study the association
between inflammation, infection, and with autoimmune diseases between normal
and affected patients. Genomic Wide Association Studies are used for finding a
strong association with HLA alleles are available through Single Nucleotide
Polymorphism genome data. The authors mentioned that there is a great use of
having complete HLA data’s for clinicians and researchers, but it’s highly time
consuming and cost-prohibitive process.
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2.2 Survey Based on Machine Learning Algorithms

Author Year Knowledge type Knowledge resource DM
techniques/
applications

Briggs et al.
[10]

2010 Rheumatoid
arthritis

Identifying PTPN22
is interaction with
SNP variants within
CDH13, MYO3A,
CEP72 and near
WFDC1

Random forest,
logistic
regression

Yang et al. [11] 2014 Disease gene
identification

EPU is able to
achieve 84.8% in
terms of F-measure,
which is 3.5%,
15.3% and 16.1%
better than MSVM,
WNB and WKNN
respectively

Ensembled
approach
namely nearest
neighbor, naive
Bayes and
SVM

Shiezadeh et al.
[12]

2015 Predictor model
for rheumatoid
arthritis

Compared to SVM,
ANN, decision tree,
AdaBoost with
cuckoo search are
combined named
CS-boost gets higher
accuracy

Adboost with
decision stump
as weak
learner, cuckoo
search

Feng et al. [13] 2015 Classifying RA
based on clinical
trial metadata

ACR 20, DAS 28,
Adverse events and
serious adverse
events, Adverse
events have accuracy
higher 82.70% then
other approaches

Random forest
algorithm

Nair et al. [14] 2009 Classification of
possibility of RA
with gait using
machine learning
algorithms

Comparison and to
classify RA affected
patients and
osteoarthritis.
between Least
Squares Kernel and
Neural networks like
SOM, LVQ, MP

Least squares
kernal
outperforms
best
classification

Garcia-Zapirain
et al. [15]

2015 Classifying the
patients affected by
fibromyalgia and
arthritis using
machine learning

Accuracy level is
achieved with
medical-social
features 89.9474%
and the success rate
for psychopathology
features are
96.4035% and
joining the two
achieved rate is
95.8246%

AdaBoost
algorithm
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3 Objectives

(I) Rheumatoid Arthritis—Study based on computational techniques so far
applied and genetic factors involved.

(II) To analyze the ways of using medical data mining for classification and
prediction in rheumatoid arthritis and to identify an appropriate clinical and
genetic involved in working with big data framework.

(III) To propose an effective framework for predicting rheumatoid arthritis earlier.

4 Proposed Architecture

The proposed architecture Fig. 2 consists of two phases. The first phase is learning
phase and the second phase is prediction phase.

Phase 1: Learning phase—it consists of patient’s raw information such as
clinical and genetic factors that are collected are moved into hadoop framework. In
hadoop framework the mapper takes charge of input data’s, splitted into small
chunks of files stored under different systems for parallel processing. The reducer
gathers all the data’s by combining the similar groups based on key-value pairs.
used for predicting the new data from the knowledge obtained from learning phase.
From the output of map reducer we get the important features of Rheumatoid
Arthritis disease for early prediction.

Phase 2: Prediction phase: In this phase the extracted important features apply to
help of rapid miner tool to different famous state-of-art machine learning algorithms
like AdaBoost, SVM, ANN which produces better accuracy and sensitivity to get

Fig. 2 Proposed MLEAA architecture
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better decisions. The data’s are applied separately to the above mentioned algo-
rithms and the results are combined for final prediction. Based on voting method
accurate values are predicted between affected RA and unaffected RA patients. The
results will help the doctors for better diagnosing the patients effectively and treat as
earlier.

The various algorithms for this proposed work are chosen from various research
works gives better accuracy for disease classification. The accuracy obtained from
different classification algorithms are tabulated (Table 2).

From this we have selected top 3 classification algorithms which gives more
accuracy for our proposed MLEAA approach using the rapid miner tool and the
result is evaluated. The data sets are selected with the consultation of rheumatol-
ogist in Coimbatore Government Medical college the primary factors and attributes
taken for early prediction using machine learning is mentioned in Table 3. Even
though all these are primary factors consulting with three more physicians to rank
this attributes and major features are selected as tabulated in Tables 3 and 4.

Table 2 Accuracy of classification algorithms

S. No. Technique Accuracy (%)

1. AdaBoost 85

2. SVM 75.4

3. ANN 72.2

4. Naive Bayes 71.1

Table 3 Major Attributes involved for Rheumatoid Arthritis

S. No. Attributes Meaning

1. Gender F, M F—Female
M—Male

2. Age 0, 1, 2 0: <=20
1: >=21 and <=50
2: >51

3. Sample type S, P, U S: Serum, P: Plasma, U: Urine

4. Disease activity F, M, S F: Flare, M: Moderate, S: Severe

5. ACR criteria 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11 1: Malar rash
2: Discoid rash
3: Photosensitivity
4: Oral ulcers
5: Non erosive disorder
6: Pleuritis
7: Renal disorders
8: Neurologic disorders
9: Hematologic disorder
10: Immunologic disorder
11: Antinuclear antibody

(continued)

74 Design of Rheumatoid Arthritis Predictor Model Using Machine …



Table 4 Ranking of criteria by clinicians for prediction of rheumatoid arthritis disease

Clinician 1 Clinician 2 Clinician 3

Age
Disease onset
Anti nuclear antibody
Rheumatoid factor
Joints involved
ACR criteria 2, 3, 4
HLA DRB1

Age
Gender
Nature of disease
Anti nuclear antibody
Rheumatoid factor
ACR criteria 1, 3, 4
HLA DRB1

Age
Disease onset
Anti nuclear antibody
Rheumatoid factor
ACR criteria 2, 3, 4

Table 3 (continued)

S. No. Attributes Meaning

6. Joints involved 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11 0: Spine
1: Proximal interphalangeal
2: Distal interphalangeal
3: Metacarpophalangeal
4: Wrist
5: Shoulder
6: Hip
7: Knee
8: Ankle
9: Metatarsophalangeal
10: Elbow
11: Foot proximal
interphalangeal

7. Extra auricular involved 0, 1, 2, 3, 4, 5 0: Eye
1: Heart
2: Lungs
3: Blood vessels
4: Muscle

8. Blood investigations 0, 1, 2, 3, 4, 5, 6, 7, 8 0: Total count
1: Differential count
2: Erythrocyte sedimentation
rate
3: Haemoglobin
4: Platlets
5: Renal function test
6: Rheumatoid factor
7: Anti-CCP
8: Antinuclear antibody

9. HLA allele Class A, B, DR
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5 Conclusion and Future Scope

The main purpose of this survey was to discover the most typical machine learning
algorithms used for predicting rheumatoid arthritis disease. The ideas for future
work includes the evaluation of choosing algorithms on the basis of real time
rheumatoid arthritis disease with genetic variations. Other algorithms can be applied
to the built-in dataset and the algorithm which gives best result will be applied on
the test dataset. The experiments would be conducted on the selected medical
records which design the analysis even more accurate. The good idea is taking also
other algorithms to the experiments and compares their performance in medical
field. This would evolve a new class and assist in scheming Medical Decision
Support Systems by the selection of the most acceptable algorithms.
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Feature Based Opinion Mining
and Sentiment Analysis Using Fuzzy Logic

B. Vamshi Krishna, Ajeet Kumar Pandey and A. P. Siva Kumar

Abstract This paper discusses a new model towards opinion mining and sentiment
analysis of the text reviews posted in social media sites which are mostly in
unstructured format. In recent years, web forums and social media has become an
excellent platform to express or share opinions in the form of text about any product
or any interested topic. These opinions are used for making decisions to choose a
product or any entity. Opinion mining and sentiment analysis are related in a sense
that opining mining deals with analyzing and summarizing expressed opinions
whereas sentiment analysis classifies opinionated text into positive and negative.
Feature extraction is a crucial problem in sentiment analysis. Model proposed in the
paper utilizes machine learning techniques and fuzzy approach for opinion mining
and classification of sentiment on textual reviews. The goal is to automate the
process of mining attitudes, opinions and hidden emotions from text.

Keywords Opinion mining � Sentiment analysis � Machine learning
Natural language processing

1 Introduction

Nowadays, social media sites like Twitter, Facebook, blogs, LinkedIn etc. have
become an excellent platform to share information or opinions mostly in the form of
text. These social networking sites are used for exchanging views or opinions about
a product, movies, and politics or about any user interested topics in the form of
posting comments, pictures and get feedback from other users. This kind of user
generated text on social web forums about any products, people, and any events is
very useful in business, government and individual. Data from social networking
sites are actively mined for trends and patterns of interests.

Opinion mining is a text mining problem. An opinion is defined as a quadruple,
(g, s, h, t), where g is the opinion (or sentiment) target, s is the sentiment about the
target, h is the opinion holder and t is the time when the opinion was expressed [1].
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Opinion mining is a technique which analyzes and summarizes the opinions
expressed in the form of huge text data. Sentiment analysis classifies opinions in
text into different classes like positive, negative or neutral. Opinion mining deals
with retrieving, classifying, analyzing and assessing the opinions in various online
platforms which is in the form of text. Sentiment analysis aims to identify senti-
ment, affect, subjectivity and other emotional states hidden in the text. This paper
proposes a feature based model for opining mining and sentiment analysis of
unstructured textual reviews using data mining techniques [2] and fuzzy logic [3].

Opinion mining can be performed in various levels. Few of them are document
level, sentence level or even word level and feature level. Document level is used to
identify the overall sentiment expressed on an entity or object. Sentence level is
used to identify overall sentiment or opinions about an entity but does not associate
opinions with specific aspects or features of an object. To gain fine grained opinion
analysis, need to deal with opinion feature or in short feature level of the product.
Feature based opinion mining also known as aspect based opinion mining and is an
effective technique which aims to identify opinion holding features and performs
sentiment analysis.

Fine grained opinion may be used for purchasing a product or help in decision
making. Feature identification and extraction is a sub problem in the opinion mining
process. Every object and entity consists of implicit and explicit features. Explicit
features are the features which are directly mentioned in reviews typically noun or
noun phrase whereas implicit features are the features which are not mentioned in
review but it is implied in the sentence of a review.

Many techniques have been identified to extract opinion features in the process
of opinion mining. Supervised learning approaches which are trained perform well
in the given domain, but the model shall undergo training to apply for another
domain. Unsupervised learning approaches extract opinion features with the help of
natural language processing techniques by defining syntactic rules for capturing the
feature terms.

Topic modeling approaches aims for mining fine grained topics or aspects. Topic
or aspect extraction aims to extract aspects of entities for which opinions are
mentioned in the text. This aspect extraction is done in two stages. The first stage
task is to extract aspect terms from an opinion source and in the second stage task is
to group synonymous terms into an aspect category [4].

Rest of the paper is organized as follows: the following section presents liter-
ature survey related to the problem. Section 3 gives the brief idea about the clas-
sification techniques and fuzzy set theory. Section 4 describes the proposed model.
Section 5 contains results and 6 conclusions and future work.
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2 Related Works

A. Opinion Mining

Opinion mining and sentiment analysis is the new research domain in which var-
ious efforts have been made for sentiment classification by using machine learning
techniques. On reviewing literature, it is found that various supervised machine
learning algorithms like Naïve Bayes [5, 6] Support Vector Machines [7, 8] and
Neural Networks [9] have been used for opinion mining of text to classify positive
and negative sentiment. Supervised learning approaches performs well for only
trained domain and shall be retrained for opining mining of another domain.

Topic modeling is a method for identifying “topics” in the collection of opin-
ionated topics. Unsupervised topic models aims to identify topics which are rep-
resented as probabilistic distributions on words from a source of text. Latent
Dirichlet Allocation (LDA) [10] is most popularly used topic modeling approach
for aspect extraction which is a probabilistic graphical model.

Sequence models are popularly used for retrieving information and aspect
extraction that can be viewed as sequence labeling tasks as product entities, aspects
and text expressions can be considered as interdependent and occur in a sequence in
a textual review. Hidden Markov Model (HMM) [11] is a directed sequence model
which works for a multiple range of state series data. Conditional Random Fields
(CRFs) is also a sequence model [12]. Bayesian models are used to classify text into
multiple emotional categories and resulting into multi-dimensional sentiment
classification [13].

B. Opinion Feature Extraction

Opinion feature extraction is a crucial problem in the process of opinion mining.
Fine grained feature extraction is required for effective sentiment analysis. Each
product has its own set of features and product reviews are about product features
are good indicators in classifying the sentiment of product reviews.

Feature extraction step needs to identify opinionated features and sentiment
holding words and in the given set of reviews. Natural language processing
methods POS-Taggers shall be used to identify features and opinion holding words.
Lexicon based approaches takes help of external lexicons which has predefined
positive and negative scores and increases the performance of a sentiment classifier.
Few standard lexicons are WordNet, ConceptNet, SenticNet and SentiWordNet
[14]. Aspect based models are used for extracting aspects which are unsupervised
and based on topic models Few models use seed words and are semi-supervised
which jointly model both aspects and aspect specific sentiments [4].

From the literature it is found supervised machine learning methods like Naïve
Bayes, Maximum Entropy, Support vector machines (SVM) and Neural Networks
are most popularly used to classify sentiment. Among all these techniques, it is
found that Support vector machines (SVM) is an efficient classification technique.

But the user generated text on social networking sites are more unstructured and
fuzziness in nature. From the literature, it has been found that fuzzy lexicon [15–18]
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and fuzzy sets [19] are efficient to classify the sentiment among the user text.
Pandey and Goyal [20, 21] used fuzzy logic for early software fault prediction and
improved reliability of software systems.

C. Research Motivation

After the review of many papers, we have found many gaps in the area of sentiment
classification. As the most of the machine learning methods performs binary
classification either classify sentiment or emotion as positive or negative sentiment.
Also user generated text on social networking sites are more unstructured and
fuzziness in nature.

As fuzzy sets are capable of containing elements that have variable degree of
membership and can be used to increase the degree of polarity of the expressed
opinions. The opinionated word can be classified more accurately with the help of
fuzzy sets, words like “Excellent” and “Good” are given different degree of
polarity.

Fuzzy inference system (FIS) shall be used to summarize the opinions with more
levels. This paper integrates support vector machines (SVM) algorithm with fuzzy
inference system to predict sentiment polarity of textual reviews.

3 Research Background

A. Data Mining

Data mining techniques deal with large amounts of data sets and extract knowledge
or patterns. In the literature various data mining techniques are discussed like
regression, classification, associations and clustering. Classification technique
results in a model, which is an automatic way of classifying the data based on
predefined class labels for classifying future data points and predicting the char-
acteristics [2].

In the literature, many classification techniques are found which are regression,
linear and quadratic discriminant analysis, ID3, C4.5, k-nearest neighbor, Artificial
Neural Networks (ANN) and Support Vector Machines (SVM) [7, 8]. SVM tech-
niques are most effective used in text classification, and has high levels of per-
formance compared to Naive Bayes [5, 6]. SVM partions positive and negative
training vector sets by using hyper-plane with maximum margin.

B. Opinion Mining

Opinion mining process deals with identifying, extracting and sentiment classifi-
cation which is hidden in text messages. Opinion mining consists of three main
steps data collection, data preprocessing and data processing followed by opinion
summarization. Data processing consists of sub phase’s feature extraction and
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sentiment classification. Opinion summarization is a method of analyzing and
summarizing the mining results.

i. Data collection step consists of collecting text reviews posted in social net-
working web sites which are repository of web documents. Textual reviews
collected in the form of sentences may be about a product opinion or any user
interested topic.

ii. In data preprocessing step, text reviews collected from various sources of
document is broken into tokens, stop words are eliminated. Natural Language
processing techniques like stemming and Parts of speech (POS) Tagging are
performed. As a result of POS Tagging process, only opinion holding words
are extracted based on their part of speech corresponding verbs, adverbs and
adjectives.

iii. Data processing step consists of identifying and classifying the sentiment from
text messages. Sentiment classification step classifies the reviews into a pos-
itive, negative or neutral. Both supervised learning and unsupervised algo-
rithms are used for classifying the sentiment among opinion holding words.

C. Fuzzy Set Theory

Classical or crisp set is a collection of well defined distinct objects. These crisp sets
contain objects that satisfy well precise properties of membership. For a crisp set, an
element x in the universe X is either a member of some crisp set (A) or not and
binary issue of membership can be represented by a characteristic function as:

cA xð Þ ¼ 1; if x 2 A
0; if x 62 A

�

where, vA(x) gives an unambiguous membership of the element, x in a set A.
Fuzzy set is a having clear defined boundary and also contain elements with a

partial degree of membership. Suppose Ã is a fuzzy set of A, if an element in the
universe, say, x is a member of fuzzy set Ã then this mapping is given by a
membership function lÃ(x). The membership function lÃ(x), gives the degree of
membership for each element in the fuzzy set Ã and is defined in range [0, 1] where
1 represents elements that are completely in Ã, 0 represents elements that are
completely not in Ã, and values between 0 and 1 represent partial membership in Ã.
In Zadeh’s notation [19], a fuzzy set Ã can be represented as:

eA ¼ l1
x1

þ l2
x2

þ l3
xn

þ � � � þ ln
xn

� �

where, l1, l2, l3 … ln are the membership value of the elements x1, x2 … xn
respectively in the fuzzy set Ã. Let FP is a fuzzy set representing collection of
features of an entity f1, f2, f3 … fn. Let l1, l2, l3 … ln features are the membership
value of features f1, f2 … fn respectively. These membership values represent the
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degree of polarity of a feature, and a fuzzy set of polarity of feature can be described
using Zadeh’s notation [19] as:

F�P
l1
f1

þ l2
f2

þ l3
f3

þ � � � þ ln
fn

� �

D. Fuzzy Profile Development

Features related to a particular product of three kinds branding features, sentiment
features and product feature itself. From the given text review, with each identified
feature set and extracted opinion holding words for each feature shall be provided
as input for fuzzy inference system and output is the degree of polarity.

Membership functions of a product features can be build by using any of the
suitable method among rectangular, triangular, trapezoidal and gamma [3].

Input variables for this model are opinion features which are of logarithmic in
nature and are divided into five linguistic categories such as very low (VL) (0; 0;
0.14), low (L) (0; 0.14; 0.32), medium (M) (0.14; 0.32; 0.57), high (H) (0.32; 0.57;
1.0) and very high (VH) (0.57; 1.0; 1.0). By using these five categories, fuzzy
profile ranges (FPR) of opinion features are developed using the following formula:

FPR ¼ 1� log10 1:5ð Þf g
log10 5

� �

Output of this model is DFP (Feature-polarity Degree), also follows logarithmic
scale and can be divided into seven linguistic categories such as: very very low
(VVL) (0; 0; 0.08), very low (VL) (0; 0.08; 0.17), medium (M) (0.17; 0.29; 0.44),
high (H) (0.29; 0.44; 0.64), very high (VH) (0.44; 0.64; 1.0) and very very high
(VVH) (0.64; 1.0; 1.0). Fuzzy profile range (FPR) of DFP can be developed by
using below formula:

FPR ¼ 1� log10 1:7ð Þf g
log10 7

� �
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4 Proposed Work

The model architecture is shown in Fig. 1, which uses data mining techniques and
fuzzy logic which can be implemented by using R programming language and
fuzzy logic toolbox of MATLAB. Steps in this model are identification of
input-output (I-O) variables, development of fuzzy profiles by using I-O variables,
defining relationship between I-O variables with the help of fuzzy inference system.
Features of a particular product are considered as input variables and the output
variable is degree of polarity (DP) of the proposed model.

A. Data-Set Used

Twitter is a vast area or platform to exchange opinions or information for
unstructured text and streaming data. Text reviews in the form of statements are
collected from twitter about any product information or any user interested topic.
R language packages are used to access twitter data and searched for the keyword

OTextual 
Reviews

Feature 
Extraction

Opinion 
Words

Domain 
Knowledge

Test Data Training 
Data

Fuzzify
Data

Classification 
Model

Fuzzy Inference 
System (FIS)

Output (DP)

Fig. 1 Proposed model
architecture
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“Nokia” and “Phone” and 500 recent reviews are captured and tweets which are
matching with the key words are captured in a corpus.

B. Data Preprocessing

The general concept of data preprocessing has already been discussed in the Sect. 3.
This section discusses the pre processing steps used in this proposed model. Text
reviews which are matching with the key words are captured in a corpus, broken
into tokens and stop words are eliminated. Natural Language processing techniques
stemming and Parts of speech (POS) Tagging are used and opinion holding words
are extracted and document term matrix is build.

C. Feature Extraction

Features of the objects are extracted at every sentence and subjective features are
classified. Opinion holding words are extracted and classified as positive and
negative and their degree of polarity is assigned with the help of fuzzy sets.

D. Data Processing

The general concept of data processing has already been discussed in Sect. 3. In the
proposed model, supervised learning algorithms Support vector machines (SVM)
and Maximum entropy are used for classifying the sentiment among opinion
holding words.

E. Sentiment Classification

R programming language packages are used for sentiment classification purpose.
Training model is built by using the below steps:

i. Create a document-term matrix
ii. Create a container
iii. Create a model by feeding a container to the machine learning algorithm
iv. Test the model.

F. Sentiment Prediction

Fuzzy sets are used with variable degree of membership and degree of polarity of
the expressed opinions is improved by summarize the opinions with more levels.

5 Results and Discussion

Results were based on the data set which has already mentioned in Sect. 4 and we
examined the support vector machine and maximum entropy algorithms for sen-
timent classification purpose. Results were compared with the selected data set to
classify the sentiment in the text. Compute the quality parameters such as com-
pleteness, correctness, efficiency and effectiveness and overall error rate (misclas-
sification).

Also, compared the classification accuracy of the methods and compute training
time of learning models. It is found support vector machines are most widely used
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in sentiment classification and are having high performance classification rate. For
precision and recall we use the below equations:

(a) Precision:

P = (Correctly extracted features)/(Total extracted features)

(b) Recall:

R = (Correctly extracted features)/(Total manually labeled features)

(c) Fscore:

F = (2 * Precision * Recall)/(Precision + Recall)

Table 1 shows the results of predictions from trained model by using support
vector machine (SVM) and maximum entropy (MAXENT) classification
algorithms.

Table 1 Classification results

MAXENTROPY_LABEL MAXENTROPY_PROB SVM_LABEL SVM_PROB

20 0.50050587 19 0.2000935

29 0.54993552 19 0.2036404

16 0.99998085 19 0.2184277

20 0.50045149 19 0.2010367

20 0.50063741 19 0.1965323

16 0.04892506 19 0.2102050

15 0.50101570 19 0.1963483

12 0.39806081 19 0.2305578

19 1.00000000 16 0.2166676

29 0.99979569 19 0.2094373

20 0.50056562 19 0.1986995

20 0.99999939 19 0.2342912

15 0.50101570 19 0.1963483

16 0.99740386 19 0.2137098

31 0.89294403 19 0.2192618

17 0.57887640 19 0.2047166

19 0.38647755 19 0.2061272

16 0.64896279 19 0.2159892

19 1.00000000 16 0.2143635

16 0.62952345 19 0.2048942

1 0.28536967 19 0.1609520

19 0.49972709 19 0.1066619

19 0.49972709 19 0.1066619

19 0.49972709 19 0.1066619

15 0.22119833 19 0.2075367
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Table 2 shows the summary of results with precision, recall and Fscore and it is
clear that SVM has high accuracy when compared to MAXENT algorithm. Table 3
shows mean accuracy of n-fold cross validation results of these used algorithms.

6 Conclusion

A model for feature based Opining mining and Sentiment Analysis is presented in
this paper. This model is based on feature extraction of the products and their
degree of polarity is converted into fuzzy sets. The proposed model is used to
analyze user opinions and reviews posted on social media websites and helps users
in decision making to buy products and organizations to recommend products
online.

Opinion spam detection or fake review detection and improving reliability of
opinion mining could be taken as future work.
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Hexagonal Image Processing
and Transformations: A Practical
Approach Using R

E. Ramalakshmi and Neeharika Kompala

Abstract Hexagonal structure is remarkable in connection to the standard square
structure for picture depiction. The geometrical course of action of pixels on
hexagonal structure can be portrayed similar to a hexagonal system. Hexagonal
structure gives a straightforward way to deal with picture translation and turn
information. Winding Architecture is a reasonably new and competent approach to
manage machine vision structure. Regardless, all the present hardware for finding
picture and for indicating picture are made in light of rectangular building. It has
transformed into a noteworthy issue impacting the pushed research on Spiral
Architecture. In this paper, another approach to manage Spiral Architecture is
presented using R. This duplicate Spiral Architecture for all intents and purposes
holds picture assurance and does not present contorting. Also, pictures can be
effortlessly and adequately traded between the regular square structure and this new
hexagonal structure. R language plays a pivotal role in development of numerical
analysis and machine spaces. R language is the best way to create reproducible and
high-quality analysis. It has all the flexibility and power needed to be dealing with
data.

Keywords Image processing � Hexagonal pixel � Image transformation
Location of pixel � R language

1 Why Is R Used in Processing and Transformations

R language plays a major role in development of numerical analysis and machine
spaces. R language is the best way to create reproducible and high-quality analysis.
It has all the flexibility and power needed to be dealing with data. Also to imple-
ment the concept of parallelism, R language provides many opportunities.

Given the sort of picture of value extending from great to terrible, the funda-
mental preparing begins from rebuilding of the information from picture to a con-
figuration satisfactory by the utilized calculation. Straight square relapse at that point
forms the present information to show the picture such that it can be adequate [1].
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Once a satisfactory stage has been achieved we advance into thresholding and
inclination boosting of the picture to further make the information into a well
respectable way, where issues in regards to edge based thresholding are secured
[2, 3]. Assist on components with respect to versatile thresholding are altogether
required in preparing.

2 Hexagonal Grid: Compendium

An electronic picture contains an enormous number of pixels to address this present
reality and when we touch the expression “pixel” as of not long ago, that infers a
rectangular box in a photo. All the past picture get ready and picture examination
look into relies on upon this customary picture structure. The upsides of using a
hexagonal system to address digit pictures have been investigated for more than
thirty years. The centrality of the hexagonal depiction is that it has exceptional
computational segments that are related to the vision method. Many reports por-
traying the advantages of using such a system sort have been found in the com-
position. The hexagonal picture structure has segments of larger amount of
circuitous symmetry, uniform accessibility, more conspicuous exact assurance, and
a diminished need of limit and computation in picture taking care of operations. Its
computational power for canny vision pushes forward the photo get ready field
involves the progressive units of vision. Despite its different great conditions,
hexagonal lattice has so far not yet been comprehensively used as a piece of PC
vision and outlines field. The crucial issue that limits the use of hexagonal picture
structure is acknowledged in light of nonattendance of hardware for getting and
demonstrating hexagonal-based pictures. A hexagonal lattice is a combination of
seven other hexagons performs same action as a square pixel that is 3x3 as shown in
Fig 1. On a hexagonal picture structure, each pixel has only six neighboring pixels
which have a comparable partition to the central pixel. In this report, we will build
up a hexagonal structure that is changed over from the standard square structure
viably and quickly using R [1, 4].

Fig. 1 Unit of vision in two image architectures
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3 Structure and Addressing

Hexagon framework is an option decoration plot other than the customary square
lattice for testing and speaking to pictures. Hexagon pixel is profitable over square
pixel in light of its higher symmetry, higher inspecting productivity, equi-distance,
more prominent rakish determination, less associating impact, predictable avail-
ability. On referencing to Fig. 2.

3.1 Tessellations

To tile a plane which is regular and whose samples do not overlap with each other
and with its gaps, there exist three possible tessellation schemes which are

1. Triangular Tessellation
2. Square Tessellation
3. Hexagonal Tessellation.

Any other tessellation will result in inconsistency in neighboring connectivity,
gaps, overlapping among samples (Figs. 3 and 4).

Fig. 2 Image processing on virtual spiral architecture
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4 Operations On The Grid

4.1 Construction of Hexagonal Pixels

To develop hexagonal pixels, each square pixel is first isolated into 77 littler pixels,
called sub-pixels [3]. To be basic, the light power for each of these sub-pixels is set
to be the same as that of the pixel from which the sub-pixels are isolated. Each
virtual hexagonal pixel is framed by 56 sub-pixels orchestrated as appeared in
Fig. 5. To be straightforward, the light force of each developed hexagonal pixel is
registered as the normal of the powers of the 56 sub-pixels framing the hexagonal
pixel. A hexagonal pixel, called a hyperpel, is mimicked utilizing an arrangement of
many square pixels. The R work hypel is utilized to reenact a hexagonal pixel on a
square framework as per Fig. 5 [5, 6].

Fig. 3 A collection of seven hexagons with unique addresses

Fig. 4 Spiral architecture with spiral addressing
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Fig. 5 The structure of a single hexagonal pixel

Fig. 6 A cluter of seven hexagonal pixel
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Figure 5. The structure of a solitary hexagonal pixel.
Take note of that the extent of each developed pixel is greater than each square

pixel. Henceforth, the quantity of hexagonal pixels is 12.5% not as much as the
quantity of square pixels to cover a similar picture. As a result of this rate, the
hexagonal pixels built in the route above won’t lose picture determination if
legitimate light forces of hexagonal pixels are allocated or added (Fig. 6).

5 Simulations

R functions sprl2rect is used to simulate a hexagonal image represented in spiral
addressing scheme. Figures 7, 8 and 9 are R images of hexagonal images given as
one dimensional array. The R script is given at the end. Figure 10 shows a simple
conversion of an image from rectangular architecture to spiral architecture. More
complex examples are not considered due to high computation power requirement.
The R script is given at the end [3, 7].

Fig. 7 A cluster of 72 = 49 hexangonal pixels

Fig. 8 A simple conversion from rectangular to spiral architecture
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6 Results

The square pixel shows 4-overlap symmetry while hexagonal pixel displays
6-overlay symmetry. Numerous morphological operations are produced by Serra
which are been generally utilized as a part of picture handling [6]. He concentrated
this for various matrices and found that hexagon framework has higher symmetry.

In square pixel structure, adjacent pixels are separated by 90° which cause
jaggiest in curved images. In hexagonal pixel structure, adjacent pixels are

Fig. 9 A cluster of 73 = 243 hexangonal pixels

Fig. 10 A cluster of 7
hexangonal pixels

6 Results 97



separated by 60°. Human eye have special visual preference of seeing lines which
are at oblique angle because of its resemblance to that of the photoreceptors in
human eye [6]. This results in better angular resolution.

7 Conclusion

In this report, a novel technique to build or copy the Spiral Architecture has been
actualized in R. This built hexagonal structure does not change the picture deter-
mination and present picture mutilation. It holds the benefits of the genuine
hexagonal framework, for example, higher level of symmetry, consistently asso-
ciated and shut pressed shape. This structure together with the light powers can’t be
shown and it exists just in the PC memory amid the system of picture handling.
Picture preparing in light of a hexagonal structure can be actualized utilizing this
structure. The development of this new copy structure does not require complex
calculation for deciding the districts of hexagonal pixels, and does not require to
manufacture an extensive table put away in the PC memory to record the pixel
areas. The area of every pixel can be effectively and immediately decided and
figured utilizing scientific formulae.

The utilization of hexagonal pixel based pictures has increased much consid-
eration as of late in picture engineering. From above clarifications, obviously there
is change and better representation with hexagonal inspecting. Since there is
absence of equipment for catching hexagonal based pictures, winding tending to
gives great approach for reenacting hexagon picture handling. Hexagonal pixel
structure has three overwhelming tomahawks which are 60° separated which
implies little point of revolution hexagon pixels speaks to pictures superior to
square pixels.
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EEG Based Emotion Recognition Using
Wavelets and Neural Networks Classifier

S. Thejaswini, K. M. Ravi Kumar, Shyam Rupali
and Vijayendra Abijith

Abstract Emotions have a vital role in the day-to-day life of human beings, the
need and importance of emotion recognition systems have increased with the role of
human computer interface applications. In this paper, machine learning methods are
used to model a relationship using the publicly available dataset SEED (SJTU
Emotion EEG Dataset) which contains EEG signals of 15 participants recorded
when excited to video stimuli. The signal processing techniques in time domain and
time-frequency domain (Wavelet analysis) are used to extract the desired features.
The discrete wavelet transforms are used to extract frequency bands. The features
such as Statistical features, Hjorth parameters, differential entropy, and the com-
bination on symmetric electrodes (differential asymmetry DASM and rational
asymmetry RASM) are extracted. Artificial neural networks and Support Vector
Machine (SVM) are applied on the feature set to develop prediction models to
extract the emotion information carried by the participant from emotional charac-
teristics exhibited in different frequency bands. These models are evaluated on the
dataset and emotions are classified using ANN into three different states such as
positive, negative and neutral states with an accuracy of 91.2%.

Keywords Affective computing � Electroencephalogram � Emotions
SVM � ANN

1 Introduction

Emotion recognition through EEG is used largely in the field of affective com-
puting. It involves the use of emotions in HCI (Human-computer interaction)
systems giving machines a certain degree of emotional intelligence. Various
methods have been proposed for these machine learning systems such as (i) the use
of multimedia environments that recognise the emotions of the users, (ii) recom-
mendation and tagging systems, (iii) gaming and films that respond to user emo-
tions, and (iv) biofeedback devices that have been worn in the manner of headsets
and might help users gain control over their emotional states [1].
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Emotions can be detected by a number of ways includes facial expressions, body
language, speech, brain waves or a combination of them. Since the facial, body
language and speech methods are under the voluntary control of the subject under
consideration and can be faked whereas the brain waves are generated for the
emotions elicited and cannot be faked. Hence the use of EEG signals for emotion
recognition is an ideal choice. The electroencephalogram (EEG) is a non-invasive
method to record the electrical activity in the brain from the scalp. The recorded
waveforms show the cortical electrical activity of the subject. EEG based emotion
detection is widely popular since the machine is able to recognize human emotion
states and interact based on users feelings and emotion states. The applications of
emotion detection are widely used in many fields like health monitoring, enter-
tainment, e-learning, marketing etc.

EEG signals are acquired using standard 10–20 International system. EEG
signals amplitudes are measured in microvolts. These low amplitude signals are
developed as a response to certain stimuli. The most well-known ways of evoking
emotions are by presenting images, playing music or watching a part of a film.

In this paper, an efficient algorithm is developed to recognize positive, negative
and neutral emotions using EEG signal. Publicly available dataset SEED [2] is used
to detect and classify the emotion into three emotion states.

Our aim is to improve the accuracy rate of the classifier using the time domain,
time–frequency domain and combination of symmetric electrodes. The SVM and
ANN classifiers are used to classify the emotions in two categories: Binary and
Multiclass. The accuracy of the system for two state (positive and negative)
responses using a binary SVM classifier networks and three state (positive, negative
and neutral) responses is compared using multiclass SVM and ANN classifiers.

This paper is organised as follows: Sect. 2 briefs out the related work for
emotion recognition. In Sect. 3 the proposed methodology, extracted features and
classifiers are explained in detail, followed by the performance of our proposed
system in Sect. 4. The conclusion is given in Sect. 5.

2 Related Work

From the literature survey a various methods of signal processing are often used for
emotion recognition with EEG signal.

Raja et al. [3], proposed a LPP-based feature extraction algorithm from EEG
signals to recognize the four emotions happy, calm, sad and scared using IAPS
database. The data was recorded using Emotive epoch headset using 16 channels
(AF3, F7, F3, FC5, T7, CMS, P7, O1, O2, P8, DRL, T8, FC6, F4, F8, and AF4).
The artifacts were removed by applying after the ERP method in MATLAB fol-
lowed by band pass filtering on all EEG channels. The extracted statically features
and frequency domain features of each band are classified using KNN and SVM
classifiers with an average recognition rate of all the subjects was 55 and 58%
respectively.
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Liu et al. [4], DEAP dataset EEG data is used by pre-processing and
down-sampling to 256 Hz. They also used high-pass filtering with a cut-off fre-
quency of 2 Hz and then time domain, frequency domain, time-frequency domain
and multielectrode features were extracted. They used KNN and RF to classify
emotions into valance and arousal states. The performance accuracy of the classi-
fiers for valance and arousal states is 66.1 and 65.7% respectively. By using MMR,
the performance was increased to 71.23 and 69.97% respectively.

Goshvarpour et al. [5], EEG signals from eNTERFACE 06 are examined and
Recurrence Quantification Analysis (RQA) is carried out, using MATLAB Toolbox.
Also, the t-test (p < 0.05) is used to evaluate whether the difference between the
extracted features is significant. They were able to recognize arousal/valance with
the rates of 73.06, 62.33 and 45.32% for 2, 3, and 5 classes, respectively.

Atkinson et al. [6], proposed a novel approach that combines minimum-
Redundancy Maximum-Relevance (mRMR) based feature selection tasks and
kernel classifiers for emotion recognition. It trained a multi-class Support Vector
Machine (SVM) classifier.

Soleymani et al. [7], made use of a face tracker to track 49 facial fiducially
points. MAHNOB-HCI database was used, which is a publicly available database
for multimedia implicit tagging. Regression models like linear regression, support
vector regression (SVR), continuous conditional random fields (CCRF) and
recurrent neural networks were used.

Bhatti et al. [8], emotions are elicited using audio tracks a dataset is created
using a single channel EEG headset (Neurosky). Thirteen features from different
domains are extracted, which are then classified into four different emotions (happy,
sad, love and anger) using k-NN and SVM classifier.

Zhang et al. [9], developed STRNN novel deep learning framework to recognize
emotion states for SEED database using differential entropy calculated for 5 bands.
Their algorithm performed well for 4 kinds of expressions like anger, happiness,
sadness and surprise with an accuracy rate of more than 90%.

In order to improve the recognition rate, combinations of the above feature
extraction methods have been proposed.

3 Methodology

The machine learning models developed for emotion classification are generally
supervised learning tasks since labels have already been assigned to the data by
humans. Even so, clustering methods have additionally been employed for these
purposes [10].

The SEED pre-processed data are used to extract features using wavelet trans-
form. The wavelet transform considers both time and frequency domain components
and the best combination of features are selected and applied to neural networks and
SVM classifiers. The proposed methodology shown below in Fig. 1 gives the
overview of the system developed to detect the emotional states.

2 Related Work 103



3.1 SEED Database

Videos are one of the forms of visual art that can elicit emotions in subjects.
Watching videos involves the sense of sight as well as hearing which acts as
combined stimuli for the brain. The publicly available dataset SEED [2] is open to
research communities and researchers and have been encouraged to validate their
analysis on this dataset. It consists of EEG data acquired from 15 subjects, while
watching emotional film videos. In order to investigate the neural signatures and
stability of the patterns across sessions and individuals, each subject undergoes 15
trials in three different sessions with a gap of one week or even more between
sessions. Hence are available along with the labels for each of them.

EEG signals were recorded using an ESI Neuro-Scan System at a sampling rate
of 1000 Hz from the 62-channel active silver-chloride electrode cap according to
the conventional international 10–20 system. The duration of each film clip is about
4 min [2]. The detailed protocol used in SEED database for data acquisition is
shown in Fig. 2.

Fig. 1 Proposed
methodology

Fig. 2 Protocol used for data
acquisition

104 EEG Based Emotion Recognition Using Wavelets …



The data was down-sampled to 200 Hz and a band pass frequency filter from 0
to 75 Hz was applied. EEG segments corresponding to the duration of each of the
movie clips were extracted.

3.2 Feature Extraction and Selection

From the available pre-processed data, the features in time domain, time-frequency
domain and a few multiple electrode features are extracted such as DASM and
RASM.

From the literature survey, it is found that Wavelet transform provides better
resolution in the time and frequency domain as compared to FFT and STFT. Hence,
DWT is used to extract different frequency bands as shown in Fig. 3. In the
time-frequency domain Discrete Wavelet Transform with 4 levels of decomposition
and wavelet function “db8” is used to obtain signals in the desired frequency bands
delta (1–3 Hz), theta (4–7 Hz), alpha (8–13 Hz), beta (14–30 Hz), gamma (31–
50 Hz) bands as shown in Fig. 3.

Features such as energy spectrum, differential entropy and its combination on
symmetrical electrodes [11] are extracted in each of the five frequency bands. It is
seen that Differential Entropy and its combination on symmetrical electrodes yield
better performance than ES features.

Average energy of each band i.e. alpha (e_a), beta (e_b), gamma (e_g), delta
(e_d) and theta (e_t) are calculated. Energy Spectrum is the average energy taken in
the five bands. Differential Entropy is taken as the logarithm of the energy spectrum
for the respective bands. It can be defined as,

G xð Þ ¼ �
Z1
�1

1ffiffiffiffiffiffiffiffiffiffi
2pr2

p e�
x�mð Þ2
2r2 log

1ffiffiffiffiffiffiffiffiffiffi
2pr2

p e�
x�mð Þ2
2r2

� �
dx

¼ 1=2 logð2per2Þ
ð1Þ

The combination of 27 pairs of symmetrical electrode channels as shown in
Table 1 is used to calculate Differential Asymmetry (DASM) and Rational
Asymmetry (RASM).

Fig. 3 The corresponding
frequency bands for alpha,
beta, gamma, theta and delta

3 Methodology 105



DASM ¼ GðXleft
i Þ � GðXright

i Þ ð2Þ

RASM ¼ G Xleft
i

� �
=G

�
Xright

i

� ð3Þ

For additional features, the time domain Statistical features such as mean,
standard deviation, first difference, normalized first difference, second difference,
normalized second difference, kurtosis, Hjorth parameters-complexity and mobility
are also considered.

The features are defined as follows.

Mean; l ¼ 1
T

XT
t¼1

s tð Þ ð4Þ

Standard deviation Measures the deviation of electrodes potential from its mean
value over different emotional EEG signals.

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
T

XT
t¼1

ðs tð Þ � lÞ2
vuut ð5Þ

First difference is given by,

d ¼ 1
T � 1

XT�1

t¼1

s tþ 1ð Þ � s tð Þj j ð6Þ

Normalized first difference is the first difference by standard deviation and is
calculated as

Table 1 Twenty seven pairs of asymmetry electrodes

Pair No. 1 2 3 4 5 6 7

Left FP1 F7 F3 FT7 FC3 T7 P7

Right FP2 F8 F4 FT8 FC4 T8 P8

Pair No. 8 9 10 11 12 13 14

Left C3 TP7 CP3 P3 01 AF3 F5

Right C4 TP8 CP4 P4 02 P04 F6

Pair No. 15 16 17 18 19 20 21

Left F7 FC5 FC1 C5 C1 CP5 CP1

Right F8 FC6 FC2 C6 C2 CP6 C22

Pair No. 22 23 24 25 26 27

Left P5 P1 P07 P05 P03 CB1

Right P6 P2 PO8 P06 P04 CB2
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Second difference is given by,

c ¼ 1
T � 2

XT�2

t¼1

s tþ 2ð Þ � s tð Þj j ð8Þ

Normalized second difference is the second difference by standard deviation and
is calculated as

c0 ¼ c
r

ð9Þ

Kurtosis is the sharpness of the peak of a frequency-distribution curve and is
calculated as,

k ¼ E
t � l
r

� �4
ð10Þ

The Hjorth parameters are used to calculate features such as complexity and
mobility. The activity feature is not used as it is not useful in emotion detection [2].
Complexity and mobility are simple statistical features computed using variance
and mean of each channel.

MOBILITY ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
variance _s tð Þð Þ
varianceðs tð Þ

s
ð11Þ

COMPLEXITY ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
meanðs _tð ÞÞ
mean s tð Þð Þ

s
ð12Þ

The above-mentioned features have been computed for all the 62 channels [2]
and averages of all the channels are taken.

3.3 Classification

The selected feature vector of size 291 is applied to two kinds of classifiers-
Multi-Class Support Vector Machine (SVM) and Artificial Neural Networks
(ANN) to classify the features into three states. The SVM classifier is a binary
classifier and hence to classify more than two states we make use of multiclass
SVM using dendogram function. It generates a dendogram plot of the hierarchical
binary cluster tree. A dendogram is made up of many U-shaped lines that connect
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data points in a hierarchical tree. The height of each of the U shaped lines represents
the distance between the two data points being connected. This tree structure
approach SVM classifier gives us an accuracy of 40.4%.

The ANN classifiers are an ideal method of classification for multiple classes
using neural pattern recognition. In this paper ANN classifier is implemented using
neural networks toolbox to perform classification. To implement ANN classifier,
“nnstart” a neural network start function in MATLAB is used to obtain architecture
as shown in Fig. 4. The algorithm performs nonlinear classification and clustering
on the extracted features using multilayer perceptron. From the features extracted
we use 60% of the data for training the model and the remaining is used for testing
and validation. A 5-fold cross validation is used for better performance. An accu-
racy of up to 91.2% is obtained.

The same approach is used to classify the features into two states (positive and
negative) by removing the neutral component and the results obtained for both
classifiers are compared with the results of multi class classifier (3 states).

The average energy which is calculated for each band is applied for ANN
classifier. It is seen that the energy in alpha and gamma are more predominant than
other bands.

3.4 Confusion Matrix

The confusion matrix is developed by comparing the predicted classes and target
classes. The accuracy of each of the emotional states and the total accuracy of the
model can be determined using the confusion matrix. The diagonal elements rep-
resent the predicted values corresponding to each emotional state to their respective
target classes. For good results, the diagonal elements value should be higher than
surrounding values. As shown in Figs. 5 and 6, the bottom-right corner element
represents the overall accuracy of the model.

Fig. 4 Neural network architecture
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4 Results

In this paper, 15 subjects performing three sessions from SEED Database are used.
The 291 features are calculated for each subject and supplied for the classifier. The
results of the various classification processes are calculated by constructing a
confusion matrix for each of the classifiers. The confusion matrix gives us the
accuracy of the model.

Figures 5, 6, and 7 shows the confusion matrix for each of the classifiers.
Figure 5 shows an accuracy of 93.7% for the three emotional states neural network
classifier for one subject. Fivefold cross validation is done on training and testing
data to obtain the most accurate outputs. The accuracy obtained for each of the
classifiers is shown in the form of a bar graph in Fig. 8.

Fig. 5 Confusion matrix for
three states using neural
network for one subject

Fig. 6 Confusion matrix for
two states using neural
network

Fig. 7 Confusion matrix for
three states using multiclass
SVM classifier
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Table 2 and Fig. 9, shows the classifier performance for ten subjects and its
distribution among the positive, neutral and negative emotional states using ANN
classifier. A mean accuracy of 91.2% is obtained for all the subjects. It is seen that
the neural networks classifier provides much better accuracy compared to the

Fig. 8 Accuracy of each
classifier for two and three
states

Table 2 Classifier
performance of 10 subjects

Subject Positive Neutral Negative Overall
accuracy

1 33.3 26.7 33.3 93.3

2 26.7 26.7 33.3 86.7

3 33.3 26.7 33.3 93.3

4 33.3 33.3 26.7 93.3

5 33.3 20 33.3 86.6

6 33.34 33.33 33.33 100

7 26.7 26.7 33.33 86.73

8 33.3 26.7 33.33 93.33

9 33.3 26.7 33.33 93.33

10 33.3 33.3 20 86.6

Fig. 9 Accuracies for ten
subjects in each of the
emotional states
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multiclass SVM for three emotional states. However, for binary classification both
classifiers provide the best results of performance.

The performance accuracy of average energy for each band is shown in Fig. 10.
It is shown that emotion states are predominant in alpha and gamma frequency
bands compared to other bands.

5 Conclusion

In this paper, an efficient algorithm to detect emotional states using the SEED
dataset is developed. It combines the features obtained from wavelet transform and
multi-electrode features and is applied to SVM and ANN classifiers to detect
emotion states. The performance accuracy for multiclass classifiers using SVM and
ANN are 40.4 and 91.2% respectively. The performance accuracy for binary
classifiers using SVM and ANN are above 94%. It is observed that the classification
accuracy of ANN is better compared to SVM for SEED Dataset. The alpha and
gamma bands are predominant for emotion detection.

This model works best for the downloaded SEED dataset and in the future the
model can be tested on real time EEG signals and results can be compared. It can
further be improved by adding more features and combining the results of different
classification methods to provide best results. Different combinations of features
and classifier can be tested and based on the accuracies the most efficient combi-
nation can be applied.
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