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Abstract Today’s advancement in the research field has brought a new horizon to
design the state-of-the-art systems that produce sound utterance. In order to attain a
higher level of speech understanding potentiality, it is of utmost importance to
achieve good efficiency. Speech-to-Text (STT) or voice recognition system is an
efficacious approach that aims at recognizing speech and allows the conversion of
the human voice into the text. By this, an interface between the human and the
computer is created. In this direction, this paper introduces a novel approach to
convert STT by using Hidden Markov Model (HMM). HMM along with other
techniques such as Mel-Frequency Cepstral Coefficients (MFCCs), Decision trees,
Support Vector Machine (SVM) is used to ascertain the speakers’ utterances and
catalyse these utterances into quantization features by evaluating the likelihood
extremity of the spoken word. The accuracy of the proposed architecture is studied,
which is found to be better than the existing methodologies.
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1 Introduction

Speech is the flow of thoughts in the form of natural language which is produced by
articulating the sounds that are generated. Speech includes the formation of words
and sentences. Perhaps speech is a perfect blend of rhythm and prosody, and hence,
Concatenative Speech Analysis (CSA) has become extremely popular [1]. The
primary target of CSA is to produce the phonetic structures and prosody models for
the speech.

Speech-to-Text (STT) is a computer-based system that enables the user to enter
the data in the form of speech, and then, it is converted into the textual form of data.
Such a process automatically works without the human intervention. Over the past
few decades, there is a tremendous amount of improvement in this arena, and it is
becoming famous commercially as well. However, STT systems demand high
quality, precision and accuracy. The coherence of STT mainly depends on the
vocabulary size, speaker dependent versus independent, algorithms used, rate of
speech and various other language constraints, and thus, its accuracy varies from
system to system. This research paper focuses on studying the phonetic models and
its components. We also aim to develop an accurate STT synthesizer by applying
Data Mining and Natural Language Processing techniques in order to achieve
improved efficiency as compared to the existing STT systems.

Speech is characterized by its temporal structure rather than spatial features;
henceforth, speech always results in spectral vectors that span the audio frequency
range. Furthermore, speech is characterized by the statistical models. In the per-
sistence of the above-said fact, Hidden Markov Model (HMM) is a powerful
framework that helps to construct the sound structure models more efficiently and
effectively. HMM is considered as one of the substantial technique that is bound
within every modern speech recognition system. It is because of this fact that it can
be called as heart of the speech synthesizer systems. In the upcoming sections,
evolution of STT, architecture of STT using HMM-based recognizer, implemen-
tation mechanisms and various challenges for this implementation have been
discussed.

2 Literature Survey

The HMM is a famous decision-making technique that is most widely used in
speech recognition systems. The available speech synthesizers using HMM are
ATRECCS and TC-STAR. However, these incur a lot of time and expense. The
history of speech synthesizer way dates back to 2002, and the final output was
released in the year 2005 and was working for three languages: English, Spanish
and Mandarin. The speech rate was 10 Hz, and the recording precision was set to
96 kHz/24 bit. In the year 2004, one more speech synthesizer was developed and
was named as ‘Blizzard challenge’. This could pronounce 1200 phonetics
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utterances each having 1.5 Hz. Over the years, there has been a lot of improvement
in this field. All such inventions are the major motivation for this work. The current
work is focusing on STT by applying HMM techniques [2]. The core subject of
HMM is to estimate the probability of word sequence which is achieved with the
help of huge training set text. By maximizing the probability of the feature quan-
tization vector series of the phonemes, the recognition hypothesis will be made.

The agglomerative clustering procedure for generating the text for multiple
phonemes is explained here

• Initiate the HMM synthesizer for each pair of phone
• By this, a cluster of phonemes is formed
• Search for the phone-pairs which are closely related and merge together
• Look for the phonetic dictionary for the phoneme match
• Repeat the above steps for every word in the cluster

The current work is divided into three modules. First, the characteristics of the
acoustic models are studied. Among them, we have chosen prosody and rhythm. On
the other hand, the second module describes the construction of phonetic dictionary
mitigating the issues related to this and finally, the third module discusses the
feature selection approach for language identification.

3 Architecture of STT Using HMM-Based Speech
Recognizer

The proposed architecture is shown in Fig. 1. It also shows the primary ingredients
of a speech identification system. The principle aim of this research paper is to
examine and analyse the core structure of STT and then describe the various
milestones to achieve the state-of-the-art accomplishment. This is attained by using
HMM. The acoustic models of the different variants of speech input are put
forward.

The input for the system is the audio waveform. The input can be any recorded
speech or the recorded voice using a microphone. The wave structure of the input
audio is transformed into a series of fixed size vectors which are characterized by
the acoustic features. This process is called as Quantization/Feature Extraction.
Next is the decoder. The decoder is distinguished by three components: (1) lan-
guage identification, (2) speech/acoustic models and (3) pronunciation dictionary.
Furthermore, the decoder aims at identifying the words that are most likely to be
indicated by the feature vectors, i.e. decoder produces the pronounced word as
shown by the following equation (Eq. 1).

ŵ ¼ ½maxfPðw=XÞg�½mX̂n� ð1Þ

where w = words {w1, w2 …wn}, X = Feature vector {X1, X2, Xn}.
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However, the probability of P(w/X) is extremely tough to predict by using a
brute force strategy. Therefore, by using a Bayesian transformation rule, Eq. 1 can
take the equivalent form which is much easier to find the solution.

ŵ ¼
XN
x¼1

max½Pðw=XÞ�
pðwÞ:pðxÞ :pðwÞ:pðxÞ�ðmXnÞ ð2Þ

The likelihood of the probabilities shown in Eq. 2 is designated by using the
acoustic model in the form of phonemes. Phonemes are the basic language unit,
each of which is represented in the language model. Phonemes are composed of
‘phone’, a single unit in phoneme. Such phone represents the association of a
gigantic phoneme structure. For an instance, consider the word ‘beautiful’. This
word is composed of four phones ˈbjuː-/tɪ-/fʊl,-/f(ə)l. There are about 45 such
distinguished phonemes in English dictionary. The phonetic structure of a spoken
word can be generated by concatenating all the phonemes. Since the conversion of
every grapheme (written form) into the equivalent phoneme (spoken form) is based
on its antecedent, the phoneme model is considered as N-gram model where the
output of nth level is dependent on the N − 1 predecessor.

In the following section, the paradigms of the above components are explained
in detail.

Fig. 1 Architecture of Speech-to-Text using HMM
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3.1 Feature Extraction/Quantization

A novel representation of the speech with the appropriate wave form is put forward.
The major challenge in this realm is to hold the meaning of the word from getting
lost during the intermediate conversion. Feature vectors are accomplished using one
of the encoding schemes, Mel-Frequency Cepstral Coefficients (MFCCs). MFCCs
are a famous and a standard encoding scheme typically used for large audio files
with distinct parameter fluctuation in terms of bit rate and sampling rate [3]. The
speech input signal is divided into window modelling where the size of the window
ranges with the size of the word and falls between 10 and 25 ms. With this, the
discrete Fourier transformation is computed which is given by

yðf Þ ¼
XN�1

N¼0

wðmÞxðmÞ expði2hf ðm=NÞÞ ð3Þ

where N is the overall length of the window and m is the length of one discrete-time
signal and f represents frequency that varies between 0…N. Then, the word length
[w(x)] and magnitude of every word corresponding to the time signal [x(m)] are
calculated logarithmically by using Mel Filter, giving

y0ðhÞ ¼ ln½
XN�1

N¼0

ðjyðf ÞjÞ:Mðp; hÞ� ð4Þ

This equation is nonlinear for the predefined frequencies. The end result of the
quantization process is a sequence of feature vectors whose dimensionality is almost
decorrelated. When such feature vectors are concatenated in an orderly fashion, we
arrive at delta and theta parameters [4]. These parameters make a heuristic attempt
for finding regression coefficients. Therefore, Dxvt , the delta parameter is evaluated
by the following equation,

Dxvt ¼
PN

i¼1 wiðxvtþ i � yvt�iÞ
p
PN

i¼1 hðwiÞ
ð5Þ

h in Eqs. 3, 4 and 5 represents the angular velocity of the movements of feature
vectors.

3.2 Decoder

Once the feature vectors arrive at the decoding segment, these vectors are dis-
tributed in a nonlinear manner across the speech spectrum. As noted earlier, for any
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word ‘w’, there are a series of sound model produced called phonemes. Let these
series be named as Rw. The probability of such likelihood can be expressed as
Eq. 1. By using Eq. 1, the overall genuine and correct pronunciation can be
tractable using the following equation

PðR=wÞ ¼
XL
i¼1

pðw=RwÞ;wn ð6Þ

wn indicates a valid pronunciation. The transition of such probabilistic measure
is described by HMM using a transition diagram. This resolves the round boundary
set Rw making the transition from its present state to all the values of wn, for each
value of n.

Furthermore, from Fig. 2, it is evident to make the following discussions.

• wn can be generated with the help of all the independent values of w
• wn is independent of X; however, the values of wn are correlated with the value

of X
• Many feature vectors can be discarded considering as noise, which also includes

the millisecond gap during the intermediate phones generated by the audio input
• The order of sound utterance must be preserved

The partitioning of feature vectors into the phonemes is a major concern as its
distributions are dependent on the likelihood of w’s and in turn X’s. Such an
approach demands a high-level context-dependent covariance which is commonly
referred as Beads-On-A-String (BDAS) [5]. This is because all the combinations of
a valid pronunciation arrive at the interval of wn by concatenating the sequence of
w together. This imposes a large degree of context-dependency. For example,
observe the value for wn, Loot, School, Wool and Reel. The repetitive letters ‘oo’ or
‘ee’ have to be pronounced though it is same yet differs when one of them is
omitted. The mapping of context-dependency is demonstrated in Fig. 3. The figure
uses the conventions where W is the word spoken/input, Q represents the quanti-
zation vectors, P denotes the phonemes, L is the language representation and R is

Fig. 2 Transition from feature vectors to word mapping using HMM-based phoneme model
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the logical modelling. The output dissemination can be constructed by using
Gaussians distribution. According to Gaussians [6],

f ðx=lX :rXÞ ¼
Yn
x¼1

rxry
1

rX
ffiffiffiffiffiffi
2p

p
Zn�1

x¼1

e
ðx�lX Þ2

2r2
X ð7Þ

In Eq. 7, lX is the mean and rX represents variance. This equation gives the
distribution of feature vectors for the normal deviation. This is diagonal in nature.

The feature vectors result in a series of phonetic transcription by word-to-word
mapping, and these are then plotted in a look-up table. This table contains the
phonetic word dictionary [Logical model]; finally, the phonemes are translated to
English words [7]. The association between the logical and physical model is bound
together through the states of the transition. Such transitions require the usage of
decision trees for every phone that has been formulated using the above-said
mechanism. All the phonemes are tied at the root nodes combining the value of
each phone for the state ‘i’ of which the nodes are later chopped into various levels
until the leaf nodes. This is a greedy approach, and it is iterative in nature. Figure 4
illustrates the decision tree for this greedy approach.

In this figure, an example of nasal sounds is shown. In English, the sounds of
/m/, /n/, /ng/ are nasal, produced by generating the airstream through node; the
example words ‘bringing’ and ‘hanging’ as ‘bri-ng + ing’ and ‘ha-ng + ing’ are
shown in the form of decision tree in Fig. 4.

From the observation made using HMM recognizer, the Bayesian Classifier
describes the topology and its construction. This is depicted in Fig. 5. The fol-
lowing HMM topology notations are assumed. The circle represents the discrete
variable and empty circle stands for loss of phonemes, whereas filled circle shows
the transition of phonemes that are to be considered. Square gives the continuous
values for the phone structure, empty is for ‘no’ in the decision tree and ‘yes’ is
given for a filled square. The triangle shows the constraint satisfaction and con-
ditional transition. HMM contains many hidden states. A state is said to be hidden
because when we traverse through the HMM synthesizer, these states will make the
transition from hidden to visible. The number of states in a HMM model depends
on the sequence of tokens in the input string. This grows recursively when the

Fig. 3 Formation of
phoneme modelling using
content dependency structure
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speech data increases. The lower bound on the number of states should be at least
one (minimum requirement for the speech to be converted into text); however, there
is no upper bound as this significantly grows with the input.

3.3 Pronunciation Dictionary

Predominantly, all the speech recognition system uses corpora which contain the
phonetic transcriptions for the words of the native language. Such corpora are called
the phonetic dictionary. This forms the training data. Nevertheless, even a clearly
defined lexicon fails to provide the phonemes for all the pronunciations made by
human. Besides, if an attempt is made to provide a dictionary which contains all
such phonemes, then the size of the dictionary will be excessively large. Support
Vector Machine (SVM) along with the rule-based classifier across the phoneme

Fig. 4 Transition from feature vector to word mapping using HMM-based phoneme model

Fig. 5 Bayesian network for HMM topology
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model is proven to be much coherent for devising the phonetic corpora with not
much modification in the dictionary. Using SVM, the phonemes model will gen-
erate new paths, and this is to automate the creation of new phonemes. The phonetic
dictionary can be implemented in two ways: (1) dictionary-based and (2) rule-based
classifier based on the SVM.

3.3.1 Dictionary Based

In this method, all the words and the corresponding phonemes are gathered.
However, this could lead to a vast dictionary. This method has one more drawback,
when a new word is encountered which is not found in the dictionary the output is
not rendered.

3.3.2 Rule-Based Classifier

It was shown by Swamy [8] that 70% of English words can be deduced by using a
subset of 2000 words only. This forms the base for our hypothesis, and henceforth,
a phonetic dictionary was constructed consisting of 2500 randomly chosen, basic
yet key words in English language. However, for a new word, the dictionary is
trained using one of the supervised learning methods called as Support Vector
Machine (SVM). With thorough literature survey, it was discovered that SVM is an
optimal approach to implement phonetics. SVM, a classification technique, requires
a trained/labelled data using which it categorizes a hyper plane that is favourable
and optimum. The first step in SVM is to draw a line that linearly separates the
points on the plane. In the next step, draw a line of equal distance between two
boundaries where the line was linearly separated. This line should not be too close
to the samples. If so, the points on this line will be eliminated as noise, and the
related phones are abandoned. All the labelled samples that fall on an optimal linear
bar form the support vectors. If the line is not ‘linearly separable’, then it is called as
‘perceptron’. Assume a labelled data across M and N coordinates such that Mi and
Ni are given by 1, 2,… Z. M 2 E where E is the edit distance that calculates the
level of similarity by calculating the number of edits needed to transform one text
into another. N 2 �1 to þ 1, this provides the scope of the feasible efforts to bring
the required phonemes for a given input. Hence, the function f ðM;NÞ is given as
f ðM;NÞ ➔ Case i: � 0 (N as positive coordinates). Case ii: <0 (N as negative
coordinates). Accordingly, for a precise classification f ðM;NÞ� 0 should hold true.
If this classification exists, then it is named as ‘Linear Separable’. This is shown in
Eq. 8.

f ðM;NÞ ¼ E½ðWeightFactorÞ�NM þ e: ð8Þ
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Here, E represents the edit distance for all the N − 1 points on the hyper plane;
e is the noise error that is almost negligible. For example, the word ‘HALF’
contains one character ‘L’ as noise error since it is silent.

3.4 Language Recognition

The font type and the coded language have to be identified when a speech is given
as an input. Therefore, the fundamental step is to identify the language spoken in
the input speech.

3.4.1 Classification

A technique used to forecast the correct label for an input data is called as clas-
sification [9]. To issue loan, the bank manager must inspect the available data
(training set) of a customer in order to know whether granting loan to the applicant
is safe or not. Thus, a proper supervision is required to manifest a clear boundary as
this technique always incurs a question of uncertainty. The likelihood of data is
either they belong to a trained class or it might be rejected [10]. Classification
process contains building a classifier/training data model. A list of stop words is
constructed. Stop words form the basic fundamental unit which is distinctive for a
language dialect (the, to, is, I, am and so on). This acts as data for the supervised
learning method. The characters are compared against the training data by using
IF-THEN association rules. Table 1 shows the working of proposed
Rule-Based-Classifier (RBC) algorithm.

Table 1 RBC algorithm

Algorithm: RBC: Rule Based Classifier 
Input  Set of words, Wi 0, Set of stop words SW. AVALUE 0 represents the 
attributes in the given input text. Count 0, Number of words in the input text. 
Output  Language recognized as English 

Def Rule Set= { } 

Rules discovered so far is null.  
For all values in Wi do 
        Def Rule_1 
            if <Wi> = < SW > 

              //each word in Wi is compared with every other word in SW. 
                 Set Wi to AVALUE 
                             AVALUE  AVALUE ++ 
                            End if  
                            If AVALUE = Count 
                                 Then Set Language  English 
                          Else 
                                  Do not claim 
                         End if 
                 End for 
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4 Implementation

The Phonetics Language Processor is an interface that the entire research project
will be interpreted on. The processor includes four tabs, namely Language detector,
Audio/Speech-to-Text, Text-to Audio/Speech and Grammar check. The tab,
Language detector shows the identification of language as explained in the
Sect. 3.4. In the second segment, Audio/Speech-to-Text is taken care off.
The techniques explained in the present work are administered and executed in the
fragment Audio/speech-to-Text. The third and the fourth component have been
defined to address Text-to-Audio and Grammar check which is beyond the scope of
this research paper.

The statistical approach for STT using HMM was showed in the earlier section.
In this section, the techniques explained so far have been implemented by designing
an interface using .Net platform. Figure [6] is the final output which showcases all
the features explained so far. The audio/speech file is provided as input for this
interface. The file has to be in .wav form only. On successful loading of file,
preview button is pressed. The output in the textual form will be seen in the layout.

5 Results and Discussion

A basic strategy to obtain the phonetic transcription is by using the available
morphological analyser; however, the efficiency which the analyser provides does
not cross above 75% in a huge volume of dictionary which contains 300 k words.
By these, we can conclude that the pronunciation must be hand built by generating
rules. In order to deduce the system with such rule is a major challenge. In the
present work, a small number of hand cribbed words were added to the phonetic
dictionary that includes 2500 words and 1500 sentences. In order to reduce the
complexity of dictionary, many variations such as ‘ya, yep, gonna, wanna’ were

Fig. 6 Interface showing the conversion of Speech-to-Text
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mapped to their base forms. The phonetics has an average of 4.3 variants per word
in English. This shows the importance of pronunciation dictionary which maps
one-to-one modelling. In reality, this results in a huge vocabulary; hence, by
adopting the HMM-based speech synthesizer, this number can be reduced.

To summarize, the acoustic speech model was studied with the help of HMM
and Gaussian distributions whilst decision tree supported the assumptions drawn on
these. The overall study showcases the following key features.

• Monophonic mapping was deduced by HMM–Gaussian model that calculates
mean and variance of the training data. Later, these monophonic transcriptions
are mapped onto the phonetic dictionary that was built beforehand as explained
in Sect. 3.3.

• With each monophonic word, biphonemes, triphonemes and multiphonemes are
transformed into phonetic transcription and once again re-estimated using
context-dependent model structure.

• The language of all these phonemes must be in English. This language identi-
fication is done to ensure that the input audio/speech was in English. If other-
wise, the interface does not provide the output. The reason for this is that the
phonetic dictionary was built only for the English language.

• The output in rendered in the form of text.

The performance of the STT synthesizer was evaluated for a different range of
speech input. In practice, it was found that the efficiency of the speech recognition
system varies with the size of the vocabulary. When a set of audio files are inter-
polated as the input, the equivalent text was received as the output. Table 2 eval-
uates the performance of the proposed architecture. The input speech was named as
S1, S2, S3, S4 and S5. Each of this input consisted of all the different type of speech
variants. S4 was the size of 20 min, and it was expected to be much harder when
compared to other speech files. It carried disruption such as background music and
embodied other kinds of interference which included multilingual context.
However, the system gave the correct results by identifying only the English lan-
guage. The results achieved by our approach are fascinating and were found to be

Table 2 Result evaluation on the interface

Input Total
words

Words
correctly
identified

Words that
are
identified
wrong

Words that
are not
identified

%
correctness

Of
recall
(%)

Precision
(%)

S1 200 195 3 2 97.5 98.1 98.3

S2 18 14 2 2 77.7 87 87

S3 570 497 38 35 87.19 93 92

S4
(English
only)

8478 7023 97 358 94.63 95 98

S5 4396 3762 363 271 85.57 93 91

88 S. Rashmi et al.



88.51% accurate and efficient. Table 3 provides a comparative study of the pro-
posed architecture with existing methodologies and algorithms.

6 Conclusion

In this research paper, STT paradigm using HMM is put forward. HMM is an
excellent technique for resolving many computational language challenges in the
field of speech recognition. The intention of this work was to develop an interface
using the acoustic models. It was found that the output text was being trained
automatically on the input speech. The various feature distribution and their effect
on the output were studied at the same time. In terms of chief investigation in the
STT, it was discovered that the model can be extended for multiple languages by
building the phonetic dictionary of the same along with some modifications in the
phonemes. HMM-based model adopts several assumptions on the feature quanti-
zation, training data and context-dependency. Conventionally, a few of those pre-
sumptions can be compromised to some extent. Finally, it should be noted that
despite the advantages of HMM and its superiority, many expostulate that HMM is

Table 3 Comparison of the results of existing systems

Sl. No Features Techniques/
Methodologies

Accuracy
(%)

Drawbacks

1 MFCCs Rule based,
PRLM

82 Concentrates only on the feature
extraction

2 Acoustic
models

HMM 79 Generation of the acoustic
features results in chopping of
essential elements

3 Phonotactics,
acoustic,
prosodic
information

Trigram model NA Does not show the conversion of
Speech-to-Text

4 Articulation of
sounds

SVM 83 Time taken for the sound
apprehensions is high

5 Phonetic
features,
nazal,
articulation
features

HMM &
N-gram model

78 Concentrates on the phonemes
generation; however, the system
does not show the performance
for the huge data
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blemished. This is of course true under many circumstances as the system gets
vulnerable with the speaking styles, frequency, dialects and accents. Perhaps there
has been no good alternative for HMM and it is because of this that HMM is still
undeniably the best approach for implementing STT.
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