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Preface

The last decade has witnessed remarkable changes in IT industry, virtually in all
domains. The 50th Annual Convention, CSI-2015, on the theme “Digital Life” was
organized as a part of CSI@50, by CSI at Delhi, the national capital of the country,
during December 2–5, 2015. Its concept was formed with an objective to keep ICT
community abreast of emerging paradigms in the areas of computing technologies
and more importantly looking at its impact on the society.

Information and Communication Technology (ICT) comprises of three main
components: infrastructure, services, and product. These components include the
Internet, infrastructure-based/infrastructure-less wireless networks, mobile termi-
nals, and other communication mediums. ICT is gaining popularity due to rapid
growth in communication capabilities for real-time-based applications. “Nature
Inspired Computing” is aimed at highlighting practical aspects of computational
intelligence including robotics support for artificial immune systems. CSI-2015
attracted over 1500 papers from researchers and practitioners from academia,
industry, and government agencies, from all over the world, thereby making the job
of the Programme Committee extremely difficult. After a series of tough review
exercises by a team of over 700 experts, 565 papers were accepted for presentation
in CSI-2015 during the 3 days of the convention under ten parallel tracks. The
Programme Committee, in consultation with Springer, the world’s largest publisher
of scientific documents, decided to publish the proceedings of the presented papers,
after the convention, in ten topical volumes, under ASIC series of Springer, as
detailed hereunder:

1. Volume # 1: ICT based Innovations
2. Volume # 2: Next Generation Networks
3. Volume # 3: Nature Inspired Computing
4. Volume # 4: Speech and Language Processing for Human-Machine

Communications
5. Volume # 5: Sensors and Image Processing
6. Volume # 6: Big Data Analytics
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7. Volume # 7: Systems and Architecture
8. Volume # 8: Cyber Security
9. Volume # 9: Software Engineering

10. Volume # 10: Silicon Photonics & High Performance Computing

We are pleased to present before you the proceedings of Volume # 4 on “Speech
and Language Processing for Human-Machine Communications.” The idea of
empowering computers with the power to understand and process human language
is a pioneering research initiative. The main goal of SLP field is to enable com-
puting machines to perform useful tasks through human language like enabling and
improving human–machine communication. The past two decades have witnessed
an increasing development and improvement of tools and techniques available for
human–machine communication. Further, a noticeable growth has also been wit-
nessed in the tools and implementations available for natural language and speech
processing.

In today’s scenario, developing countries have made a remarkable progress in
communication by incorporating the latest technologies. Their main emphasis is not
only on finding the emerging paradigms of information and communication tech-
nologies but also on its overall impact on the society. It is imperative to understand
the underlying principles, technologies, and ongoing research to ensure better
preparedness for responding to upcoming technological trends. Keeping the above
points in mind, this volume is published, which would be beneficial for researchers
of this domain.

The volume includes scientific, original, and high-quality papers presenting
novel research, ideas, and explorations of new vistas in speech and language pro-
cessing such as speech recognition, text recognition, embedded platform for infor-
mation retrieval, segmentation, filtering and classification of data, and emotion
recognition. The aim of this volume is to provide a stimulating forum for sharing
knowledge and results in model, methodology, and implementations of speech and
language processing tools. Its authors are researchers and experts in these domains.
This volume is designed to bring together researchers and practitioners from aca-
demia and industry to focus on extending the understanding and establishing new
collaborations in these areas. It is the outcome of the hard work of the editorial
team, who have relentlessly worked with the authors and steered them up to
compile this volume. It will be a useful source of reference for the future researchers
in this domain. Under the CSI-2015 umbrella, we received over 100 papers for this
volume, out of which 23 papers are being published, after rigorous review processes
carried out in multiple cycles.

On behalf of the organizing team, it is a matter of great pleasure that CSI-2015
has received an overwhelming response from various professionals from across the
country. The organizers of CSI-2015 are thankful to the members of the Advisory
Committee, Programme Committee, and Organizing Committee for their all-round
guidance, encouragement, and continuous support. We express our sincere grati-
tude to the learned Keynote Speakers for their support and help extended to make
this event a grand success. Our sincere thanks are also due to our Review Committee
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Members and the Editorial Board for their untiring efforts in reviewing the
manuscripts and giving suggestions and valuable inputs in shaping this volume. We
hope that all the participants/delegates will be benefitted academically and wish
them all the best for their future endeavors.

We also take the opportunity to thank the entire team from Springer, who have
worked tirelessly and made the publication of the volume a reality. Last but not
least, we thank the team from Bharati Vidyapeeth’s Institute of Computer
Applications and Management (BVICAM), New Delhi, for their untiring support,
without which the compilation of this huge volume would not have been possible.

Gurgaon, India S. S. Agrawal
New Delhi, India Amita Dev
New Delhi, India Ritika Wason
New Delhi, India Poonam Bansal
March 2017
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AC: An Audio Classifier to Classify
Violent Extensive Audios

Anuradha Pillai and Prachi Kaushik

Abstract This paper presents audio-based classifier to classify the audio into four
audio classes like music, speech, gunshots and screams. The audio signals are
divided into frames, and various frame-level time and frequency features are cal-
culated for the segment of audio. The classification rules are based on the combi-
nation of statistics value calculated for each feature. The classifier takes an
unknown segment of audio, applies the classification rules and outputs the label for
particular audio. The audio classifier performs with an effective recall rate of 84%.

Keywords Audio classifier � Coefficient of variation � Analyser � Extract features

1 Introduction

The growth of the multimedia data which is accessible though the World Wide Web
(WWW), so there is a need for content-based retrieval of information indexing of
the audio visual data. There have been several methods for the classification of the
audio visual or images into a particular predefined class. Audio classification is an
important area of research which has focused on classification of music genres,
recognition of the musical instruments which are played in the audio, speaker
identification by means of the audio signals, recognition of the emotion from the
speech data or the musical audio. The audio data is rich and informative source of
extraction of the type of content which involves content-based classification of the
audio signals. Audio signals are classified into predefined classes such as violent
and non-violent content. After analysis of several violent audio data, it was found
that such videos contained continuous voices of gunshots, explosions and human
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screaming [1–3]. Violence in the audio data can also be detected by the use of
several hate and abusive words due to anger. This violence is called as oral violence
which is conveyed by using certain words to show anger.

In this research, several audio features such as time-domain and
frequency-domain features are used to classify the audio segment into particular
predefined categories [1, 4]. The statistics chosen for this work is coefficient of
variation (CV) which proves to be effective in audio classification. A new feature is
used to distinguish and assign music and speech labels to the audio signal that is the
percentage of the silence intervals (SI). It has been observed that speech has a
higher SI value because speaker pauses while speaking sentences, but music is a
tonal. The recall rate of the audio-based classifier is approximately 84%.

2 Related Work and Research Contributions

The following literature survey is done mainly on the topic of audio classification of
violent sounds using a set of features extracted from audio file.

1. Vozarikova et al. [4] present a methodology to detect dual gunshots in noisy
environment using features such as MFCC, MELSPEC, skewness, kurtosis and
ZCR. The combination of different features was evaluated by the HMM clas-
sification technique.

2. Pikrakis [3] identified gunshots by dynamic programming and Bayesian network.
The posterior probabilities were calculated by combing the decisions from a set of
Bayesian network combiners, and 80% of the gunshots were correctly detected.

3. Gerosa et al. [5] in their approach trained two parallel GMM classifiers to
differentiate gunshots and screams from noisy environment. A set of 47 audio
features were used for the classification, and the proposed system guarantees a
precision of 90%.

4. Giannakopoulos et al. [1] proposed a methodology to detect violent scenes in
movies using twelve audio features and visual features combined together. The
video features included certain motion specific features such as average motion,
motion oriented variance and detection features for the face detection in the
scenes. The performance of the system is 83%, and only 17% of the scenes are
not detected.

5. Giannakopoulos, Kosmopoulous [6] used time-domain and frequency-domain
features along with the SVM classifier to detect violence content. The recall rate
was 90.5% which could be further improved by MFCC coefficients.

6. Zou et al. [2] in this paper propose a text-, audio-, visual-based classification.
The first stage is a text-based classifier to identify potential movie segments. The
second stage used a combination of audio and visual cues to detect violence.

Table 1 gives brief information related to the various text, audio, visual features
extracted in respective research papers. It also highlights the classification
approaches used in the classification of audio content.

2 A. Pillai and P. Kaushik



3 Audio Classification

This module of the proposed work inputs a segment of the audio and divides it into
frames of 100 ms. For each frame, time-domain features and frequency-domain fea-
tures are extracted for the classification of audio into four classes music, speech, gun-
shots, scream. Figure 1 shows the architecture for the audio classification of the audio
segments into four classes. The next section discusses the working of each component
and the classification rules which are used to classify an audio segment correctly.

Table 1 Research contributions in the area of audio classification

Research paper Features Classification
approachText Audio Visual

Uzkent et al. � New set of pitch features and
auto-correlation coefficients

� SVM Radial basis
function neural n/w
SVM with Gaussian
kernel (best
performance)

Vozarikova et al. � MFCC, MELSPEC, skewness,
kurtosis, ZCR

� HMM classifier

Pikrakis � Entropy, ZCR, 3 MFCC,
roll-off, pitch

� Bayesian n/w
classifier + dynamic
programming

Gerosa et al. � 47 features: ZCR, 4 spectral
moments, 30 MFCC, slope of
spectrum, decrease, roll-off,
periodicity, correlation slope

� Two parallel GMM
classifier

Giannakopoulos
et al.

� 12 features: ZCR, entropy, 3
MFCC, roll-off, zero pitch
ratio, chroma features,
spectrogram features

Motion
features:
Average
motion
Motion
oriented
variance
Detection
features:
Face
detection

Kosmopoulos � Entropy, ZCR, signal
amplitude, energy, spectral
flux, spectral roll-off

� SVM

Zou et al. Yes Energy entropy Motion
intensity
Colour of
flame
Colour of
blood
Length of
shot

SVM

AC: An Audio Classifier to Classify Violent Extensive Audios 3



3.1 Repository of Audio Files

Audio is a sound which the normal human ear can listen. The audible frequency
range for the human ear is between 20 and 20,000 Hz. The audio files are in wav
format with a sampling rate of 44.1 kHz. Sampling rate is the number of samples
the audio carries in 1 s, which is measured in Hz or kHz.

3.2 Audio Signal

The audio signal for each segment is plotted in MATLAB, and the graphical
representation of each is shown below in Fig. 2. The segments below have a unique
pattern which can be distinguished easily by human eye, but various features need
to be extracted for the computer to give the correct class for the audio.

3.3 Divide Signal into Frames

The signal is broken down into smaller frames of 100 ms. The frame time is
multiplied by the sampling rate fs to calculate length of frame.

Number of frames ¼ Length of Audio Signal=Length of one frame

Speech

Gunshot

Scream

Music

Analyzer

Audio files
WAV

Audio signal

Divide signal into 
frames  (100msec) Extract features

Time domain 
features

Frequency domain 
features

Calculate 
statistics

Energy

ZCR

Silence 
Interval

Entropy

Centroid RollOff

Fig. 1 Architecture for audio-based classifier
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3.4 Extract Features

The audio classification is based on finding patterns which are identified by the set
of features used in this work. Hence, feature extraction plays a central role for audio
analysis and classification into certain classes. The process involves computation of
numerical values and representations which can characterize an audio signal.

Time-Domain Audio Features Time-domain features analyse the signal with
respect to the time frame. It gives an overview of the signal changes over time
domain. The features which are extracted directly from time represent the energy
changes in the signal. Therefore, they can be used for audio signal identification.
These audio features are simple in nature.

Energy Let xiðnÞNn¼1 be the ith frame of length N containing audio samples from 1
to N. Then, for each frame i the energy is calculated according to (1):

EðiÞ ¼ 1
N

XN

n¼1

xi nð Þj j2 ð1Þ

Fig. 2 Plot of audio signals for speech, music, gunshots, scream

AC: An Audio Classifier to Classify Violent Extensive Audios 5



The variation of energy (CV) in the speech segment is higher than music signal
as its energy alternates from high to low. The statistics calculated for energy is the
CV (coefficient of variation). Energy waveform (E) of (a) music (b) speech
(c) gunshot (d) scream is shown in Fig. 3. According to the CV values, the order of
audio signal is music < scream < speech < gunshot. Gunshot has the highest value
for CV and music the lowest CV.

Zero-Crossing Rate It is abbreviated as ZCR and measures the number of times the
signal alternates from positive to negative and back to positive. The ZCR value of
periodic signal is less as compared to noisy signal. The formula (2) to calculate
ZCR is given below:

ZðiÞ ¼ 1
2N

XN

n¼1

sgn xiðnÞ½ � � sgn xiðn� 1Þ½ �j j ð2Þ

The CV value of the ZCR sequence of the speech segment is higher than the
music segment due to abrupt changes from positive to negative. Statistics calculated
for ZCR is CV and mean.

Figure 4 depicts the waveform for the ZCR values for music, speech, gunshot,
scream. According to the experimentation value of ZCRCV is in the following order:
scream < music < speech < gunshot. The highest value of ZCRCV is for gunshot
and the lowest is for scream. If we arrange the series in increasing order of mean
values, the order is: music < speech < scream < gunshot.
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Fig. 3 Energy waveforms (E) for a music, b speech, c gunshot, d scream
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Energy Entropy Energy entropy is a time-domain feature that takes into account
abrupt changes in the energy level of an audio signal. Each frame is divided into
K fixed duration sub-frames. The normalized energy ej

2 is calculated (3) for each
sub-frame by dividing the sub-frame’s energy, by the whole frame’s energy.

e2j ¼
Esub-framej
Eshort framei

ð3Þ

The En(i) energy entropy of framei is calculated below (4)

EnðiÞ ¼ �
XK

i¼0

e2j � log2ðe2j Þ ð4Þ

The statistics value of the energy entropy is taken as the coefficient of variation.
According to the experimentation, the audio signals with abrupt changes have a
higher value for CV. Gunshots and speech have larger value for the coefficient of
variation compared to screams and music.

Frequency-Domain Audio Features Frequency-based features along with the
time-domain feature make an effective combination for the task of classification of
audio in different classes. This domain refers to the analysis of the audio signal
based on the frequency values. This domain analysis gives information regarding
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Fig. 4 Waveform for the ZCR values for music, speech, gunshot, screams
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the signal’s energy distribution over a range of frequencies. The Fourier transform
is a mathematical operation which converts a time-domain signal into its corre-
sponding frequency domain.

Spectral Centroid It is a measure used in digital signal processing to identify a
spectrum. It signifies the concentration of the centre of mass of the spectrum.
Spectral centroid for screams has a low deviation, and speech signals have highly
variated spectral centroid. Figure 5 shows that gunshot has the highest CV value
and scream has the lowest CV value; hence, the order is:
scream < speech < gunshot.

Eq. (5) is given below:

Ci ¼
PN

k¼1 ðKþ 1ÞXiðkÞPN
k¼1 XiðkÞ

ð5Þ

Spectral Roll-Off The frequency below which 90% of the magnitude distribution of
the spectrum is concentrated is called spectral roll-off. This feature is described as
follows: if the mth DFT coefficient corresponds to the spectral roll-off of the ith
frame, then the following equation holds:

Xm

k¼1

XiðkÞ ¼ C
XN

k¼1

XiðkÞ ð6Þ

where C is the adopted percentage. It has to be noted that the spectral roll-off
frequency is normalized by N, in order to achieve values between 0 and 1. Spectral
roll-off measures the spectral shape of an audio signal, and it can be used for
discriminating between voiced and unvoiced speech. It can be seen that this
statistics is lower for the music part, while this value is higher for environmental
sounds. The calculated mean and median of the spectral roll-off is shown in
Table 2.

SPEECH
CV=75.727

SCREAM
CV=7.5851

GUNSHOT
CV=113.209

0 50 100 150 200 250
0

0.02
0.04
0.06
0.08
0.1

0.12
0.14
0.16
0.18
0.2 speecch(centroid)

0 50 100 150 200 250
0

0.02

0.04

0.06

0.08

0.1

0.12 music(centroid)

0 50 100 150 200 250
0

0.05
0.1

0.15
0.2

0.25
0.3

0.35 centroid(gunshot)

Fig. 5 Spectral centroid for speech, scream and gunshot
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3.5 Calculate Statistics

The calculate statistics phase is an important part in the classification procedure.
Values of statistics are formulated in form of rules. Coefficient of variation has been
used as a major statistics in the proposed work shown in Table 2.

�CV ¼ Coefficient of Variation ¼ ðStandard Deviation=MeanÞ � 100

If CV (A) > CV (B), there are some points to note:

1. B is more consistent.
2. B is more stable.
3. B is more uniform.
4. A is more variable.

The CV values of every feature are able to distinguish among the predicted
classes and hence useful for the classification work.

3.6 Analyser

The new audio is to be assigned a label from the following labels {music, speech,
scream, gunshots}. Before the function of the analyser, the statistics (refer Table 3)
used for each feature is calculated.

1. IF ECV(a) > 100 && (ZCRCV(a) > 100 || ZCRMean > 0.1000) &&
EnCV(a) > 200 && CCV(a) > 100 || (ROµ(a) > 0.50 ||
ROmed(a) > 0.50) ! GUNSHOT,

Table 2 Mean and median
value corresponding to
roll-off

Audio Mean Median

Music 0.32 0.29

Speech 0.38 0.37

Gunshot 0.68 0.72

Scream 0.35 0.35

Table 3 Statistics Feature Statistics

Energy CV

ZCR CV, Mean (µ)

Entropy CV

Centroid CV

Roll off Mean, median

AC: An Audio Classifier to Classify Violent Extensive Audios 9



2. IF (ECV(a) > 100 && (ZCRCV(a) < 100 || CCV < 100)), entropy of the audio is
calculated.
If entropyCV > 200 && ZCRMean > 0.1000 ! GUNSHOT audio with multiple
shots,

3. IF ECV > 100 && ZCRCV < 100 audio may belong to any of the three classes
{music, speech, scream} then centroid C is checked.

1. IF ZCRCV < 20 && ZCRMean > 0.060 && CCV is < 10 (ZCR value is low,
and mean value is high; centroid CV value is as low as less than
10.) ! SCREAM

If this condition does not hold, go to step 4.
4. Now two labels are left {music and speech}

1. ECV (speech) > ECV (music). If ECV < 100 audio may be a music signal
2. ZCRCV, ZCRmean, CCV are lower for music signal than speech signal.
3. Compare the calculated value for the audio with the vector for speech signal

and music signal. The vector is represented as shown below.
<ZCRCV, ZCRMean, CCV>

SPEECH SIGNAL: \76:30; 0:0429; 75:72[
MUSIC SIGNAL: \57:89; 0:0299; 23:54[

Calculate the difference of the values from the respective vectors.

4. Percentage of silence intervals in speech is more than music. Speech contains a
series of discontinuous unvoiced and voiced segments.

SI ¼ Number of signal values with amplitude\0:01
Length of signal ðLÞ � 100

5. The classification of audio signal into music or speech is done by the combi-
nation of difference values of audio signal from the vectors and the silence
interval.

If difference is less for music signal && SI < 3.00 ! MUSIC ELSE IF,
Difference is less for the speech signal && SI > 3.00 ! SPEECH,
Otherwise the audio is classified as unknown class.

Figure 6 shows that speech segment has more number of silence intervals
because when a person speaks, the pauses in between the sentences or words are the
silent intervals whose amplitude value is less than 0.01.

Figure 7 shows that the percentage of silent interval in a music segment is less as
compared to the speech segments; the reason behind this is that music is tonal in
nature. Even if the value of amplitude is less than 0.01 for a certain time frame still
the duration of the frame will be smaller than speech.

10 A. Pillai and P. Kaushik



4 Experimental Results

The classification rules are applied on the audio segments with a sampling rate of
44.1 kHz. Twenty-five different audio segments with gunshots, screams, music and
speech signals are tested. Twenty-one audio samples are assigned correct labels,
and 4 audio signals were incorrectly labelled. The recall rate is
(21/25) * 100 = 84%.

Table 4 lists snapshot of 17 test videos out of the 25 test audio segments used for
the analysis. The statistics vector for each audio is calculated. For a test video,
Calculate statistics module calculates the value vector for each audio signal; a series
of classification rules are applied on the vector value, and the output of the analyser
is the class of the audio signal.
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x 10

5
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-0.4
-0.2

0
0.2
0.4
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1
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Fig. 6 Silence interval in
speech signal

Silence interval in music signal

Fig. 7 Silence interval in
music signal
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5 Conclusion

The audio-based classifier is a multiple class problem, and a number of
energy-based and spectrum frequency-based features have been extracted. The
time-domain features like energy, entropy, zero-crossing rate and the
frequency-domain features like centroid and roll-off are used in this classification
technique. A new statistics coefficient of variation has been selected and tested for
the audio samples. This paper presents a list of classification rules which are
designed by the analysis of the statistics values of all the features for the audio in
the training dataset. In future research, features such as MFCC, chroma-based
features, auto-correlation functions, pitch factors can be included to increase the
efficiency of the classifier.
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Document-to-Sentence Level Technique
for Novelty Detection

Sushil Kumar and Komal Kumar Bhatia

Abstract Novelty identification is accustomed to distinguishing novel data from an
approaching stream of documents. In this study, we proposed a novel methodology
for document-level novelty identification by utilizing document-to-sentence-level
strategy. This work first splits a document into sentences, decides the novelty of
every sentence, then registers the record-level novelty score in view of an altered
limit. Exploratory results on an arrangement of document demonstrate that our
methodology beats standard document-level novelty discovery as far as repetition
exactness and excess review. This work applies on the document-level information
from an arrangement of documents. It is valuable in identifying novel data in
information with a high rate of new documents. It has been effectively incorporated
in a true novelty identification framework in the zone of information retrieval.

Keywords Novelty identification � Sentence segmentation � Document novelty
identification

1 Introduction

There is a nonstop increment in the information content that is transferred through
the Internet between customers, administrations, and Internet clients [1]. Individuals
who are in media, security offices get an immense measure of stories, papers,
articles, and reports from an expansive number of resources. Such troublesome
circumstance propelled the scientists to concoct new programmed framework which
is in view of novelty identification. The most recent decade saw an expanding
enthusiasm for the novelty location which expects to manufacture programmed
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frameworks which are proficient to disregard previous stories, papers, and articles
as of now read or known and tell the clients of such frameworks about any new
stories, papers, reports, and articles. There is an expanding requirement for dis-
tinguishing novel and important data out of a mass of approaching content reports.
Novel data for this situation alludes the message which contain new substance and
novelty recognition is the procedure of singling out novel data [2–4] from a given
arrangement of content documents [5]. Thus due to this procedure, clients can spare
time by perusing just the new data, while the rehashed data is separated out.

2 Literature Review

Event level and sentence level are two ways for novelty identification. We provide a
review for novelty identification in brief by the related research as follow.

2.1 Novelty Identification Using Event Level

This work is based on online new event identification [3, 6–13]. Available tech-
niques for new event identification are related to clustering algorithms.

2.2 Novelty Identification Using Sentence Level

Study on novelty identification at the sentence level is identified with the TREC
novelty tracks [3, 14–16]. Different exploration gatherings provide an interest in the
TREC 2002–2004 novelty tracks and reported their outcomes [2].

2.3 Comparison

In this study, a new approach for novelty identification at document level has been
proposed that is different from the available approaches in the literature in the
following sense:

(a) Available approaches assume sentences and documents as two different
resources and decide novelty individually.

(b) The proposed approach regards a document as redundant if it shares a single
sentence with the history document.

(c) The proposed work mainly focuses on sentence-level module, which, in turn,
improves code reuse for novelty identification.

16 S. Kumar and K. K. Bhatia



3 Proposed Work for Novelty Detection
at Document Level

The idea of novelty detection will optimize the search engine results. Many
applications have utilized novelty identification to reduce nonredundant information
presented to user. In this study, a novel approach to document level has been
proposed. The algorithm is accustomed to remove the redundancy of the results,
which increases speed to find novel information in the documents. A novelty score
is calculated by sentence segmentation instead of whole document. The document
is required to be preprocessed for sentence segmentation [17].

3.1 Document-Level Novelty Detection Algorithm

Document-level novelty detection (DND) algorithm is a proposed detection algo-
rithm which is used to find whether a document provides a novel information or
not, when compared with the history documents. DND first splits the document into
sentences [17] and computes the novelty score of each document based on a fixed
threshold. Sentence segmentation is used a tool name Stanford parser, which splits
the document into sentences. Sentences are then compared with all the history
sentences to compute the similarity between those sentences.

To compute the nature of document, similarity is converted to novelty score for
each sentence. A minimum value is selected out of the novelty values and finally,
the decision has to be made. The architecture of the proposed system is show in
Fig. 1.

Query

Sentences

            

Corpus 

New Document

N Documents
Segmentation Text 

Categori
zation

Novelty Detector 
Module 

Result 

Database

Fig. 1 Architecture of proposed system
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3.2 Novelty Detector Module

This module helps in discovering the document novelty. The procedure of this
module is as demonstrated in Fig. 2. The document is divided into sentences;
register the novelty score of every sentence by utilizing the sentence-level novelty
identification. At that point, the normal of novelty score is compared with threshold,
and if the estimation of novelty score is more prominent than the fixed threshold,
then the document is considered as novel generally not.

For similarity measure, cosine similarity is used for good performance to identify
the novel information between sentences. This has been cleared form the existing
study. The cosine similarity is defined between two sentences as:

cos st; sið Þ ¼
P

wkðstÞwkðsiÞ
stk k � sik k

The novelty similarity score is calculated as (1-cosine similarity score). Each of
the history sentences is separately compared with the current sentence. Then
minimum novelty score from them provides the novelty score of the current
sentence [18].

4 Experimental Result Analysis

The proposed architecture has been simulated by using an example. User chooses a
new document and that document is compared with three documents. The result is
computed by finding the novelty score for each document based on a fixed
threshold.

Y 

N

Document

Segment into 
Sentences

Sentence-Level 
ND

Compute Novelty 
Score 

Novelty 
score>thresh
old 

Novel

Not Novel

Fig. 2 Process of novelty detection
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Example

Step 1 Three documents (N1, N2, and N3) have been taken for the basic
analysis. N2 and N3 documents did not show here, but the calculation is
performed on these documents for results comparison (Fig. 3)

Step 2 Now user selects a new document (newDoc) (Fig. 4)
Step 3 All the documents are segmented into sentences, and each sentence of

the new document are compared with all the sentences of history
documents

Step 4 Sentences of N1 document are taken one by one
Step 5 Len (newDoc1) == Len (senN1)
Step 6 Find cosine similarity of each sentence (applied the same for N2 and N3)

(Table 1)
Step 7 Now the maximum values of cosine similarity from each table is selected

(Table 2)
Step 8 Find novelty score for each document (Table 3)
Step 9 Now compute minimum novelty score for each document (Table 4)

Step 10 Find the average novelty score
avgNovel = (0.15 + 0.10 + 0.02)/3 = 0.09

Step 11 Now we compare the average novelty score with the fixed threshold
value Threshold = 0.45
avgNovel = 0.09 which is less than the threshold value

So, new document ND is not novel.

Fig. 3 Document N1

Fig. 4 New document
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From the result analysis, it has been proved that this proposed method provides
proper result in lesser amount of time and with better efficiency.

5 Conclusion

In this paper, a system has been suggested that aptly applies document-level novelty
identification. This structure makes record-level novelty identification more pow-
erful by receiving the procedures for the sentence level. Results demonstrate that
proposed strategy significantly enhances the document-level novelty identification
execution as far as repetition accuracy and excess review [19–22]. The perceptions

Table 1 Cosine similarity
values of N1 document

ND1 0.842 0.389

ND2 0.428 0.11

ND3 0.85 –

ND4 0.127 –

ND5 0.427 0.117

ND6 0.252 0.06

Table 2 Maximum values
from each table

N1 N2 N3

ND1 0.84 0.33 0.13

ND2 0.43 0.90 0.16

ND3 0.85 0.23 0

ND4 0.13 0.59 0.98

ND5 0.43 0.86 0.28

ND6 0.25 0.26 0.88

Table 3 Novelty scores New document N1 N2 N3

ND1 0.16 0.67 0.87

ND2 0.57 0.10 0.84

ND3 0.15 0.77 1

ND4 0.87 0.41 0.02

ND5 0.57 0.14 0.72

ND6 0.75 0.74 0.12

Table 4 Minimum novelty
scores

ND N1 N2 N3

0.15 0.10 0.02
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are exceptionally useful for effectively coordinating DND to a true novelty iden-
tification framework in information processing [23–32].
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Continuous Hindi Speech Recognition
in Real Time Using NI LabVIEW

Ishita Bahal, Ankit Mishra and Shabana Urooj

Abstract Speech is the most common form of communication, and the need of the
hour is a robust speech recognition system. This paper aims to present an algorithm
to design a continuous speech recognition system. The recognition of the speech
utterances is done on a real-time basis using NI LabVIEW.

Keywords Continuous speech recognition � ASR � LabVIEW
Real time � MFCC

1 Introduction

Speech recognition application areas may have to contend with a noisy environ-
ment. This calls for processing techniques that should be little affected by back-
ground noise and therefore on the performance of the recognizer. The human
auditory system is robust to background noise, so it becomes a necessity to have a
speech recognizer with robust performance.

A speech recognition system requires automatic speech recognition
(ASR) capabilities. An ASR system is subjected to fluctuating speech signals.

The major reasons for fluctuation in speech are (a) acoustic media; (b) in-
ter-speaker variability; (c) intra-speaker variability [1].
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2 Automatic Speech Recognition System

Human speech recognition endures under numerous sorts of antagonistic condi-
tions. Replication of this execution is a definitive objective in ASR research. In
order to accomplish such execution, the structure of the ASR framework ought to
be designed according to the human auditory system.

The learning that we have about both the human auditory system and speech
production mechanism impact most feature representation. Some of these highlight
representations utilize just some straightforward ideas [2, 3], while different rep-
resentations endeavor to reenact the auditory system [4–6].

It is widely acknowledged that for speech recognition the phase spectrum is
disregarded in light of the fact that in the standard ASR framework, speech is
processed using small temporal window durations of 20–40 ms [7] and at such
window lengths the magnitude spectrum provides more intelligibility when con-
trasted with the phase spectrum [8–10].

3 Creating a Continuous Recognition System

In designing a continuous speech recognition system, the following steps are
involved in the process:

Step 1: Acquisition of Data
Acquisition of speech data is done using the Acquire Sound Express VI available in
the functions pallet; the VI uses available devices inbuilt or connected to the
system.

In this project, a laptop inbuilt mike “Microphone (PnP sound device)” is used as
the acquisition transducer for speech data.

16-bit resolution is taken for the digitization of the speech data. The number of
quantization levels will therefore be 216 = 65,536 and is found to be optimal for
preserving information present in the analog version of the speech signal.

The sample rate is taken as 11,025 Hz, this value is the lowest sample rate value
that the device supports.

The Express VI is made to acquire data for total duration of approximately 3 s,
as it takes almost 1–1.5 s for uttering a word.

Step 2: Preprocessing
At this stage, the signal is passed through a FIR filter to discard the speaker-specific
characteristics and environment-specific characteristics. Filter coefficients are 1 and
−0.95. From the filtered signal, we calculate the energy of the signal as:

E ¼ T
X

x2:

24 I. Bahal et al.



The filtered signal is now framed into smaller frames and passed through the
Hamming window given by:

wðnÞ ¼ 0:54� 0:46 cos
2np
N

:

There are a number of window functions possible such as rectangular, triangular,
Hanning, Hamming, Blackman. Hamming window is a good choice because it has
the smallest side lobe magnitude for a given main lobe width [11] (Fig. 1).

The filtered signal is now framed into smaller frames and passed through the
Hamming window given by:

wðnÞ ¼ 0:54� 0:46 cos
2np
N

:

Output from the Hamming window gives us the frames in which the word is
spoken.

Frame length is determined as: dt/to; for a 50 Hz desired frequency, to = 0.02
(Fig. 2).

Step 3: Mel Frequency Cepstral Coefficients
Mel Frequency Cepstral Coefficients (MFCCs) are widely used for speech recog-
nition as they have been found to best represent the human auditory system.

The Mel scale can be approximated by the following equation [1]:

Mðf Þ ¼ 2595 log 10ð1þ f =700Þ;

where

f is the linear frequency (in Hertz);
M(f) is the perceived frequency (in Mel).

The Mel filter bank created is applied to the power spectrum of each frame
(Fig. 3).

Fig. 1 Speech data passed
through the FIR filter
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Fast Fourier transform of each word frames obtained above is taken, and FFT
being a faster implementation of the DFT reduces an N-point Fourier transform to
(N/2 log 2N).

With an FFT you can only evaluate a fixed length waveform containing 512
points, or 1024 points, or 2048 points, etc. therefore a 1024—FFT gives 512 point
Spectrum (Fig. 4).

The log magnitude of the filter bank energy is calculated to factor in the natural
log compression of the auditory system. Next, a discrete cosine transform is applied
to these log energies to de-correlate the data [12].

The MFCCs were extracted from a frame of 20 ms with an overlapping of
10 ms. Thirteen cepstral coefficients were extracted and fed to classifiers for
recognition (Fig. 5).

Fig. 2 Windowing of the speech data

Fig. 3 Mel filter bank
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The mean of the outputs obtained from DCT gives us the speech utterance
vector, which is first used for creating a database of each word and later used for
classification by matching it with saved vector.

4 Database Creation

The speech utterance vector is obtained 3 times by acquiring the speech data
separately every time, and saved for each word, this data can be exported with a
TDMS format and read later.

5 Classification

The input word is sent to a DTW VI, and this DTW is an algorithm used for
measuring similarity between two temporal sequences which vary in time and speed
and used as distance measure for “nearest neighbor classifier” (Fig. 6).

The algorithm is now used to match the test value and the value saved for
training, thus a distance array is obtained. The minimum distance obtained by
comparing the test value to saved values gives us the approximation of best match
value (Fig. 7).

Fig. 4 FFT of the speech data

Fig. 5 MFCC generation, log of filter bank energies and applying it to DCT
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Fig. 6 DTW algorithm

Fig. 7 Calculating the nearest neighbor
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6 Result

The main objective of this work was to design a continuous speech recognition
system, which acquires data in real time and on the basis of the classification of its
acoustic vector a control signal value is generated, thus indicating whether the input
speech was correctly recognized.
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Gujarati Braille Text Recognition:
A Design Approach

Hardik Vyas and Paresh Virparia

Abstract In the era of technological enhancement, a very moderate amount of
development is observed in the Gujarati Braille language. As visually disabled
people are also an important part of the society. So in this paper, we have focused
on providing design approach that recognizes Gujarati Braille Text. As, if once the
Gujarati Braille Text is recognized, it can be converted into Gujarati language; so
that it can be used by the sighted people and it reduces the written communication
gap between blind and sighted people. We have provided various techniques that
describe as a literature to develop the tool and also identified the challenges that
might be faced at the time of recognition and conversion. The technique is
explained by keeping in mind the perception of the standard Braille system. It
would also provide new thoughts for the assistance to the visually disabled people.

Keywords Gujarati text � Braille language � Natural language processing � Pattern
recognition

1 Introduction

In our daily activities, language is a mode of communication; it can be either in
written or verbal form, and it is used to express our views and feelings. People with
visual disabilities are also an essential part of the society. However, due to their
disability they have less access to the computer, digital documents, and internet
than the people with clear vision. Therefore, it is important to provide them a

H. Vyas (&)
Babu Madhav Institute of Information Technology, Uka Tarsadia University,
Maliba Campus, Gopal Vidyanagar, Tarsadi-Bardoli, Surat, Gujarat, India
e-mail: hardikv@acm.org

P. Virparia
G. H. Patel Post Graduate Department of Computer Science and Technology,
Sardar Patel University, Vallabh Vidyanagar, Anand, Gujarat, India
e-mail: pvvirparia@yahoo.com

© Springer Nature Singapore Pte Ltd. 2018
S. S. Agrawal et al. (eds.), Speech and Language Processing for Human-Machine
Communications, Advances in Intelligent Systems and Computing 664,
https://doi.org/10.1007/978-981-10-6626-9_4

31



support through which they can communicate and interact with each other and with
the sighted people. Braille [1] is a language used for written communication by
visually disabled people. As visually impaired people use Braille as a medium of
communication, but non-blind people are not able to understand it. So, we are
trying to develop the system, which assists them to reduce written communication
gap with the non-blind people. The people who are in touch with blind people or
work with them and are not able to read Braille will be benefitted from the system.

Natural language processing (NLP) and text processing are an important field of
research nowadays. Natural language processing (NLP) [2] is a branch of artificial
intelligence that deals with analyzing, understanding, and generating the languages
that humans use naturally in order to interface with computers in both written and
spoken contexts using natural human languages instead of computer languages. It is
also known as computational linguistics.

Text processing [3] is a method, i.e., transformation of text from one format to
another format or one language to another language. It is also refer as the use of a
computer to produce, change, and store pieces of writing.

1.1 About Braille Script

Frenchman Louis Braille [4–8] is the inventor of Braille script. He became blind
due to his childhood accident. So at the age of 15, in 1824 [4], Braille developed his
own code for French alphabet. In 1829, he published his system, which also
contains musical notation. Visually impaired people use Braille, a series of raised
dots in embossed form to read and write through touch of their fingers.

Standard Braille approach consists of Braille cells which are made up of raised
dots on thick sheet of paper. These raised dots are generated through the processing
of embossing. A cell consists of six dots which are arranged in the form of a
rectangular grid, i.e., two dots horizontally (row) and three dots vertically (column).
Due to this arrangement of dots, total sixty four different patterns of dots can be
obtained. The cell will be consists of at least one raised dot and a maximum of six
[9]. If in a cell no raised dots are present then it is considered as a space. (The layout
of Braille cell is shown in Fig. 1 [10].)

Fig. 1 A Braille cell
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A standard printed Braille sheet generally contains twenty-five rows with forty
cells in each row. The approximate dimension of a standard Braille sheet is 11
inches by 11 inches. (The dimension of a Braille cell is shown in Fig. 2 [11].)

Braille documents can be printed single sided as well as double sided. When
texts are printed double sided, two types of dots are formed, recto-verso. All dots on
a Braille page should fall on an orthogonal grid. When texts are printed double
sided (Inter-point), the grid of the inter-point text is shifted so that the dots fall in
between the primary side dots (Recto-Verso dots are shown in Fig. 3 [12]).

Unified Braille script used for writing the languages of India is referred to as
Bharati Braille or Bhartiya Braille. When India gained independence, eleven Braille
scripts were in use in different parts of the country and for different languages.
Gujarati Braille is one of the Bharati Braille. (Gujarati alphabet [13] as written in
Braille is shown in Fig. 4 and punctuations [14] are shown in Fig. 5.)

1.2 About Gujarati Script

Gujarati script is derived from Devanagari script and is descended from Sanskrit.
There are over 50 million people worldwide who use Gujarati for writing and
speaking. The earliest known document in Gujarati script is a manuscript dating
from 1592, and the script first appeared in print in 1797 advertisement. The shapes
of Gujarati characters are also very typical.

The Gujarati alphabet has overall 75 distinct legitimate and recognized shapes,
which mainly includes 59 characters and 16 diacritics (Gujarati letters and numerals

Fig. 2 A Braille cell
dimension (in millimeters)
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are shown in Fig. 6). Fifty-nine characters are divided into 36 consonants (34
singular and 2 compound (not lexically though)) means ornamented sounds, 13
vowels (pure sounds), and 10 numerical digits [15]. Sixteen diacritics are divided

Fig. 3 Inter-point Braille

Fig. 4 Gujarati Braille

Fig. 5 Punctuations written in Braille
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into 13 vowel and 3 other characters. The alphabet is ordered by logically grouping
of the vowels and the consonants based on their pronunciations [16].

Gujarati script is written from left to right. The vowels are called Swar and
consonants are called Vyanjan. Gujarati consists of set of special modifier symbols
called Maatras, corresponding to each vowel, which are attached to consonants to
change their sound. Modifiers are placed at the top, at bottom right, or at bottom
part of consonant. They are attached at different positions for different consonants.
They can also occur in different shapes. If two half characters are joined then it is
called a conjunct [17].

2 Literature Review

Following are some of the research work done in Braille to text conversion. It
includes brief overview of different character recognition techniques used by the
researchers and also what experimental result they achieved during their studied:

Mousa et al. [18] have proposed a system to recognize characters for a
single-sided Braille document. Their system works with all size of the scanned
Braille image. The system uses various image processing phases such as image
acquisition, image preprocessing for noise removal, segmentation of modified
image, feature extraction, and then character recognition. They have enhanced each
stage to develop good quality system. Experimental result shows that system
achieves recognition accuracy of 94.39%.

Rajarapollu et al. [10] have developed a system for the conversion of Braille to
text and speech of English language based on field programmable gate array
(FPGA) Spartan3 kit. To provide input to the system Braille keypad is designed that
consists of different combinations of cells. The input goes to the FPGA Spartan3 kit
and according to the input, depending of the decoding logic in VHDL (VHSIC
(Very High Speed Integrated Circuit) Hardware Description Language) language
FPGA converts the input into equivalent English text. Finally, with the help of
algorithm the text is also converted to speech.

Fig. 6 Gujarati characters
and digits
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Padmavathi et al. [19] proposed a method that converts a scanned Braille doc-
ument to text (English, Hindi, and Tamil language) that can be read out at latter
stage through the computer. Preprocessing is performed on the Braille documents to
reduce the noise and enhance the dots. Segmentation of Braille cells is done and
dots are extracted from the cells which are then converted to the number sequence.
Then the number sequence is mapped to the suitable letter of the language.
A speech synthesizer is used to speak out the converted text. The Braille characters
can also be typed with the help of number pad of the keyboard which can also be
mapped to the letter of the language and spoken out.

Shreekanth and Udayashankara [12] present an algorithmic approach for the
recognition of double-sided embossed Braille document. They have used Braille
dot analysis which is based on the variation in the gray level values of the Braille
image. The difference in gray level is due to the projections and dejections created
on the document. They have not only recognized the Braille dots but also detected
recto and verso dots from inter-point Braille document. They have used thresh-
olding, centroid detection, mask design, placement of designed mask on the cen-
troid detected dots. The average processing time taken for processing is 5.6 s.
Authors have experimented on the developed database and obtained 99% of
recognition rate.

Authman and Jebr [20] describe a method for recognizing Braille cells in
single-sided Arabic Braille document. To binaries the Braille image is the chal-
lenging task of Optical Braille Recognition, but they have found the solution to it.
They used algorithms based on Morphological operations to binaries Braille doc-
uments (i.e., morphological top hat filter on green Braille documents and mor-
phological bothat filter in yellow Braille documents). The system recognizes printed
Braille cells and converts them to the regular text based on the ASCII code of the
Arabic letter. To recognize the characters they have used template matching tech-
nique. The execution time taken by the system was 8–38 s. They got accuracy of
98.04–100% for green Braille documents and 97.08–99.65% for yellow Braille
documents.

Wong et al. [21] proposed a solution to recognize single-sided embossed optical
Braille documents. They have used image processing algorithm and probabilistic
neural network. They have generated the output by preversing the layout of the
original document that can again be printed on the Braille Printer. They got
recognition rate of 99%.

Mennens et al. [22] have developed a system that converts Braille image to the
plain text. They have predefined their constraints on which the system would work.
So once the text is generated it can be reproduced with the help of embosser.

Al-Saleh et al. [23] have presented an algorithm to detect Braille dots from the
scanned image of embossed Braille document. They used mixture of Beta distri-
butions with thresholding to obtain the histogram of the Braille document image.
Then a grid is formed of recto and verso dots from segmented Braille image.
Through the proposed technique they got good results.

Al-Salman and Fathi [24] have developed a system using MATLAB environ-
ment for Optical Arabic Braille Recognition and convert it to text and voice. Image
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processing technique is used which performs binary conversion, edge detection,
holes filling, and image filtering on Braille document before the extraction of the
dot. Comparison of the Braille dot position in each cell is done with the database.
They have also generated unique decimal code for each Braille cell used for the
reconstruction of word reconstruction according to the voice and text conversion
database. The algorithm achieved expected result for the recognition of letter and
words. The transcription accuracy obtained is over 99% and average processing
time is 32.6 s/page.

Blenkhorn [7] describes a method for converting Braille to text that can be stored
in the computer, so that it can be printed at the latter stage. The algorithm is
developed by considering Standard English Braille. It used table driven method for
the conversion. The system can also be configured, so that it can be used for many
different languages and character sets.

3 Challenges

Braille is a language that is made up of cells to represents characters (Braille cell is
shown in Fig. 2). There are total 6 dots in single cell. So, total 64 characters can be
written. But Gujarati language has total 75 characters. So in Gujarati Braille (shown
in Fig. 4), there are some characters (consonant and vowels) that are identical to the
numerals when represented in Braille. So some assumptions are considered while
writing Gujarati Braille.

• Digits 0–9 are represented in the same way as some consonants and vowels, i.e.,
is represented in the same way as, is represented in the same way as

and so on. So, digit identifier # character (Dots 3, 4, 5, 6) is used to indicate that
the character written is digit and not a consonant or vowels.

• If digits and letters are to be written in a single word, then to separate digit from
the letter, letter sign is used before the letters starts in the word. It indicates that
the characters written after the letter sign are not digits but letters (either con-
sonant or vowel).

• No separate character is available to specify half or compound characters in
Braille. So, there is an identifier that is 4th dot to indicate that following
character is half character.

• As Braille with 6 dots cells can represents only 64 characters, there are some
Gujarati characters which are written in Braille as a combination of more than
one character. For example, in Gujarati is written in Braille as combination of
4th dot, (3 characters).

• Braille word building also depends on the pronunciation of the words. It is
spelled as it is pronounced.

So in Gujarati Braille recognition all the above-mentioned challenges are to be
considered, otherwise the meaning may be changed.
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4 Design Approach

The proposed algorithm is described, keeping in wits that the text file will be digital
Braille text file which is in the form of Unicode, i.e., UTF-8 code. The Braille
considered for designing algorithm is Standard Braille, i.e., American Grade 0.
Following is the design approach for the recognition of Gujarati Braille Text:

Step 1: Read the file containing the Braille text.
Step 2: Extract each cell from the Braille text file.
Step 3: Convert extracted Braille cell to its Unicode.
Step 4: Store all Unicode of the text into an array.
Step 5: Traverse the whole array and repeat step 6–10.
Step 6: Retrieve element (Braille cell) from the array.
Step 7: Identify the code of element (Braille cell).
Step 8: If the code is of Gujarati letter (consonant and vowel) then

Map the code with the Mapping table and according to the code
recognition is done for the cell.

Step 9: If the code is of digit identifier then
Retrieve next code from the array until space is encountered and map the
code with the mapping table and according to it recognize the digits.

Step 10: If the code is of punctuation then
Match the code to the mapping table and recognize the Braille cell.

This algorithm will works on mapping technique.
If the proposed design is implemented then it will benefit the visually impaired

people of the society. For example, if visually impaired person want to type some
application, then that person has to take help of other sighted people and has to be
dependent on the people who will type for them in Gujarati. But through proposed
work, blind people will able to type their application in Braille and it will be
recognized. So that sighted person will able to read.

5 Proposed Implementation and Result

Implementation will be done using MATLAB. Input will be the digital text file
which contains text written in Braille and the text file will be in UTF-8 format.
Braille cells will be extracted from the file and rules of Braille script will be applied
to it. According to the rules and the recognition of the cell, character will be
identified. Output will be the Gujarati text that is transliterated from the Braille text.

When the design approach described in topic 4 will be implemented, then it will
be able to recognize all the Braille text in the documents present in the digital
format, i.e., Unicode format and can be converted into the plain Gujarati text as
shown in Fig. 7.
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6 Conclusion

The paper describes that adequate research is carried out on the recognition of
digital Braille text of various languages. But still Gujarati Braille Text recognition is
un-touch important problem. In Braille languages like English, Arabic, and Hindi,
the work is also found on Optical Character Recognition, but no work is found in
Optical Gujarati Braille recognition. So, Gujarati Braille Text Recognition is the
important problem to be solved. If the proposed algorithm is implemented then it
will recognizes the Braille text and further it can be transliterated into Gujarati
language. It will be benefitted to visually impaired people as they will also be able
to communicate in written form and they do not have to rely on other people for
their work.

Fig. 7 Proposed result
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Development of Embedded Platform
for Sanskrit Grammar-Based Document
Summarization

D. Y. Sakhare, Raj Kumar and Sudiksha Janmeda

Abstract Automatic summarization is taking out essential data from a huge
amount of information and leaving the details which are not crucial. The paper
proposes to develop the embedded platform for the domain-specific article sum-
marization. Purva mimansa principles from the traditional Sanskrit shastras are used
for the extraction. The summary is generated by MATLAB and then serially
transmitted through Arduino board and displayed on LCD.

Keywords Sanskrit Shastra � Automatic summarization � Purva Mimamsa �
Extractive text summarization

1 Introduction

Summary is a precise representation of the important concepts of the input docu-
ments. It also can be defined as a brief and accurate representation of the important
concepts of the source documents. Basically, summary can be of two types
extractive and abstractive. In extractive summarization, sentences are extracted as
summary based on the benchmark features. The abstractive methods require the
ability to make new sentences, which has its indigenous benefits indeed on reducing
redundancy and keeping a good compression rate [1]. The paper focuses on
extractive text summarization. The proposed model uses the mimansa principles
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from traditional Sanskrit shastras for feature extraction. The developed system uses
NN for feature selection as well as for sentence formation [2, 3].

2 Literature Survey

Begum [4] proposed an approach called trainable summarizer. The summarizer is
developed using support vector machine which in turn is trained by feature score
function. The support vector machine (SVM) has been trained by using all the
features score function in order to construct a text summarizer model.

Prabhakar and Chandra [5] proposed pragmatic analysis-based summarizer
which uses word sense disambiguation. The system is better in generating the
high-quality summaries as compared to manual summarization.

Kallimani and Reddy [6] developed a model for summarization for Kannada
language. The summary facilitates the quick and accurate identification of the topic
of the published document based on the statistical features. Various analyses of
results were also discussed by comparing it with the English language. The results
have clearly shown that the system (KanSum) is working efficiently on par with
autosum concept. Its disadvantage is that it deals with only single document.

Salim [7] gives a survey on multi-document summarization approaches. They
have elaborated 1. feature-based method, 2. cluster-based method, 3. graph-based
method, and 4. Knowledge-based method. Based on the generic components, the
paper has outlined a novel approach for news article summarization. The proposed
method generates a good summary by applying various algorithms. It has got one
more advantage that it generates summary of various types (like indicative, infor-
mative), so one can have desired summary.

3 Proposed Methodology

The primary intention of this work is to design and develop an embedded platform
for efficient domain-specific summarization. Initially, a large document which is to
be summarized is given to the system. This document goes through a number of
preprocessing steps, e.g., segmentation of sentence, tokenization, removal of stop
words, and word stemming. The features are extracted from the preprocessed
document. The sentences having the higher feature score are selected for the
summary. The summary extracted in MATLAB is transmitted to Arduino board
serially. Arduino saves the file received and displays it on liquid crystal display
(LCD). This is a prototype model which can be expanded for application-specific
summary display, e.g., if the summary related to a particular sport is to be displayed
in a stadium then this model can be used. The database used for the proposed
method is real database which includes almost 150 news articles. Figure 1. Shows
the flowchart of hardware and software assembly of this summarization system.
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4 Feature-Based Neural Network

The input text is transformed into the set of features, and this process is called
as feature extraction. Traditional Sanskrit shastras have a great relevance in modern
technology. Computing ideas are very well in Panini vyakaran of Sanskrit.
Similarly, the text processing principles are explained in Sanskrit Mimamsa. [8].
Mimamsa principles are divided in two types: purva mimamsa and uttar mimamsa.
Purva mimamsa principles (upkram upsamhar abhys apurvata phalam) are more
related to abstractive summary while the uttar mimamsa principles (sthan, prakaran,
samakhya) are more useful for extractive summary. The proposed approach uses the
three principles from uttar mimamsa.

4.1 Prakaran

Prakarana is the one consistent meaning reached by a number of sentences meant to
convey it, showing that all refers to it. The prakaran feature of an extracted doc-
ument is calculated by comparing each sentence in the extracted document with the
heading of that document. A check is performed against how many words are
matched with the title. A sentence that contains the common words is ranked high.

4.2 Sthan

Sthana is the position reached in a discussion of a Prakarana. This feature is
calculated as

Fig. 1 Flowchart of the
proposed method
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Sthan ¼ N � iþ 1
N

� n� mþ 1
n

; ð1Þ

N indicates the total number of paragraphs in the document,
n indicates the total number of sentences in a particular paragraphs.

4.3 Samakhya

Samakhya means ‘adding together.’ The related words appear together in the text
many of the times, e.g., ‘heavy storm.’ Based on the mutual information and
predefined length of window, the related words are extracted from the given text.
The predefined length window rolled over the document from start to end. Then the
co-occurring words are checked out. Based on the frequency of the selected words
appearing together, the samakhya weight is calculated.

Then, for every concept extracted, the concept weight is computed based on their
term frequency in every sentence and there after in every paragraph.

4.4 Summary Generation

To generate the summary, every sentence in a paragraph is represented as a row of a
matrix. For this, a matrix of size N*F is generated where the number of sentences is
given by N and F represents the features considered for the summary. As we are
planning for domain-specific single document summarization application, the
number of features chosen is less. Every element of the matrix is the feature score
obtained for the corresponding sentence with the feature.

4.5 Training Phase

For learning purpose during the training phase, a feed-forward neural network is
given the vector as an input. The target of the neural network signifies whether the
sentence is useful for the summary or not [9]. Testing phase: the trained neural
network is fed with the feature score of every sentence in the preprocessed docu-
ment. The target of the neural network gives the sentences score for all the sen-
tences in the document.
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4.6 Sentence Ranking

Here, a weighted average formula is used to obtain the score of the sentences from
the neural network. Get the sentence score from the neural networks. [10].

S ¼ k � SF ; ð2Þ

where S ! Sentence score of the input sentence

SF ! Indicates the score of the sentence score given by the neural network.

k ! Indicates the constant of the weight.
Once the sentence score is obtained, all the sentences are ranked based upon

their sentence score in descending order. As per the compression rate, the selected
number of sentences is selected to be included in the summary. After that these
sentences are arranged in the same order as they appear in the main text based on
the unique ID.

4.7 Generation and Transmission

The output of the system is first displayed on MATLAB, in its command window.
A text file is created by writing output data in it. The data of text file is transmitted
into the Arduino board by MATLAB–Arduino interfacing.

5 Hardware

Here, we have interfaced Arduino with MATLAB and then output of the MATLAB
is serially transmitted to LCD (interfaced with Arduino boards). The Arduino will
receive data from the text file, and then the received serial data is saved in the board.
Then the data is given to LCD for display purpose.

5.1 Arduino–MATLAB Interface

Firstly, the output data is stored in the variable q5, and then we write it in the text
file (data saved in the form of arrays). After that, we will open our COM port by
using the command (fopen). Then we write a suitable code (in ArduinoIDE), which
will receive data from text file (via MATLAB code). After executing MATLAB
code, the output will be stored in Arduino board.
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5.2 Arduino–LCD Interface

Now, the serially transmitted data is stored in board and further given to LCD for
display. We are using 20 * 4 LCD for display since it can show more number of
characters on LCD which is necessary and sufficient for summary.

6 Results

See Figs. 2, 3, and 4.

7 Evaluation Measure

F-measure, Recall, and Precision are used as evaluation measures of the system.
F-measure:
It is the measure of the results accuracy. It is calculated by given formula which

is as follows:

Fig. 2 Input text document
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Fig. 3 Hardware view of the system_1

Fig. 4 Hardware view of the system_2
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F�measure ¼ 2� PrecisionþRecall
PrecisionþRecall

: ð3Þ

Precision:
It is the fraction of the retrieved sentences that are relevant. It is calculated by the

equation given as follows:

Precision ¼ Retrieved sentencesf g\ Relevant sentencesf gj j
Retrieved sentencesf gj j : ð4Þ

Recall:
It is the fraction of the relevant sentences that are retrieved. It is calculated by the

equation given as follows:

Recall ¼ Retrieved sentencesf g\ Relevant sentencesf gj j
Retrieved sentencesf gj j : ð5Þ

7.1 Calculations

Here, we have fixed relevant sentences (generated by the system) and variable
retrieved information. These graphs will give précised information between the
actual generated summary and the retrieved summary. In these plots, horizontal axis
refers to the relevant information while vertical axis refers to either F-measure or
Precision or Recall. Here, the compression ratio means the text of ten sentences, the
important three or four or five lines are extracted out (Figs. 5, 6, 7, and 8; Tables 1,
2, and 3).

Conclusion A reliable summary should have F-measure values more than 0.5. As
the summary generated by the proposed approach using purva mimansa has values
greater than 0.5, which means the summary is reliable. In future, we will try to

Fig. 5 Recall for the
compression ratio of 30%
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Fig. 6 Precision for the
compression ratio of 30%

Fig. 7 Recall for the
compression ratio of 40%

Fig. 8 Precision for the
compression ratio of 30%

Table 1 Evaluation measure
values for the compression
ratio of 30%

Rel Ret Precision Recall F-measure

4 3 2/3 = 0.66 ¾ = 0.75 0.7

5 3 3/3 = 1 4/5 = 0.8 0.72

6 3 1/3 = 0.33 5/6 = 0.83 0.73

7 3 1/3 = 0.33 6/7 = 0.857 0.745
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develop the summarization system using all Mimamsa principles. The applications
which have to summarize short documents (typically 10–15 sentences) and where
time and space are of major constraints can use the proposed model.
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Table 2 Evaluation measure
values for the compression
ratio of 40%

Rel. Ret. Precision Recall F-measure

3 4 2/4 = 0.5 3/3 = 1 0.66

4 4 ¾ = 0.75 2/4 = 0.5 0.6

5 4 2/4 = 0.5 3/5 = 0.6 0.5

6 4 ¼ = 0.25 2/6 = 0.66 0.33

7 4 ¼ = 0.25 4/7 = 0.57 0.33

Table 3 Evaluation measure
values for the compression
ratio of 50%

Rel. Ret. Precision Recall F-measure

3 5 3/5 = 0.66 2/3 = 0.66 0.3

4 5 2/5 = 0.4 3/4 = 0.75 0.49

5 5 4/5 = 0.8 4/5 = 0.8 0.3

6 5 2/5 = 0.4 5/6 = 0.83 0.32

7 5 1/5 = 0.2 1/7 = 0.14 0.33
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Approach for Information Retrieval
by Using Self-Organizing
Map and Crisp Set

Mukul Aggarwal and Amod Kumar Tiwari

Abstract Nowadays, mostly users want to search anything they have done by Web
search. For finding the concerned information with the reduced retrieval time they
go through the search engine. Finding the relevant information with the help of
mapped area affects the supervised and unsupervised learning method and works on
the designing part of the information retrieval by using SOM and crisp set
(CrispSOM), as well as reduces the retrieval time and collects the scattered infor-
mation using self-organizing map and crisp set. The innovative idea of this paper is
to evaluate the application of self-organizing maps (SOM) with the help of crisp
value for finding the relevant information in lesser time as compared to other
information retrieval system (IRS).

Keywords Database searching � Information retrieval � Self-organizing map �
Crisp set

1 Introduction

Information word self-explanatory includes data, speech, image (2-D or 3-D),
audio, and video. The main job of information retrieval is finding the text docu-
ments and the retrieval of other media things. In other thing is also important that
representation, storage and organization of information and access all includes a
huge variety of information-related job.

The SOM is a general tool for managing the unsupervised data into supervised
data. The main purpose is to collect the same type of information or having this
information which has same properties collected in one database (means cluster
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data sample). This regard problem rises on 3-D map because map is generally 2-D
as it is knowledgable for a user, machine sound and visualized on a machine that
mapping the information with current scenario. The beauty of this paper is crisp
with SOM. It is not necessary that the chosen member or element is always in the
set, because the crisp value is taken only from a set not from universal set. Fuzzy
value allows that type of elements to be partially in a set. Every element in a set has
a membership value. This membership value can range from [0, 1]. 0 stands for
non-availability of the element, and 1 stands for availability of element in a set. In
this paper will improve the SOM algorithms with the help of crisp set for finding
the information fast and more accurately.

2 Related Work

1. Information retrieval can be more advanced by the relevancy of the search
results for understanding the intention of search and the context of terms as
entered [1]. With the growth of digitization resources, both on and offline data
on the Web, and increased variety in types of scattered collections, futuristic
information systems will face growing difficulties in providing reliable, useful,
and timely information. Time is a ubiquitous factor at many stages in the
information-seeking process, with users having temporally relevant information
needs. This issue aims to explore opportunities and novel research on the
intersection of time and information retrieval [2, 9]. Data fusion method mea-
sures by the effectiveness and similarity of search results through geometric
framework [3].

2. Better knowledge of all type of patients location information search by pin
codes or street wise is very problematic in health research for individual
patients. Although, the emerging of location information makes it somehow
very easier to other to determine the information of the patients. Other way to
find the location information of individual is possible through aggregation [4].

3. Ontology-based information retrieval technique is mainly based on reasoning of
the information users’ query, by which the user’s intention can be understood in
better way and can return back the information to users. Then related infor-
mation from the database is queried, which may be more than one. Relevance
ranking of query to the information is necessary, and then a reasonable sequence
of information is returned to the user, which allows users to find the information
they needed quickly [5].

4. A model which works on the user’s interest is named user interest model.
Finding the information based on user personal information is called person-
alized information retrieval. In this model, all interest set of user as keyword list
on client side can supply all personal information service for user with the help
of communication media and merging with some architecture models. To find
the most accurate information, have been done in a way that items are most
relevant for their interests.
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5. Other work on content-based finds the information, in which content filtering
concept happens. And search based filtering content and specific features of the
item the user is built on basic assumptions are required to be able to formulate a
query to express the information needs and their interest.

6. By constructing a system for information retrieval with the help of SOM
application. To evaluate the unsupervised and supervised data from set of all
database which have exist any link with the premises value. So that SOM-based
IRS provides the interfacing between two or more users that help them to find a
basic view of related topic [6].

7. During 1991–1995, pioneer and Merk are the most productive researchers in
information retrieval field. Their works mainly focus on feasibility, effectiveness,
and usefulness of the SOM algorithms for ordering and maintaining the docu-
ment. In this, model has to collect all scattered document and put in one database
contains the collections of document. In this, model is something typical rather
than other models because of involvement of all things in document form in one
database like small collections of document about one hundred documents, 2-D
maps of a hundred of neurons and vectors that represent documents, where the
value represents itself for availability and non-availability of marked data in
document collection. The main use of the SOM’s standard is learning theory with
Euclidean distance metric for finding the closest distance between two neurons.

8. Further will map the image by different mapping techniques and execute the
action of mapped documents in set of neuron with respect to the user selection
based on vector matrices accordingly. A search for keywords for support
retrieval how many hits in each neuron for mapping the image, then after permit
the selection of user action which help them for 2-D image retrieval [7].

3 Research Gap and Problem

SOMs and other various methods have been used for information retrieval [8]. In
text retrieval, document retrieval, and other information including image in 2-D
manner SOM method is useful for finding the information by clubbing some other
methods like PicSOM, LabelSOM. The novel idea is retrieving the accurate
information using by SOM and crisp set called CrispSOM [9, 10]. The main focus
is on the development and evaluation of search engines. In nineteenth century, most
usable devices such as laptop, tab, and other machines are used for retrieving the
information by Web search at any time. Searching from Web is very daily routine
work nowadays. So there are still till time taking processes and also find the
concerning information is main issue. The various search engines are working on
information retrieval by using different methods apart from SOM. SOM is basically
artificial neural network model for unsupervised data. The huge amounts of data are
available in Web in different formats like multimedia, image, audio, and video.
Because of massive data available on internet, problematic issue is finding the
relevant information.
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The SOM methods are basically for clustering and converting the high 2-D data
to a low-dimensional map data preserving the relations of the data set as distances
on the mapped area. Converting the data from unsupervised to supervised data was
the result of SOM only. SOM also gives visual representation of results with their
map interface through simulation tools and the map view can be useful in visual-
ization of classification results also.

The main highlighted problems in previous work are as follows:

• How SOM will search 3-D image from Web?
• How well SOM performs with other unsupervised method?
• Is it possible to develop the SOM method with crisp value for getting the better

result in information retrievals?
• Is the generated map view beneficial for information retrieval system?
• How to improve or modify the artificial neural network model for retrieving the

relevant information?

By merging the application of SOM with crisp sets in the above-specified
questions in information retrieval. There are so many things which seem to be full
of interesting questions and possibilities. The focus of this paper to generate output
in form of results where the neurons are taken as input value regarding the SOM
performance in information retrieval and provide best result against the other
various used machine learning methods in image classification.

4 Impact on Academics/Industry

Main impact on academics for developing the search engines for finding relevant
information according to user’s need as well as in industry. The developed search
engines are available and freely usable to public implementing in the World Wide
Web. The most important role of information retrieval is to automatically get the
relevant information from a collection of huge data set based upon a search query
generated by user. The proposed task would be helpful for generating the results
about the CrispSOM performance for retrieving the information. There are so many
different methods of the finding information process, depending on the user’s
interest:

• For automatic application—Get the information automatically, just place a
query.

• For Librarian—Librarian can maintain and organize their books and articles in
better way and also helpful for indexing the information.

• For Cognitive scientist—Mainly used in biometric techniques with recognition
of different things like iris, hand, thumb recognition.
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5 Methodology

• Method for proposed work by self-organizing map and crisp set. In this firstly
information may or may not be in scattered format. If information is in
unscattered format, then collect all the information in data warehouse, and on
the other hand, scattered information should be present in same data warehouse.

• By applying SOM technique for retrieval the information, data have both
supervised and unsupervised data, so SOM converts unsupervised data to
supervised data. Hence, we have all data in supervised manner in data ware-
house. This data warehouse is called data mapped area. (Type of data mart in
which data contain only supervised data).

• After applying SOM, we will use crisp set to sum up crisp with SOM, and the
new technique CrispSOM would be evaluated. After that we can collect the
filtered information.

• In filtered information, all types of supervised information will be present in the
form text document, 2-D image, 3-D image, multimedia file, etc.

• The approach for information retrieval system by using novel method, the
CrispSOM, can be divided into two categories.

(i) Create the user interface environment which is helpful to make search
engine available and freely usable to public implementing in the World
Wide Web.

(ii) Functional part in search engine has been implanted like image retrieval
with file extensions image.cgi which holds all requests and responses from
the user side. It also includes saving and updating the information from
previous queries and executing that part as required for completing the
request.

6 Conclusion

This paper focused on the efficient new techniques by sum up of self-organizing
map and crisp set. The main work will be focusing on improving the SOM algo-
rithm in searching and finding the most accurate relevant information with reduced
retrieval time that will be used for supplying the query with reasons of the search
results. The advantages of this approach for academics and industry people are
maintaining, handling, and assessing the information from Web. The user want to
give their valuable time during their study so could retrieve the information using
search queries. Future scope, the information system is expected to provide some
3-D images clubbed with some other information. 3-D image and text will be used
by the retrieved image with data in same or different high-dimensional clustering.
This is very excited research area nowadays where different types of information
are retrieved with different methods.

Approach for Information Retrieval by Using Self-… 55



References

1. Remi, S., Varghse, S.C.: Domain ontology driven fuzzy semantic information retrieval.
Procedia Comput. Sci. 46, 676–681 (2015)

2. Derczynski, L., Strötgen, J., Campos, R., Alonso, O.: Time and information retrieval:
introduction to the special. Inf. Proces. Manage. 1–5 (2015)

3. Wu, S., Crestani, F.: A geometric framework for data fusion in information retrieval. Inf. Syst.
50, 20–35 (2015)

4. Dankar, F.K., Emam, K.El., Matwin, S.: Efficient private information retrieval for
geographical aggregation. Procedia Comput. Sci. 37, 497–502 (2014)

5. Wulamu, A., Zhou, Y., Zhang, D., Li, H., Rui, H.: The research and application of
ontology-based information retrieval. In: IEEE 9th conference on industrial electronics and
applications (ICIEA), pp. 1980–1984 (2014)

6. Gong, S.: The personalized information retrieval model based on user interest. Phys. Procedia
24(B), 817–821 (2012)

7. Fernandes, R., Pinheiro, B.F.: Self-organizing maps applied to information retrieval of
dissertations and theses from BDTD–UFPE. In: Eleventh Brazilian symposium on neural
networks, pp. 31–36 (2010)

8. Saarikoski, J., Laurikkala, J., Järvelin, K., Juhola, M.: A study on the use of self organizing
maps in information retrieval. J. Doc. 1–41 (2009)

9. Rich, E., Knight, K.: Artificial intelligence. McGraw-Hill, New York (2009)
10. Han, J., Kambler, M.: Data mining: concept and techniques. Morgan Kaufmann publication

(2000)

56 M. Aggarwal and A. K. Tiwari



An Automatic Spontaneous Speech
Recognition System for Punjabi Language

Yogesh Kumar and Navdeep Singh

Abstract Punjabi is a very tonal language, making employ of a range of tones to
distinguish words that would otherwise be alike. Three main tones can be recog-
nized: high-rising-falling, mid-rising-falling, and low rising. Some work has been
done in the field of isolated word, connected word, and continuous speech recog-
nition system for Punjabi language. Spontaneous speech recognition is one area
where no work has been done so far for Punjabi language. Spontaneous speech and
speech from written language are exceptionally dissimilar both acoustically and
linguistically. Spontaneous speech contains crammed silence, preservation, falter-
ing, duplications, incomplete vocabulary, and stuttering. In this paper, an effort has
been made to build an automatic spontaneous speech recognizer to recognize
Punjabi live speech by using speech recognition model using sphinx toolkit.

Keywords Acoustic model � Feature vector � Sphinx � Decoder � Phones
Transcript � Filler dictionary

1 Introduction

Dealing with unplanned speech [1] is one of the numerous challenges that
Automatic Speech Recognition (ASR) systems for Punjabi language have to
compact with. The primary indications describing spontaneous speech are hesitat-
ing like packed pause, repetition, repair and false start and many learning have
paying attention on the recognition and improvement of these hesitations [2].
Therefore, identification of spontaneous speech will need a standard move from
speech to accepting where original messages of the speaker are removed, as a
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substitute of transcribing every vocal words. Spontaneous speech, as evaluated to
designed speech, is a more natural way in which people communicate with each
other. However, the recognition of spontaneous speech is facing numerous chal-
lenging by the rigorous articulation alternatives and changeable silence gaps or
amusement in between words. Presently, a variety of novel applications of LVCSR
(large vocabulary continuous speech recognition) systems, such as automatic closed
captioning, making minutes of meetings, conferences, and summarizing and
indexing of speech documents for information retrieval, are dynamically being
explored.

2 Automatic Spontaneous Speech Recognition System
for Punjabi

Speech recognition [3] is a complicated task and states of the ability recognition
systems are very complex. Automatic spontaneous speech has many prospective
purposes including rule and organize, transcription of confirmed dialogue, live
speech, and interactive vocal conversations (Fig. 1).

The primary phase [4] of speech identification is to reduce the speech signals
into flows of acoustic feature vectors, called as observations. The key chore [5] of
the speech system is to obtain an audio signal as input and fabricate a sequence of
words as output. The acoustic model begins a mapping among phonemes and their
potential acoustic demonstrations, i.e., the phones. The prior probability is com-
puted using the language model. Usually trigram or even 4-g supported language
models are utilized in recent speech systems. The decoding method [6] in a speech
recognizer’s procedure is to discover a string of words whose consequent acoustic
and language models finest equivalent the input feature vector string. For that
reason, the procedure of such a decoding process with trained audio and language
models is often submitted to as a explore method.

Fig. 1 Automatic speech recognition system for Punjabi speech
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3 Building an Acoustic Model for Spontaneous
Punjabi Speech

In order to build an acoustic model for spontaneous Punjabi speech, it is required to
train the system with word level. But the single word wav file has small in size and
silence gap is more therefore even for training single word, we need sentences. For
this purpose, we trained the Punjabi spontaneous speech system with multiple
words and sentences with variable silence gap.

A. Steps for training the acoustic model for Punjabi corpus

To train the system for Punjabi Language, we need following configuration files:

1. Dic (Independent words are store in it):

The main purpose of the dictionary file is to map Punjabi stored words with the
every recorded Punjabi sound unit associated with each sounds. Two types of the
dictionaries are present, first type is used in which reasonable words in the language
are planned progressions of sound units, and second type of dictionary in which
non-vocalizations sounds are planned to corresponding non-vocalizations or
speech-like sound units is also created. The training data which we are giving as
input to our system are shown in the given figure [7, 8] (Fig. 2).

The dictionary file (Punjabi.dic file) will look like as shown in Fig. 3:

2. Filler and noise: It is also type of dictionary in which rejected noise is stored
[2]. For example:

\s[ SIL

\=s[ SIL

\sil[ SIL

3. Phone: Phone file [9] is a record of individual sound unit that needs to make a
word. The various phone files are shown in the Table 1.

Fig. 2 Training data of
Punjabi language
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Fig. 3 Dictionary files of Punjabi corpus

Table 1 Phone files of Punjabi language
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4. Transcript (path of wav files) and Fields (conversation of wav File):

Transcription file is a listing the dictation for each acoustic file. For example, in
our Punjabi corpus, the Table 2 shows the transcription file for test audio:

It is essential that each line of Punjabi text begins by <s> and finishes
by </s> followed by id in parentheses. Also note that parenthesis includes only the
file, exclusive of speaker_n directory. It is vital to have correct match among fields
file and the transcription file.

We have two kinds of transcript and field files:

• For training purpose (Punjabi_parpare.trans and Punjabi_parpare.fileds)
• For testing purpose (Punjabi_check.trans and Punjabi_check.fileds)

Table 2 Transcript file
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Training files are used to create feature vector which will be used later for
recognition. Testing files are used by decoder to check the recognition.
Sphinx_train.test file: This is the configuration file where configuring the path for
all required files (for field, transcript, etc.).

4 Steps of Creating the Language Model
for Punjabi Corpus

Language model is used for decoding purpose. The language model gives frame-
work to differentiate between words and expression that sounds alike. There are two
forms of language models [10] that illustrate language—grammars and statistical
language models [11, 12]. Grammars portray very simple forms of languages for
grasp and organize, and they are usually written manually or produced mechani-
cally with plain code [13, 14]. Steps for creating language model are:

Step1: During compilation, first we input given text file as shown in Fig. 4.
Step2: Execute cmu command and create vocab file (Fig. 5).
Step3: Finally, language model is created with extension lm.DMP, which is used
for training purpose. While training it use decoder to test the training and generate
log files of decoding.

Figure 6 clearly shows that while compiling the Punjabi acoustic model for
spontaneous speech, out of 128 lines and 390 words, only 2 lines and 1 word are
failed. So the sentence error rate is 1.6% and word error rate is 0.5%.

5 Graphical User Interface for Automatic Spontaneous
Speech System for Punjabi Language

Language model and training data are both compiled in final jar file which is used
for recognition. For live testing of speech, we have created the java based GUI for
spontaneous Punjabi speech (Fig. 7).

It has an option of live speech test and speech recognition for already recorded
wav files.

Fig. 4 Input Punjabi text file
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Figure 8 clearly shows that the output of the live speech testing for spontaneous
Punjabi speech.

6 Performance Evaluation

The performance of the research work is evaluated by comparing it with previous
work done for small vocabulary system [5]. In the previous research, the total
numbers of sentences were taken 7 and words were 42 of Punjabi language [15, 16,
17]. The present work has total 128 sentences and 390 words. Table 3 shows the
comparison between the previous and present work on the basis of sentences error
and word error rate.

Fig. 5 1-, 2-, and 3-g after compiling vocab file

Fig. 6 Output of the decoder for Punjabi corpus
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Fig. 7 GUI for spontaneous Punjabi speech recognition

Fig. 8 Output of the Punjabi spontaneous speech recognition model

Table 3 Result comparison

Previous work Present work

Total number of
sentences
7

Total number of
words
42

Total number of
sentences
128

Total number of
words
390

Sentence error rate
28.6%

Word error rate
4.8%

Sentence error rate
1.6%

Word error rate
0.5%
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Graphical analysis shown in Fig. 9 represents drastic reduction in the word and
sentence error rate with increase in vocabulary size in the previous and present
work.

7 Conclusion and Future Work

In this paper, an effort has been made to develop an automatic spontaneous speech
recognition system for Punjabi corpus using sphinx toolkit. The accomplishment of
spontaneous speech detection system has considerably improved in provisions of
sentence along with word error rate. GUI has been created to test the live Punjabi
speech using java framework. In future, system will be trained for large vocabulary
so that recognition rate can be improved for voice input taken from the different
person. The Language model will also be improved in future work for fast decoding
and recognition.
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A System for the Conversion of Digital
Gujarati Text-to-Speech for Visually
Impaired People

Nikisha Jariwala and Bankim Patel

Abstract In the epoch of hi-tech development, study on Text-to-Speech conver-
sion shows remarkable enhancement in last couple of decades. Visually impaired
people are not able to read, so Text-to-Speech system acts as an aid for visually
impaired people for reading by hearing the text. In this paper, we presented the
development of computer-based Gujarati Text-to-Speech system that delivers text
in Gujarati audio form. Arbitrary digital Gujarati text is considered as an input to
the system; conversion is done with regard to the Akshara of Gujarati language, and
sound is produced in the form of phoneme, diphone, or syllable as per the
requirement. Single audio file is created of the text so that it can also be heard at
later stage. The detailed algorithm along with the format of speech database is also
presented in the paper. Proposed system is tested on the documents collected from
online news Web site and it gives satisfactory result.

Keywords Text-to-Speech (TTS) � Speech synthesis � Natural language
processing � Text processing
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1 Introduction

Language is used by the people as the means of communication. Speech [1] is the
ability to express the thoughts and emotions. Speech is a form of communication
that is based on combination of natural sound in the form of units. When these units
are kept together, they may form a word or a sentence. The smallest sound unit in
the sound wave that has definite shape is known as phone [2]. A group of phones
that compose perceptually distinctive units is called phoneme. In a verbal sequence,
a pair of phonetic sounds kept adjacent to each other is called diphone [3].
Diphthong is a similar language element as diphone. A combined sound that
contains two or more vowel components is known as diphthong. Two separate
sounds, consisting of either vowels or consonants, placed next to each other are
referred as diphone. Syllable [4] is one or more letters representing a unit of spoken
language consisting of a single uninterrupted sound. It is made up of either a single
vowel sound or a combination of vowel and consonant. A standalone syllable, i.e., a
single syllable is called a monosyllable, whereas the combination of two or more
syllables in a word is called polysyllable.

Text [5] is a human-readable character sequence that can be encoded in the
computer-understandable format such as ASCII and Unicode—a standard character
set encoding; used worldwide to develop e-content, i.e., UTF-8 format. Text pro-
cessing refers to the manipulation of the text, i.e., more precise transformation of
text from one format to another.

Text-to-Speech (TTS) is a system that converts linguistic text into spoken voice
output. It is also referred as speech synthesis that artificially produces human
speech. So the objective of TTS tool [6] is to automatically convert written text to
corresponding speech, and it can be used for various purposes such as to hear
content by visually impaired people, public announcement at the railway stations or
at airports, and in telephone services provided by banks and call centers to retrieve
information. To make TTS system more understandable and natural, Rhythm [2] is
a significant factor. Corpus-based speech synthesis principle is used in many TTS
systems [7]. According to the next-generation TTS [8], systems are needed to work
with speaking styles and emotions. The quality of Text-to-Speech systems is
enhancing day by day with that the application field of TTS is also escalating
swiftly. TTS system is becoming more suitable for everyday use to the common
users, as it is also now affordable. Some uses of Text-to-Speech system are [9]:

• Talking books
• Aid to handicapped
• Education
• Games
• Telecommunication
• Man–machine communication
• Multimedia
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In the digital world, information is accessible to the people who can read and
understand a particular language. But people with visual impairment are also an
integral part of the society. Due to their disability, they are not able to read and
access the digital information. Text-to-Speech (TTS) conversion system will play
very important role for physically disabled people with visual impairment. It will
help visually impaired people to read the content by hearing it.

Gujarati script [10] is derived from Devanagari script. The Gujarati character set
[11] contains overall 75 recognized shapes and distinct legitimate, which includes
59 characters and 16 diacritics. Fifty-nine characters are further divided into 36
consonants (2 compound and 34 singular) means ornamented sounds, 13 vowels
(pure sounds), and 10 numerical digits. Sixteen diacritics are divided into 13 vowel
and 3 other characters. The alphabet is ordered by logically grouping the vowels
and the consonants based on their pronunciations [12].

In Western India, Gujarati is a phonetic language [13]. In Gujarati script, each
character represents a syllable and is written from left to right. The consonants are
called Vyanjan, and vowels are called Swar. Corresponding to each vowel, Gujarati
language contains set of special modifier symbols that are attached to consonants to
change their sound. These symbols are called Maatras. Modifiers occur in different
shapes and are attached at the top, at the bottom right, or at the bottom part of
consonant depending on the consonant. A character is conjunct if two half con-
sonants are joined. So, characters in Gujarati can be the combination of consonant,
vowels, and diacritics. (Characters in Gujarati language are shown in Fig. 1).

Aksharas are referred as the basic units of writing system. The characteristics of
Aksharas are as below [14]:

1. In Indian language, Akshara is the orthographic representation of a sound in
speech.

2. Aksharas are syllabic in nature.
3. The Akshara can take various forms such as V, CV, CCV, and CCCV. It can be

generalized as C * V.

The overview of some of the research work related to the conversion of various
types of scripts to speech is as follows:

Fig. 1 Gujarati characters and digits
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Literatures on Text-to-Speech system found in Hindi language are as follows:
Choudary [15] has worked for Hindi language. Author described a rule-based

grapheme to phoneme mapping. Author has also described algorithms for the three
most important subproblems in Hindi phonology, i.e., marking the syllable
boundaries, schwa deletion, and pronunciation of the diacritical marks ‘˙’ (anus-
vara). Mishra and Shukla [16] presented methodology, application area, and some
results obtained to convert text to audio in Sanskrit and Hindi. System has two main
modules: Teaching and Evaluation. Their system is capable of teaching Sanskrit
language with the help of Hindi language. Kabra et al. [17] provided the solution of
schwa deletion while converting grapheme into phoneme for Hindi language.

Literatures found for Text-to-Speech system of English language are as follows:
Klatt [18] has developed real-time Text-to-Speech system. Ordinary English

words and/or simple numerical and algebraic expressions are given as input to the
system. With the help of synthesis-by-rule program and formant synthesizer, the
resulting phonemic representation is converted to speech. Al-Rehili et al. [19] have
discussed benefits, analysis, design, and testing of a desktop application that is able
to convert English text to Arabic text. It also pronounced those texts—recognizes
the English speech to convert it into a corresponding English text. It helps the user
with special needs to complete their task, as the application is able to convert
Text-to-Speech. They got satisfactory result.

Research works carried out in other languages are as follows:
Davaatsagaan and Paliwal [20] described TTS for Mongolian language. Authors

have used general speech synthesis architecture of Festival. The system is based on
diphone concatenative synthesis, applying time-domain pitch synchronous overlap
add (TD-PSOLA) technique. Wolters [21] has worked for Scottish Gaelic and
presented Text-to-Speech system based on a diphone. The system converts ortho-
graphic text input into speech output. The system is made up of two parts: auto-
matic phonetic transcription module and speech synthesis module. Dika et al. [22]
have worked on Albanian language. Author has given basic principles to design a
system to synthesize speech from written text. They considered most repeatedly
used words, two-letters, and letters for textual database. Along with the textual
database, acoustics files are also included that can be used during the generation of
speech. Molakatala et al. [23] have used image recognition technology with speech
synthesis technology to develop a cost-effective, user-friendly image-to-speech
conversion system for Telugu people. Numeric text information is converted into
speech by using speech synthesis tool to speak content. With urmbookman font,
they got 100% accuracy.

Some researchers have discussed various techniques and also performed com-
parative study. Patra et al. [24] presented a method for Text-to-Speech conversion
system using MATLAB by simple matrix operations. The method uses very less
amount of memory and is simple to implement. Trilla [25] has described the use of
natural language processing (NLP) techniques for the generation of speech from an
input text and also described the reverse process which is the generation of written
text transcription from an input voice. Researcher has also described a rule-based
and data-driven approach for solving speech synthesis problem. Sitaram et al. [26]
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have thought about the case where there is a single speaker database but have no
standardized way to write transcriptions. To address this scenario, they proposed an
approach that allows them to bootstrap synthetic voices purely from speech data.
Rao et al. [27] have addressed Indian languages and explained the design of a
syllable-based concatenative waveform synthesizer. As Indian languages are made
up of syllable, a syllable-like unit is taken into consideration. Raj et al. [14] have
discussed the issues related to building Text-to-Speech systems for Indian lan-
guages. The issues addressed are pronunciation rules for Aksharas, font-to-Akshara
mapping, and text normalization. Onaolapo et al. [28] have also explored
Text-to-Speech system by explaining digital signal processing (DSP) module and
natural language processing (NLP) module. Kishore et al. [29] have presented brief
overview of unit selection in speech synthesis and issues relevant to the develop-
ment of voices for Indian languages. Balajthy [30] provided an overview of the TTS
technology and its application, and then provided the summary of the research on
benefits of TTS for struggling readers. Sasirekha and Chandra [2] have described a
tutorial on Text-to-Speech by providing summary of the published literature, and
Gupta and Kumar [9] have given a comparative study of Text-to-Speech system for
Indian languages.

Adequate amount of literature is found in many languages and it is able to
convert Text-to-Speech, but so far, we have not come across the work in Gujarati
Text-to-Speech system. So we aim to work in the conversion of digital Gujarati
Text-to-Speech system that can help visually impaired people to read the content.
Developing TTS system is an intricate process and it includes following challenges:

• It is difficult to identify proper syllable units that can match with the written text.
Sometimes there are hidden vowels in the words that also need to be identified.

• Conversion is difficult, as we also need to consider pronunciation, punctuations,
and white spaces that affect the rhythm during the speech.

• Through TTS system, sometimes it becomes difficult to produce semantic
representations of input text; as a result, a variety of techniques are used to
presume the proper way to disambiguate homographs, like examining neigh-
boring words.

• It is difficult to provide naturalness and intelligibility features to speech syn-
thesis system. The ideal Text-to-Speech system should be both natural and
intelligible.

Intelligibility—The ease with which the outcome is understood
Naturalness—How much close the output sounds like human speech.

A System for the Conversion of Digital Gujarati Text-to-Speech … 71



2 Conversion Tool

The implementation methodology is divided into two main parts: First, text pro-
cessing—It is carried out on Gujarati language text and second, speech generation—
Speech is generated according to the Gujarati text given to the system by considering
the speech database.

2.1 Speech Database

Text processing and natural language processing (NLP) [25] technique are used to
produce audio file from the input text. To produce audio for the text, we need a
speech database. Speech database contains audio file of each Gujarati characters
such as digits, vowel, and consonant. It also contains audio of Akshara, i.e.,
combination of consonant and vowel that contains compound characters and joint
characters.

Speech database is maintained in the form of file system. For all the character
and its Akshara, separate folders are maintained. So at the time of searching the
audio of particular character, number of matches are reduced and it will upgrade the
performance.

For example, UTF-8 code of is 2744. So folder is created with name 2744 and
within that all the Aksharas of are stored as a separate file. That is,
274427652741 is , 2744276527412750 is , and so on.

2.2 Mapping Technique

For the conversion of Gujarati text into speech, mapping technique is used. As we
want to convert digital Gujarati text, i.e., in UTF-8 format, characters can be
identified with the help of UTF-8 code.

The file that contains digital Gujarati text is read character by character.
According to the character encountered, it is determined that individual character is
to be matched or combination of consonant and vowel is to be matched. So if
combination of consonant and vowel, i.e., Akshara is to be matched, then according
to the consonant code its folder name is matched and that folder is selected for
further matches.

Once the folder is matched, then according to the Akshara its files are matched.
And the file whose name is matched with the Akshara code is selected to play. So
due to the speech database format and matching technique, only 10% database is
used for matching to identify the character, which upgrades the performance of the
system.
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2.3 Algorithm

An algorithm is developed to convert digital Gujarati text into speech. UTF-8 is the
format used worldwide for creating digital text in various languages, so we have
used text file in UTF-8 format. During the conversion, system works along with the
input file in UTF-8 format character by character. According to the character,
mapping is done as explained in topic 2.2 with the corresponding audio file present
in the speech database as explained in topic 2.1, and then the Akshara is spoken out.

The steps of the algorithm are as follows:

Step 1: Extract the characters from the file containing digital Gujarati text
(UTF-8 format).

Step 2: Convert all the characters to its UTF-8 code.
Step 3: Read code one by one and check it.
Step 4: According to the combination of the vowel and consonants, find the

audio file corresponding to the character and read that file (only Gujarati
letters along with compound characters and numerals).
If the code is for consonant, then check the following code if it is of
vowel then

Combine both the characters and according to that find the audio file.

Else if the code is for consonant and the following code is also of
consonant then

Find the audio file for the previous one character code.

Else if the code is for consonant then check the following character if it
is the half character identifier then

Again check the next following character code if it is consonant then

Retrieve the next character code if it is the consonant then

Combine previous three codes and find the audio file for the character.

Else if the next following character code is of vowel then

Combine all previous four codes and find the audio file for it.

Step 5: If the code is of the digits (0–9) then directly that digit code is matched
with the speech database and corresponding audio file is selected.

Step 6: The audio file that is found after the mapping, all files are combined with
each other to form a single audio .wav file.

Step 7: The .wav file that is generated can be played and is also saved for the
future use.

This algorithm is totally based on text processing and mapping technique.
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3 Testing and Result

The system is tested with Gujarati texts that are gathered from various regional
newspapers Web sites such as Sandesh [31], Divya Bhaskar [32], and Gujarat
Samachar [33]. It shows that algorithm works perfect with all Gujarati characters
along with compound characters and digits and gives satisfactory result. But there is
still scope for improvement in the execution time and increase in the performance of
the system.

4 Conclusion

The foremost rationale of the work was to develop Text-to-Speech system that
assists visually impaired people. The system uses mapping technique that maps
digital Gujarati text containing compound words and numerals to audio file. The
audio file selected according to the mapping is concatenation to form a single audio
file that can be heard by the visually disabled people. The proposed work is tested
on the texts that have been collected from different regional newspaper Web sites.
This system will be very useful for the visually impaired people as they will be able
to hear all online documents in their regional language present in digital form.
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Hidden Markov Model for Speech
Recognition System—A Pilot Study
and a Naive Approach for Speech-To-Text
Model

S. Rashmi, M. Hanumanthappa and Mallamma V. Reddy

Abstract Today’s advancement in the research field has brought a new horizon to
design the state-of-the-art systems that produce sound utterance. In order to attain a
higher level of speech understanding potentiality, it is of utmost importance to
achieve good efficiency. Speech-to-Text (STT) or voice recognition system is an
efficacious approach that aims at recognizing speech and allows the conversion of
the human voice into the text. By this, an interface between the human and the
computer is created. In this direction, this paper introduces a novel approach to
convert STT by using Hidden Markov Model (HMM). HMM along with other
techniques such as Mel-Frequency Cepstral Coefficients (MFCCs), Decision trees,
Support Vector Machine (SVM) is used to ascertain the speakers’ utterances and
catalyse these utterances into quantization features by evaluating the likelihood
extremity of the spoken word. The accuracy of the proposed architecture is studied,
which is found to be better than the existing methodologies.
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1 Introduction

Speech is the flow of thoughts in the form of natural language which is produced by
articulating the sounds that are generated. Speech includes the formation of words
and sentences. Perhaps speech is a perfect blend of rhythm and prosody, and hence,
Concatenative Speech Analysis (CSA) has become extremely popular [1]. The
primary target of CSA is to produce the phonetic structures and prosody models for
the speech.

Speech-to-Text (STT) is a computer-based system that enables the user to enter
the data in the form of speech, and then, it is converted into the textual form of data.
Such a process automatically works without the human intervention. Over the past
few decades, there is a tremendous amount of improvement in this arena, and it is
becoming famous commercially as well. However, STT systems demand high
quality, precision and accuracy. The coherence of STT mainly depends on the
vocabulary size, speaker dependent versus independent, algorithms used, rate of
speech and various other language constraints, and thus, its accuracy varies from
system to system. This research paper focuses on studying the phonetic models and
its components. We also aim to develop an accurate STT synthesizer by applying
Data Mining and Natural Language Processing techniques in order to achieve
improved efficiency as compared to the existing STT systems.

Speech is characterized by its temporal structure rather than spatial features;
henceforth, speech always results in spectral vectors that span the audio frequency
range. Furthermore, speech is characterized by the statistical models. In the per-
sistence of the above-said fact, Hidden Markov Model (HMM) is a powerful
framework that helps to construct the sound structure models more efficiently and
effectively. HMM is considered as one of the substantial technique that is bound
within every modern speech recognition system. It is because of this fact that it can
be called as heart of the speech synthesizer systems. In the upcoming sections,
evolution of STT, architecture of STT using HMM-based recognizer, implemen-
tation mechanisms and various challenges for this implementation have been
discussed.

2 Literature Survey

The HMM is a famous decision-making technique that is most widely used in
speech recognition systems. The available speech synthesizers using HMM are
ATRECCS and TC-STAR. However, these incur a lot of time and expense. The
history of speech synthesizer way dates back to 2002, and the final output was
released in the year 2005 and was working for three languages: English, Spanish
and Mandarin. The speech rate was 10 Hz, and the recording precision was set to
96 kHz/24 bit. In the year 2004, one more speech synthesizer was developed and
was named as ‘Blizzard challenge’. This could pronounce 1200 phonetics
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utterances each having 1.5 Hz. Over the years, there has been a lot of improvement
in this field. All such inventions are the major motivation for this work. The current
work is focusing on STT by applying HMM techniques [2]. The core subject of
HMM is to estimate the probability of word sequence which is achieved with the
help of huge training set text. By maximizing the probability of the feature quan-
tization vector series of the phonemes, the recognition hypothesis will be made.

The agglomerative clustering procedure for generating the text for multiple
phonemes is explained here

• Initiate the HMM synthesizer for each pair of phone
• By this, a cluster of phonemes is formed
• Search for the phone-pairs which are closely related and merge together
• Look for the phonetic dictionary for the phoneme match
• Repeat the above steps for every word in the cluster

The current work is divided into three modules. First, the characteristics of the
acoustic models are studied. Among them, we have chosen prosody and rhythm. On
the other hand, the second module describes the construction of phonetic dictionary
mitigating the issues related to this and finally, the third module discusses the
feature selection approach for language identification.

3 Architecture of STT Using HMM-Based Speech
Recognizer

The proposed architecture is shown in Fig. 1. It also shows the primary ingredients
of a speech identification system. The principle aim of this research paper is to
examine and analyse the core structure of STT and then describe the various
milestones to achieve the state-of-the-art accomplishment. This is attained by using
HMM. The acoustic models of the different variants of speech input are put
forward.

The input for the system is the audio waveform. The input can be any recorded
speech or the recorded voice using a microphone. The wave structure of the input
audio is transformed into a series of fixed size vectors which are characterized by
the acoustic features. This process is called as Quantization/Feature Extraction.
Next is the decoder. The decoder is distinguished by three components: (1) lan-
guage identification, (2) speech/acoustic models and (3) pronunciation dictionary.
Furthermore, the decoder aims at identifying the words that are most likely to be
indicated by the feature vectors, i.e. decoder produces the pronounced word as
shown by the following equation (Eq. 1).

ŵ ¼ ½maxfPðw=XÞg�½mX̂n� ð1Þ

where w = words {w1, w2 …wn}, X = Feature vector {X1, X2, Xn}.
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However, the probability of P(w/X) is extremely tough to predict by using a
brute force strategy. Therefore, by using a Bayesian transformation rule, Eq. 1 can
take the equivalent form which is much easier to find the solution.

ŵ ¼
XN
x¼1

max½Pðw=XÞ�
pðwÞ:pðxÞ :pðwÞ:pðxÞ�ðmXnÞ ð2Þ

The likelihood of the probabilities shown in Eq. 2 is designated by using the
acoustic model in the form of phonemes. Phonemes are the basic language unit,
each of which is represented in the language model. Phonemes are composed of
‘phone’, a single unit in phoneme. Such phone represents the association of a
gigantic phoneme structure. For an instance, consider the word ‘beautiful’. This
word is composed of four phones ˈbjuː-/tɪ-/fʊl,-/f(ə)l. There are about 45 such
distinguished phonemes in English dictionary. The phonetic structure of a spoken
word can be generated by concatenating all the phonemes. Since the conversion of
every grapheme (written form) into the equivalent phoneme (spoken form) is based
on its antecedent, the phoneme model is considered as N-gram model where the
output of nth level is dependent on the N − 1 predecessor.

In the following section, the paradigms of the above components are explained
in detail.

Fig. 1 Architecture of Speech-to-Text using HMM
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3.1 Feature Extraction/Quantization

A novel representation of the speech with the appropriate wave form is put forward.
The major challenge in this realm is to hold the meaning of the word from getting
lost during the intermediate conversion. Feature vectors are accomplished using one
of the encoding schemes, Mel-Frequency Cepstral Coefficients (MFCCs). MFCCs
are a famous and a standard encoding scheme typically used for large audio files
with distinct parameter fluctuation in terms of bit rate and sampling rate [3]. The
speech input signal is divided into window modelling where the size of the window
ranges with the size of the word and falls between 10 and 25 ms. With this, the
discrete Fourier transformation is computed which is given by

yðf Þ ¼
XN�1

N¼0

wðmÞxðmÞ expði2hf ðm=NÞÞ ð3Þ

where N is the overall length of the window and m is the length of one discrete-time
signal and f represents frequency that varies between 0…N. Then, the word length
[w(x)] and magnitude of every word corresponding to the time signal [x(m)] are
calculated logarithmically by using Mel Filter, giving

y0ðhÞ ¼ ln½
XN�1

N¼0

ðjyðf ÞjÞ:Mðp; hÞ� ð4Þ

This equation is nonlinear for the predefined frequencies. The end result of the
quantization process is a sequence of feature vectors whose dimensionality is almost
decorrelated. When such feature vectors are concatenated in an orderly fashion, we
arrive at delta and theta parameters [4]. These parameters make a heuristic attempt
for finding regression coefficients. Therefore, Dxvt , the delta parameter is evaluated
by the following equation,

Dxvt ¼
PN

i¼1 wiðxvtþ i � yvt�iÞ
p
PN

i¼1 hðwiÞ
ð5Þ

h in Eqs. 3, 4 and 5 represents the angular velocity of the movements of feature
vectors.

3.2 Decoder

Once the feature vectors arrive at the decoding segment, these vectors are dis-
tributed in a nonlinear manner across the speech spectrum. As noted earlier, for any
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word ‘w’, there are a series of sound model produced called phonemes. Let these
series be named as Rw. The probability of such likelihood can be expressed as
Eq. 1. By using Eq. 1, the overall genuine and correct pronunciation can be
tractable using the following equation

PðR=wÞ ¼
XL
i¼1

pðw=RwÞ;wn ð6Þ

wn indicates a valid pronunciation. The transition of such probabilistic measure
is described by HMM using a transition diagram. This resolves the round boundary
set Rw making the transition from its present state to all the values of wn, for each
value of n.

Furthermore, from Fig. 2, it is evident to make the following discussions.

• wn can be generated with the help of all the independent values of w
• wn is independent of X; however, the values of wn are correlated with the value

of X
• Many feature vectors can be discarded considering as noise, which also includes

the millisecond gap during the intermediate phones generated by the audio input
• The order of sound utterance must be preserved

The partitioning of feature vectors into the phonemes is a major concern as its
distributions are dependent on the likelihood of w’s and in turn X’s. Such an
approach demands a high-level context-dependent covariance which is commonly
referred as Beads-On-A-String (BDAS) [5]. This is because all the combinations of
a valid pronunciation arrive at the interval of wn by concatenating the sequence of
w together. This imposes a large degree of context-dependency. For example,
observe the value for wn, Loot, School, Wool and Reel. The repetitive letters ‘oo’ or
‘ee’ have to be pronounced though it is same yet differs when one of them is
omitted. The mapping of context-dependency is demonstrated in Fig. 3. The figure
uses the conventions where W is the word spoken/input, Q represents the quanti-
zation vectors, P denotes the phonemes, L is the language representation and R is

Fig. 2 Transition from feature vectors to word mapping using HMM-based phoneme model
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the logical modelling. The output dissemination can be constructed by using
Gaussians distribution. According to Gaussians [6],

f ðx=lX :rXÞ ¼
Yn
x¼1

rxry
1

rX
ffiffiffiffiffiffi
2p

p
Zn�1

x¼1

e
ðx�lX Þ2

2r2
X ð7Þ

In Eq. 7, lX is the mean and rX represents variance. This equation gives the
distribution of feature vectors for the normal deviation. This is diagonal in nature.

The feature vectors result in a series of phonetic transcription by word-to-word
mapping, and these are then plotted in a look-up table. This table contains the
phonetic word dictionary [Logical model]; finally, the phonemes are translated to
English words [7]. The association between the logical and physical model is bound
together through the states of the transition. Such transitions require the usage of
decision trees for every phone that has been formulated using the above-said
mechanism. All the phonemes are tied at the root nodes combining the value of
each phone for the state ‘i’ of which the nodes are later chopped into various levels
until the leaf nodes. This is a greedy approach, and it is iterative in nature. Figure 4
illustrates the decision tree for this greedy approach.

In this figure, an example of nasal sounds is shown. In English, the sounds of
/m/, /n/, /ng/ are nasal, produced by generating the airstream through node; the
example words ‘bringing’ and ‘hanging’ as ‘bri-ng + ing’ and ‘ha-ng + ing’ are
shown in the form of decision tree in Fig. 4.

From the observation made using HMM recognizer, the Bayesian Classifier
describes the topology and its construction. This is depicted in Fig. 5. The fol-
lowing HMM topology notations are assumed. The circle represents the discrete
variable and empty circle stands for loss of phonemes, whereas filled circle shows
the transition of phonemes that are to be considered. Square gives the continuous
values for the phone structure, empty is for ‘no’ in the decision tree and ‘yes’ is
given for a filled square. The triangle shows the constraint satisfaction and con-
ditional transition. HMM contains many hidden states. A state is said to be hidden
because when we traverse through the HMM synthesizer, these states will make the
transition from hidden to visible. The number of states in a HMM model depends
on the sequence of tokens in the input string. This grows recursively when the

Fig. 3 Formation of
phoneme modelling using
content dependency structure
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speech data increases. The lower bound on the number of states should be at least
one (minimum requirement for the speech to be converted into text); however, there
is no upper bound as this significantly grows with the input.

3.3 Pronunciation Dictionary

Predominantly, all the speech recognition system uses corpora which contain the
phonetic transcriptions for the words of the native language. Such corpora are called
the phonetic dictionary. This forms the training data. Nevertheless, even a clearly
defined lexicon fails to provide the phonemes for all the pronunciations made by
human. Besides, if an attempt is made to provide a dictionary which contains all
such phonemes, then the size of the dictionary will be excessively large. Support
Vector Machine (SVM) along with the rule-based classifier across the phoneme

Fig. 4 Transition from feature vector to word mapping using HMM-based phoneme model

Fig. 5 Bayesian network for HMM topology
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model is proven to be much coherent for devising the phonetic corpora with not
much modification in the dictionary. Using SVM, the phonemes model will gen-
erate new paths, and this is to automate the creation of new phonemes. The phonetic
dictionary can be implemented in two ways: (1) dictionary-based and (2) rule-based
classifier based on the SVM.

3.3.1 Dictionary Based

In this method, all the words and the corresponding phonemes are gathered.
However, this could lead to a vast dictionary. This method has one more drawback,
when a new word is encountered which is not found in the dictionary the output is
not rendered.

3.3.2 Rule-Based Classifier

It was shown by Swamy [8] that 70% of English words can be deduced by using a
subset of 2000 words only. This forms the base for our hypothesis, and henceforth,
a phonetic dictionary was constructed consisting of 2500 randomly chosen, basic
yet key words in English language. However, for a new word, the dictionary is
trained using one of the supervised learning methods called as Support Vector
Machine (SVM). With thorough literature survey, it was discovered that SVM is an
optimal approach to implement phonetics. SVM, a classification technique, requires
a trained/labelled data using which it categorizes a hyper plane that is favourable
and optimum. The first step in SVM is to draw a line that linearly separates the
points on the plane. In the next step, draw a line of equal distance between two
boundaries where the line was linearly separated. This line should not be too close
to the samples. If so, the points on this line will be eliminated as noise, and the
related phones are abandoned. All the labelled samples that fall on an optimal linear
bar form the support vectors. If the line is not ‘linearly separable’, then it is called as
‘perceptron’. Assume a labelled data across M and N coordinates such that Mi and
Ni are given by 1, 2,… Z. M 2 E where E is the edit distance that calculates the
level of similarity by calculating the number of edits needed to transform one text
into another. N 2 �1 to þ 1, this provides the scope of the feasible efforts to bring
the required phonemes for a given input. Hence, the function f ðM;NÞ is given as
f ðM;NÞ ➔ Case i: � 0 (N as positive coordinates). Case ii: <0 (N as negative
coordinates). Accordingly, for a precise classification f ðM;NÞ� 0 should hold true.
If this classification exists, then it is named as ‘Linear Separable’. This is shown in
Eq. 8.

f ðM;NÞ ¼ E½ðWeightFactorÞ�NM þ e: ð8Þ
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Here, E represents the edit distance for all the N − 1 points on the hyper plane;
e is the noise error that is almost negligible. For example, the word ‘HALF’
contains one character ‘L’ as noise error since it is silent.

3.4 Language Recognition

The font type and the coded language have to be identified when a speech is given
as an input. Therefore, the fundamental step is to identify the language spoken in
the input speech.

3.4.1 Classification

A technique used to forecast the correct label for an input data is called as clas-
sification [9]. To issue loan, the bank manager must inspect the available data
(training set) of a customer in order to know whether granting loan to the applicant
is safe or not. Thus, a proper supervision is required to manifest a clear boundary as
this technique always incurs a question of uncertainty. The likelihood of data is
either they belong to a trained class or it might be rejected [10]. Classification
process contains building a classifier/training data model. A list of stop words is
constructed. Stop words form the basic fundamental unit which is distinctive for a
language dialect (the, to, is, I, am and so on). This acts as data for the supervised
learning method. The characters are compared against the training data by using
IF-THEN association rules. Table 1 shows the working of proposed
Rule-Based-Classifier (RBC) algorithm.

Table 1 RBC algorithm

Algorithm: RBC: Rule Based Classifier 
Input  Set of words, Wi 0, Set of stop words SW. AVALUE 0 represents the 
attributes in the given input text. Count 0, Number of words in the input text. 
Output  Language recognized as English 

Def Rule Set= { } 

Rules discovered so far is null.  
For all values in Wi do 
        Def Rule_1 
            if <Wi> = < SW > 

              //each word in Wi is compared with every other word in SW. 
                 Set Wi to AVALUE 
                             AVALUE  AVALUE ++ 
                            End if  
                            If AVALUE = Count 
                                 Then Set Language  English 
                          Else 
                                  Do not claim 
                         End if 
                 End for 
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4 Implementation

The Phonetics Language Processor is an interface that the entire research project
will be interpreted on. The processor includes four tabs, namely Language detector,
Audio/Speech-to-Text, Text-to Audio/Speech and Grammar check. The tab,
Language detector shows the identification of language as explained in the
Sect. 3.4. In the second segment, Audio/Speech-to-Text is taken care off.
The techniques explained in the present work are administered and executed in the
fragment Audio/speech-to-Text. The third and the fourth component have been
defined to address Text-to-Audio and Grammar check which is beyond the scope of
this research paper.

The statistical approach for STT using HMM was showed in the earlier section.
In this section, the techniques explained so far have been implemented by designing
an interface using .Net platform. Figure [6] is the final output which showcases all
the features explained so far. The audio/speech file is provided as input for this
interface. The file has to be in .wav form only. On successful loading of file,
preview button is pressed. The output in the textual form will be seen in the layout.

5 Results and Discussion

A basic strategy to obtain the phonetic transcription is by using the available
morphological analyser; however, the efficiency which the analyser provides does
not cross above 75% in a huge volume of dictionary which contains 300 k words.
By these, we can conclude that the pronunciation must be hand built by generating
rules. In order to deduce the system with such rule is a major challenge. In the
present work, a small number of hand cribbed words were added to the phonetic
dictionary that includes 2500 words and 1500 sentences. In order to reduce the
complexity of dictionary, many variations such as ‘ya, yep, gonna, wanna’ were

Fig. 6 Interface showing the conversion of Speech-to-Text
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mapped to their base forms. The phonetics has an average of 4.3 variants per word
in English. This shows the importance of pronunciation dictionary which maps
one-to-one modelling. In reality, this results in a huge vocabulary; hence, by
adopting the HMM-based speech synthesizer, this number can be reduced.

To summarize, the acoustic speech model was studied with the help of HMM
and Gaussian distributions whilst decision tree supported the assumptions drawn on
these. The overall study showcases the following key features.

• Monophonic mapping was deduced by HMM–Gaussian model that calculates
mean and variance of the training data. Later, these monophonic transcriptions
are mapped onto the phonetic dictionary that was built beforehand as explained
in Sect. 3.3.

• With each monophonic word, biphonemes, triphonemes and multiphonemes are
transformed into phonetic transcription and once again re-estimated using
context-dependent model structure.

• The language of all these phonemes must be in English. This language identi-
fication is done to ensure that the input audio/speech was in English. If other-
wise, the interface does not provide the output. The reason for this is that the
phonetic dictionary was built only for the English language.

• The output in rendered in the form of text.

The performance of the STT synthesizer was evaluated for a different range of
speech input. In practice, it was found that the efficiency of the speech recognition
system varies with the size of the vocabulary. When a set of audio files are inter-
polated as the input, the equivalent text was received as the output. Table 2 eval-
uates the performance of the proposed architecture. The input speech was named as
S1, S2, S3, S4 and S5. Each of this input consisted of all the different type of speech
variants. S4 was the size of 20 min, and it was expected to be much harder when
compared to other speech files. It carried disruption such as background music and
embodied other kinds of interference which included multilingual context.
However, the system gave the correct results by identifying only the English lan-
guage. The results achieved by our approach are fascinating and were found to be

Table 2 Result evaluation on the interface

Input Total
words

Words
correctly
identified

Words that
are
identified
wrong

Words that
are not
identified

%
correctness

Of
recall
(%)

Precision
(%)

S1 200 195 3 2 97.5 98.1 98.3

S2 18 14 2 2 77.7 87 87

S3 570 497 38 35 87.19 93 92

S4
(English
only)

8478 7023 97 358 94.63 95 98

S5 4396 3762 363 271 85.57 93 91
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88.51% accurate and efficient. Table 3 provides a comparative study of the pro-
posed architecture with existing methodologies and algorithms.

6 Conclusion

In this research paper, STT paradigm using HMM is put forward. HMM is an
excellent technique for resolving many computational language challenges in the
field of speech recognition. The intention of this work was to develop an interface
using the acoustic models. It was found that the output text was being trained
automatically on the input speech. The various feature distribution and their effect
on the output were studied at the same time. In terms of chief investigation in the
STT, it was discovered that the model can be extended for multiple languages by
building the phonetic dictionary of the same along with some modifications in the
phonemes. HMM-based model adopts several assumptions on the feature quanti-
zation, training data and context-dependency. Conventionally, a few of those pre-
sumptions can be compromised to some extent. Finally, it should be noted that
despite the advantages of HMM and its superiority, many expostulate that HMM is

Table 3 Comparison of the results of existing systems

Sl. No Features Techniques/
Methodologies

Accuracy
(%)

Drawbacks

1 MFCCs Rule based,
PRLM

82 Concentrates only on the feature
extraction

2 Acoustic
models

HMM 79 Generation of the acoustic
features results in chopping of
essential elements

3 Phonotactics,
acoustic,
prosodic
information

Trigram model NA Does not show the conversion of
Speech-to-Text

4 Articulation of
sounds

SVM 83 Time taken for the sound
apprehensions is high

5 Phonetic
features,
nazal,
articulation
features

HMM &
N-gram model

78 Concentrates on the phonemes
generation; however, the system
does not show the performance
for the huge data
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blemished. This is of course true under many circumstances as the system gets
vulnerable with the speaking styles, frequency, dialects and accents. Perhaps there
has been no good alternative for HMM and it is because of this that HMM is still
undeniably the best approach for implementing STT.
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Speaker-Independent Recognition System
for Continuous Hindi Speech Using
Probabilistic Model

Shambhu Sharan, Shweta Bansal and S. S. Agrawal

Abstract In this generation of IT, communicating with machines in an expedient
manner using human speech that too in their own language is highly desirable. This
is achieved using speech recognition systems which allow the general public to
speak to the machine by recognizing their voice. Hindi being the most widely
spoken language with approx. 260 million first-language speakers [1] should have a
real-time recognition system. The main objective of this paper is to develop a
speaker-independent system which can recognize continuous Hindi speech in
real-time scenario. This paper presents the feasibility of MFCC for feature
extraction and dynamic time warping to compare the test sequence. The system has
been trained on 8 h of audio data and a trigram language model trained with 30K
words. With a dictionary of 6K words, the system gives a word accuracy of 80–
85%.

Keywords Hindi speech recognition � Hindi ASR � Mel-frequency cepstral
coefficients �MFCC � Hidden Markov Model � HMM � Pronunciation dictionary �
Language model � Acoustic model � Dynamic time warping

1 Introduction

Hindi is a phonetically rich language written in Devanagari derived from the
Brahmi script. Devanagari was initially used to write Sanskrit but later adapted for
Hindi. Hindi consists of 11 vowels and 33 consonants as shown in Table 1. Nearly
260 million people speak Hindi natively even then Hindi barely has sufficient
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resources in speech area. Since speaking in one’s own language is the easiest form
of communication one can do, it is obviously desirable by the general public to
communicate with machines in their own language orally. However, one of the
challenges in designing a recognition system is variability in the speech, thus
designing a system involves careful selection of feature extraction technique and
modeling methods.

The highly accurate and large vocabulary continuous speech recognition systems
in the real-world scenario are still too far and expensive. Researchers are trying hard
to improve the accuracy of the speech processing techniques. In recent pasts, few
researchers have come up with their developments and techniques in recognition
systems for Indian languages: Agrawal et al. [2], Samudravijaya [3], Pruthi et al. [4],
Neti et al. [5], Mathur et al. [6], and Kumar and Aggarwal [7], etc.

Table 1 Hindi alphabets
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2 Corpus Creation

2.1 Data Collection

To begin with, initially the raw data were collected by crawling various Hindi
resources available online [8, 9]. The raw data were then cleaned by removing the
punctuation marks (|,,? etc.), special symbols (unwanted characters), converting
numeric character to alphabets (e.g., 1 to एक). Furthermore, the unique words were
extracted from the cleaned data, and the corpus of 100 phonetically rich sentences
was created. This corpus was then used for recording purpose.

2.2 Data Recording

The recording equipment includes a desktop computer Lenovo Think Centre
1607G6Q and a head-held microphone (Shure Beta 54) with a preamplifier and
M-Audio amplifier (digital interface). The recording was done using the software
“Goldwave”. A soundproof room was selected as the recording place where the
noise frequency is very low to ensure the high-quality recording. We have invited
50 speakers—25 males and 25 females—in the age-group of 18–50. Each sentence
is uttered by every speaker, and the corresponding sound file is saved as a separate
wave file (.wav extension) with the sampling frequency of 16 kHz. Throughout the
recording process, the speakers need to wear the microphone and utter each sen-
tence. The recording is operated by the audio engineer. If the pronunciation went
wrong or sounds odd, it is recorded again to ensure the accuracy.

3 Methodology

3.1 Feature Extraction

The first step in any speech recognition system is to extract features from which
linguistic contents can easily be identified. There exists numerous feature extraction
techniques such as LPCC, PLP, MFCC [10–12]. We have used mel-frequency
cepstral coefficients (MFCCs) for our work as it is most often used technique to
create fingerprint of sound files. Also, mel scale relates perceived frequency to the
actual measured frequency (Fig. 1).

The formula to convert f Hz into mel is:

m ¼ 2595log10 1þ f
700

� �
ð1Þ
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And, from m mel to Hz is:

f ¼ 700 10m=2595 � 1
� �

ð2Þ

Initially, the continuous speech signal was framed into 25 ms frames, with frame
step of 10 ms. If the frame size is smaller than the size taken, then the number of
samples in the frames will not be enough to get the consistent information, and with
large frame size, it can cause frequent variation in the information inside the frames.
In the next step, windowing is done to decrease the interference at the
beginning/end of the frame. There exist many window functions such as rectangular
window, flattop window, hamming window. Here, hamming window had been
implemented. The DFT basically converts each frame from time domain to fre-
quency domain. To apply DFT on each frame of signal S(n) having N samples, fast
Fourier transform (FFT) is used:

Si kð Þ ¼
XN
n¼1

si nð Þ h nð Þ e�j2pkn=N ; 1\k\K ð3Þ

where h(n) is an N sample-long analysis window, and K is the length of the DFT.
Then, the previously calculated spectrums are converted to mel scale, and the

signal is filtered using band-pass filter. With this filter bank, it is easy to estimate the
energy at any point, and the log of these energies is known as mel spectrum.
Finally, inverse DFT is carried out to convert the log mel spectrum back to time
domain, and the output is known as mel-frequency cepstral coefficient.

3.2 Pronunciation Dictionary

Phoneme is the basic unit of sound in any language. The pronunciation dictionary
contains words and mapping to their phonetic contents as shown in Fig. 2. The
words covered in the dictionary can only be recognized by the recognizer.

Fig. 1 MFCC process
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3.3 Acoustic Modeling

Acoustic modeling uses a statistical machine learning technique known as Hidden
Markov Model (HMM) to capture the variations in speech. Here, each word is
modeled as a whole, separately and is stored in a file which is then used by decoder
for matching with real-time speech input (Fig. 3).

The acoustic model is created using SphinxTrain. For acoustic modeling, we first
created a transcript file containing the word in the same sequence as occurred in the
speech data. SphinxTrain then searches the dictionary which maps the words to
phonemes.

3.4 Language Modeling

Language model captures the fundamental grammatical structure of the language
using N-Gram model. N-Gram basically captures the probability of a word occur-
ring after (N − 1)-Gram. We have used trigram model in our language model. At
the start, word list was generated with word frequency, i.e., the number of occur-
rences of each word in the cleaned, collected text corpus. This is known as the
unigram file. The unigram file is then sorted alphabetically, and a vocabulary file is
generated out of it. Next, we create a trigram file containing the list of all possible

Fig. 2 Pronunciation
dictionary

Fig. 3 Hidden Markov Model
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trigram with their frequency. Further, a binary id 3-g is created based on the
vocabulary, and at last, a binary format language model is generated which can also
be converted to ARPA format.

3.5 Feature Matching

Dynamic time warping (DTW) was used for feature matching, i.e., alignment and
comparison of input (real-time test sequence) with the stored models (reference
sequence).

4 Recognition Results

The system is trained for 30K words. Then, recognition accuracy is calculated for
connected words in noise-free environment using the formula:

Recognition Accuracy¼ No: of Correct Words Recognized
Total No: of Words

� 100

The overall accuracy and word correction rate for connected words is 80–85%.
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A Robust Technique for Handwritten
Words Segmentation into Individual
Characters

Amit Choudhary and Vinod Kumar

Abstract Segmentation of individual characters from a scanned word image is the
most critical step of a typical optical character recognition (OCR) system. A robust
segmentation algorithm is proposed in this paper. The word images are segmented
into individual characters after skew angle correction and the thinning process, to
get the single pixel stroke width. Ligatures of the touching characters are detected
by keeping in view the geometrical shape of the English alphabets. The proposed
vertical segmentation technique is used to cut individual characters from the
handwritten cursive words. The proposed algorithm delivers excellent segmentation
accuracy when tested on a local database.

Keywords Segmentation � OCR � Word recognition � Preprocessing

1 Introduction and Historical Background

Nowadays researchers are trying to introduce human brain’s intelligence and
capability into a computer system to recognize the information written on paper. In
an OCR system, good character recognition accuracy can be achieved if the
characters in the handwritten script are well segmented. Many researchers had
already achieved very good segmentation results [1], but the scope of improvement
is always there and superior segmentation results are always awaited. Technological
advancements during the last 40 years in the area of document and character
recognition are presented [2]. A new technique to recognize handwritten as well as
typewritten English text is presented [3]. It does not require the thinning process,
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and it delivered 80% accuracy. The slant and skew correction was not performed
during preprocessing the word images by the authors [4].

2 Preprocessing Techniques and Database Preparation

To demonstrate the proposed segmentation algorithm, handwritten word samples
written on colored or noisy background have been collected from 10 different
persons aged between 15 and 40 years. From the collection of handwriting samples,
we have selected 400 handwritten words randomly to perform the proposed
experiment. Figure 1 displays few samples from the local handwritten word images
database.

2.1 Image Acquisition

In image acquisition, a digital photocamera or a scanner is generally used to capture
the handwritten word images, and these images are saved in .bmp or .jpg file format
for preprocessing. Figure 2 shows two such image samples from the database.

2.2 Preprocessing

The main objective behind preprocessing is to remove the invariabilities existing in
word images. While scanning the handwritten word images, the quality may be
ruined as the noise is introduced due to dust or due to colored background.

Fig. 1 Handwritten word
image samples
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Thresholding and Binarization.
Thresholding is necessary so that the problems can be avoided due to usage of pen
of different colored ink on colored and noisy surfaces. Figure 3 shows two such
grayscale images obtained after thresholding.

The grayscale images are then transformed to the binary matrix form in which a
0 represents a black pixel in the foreground and a 1 represents a white pixel in the
background. Figure 4 displays such binary images.

Image De-noising and Skeletonization.
In this preprocessing stage, the noise (small foreground components and dots)
induced in the image scanning process is optimally eliminated. Only the noise dots
and other foreground components have been removed in this step while retaining
the character components. Noise-free images are shown in Fig. 5.

As the pens of different stroke width can be used by the different writers, a lot of
unevenness may exist. After the thinning process, all the handwritten word images

Fig. 2 Input scanned handwritten word images

Fig. 3 Handwritten word images in grayscale format

Fig. 4 Images in binary form

Fig. 5 Noise detection and word images after noise removal
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were made to have stroke width of 1 pixel each. Such image samples following the
skeletonization process are displayed in Fig. 6.

Cropping and De-skewing.
The images after de-noising are cropped to remove the extra space available around
the rectangular region enclosing the handwritten noise-free word image. The skew
correction is also performed on the handwritten word images. Figure 7 shows such
cropped sample images after skew correction which was not performed earlier [5].

3 Proposed Segmentation Technique

The projected segmentation algorithm is designed for segmenting touching char-
acter present in the handwritten words of English language and may not work well
if applied to some other languages such as Arabic or Chinese.

3.1 Overview

English language has closed as well as open characters. Closed characters have a
semi-loop or a loop such as ‘g’, ‘o’, ‘p’, ‘s’, ‘a’, ‘b’, ‘c’, ‘d’, ‘e’. Open characters do
not have any semi-loop or loop, e.g., ‘u’, ‘v’, ‘w’, ‘m’, ‘n’. Discriminating between
ligatures and character segment is very hard in open characters. Ligature may be
defined as a link between two or more consecutive characters used to join them. In
written English language words, two ‘i’ characters side by side may look like ‘u’
and vice versa. Successive ‘n’ and ‘i’ may appear as ‘m’. Character ‘w’ may give
the illusion of presence of two characters ‘i’ and ‘u’.

Fig. 6 Word image after
thinning

Fig. 7 Cropped image
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3.2 Methodology

After inverting the handwritten word image, the number of white pixels is counted
in each column scanning the image from top to bottom. The columns having 1 or 0
as the count of white foreground pixels are termed as candidate segmentation
columns (CSCs), and their positions are noted. Figure 8d shows all such
acknowledged columns.

3.3 Problem of Over-Segmentation

Several successive CSCs have been grouped together at various places in the
handwritten word image resulting in a situation called ‘over-segmentation’ and is
displayed in Fig. 8d. There are three situations in which this problem of
over-segmentation occurs. First, when there is a gap between two successive
characters and for each column that lay in this gap, the count of the number of white
pixels is 0. Second, when there is a ligature between two characters and the sum of
white pixels is 1 for all columns through such ligatures in the whole word image.
Finally, when there exist characters such as ‘u’, ‘m’, ‘n’, ‘w’, which contains loop
or semi-loop and the count of all the white foreground pixels for each column
which crosses the ligatures-within-characters is also 1. Hence, such types of
characters are over-segmented.

Fig. 8 a Images after
preprocessing, b binary
inverted images, c images in
RGB, d over-segmentation,
e solving over-segmentation
problem, f output handwritten
word images after
segmentation
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3.4 Solving the Over-Segmentation Problem

In the situations, when there is a gap between successive characters, each and every
CSC in this gap will have 0 white pixels. By taking mean of all CSCs lying in that
gap and merging all the CSCs to a sole column, over-segmentation problem has
been solved. In other situations, when ligature-within-character is present (e.g.,
characters ‘u’, ‘v’, ‘m’, ‘w’) or a ligature connecting two successive characters, a
mean of all those CSCs in a group is calculated which are within a distance below
threshold range, and these CSCs are merged to a sole segmentation column.

In horizontal direction, the least gap between successive CSCs is called
threshold range, and its value is selected in such a manner that it should be less than
the thinnest available character’s width such as ‘l’, ‘i’. By repetitive experiments
performed many times, threshold’s value is selected as ‘8’. Hence, all the CSCs that
are within the 8 pixels range distance from another CSC would be merged into a
single segmentation column.

4 Implementing the Proposed Technique

The handwritten word images obtained after various preprocessing steps as shown
in Fig. 8a are complemented and taken as input to the segmentation algorithm. By
inverting the input black and white images, black pixels form the background and
white pixels form the foreground as displayed in Fig. 8b. White pixels have been
represented by 1, and it is now easy to count the number of white pixels in each and
every vertical column of the binary handwritten word images. Now, this binary
image is converted to the RGB color arrangement and is displayed in Fig. 8c. It is
convenient if we show CSCs in any color (say red) other than black and white as
shown in Fig. 8d. It can be clearly seen that every column, whose total count of
white pixels is zero or one, vertically dissects the word image and is termed as a
CSC. All CSCs lying within the threshold range of 8 pixels from one another, are
fused together to draw a single column representing that particular group of CSCs
and is called Segmentation Column and is indicated by the Fig. 8e. Now, the image
is then inverted again to get the white background and black foreground for the final
segmented handwritten word image as displayed in Fig. 8f.

5 Discussion of Results

A random selection of 400 word images contributed by 10 different writers was
used in this experiment. To evaluate the proposed segmentation technique, three
types of errors were considered, i.e., number of bad-segmented, over-segmented,
and miss-segmented words out of a total of 400 words used in the experiment.
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Table 1 shows that 346 words were segmented correctly, and 54 words were
segmented incorrectly. Some incorrectly segmented words were bad-segmented as
well as over-segmented and are counted in each type of error category while
displaying the results in Table 1. This is why 19 + 11 + 40 6¼ 54.

Comparing the results attained by the proposed segmentation technique with the
results of other segmentation techniques developed by other researchers in the
literature is not so easy because different researchers presented their segmentation
results under different constraints and also they used different types of databases.
Some researchers made the assumption that the word images are noise free while
some researchers gathered the word image samples from different number of
contributors. Although, some authors [5, 6] used popular benchmark databases such
as IAM and CEDAR, but they selected different number of handwritten word
images from these databases and they even rejected some particular complicated
word images from the database as per their personal choices.

6 Conclusion and Future Directions

The proposed technique ensures to dissect each and every possible character
boundary by over-segmenting the sample word image enough number of times.
Another strategy is also adopted that detects groups of many candidate segmen-
tation points that are lying between any two successive characters and then clubs
them into a single segmentation point. Whenever a word image contains untouched
characters, accurate segmentation is guaranteed by the proposed technique. It
performs very well to dissect ligatures connecting two successive closed characters.
This technique sometimes over-segments the open characters because the
ligature-within-characters look like ligature connecting two characters. The seg-
mentation accuracy of 86.5% delivered by the proposed segmentation technique is
quiet excellent, but the scope of improvement is always there. In future work, there
is a need to improve some of the preprocessing techniques, e.g., thinning.

Table 1 Segmentation results

Count of word
images used in
the experiment

Correct
segmented
word images
(percentage)

Incorrect
segmented word
images
(percentage)

Count of word images and type of error

Over-segmented
images

Miss-segmented
images

Bad-segmented
images

400 346 (86.5%) 54 (13.5%) 19 11 40
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Developing Speech-Based Web Browsers
for Visually Impaired Users

Prabhat Verma and Raghuraj Singh

Abstract In this work, we discuss various issues and challenges related to Web
Browsing by visually impaired (blind/partially blind) Web users. We also share the
design and implementation details of a speech-based Web Browser developed by us
for this purpose. The system has been implemented in programming language C#
and .NET 4.0 Framework. Microsoft Speech API (SAPI 5.0) has been used for
narration of the text and user input feedback. The objective of presenting this work
is to promote developments in this neglected area to fill the wide gap between the
capabilities of proprietary and freeware screen reader.

Keywords Speech browsers � Web Browsers for visually impaired users �
Accessibility � Navigability � Web content management

1 Introduction

This work addresses some of the important issues related to Web accessibility in the
context of visually challenged users. Accessibility refers to the ability of a user to
use a resource possibly in a different way despite disabilities or impairments. For
the Internet-based applications, accessibility implies that a disabled user can nav-
igate, interact, perceive, understand, and contribute to the Web. Speech is a con-
venient medium of interaction for visually challenged users, and Internet
accessibility for them is made possible by providing an alternative speech-based
interface for human–computer interaction.

P. Verma (&) � R. Singh
Computer Science & Engineering Department, Harcourt Butler
Technological Institute, Kanpur, India
e-mail: pvluk@yahoo.com

R. Singh
e-mail: rscse@rediffmail.com

R. Singh
Kamla Nehru Institute of Technology, Sultanpur, India

© Springer Nature Singapore Pte Ltd. 2018
S. S. Agrawal et al. (eds.), Speech and Language Processing for Human-Machine
Communications, Advances in Intelligent Systems and Computing 664,
https://doi.org/10.1007/978-981-10-6626-9_12

107



Problems associated with speech-based Web interfaces are manifold. Most of the
Web content available today has been designed for the visual interface via graphical
browsers. Visually impaired users may not perceive the layout information and
hence the structure of the Webpage. Besides, speech as the medium of interface is
essentially sequential in nature. Therefore, it may take a long time for a visually
impaired user to go to the point of interest on a Webpage.

Assistive technologies (ATs) such as screen readers make use of underlying
Document Object Model (DOM) structure [1] of the Webpage to narrate its con-
tents to a visually challenged user. To ensure that ATs work correctly on a
Webpage, Web developers must follow the W3C and other guidelines [2–5] while
creating the Web sites. Unfortunately, due to lack of awareness among Web
developers, this requirement is not adequately met, and as a result, a large amount
of Web content remains inaccessible to ATs and visually challenged users. Web 2.0
has further increased this trend by empowering the end user with Web authoring
capabilities. Besides, rich content and dynamic nature of Web 2.0 has also created a
lot of trouble in accessibility [6], [7]. The role of ATs is thus to expose such
inaccessible Webpage contents using some clever techniques and to present them
before the visually challenged user.

Despite the above-mentioned shortcomings of screen readers, these have been
the primary tool for using Internet by visually challenged user. Unfortunately, most
of the popular and workable screen readers are proprietary and bear a heavy price
tag. For example, the cost of JAWS [8], a popular screen reader by Freedom
Scientific [9] for single-user license, is around $900. This cost is 10 times higher
than that of Windows 7 operating system! The cost is evidently too high to be
afforded by an average Indian individual with visual disability. High cost is also
attributed to small product market for assistive tools. There are ATs in freeware
domain, but they are not popular since most of them may not provide adequate
functionalities. Thus, there is a need to design and develop usable as well as
affordable assistive tools for visually impaired users.

In this paper, we present the design and implementation of an improved yet
affordable and easy-to-use Web Browser for visually challenged users. The system
has been implemented in programming language C# and .NET 4.0 Framework.
Microsoft Speech API (SAPI 5.0) has been used for narration of the text and user
input feedback.

2 Issues and Challenges

In this section, we describe some of the important accessibility-related issues that
are prerequisite to the design and development of Web Browser for visually
challenged users.

108 P. Verma and R. Singh



2.1 Keyboard-Based Accessibility

Keys Used in Accessibility by Visually Challenged
To browse Webpages effectively, navigation keys are to be used by the visually
challenged users. The navigation keys are: TAB, SHIFT + TAB, CTRL + TAB,
CTRL + SHIFT + TAB, UPARROW, DOWNARROW, LEFTARROW, and
RIGHTARROW. Besides, PGUP, PGDOWN, HOME, CONTROL, and ALT keys
are also used to control the narration of the Webpage.

Keyboard Shortcut-Based Accessibility
Visually impaired users seldom use mouse since it requires coordination of eyes
and position of the hand. It is convenient for them to use keyboard shortcuts for
inputting commands in GUI environment. Therefore, screen readers provide a set of
keyboard shortcuts to use their various functionalities by visually challenged users.
They learn these keyboard shortcut-based commands to use the Web effectively.
Therefore, it is desirable that all the screen readers follow a standard notation for
keyboard shortcut-based commands meant for accessibility.

2.2 Role of Web Developers

Assistive technologies (ATs) such as screen readers make use of underlying
Document Object Model(DOM) structure [1] to narrate the Webpage elements to a
visually challenged user. To ensure that ATs work correctly on a Webpage, Web
developers must follow the W3C and other guidelines while creating the Web sites.
Unfortunately, due to lack of awareness among Web developers, this requirement is
not adequately met, and as a result, a large amount of Web content remains inac-
cessible to ATs and visually challenged users. An important checkpoint that a Web
developer should perform before launching of the Web site is to navigate through
the links and form controls on a page using the keyboard only (e.g., using the “Tab”
key) and to make sure that all links and form controls can be accessed without using
the mouse and that the links clearly indicate what they lead to.

2.3 Role of Assistive Tools

Various assistive tools for using Web by visually impaired users have been designed
using approaches such as context-based approach, semantic approach, annotation-based
approach, text summarization. These assistive tools try to enhance the power of visually
impaired user by performing one or more of the following changes:

• Provide TTS (text-to-speech) service, i.e., speaking out the content of Webpage
and giving speech feedback to user input by echoing the character typed (basic
service).

Developing Speech-Based Web Browsers for Visually Impaired Users 109



• Make the search informed using some heuristics, thereby reducing the time
taken to search some information on Webpage.

• Provide better control over Webpage element by means of shortcut keys.
• Take some otherwise inaccessible content.
• Take some otherwise unreachable link/form element.
• Reduce the number of links (performances) required to traverse to reach to some

element on Webpage.
• Simplify the Webpage both in structure and in content.
• Provide a better understanding of Webpage layout/structure.
• Provide a better understanding of images by means of reading out their ALT

text.
• Provide a better understanding of visual diagrams by interpreting them.

2.4 Role of Visually Challenged Users

Screen readers are sophisticated programs with a lot of features and functionalities;
an average user, whether sighted or visually impaired, is required to use most of the
features available with them in order to effectively use them. As compared to visual
user interfaces that are self-explanatory to the sighted users, screen readers may use
several keyboard shortcuts to access the Web effectively. The usage of these
shortcuts is to be learnt by visually challenged users. There may be several modes
in which visually challenged user may use screen reader depending on the need for
access. Each mode may be activated by a keyboard shortcut to be pressed by user.
Thus, proper training and learning of visually challenged users is also a key to
effective use of assistive technology.

2.5 Universal Versus Local Installation

An assistive tool may require to be locally installed on user machine, or it may be
provided online as a Web service. The first approach constrains the use of the
assistive tool by its availability in installed form, whereas in the second approach,
local installation is not required. Thus, user can access the Web using any public
terminal.

2.6 Challenges Posed by Web 2.0

Web 2.0 is characterized by rich visual contents, user-centric in form and contents.
User, who was earlier at receiving end, has become the content provider and Web
author. The role of site owner has been reduced merely to managerial and business
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logic provider. This development has posed a lot of challenges to assistive tech-
nology. End users while authoring the Web may not follow the accessibility
guidelines due to unawareness. Thus, certain contents provided by them may not be
accessible to the assistive technology. Second, dynamic features of Web 2.0 prevent
screen readers to correctly access the Web content. The content narrated by the
screen reader may completely change during narration and prevent the screen reader
to correctly render the contents to the user. Rich contents such as embedded image/
button links and anchors remain inaccessible to the screen readers.

3 Design Details

In this section, we describe the design issues, various modes, features, and use cases
of the speech-based Web Browsing system.

The proposed system has the following modes of working.

3.1 Link Navigation Mode

Using link navigation mode, visually impaired users can navigate among links to
quickly reach to the Webpage to get the desired information. Link navigation mode
can help understanding the map of the Web site. Thus, he or she can access the
basic structure of the Web site.

3.2 Navigate All Modes

In the second mode, each and every element of the Webpage is traversed by the user
in a controlled manner. This mode provides better control for moving around the
Webpage and is helpful in reading reports, getting some inaccessible content, etc.

3.3 Newsreader Mode

This mode is useful for e-newspaper reading, magazine reading, or e-learning. In
newsreader mode, the contents of the Webpage are narrated automatically by the
browser.
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3.4 Query Mode

Query mode can be used by the visually challenged user to search the Web site for
an input text string. This feature makes use of Google’s “Search within the Site”
feature.

3.5 Webpage Analytical Mode

This mode speaks out the page statistics of the Webpage, e.g., title, headings,
domain, background color, links, image Alt text. This gives the visually challenged
user the context of the Webpage very quickly.

3.6 Text Glimpse Through Mouse Mode

This mode may be suitable for users with low vision who may not read out the text
correctly but assess the layout information and headings. In this mode, whenever a
user right clicks his mouse over a portion of text, the narrator reads out that portion
of Webpage.

3.7 Switch Over Among Modes

A visually impaired user may change the browsing mode as per the requirement and
suitability through designated shortcut key for that purpose. Thus, through a
combination of two or more modes, user can control the navigation and perform the
task he or she wishes to perform.

3.8 Keyboard Shortcuts

Keyboard shortcuts are a convenient means to interact with the computer system by
the visually impaired users. Using these keyboard shortcuts, a user can perform
various activities such as to go to the beginning of Webpage, to go to the next
heading, to go to the next form, to go to the address bar. These keyboard shortcuts
have to be learnt and remembered by the visually impaired users. A list of such
keyboard shortcuts is given in Table 1.
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3.9 Use-Case Analysis

Use-case diagrams for the WACTA Web Browser are shown in Fig. 1. It depicts
various modes and user categories for the usage of the system.

4 Implementation Details

The following subsections describe the implementation details of speech-based
Web Browser WACTA for visually challenged users.

4.1 Platform and Language

The WACTA Web Browsing system has been developed for Windows 7 operating
system using .NET platform with C# programming language.

In the following subsections, we detail the implementation details through
details of classes used in the development.

Table 1 Keyboard shortcuts for WACTA

Keyboard command Usage

Tab Forward navigate to the next focusable element on the Webpage

Shift + Tab Backward navigate to the previous focusable element on the Webpage

# (Down) Forward navigate to the next HTML Element on the Webpage

" (Up) Backward navigate to the previous HTML Element on the Webpage

! (Right) Increment the speaking rate of the narrator voice

← (Left) Decrement the speaking rate of the narrator voice

Control Pause the speaking of the narrator

Escape Cancel all the speaking of the narrator

Space Bar Resume the speaking of the narrator

Alt + L Go to the address (location) bar of Web Browser

Alt + G Activate the glimpse mode

Alt + N Activate the news style mode

Alt + A Activate the analysis mode

Alt + I Activate the interactive mode

Alt + Q Activate the query within the Web site mode
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4.2 The Web Browser Class

To create the skeleton of the speech-based Web Browser WACTA, the Web
Browser class (Namespace: System.Windows.Forms) has been used. The Web
Browser class offers rich features and functionalities that can be used to control the
output of various Webpage elements in the desired order.

4.3 Webpage Analytics

To get the access to various elements of a Webpage, its DOM structure [1] is
explored. Document Object Model (DOM) is an Application Programming
Interface (API) for valid HTML and well-formed XML documents. It is based on an
object structure that closely resembles the structure of the documents it models. It
allows applications to dynamically access content, structure, and style of the doc-
uments. DOM is not restricted to a specific platform or programming language.

Following classes have been used in extracting the HTML Elements from
Webpages [10], [11]:

Fig. 1 Use-case diagram of WACTA Web Browser
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HtmlDocument Class This class provides top-level programmatic access to an
HTML document hosted by the Web Browser Control. It belongs to System.
Windows.Forms namespace.

HTML Element Class HTML Element class represents an HTML Element inside
of a Webpage. It belongs to System.Windows.Forms namespace.

HTML Element Collection Class HTML Element Collection class defines a
collection of HTML Element objects.

SpeechSynthesizer Class SpeechSynthesizer class of .NET Framework has been
used to speech enable the Webpage using the WACTA Web Browser. The class
belongs to System.Speech.Synthesis Namespace. SpeechSynthesizer class provides
access to the functionality of the installed a speech synthesis engine, i.e., Microsoft
Speech API 5.0 (SAPI).

To ensure the consistency in speech output/feedback in various modes of
working, only single instance of SpeechSynthesizer class has been created and used
throughout the application. This approach prevents the running of multiple narrator
instances simultaneously.

4.4 Tab-Based Navigation

The Tab key is the primary mechanism for navigating of a Webpage by visually
challenged user. The Tab key visits only those controls with a tab stop. Tab
key-based navigation allows to traverse through all the focusable User Interface
(UI) elements. These elements have their tabIndex property set to a positive integer
value. Tab-based traversal allows user to visit the focusable elements in the
increasing order of the tabIndex value of the elements. Normally, HTML links,
anchors, and form elements are assigned tabIndex value to enable them to get focus.
However, any HTML Element can be enabled by the Web designer to get focus.
Tab-based navigation is useful for tasks such as form filling, choosing a Web site
from search results, etc.

The code for Tab key-based navigation has been implemented in the handler for
“Focusing” event of HTML Element currently getting user input focus, i.e.,
ActiveElement. The Focusing event is registered in the DocumentCompleted
method of the Web Browser class.
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4.5 Up/Down Key-Based Navigation

Up/down key-based traversal allows user to visit each HTML Elements of the
Webpage in forward/backward order of their creation. This mode has been
implemented in the event handler of PreviewKeyDown event of the Web Browser
class. Registering of this event is made in the DocumentCompleted method as
shown in Table 3.8a. The handler stores each element underneath the BODY Tag in
the object of HTML Element Collection type. Problems encountered in this
implementation are that InnerText method of HTML Element object returns the text
which includes the text of all the children nodes. Thus, it is required to separate the
text of the current node only so that it can be spoken out. This issue has been
resolved by selecting only those children of HTML Element Collection that has a
single child. Still, some elements may not be covered using this method for which
string processing is used.

4.6 Narrator Voice Management

The WACTA browser makes use of SpeechSynthesizer class to narrate the
Webpage elements in the controlled and desired order. A single instance of this
class has been used throughout the system to avoid the multiple-voice output
streams which may create confusion. Various methods of SpeechSynthesizer class
have been used to enable changes in voice characteristics of narrator such as
volume, rate, pitch, gender. These methods have been implemented on the handler
of PreviewKeyDown event of Web Browser Class.

4.7 Speech Feedback for User Inputs

For all user inputs such as form filling and Webpage address filling, a provision of
speech feedback for each key press is made in the software. It helps in visually
impaired user to correct any mistake in typing through listening it.

4.8 Commands and Keyboard Shortcuts in WACTA

Table 1 lists various commands and keyboard shortcuts assigned to the WACTA
Web Browser.
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5 Results and Discussions

The WACTA Web Browser fulfills the basic requirements of visually challenged
users to access the Internet effectively for both routine and important tasks. The
design and development of the WACTA Web Browser is a step forward in the
direction of providing an effective yet affordable Web accessibility solution for
visually challenged users.

Following are the distinct features of the WACTA Web Browser:

• Completely developed using .NET managed code only. Thus, reliability and
security are enhanced through automatic garbage collection, automatic bound
check, etc.

• Work for both secure and insecure Web sites.
• Work for both direct server- and proxy server-based connections.
• Compatible with Windows 7 operating system.
• Various available browsing modes ensure informed search to quickly locate the

required information.
• Specialized speech-enabled browser having range of functionalities which can

be easily extended or enhanced.
• Provision of mouse-based accessibility for partially visually challenged users.

WACTA Web Browser has certain limitations as well. First, unlike screen
readers such as JAWS which works for Windows Applications as well, WACTA is
only a Web Browser. It is meant only for using Internet. Thus, it acts as compli-
mentary to Windows Narrator which comes with Windows operating system. These
two can be easily integrated to make a screen reader comparable to JAWS. Besides,
WACTA does not work with rich contents such as FLASH. At present, it does not
read PDF document, and thus, user may have to download the document and use
the inbuilt narrator of PDF Reader software. These issues shall be taken up in future
to make the system work for these technologies.

6 Conclusions and Future Plans

The solutions to accessibility problem demands cooperation and coordination
among all concerns, e.g., Web site owners, Web designers, authoring tool devel-
opers, assistive technology developers, researchers, public terminal (computer)
facilitators, policy makers, visually challenged users. Awareness regarding acces-
sibility issues may bring these parties to work in close coordination.

Assistive technology needs continuous and concerted efforts to keep pace with
the fast developments in the Web technology. The problem is, till the time, ATs find
solution to a current Web issue, an altogether new issue is already set. Traditionally,
an industry criterion for making investment on a project has been determined by the
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number of use cases offered by the aimed product. Thus, investments on ATs may
not gain due importance due to its small market size.

This research work has strengthened our belief that knowledge and technology
should be used in favor of mankind to every possible extent. Internet is a wonderful
tool having ability to compensate the visual impairment with its technology. Design
and development of powerful yet affordable speech-based interfaces would be
certainly helpful in enhancing the overall quality of life of visually challenged.

The work done by us shall be further taken up in future, e.g., enhancing the
features and capabilities of WACTA Web Browser, its design and development for
Android-based tablet computers as well as extending it for Hindi-scripted Web
sites.
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Adaptive Infrared Images Enhancement
Using Fuzzy-Based Concepts

S. Rajkumar, Praneet Dutta and Advait Trivedi

Abstract Image enhancement is the process of modifying digital images so that
results are suitable for human perception. An upcoming need for image visual-
ization during all lighting conditions by the use of infrared (IR) imagery has gained
momentum. It is deemed fit for efficient target acquisition and object deduction.
However, due to low image resolution and difficulty in spotting certain objects
whose temperature is similar to that of the ground, infrared images must be sub-
jected to further enhancement. Our given proposal aims to enhance infrared images,
making use of the fuzzy-based enhancement technique (FBE), and to compare its
efficacy with other techniques such as histogram equalization (HE), adaptive his-
togram equalization (AHE), max–median filter, and multi-scale top-hat transform.
The enhanced image is then analyzed using different quantitative metrics such as
peak signal-to-noise ratio (PSNR), image quality index (IQI), and structural simi-
larity (SSIM) for performance evaluation. From experimental results, it is con-
cluded that FBE results in the best quality image.

Keywords Infrared images � Histogram equalization � Adaptive histogram
equalization � Fuzzy sets � Fuzzy enhancement
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1 Introduction

The ability of infrared (IR) imaging to generate detailed and coherent images under
varied conditions of light exposure makes it useful for applications such as night
vision, thermography, hyper-spectral imaging, tracking, heating, climatology,
astronomy, biological systems, photo bio-modulation. Its application is also
extended to the Military Domain where short-, long-, and mid-wave IR imaging is
used in target tagging [1]. However, image quality is generally prone to degradation
due to image capturing devices or environmental conditions. Thus, effective capture
of high quality picture can often be cumbersome. Use of the degraded infrared
image for further processing such as image retrieval, image segmentation, feature
extraction, and object detection makes derivation of expected result difficult. This
problem is what necessitates efficient image enhancement. There are several con-
ventional enhancement techniques adopted for this purpose.

Histogram equalization [2] is considered as one of the most common image
enhancement techniques because of its relative simplicity in implementation. The
method focuses on the distribution of pixels along the graphical histogram thus
providing an enhancement of the contrast. However, this methodology fails to
enhance images which are attributed by physically distant gray pixel population.
The shortcomings of the traditional histogram equalization led to the development
of a technique which could locally make contrast enhancement to distant clusters of
gray pixels. Thus, adaptive histogram equalization performs a locally varying
input–output image enhancement. However, the adaptive method aggravates the
existing noise in the imagery or may even lead to distortion of pixels. In
Bi-Histogram Equalization (BBHE) [3] technique the existing graphical histogram
is split into two sub-histograms. This splitting is done by intelligently selecting
partitioning points on the histogram. The method then goes on to treat each
sub-histogram as a separate entity and normalizes them exclusively. Thus, bright-
ness of the image is retained as compared to the HE technique. However, this is
applicable only for brightness preservation in images to avoid superfluous infor-
mation. Minimum Mean Brightness Error Bi-Histogram Equalization
(MMBEBHE) [4], a developed strategy for BBHE, can be embraced for higher
degrees of protection. The detachment depends on limit level, which would yield
least Absolute Mean Brightness Error (AMBE). The objective behind this strategy
is to give the most extreme level of brightness preservation in BBHE to detail a
proficient, recursive and whole number-based answer for rough the yield mean as a
component of the threshold level. In any case, MMBEBHE now and then shows
poor brightness preservation and upgrade, and especially in pictures that require
significantly more brightness preservation, and it neglects to control the over
improvement of the picture. Range Limited Bi-Histogram Equalization (RLBHE)
[5] has been proposed, which separates the input histogram into two free
sub-histograms by an edge that limits the intra-class change. This was completed to
successfully isolate the articles from the background. It accomplishes an outwardly
all the more satisfying complexity improvement while keeping up the input
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brightness and is anything but difficult to execute in real time. A variant of the
self-adaptive contrast enhancement [6] algorithm is the plateau-based technique.
Threshold value is adopted, consisting of the local minima present in the histogram
of the image. However, it is more suitable for continuous probability histograms.
By the addition of a relevant lower and upper threshold value to a double plateau is
another method proposed. Upper threshold is primarily useful for the suppression of
the background and the lower threshold for the enhancement of the contrast of the
image. However, they may overlap and result in poor enhancement. An approach
proposed by Lin [7] for IR image enhancement derived from an adaptive and
high-boost filter. This method works best when the initial threshold is calibrated to
the mean of the image. However, groups of pixels tend to dominate the histogram
when the objects are miniature when juxtaposed with the background. Liang et al.
[8] described an adaptive algorithm—upper and lower threshold values of the
double plateau are computed at runtime based established on gray level distribution.

Furthermore, non-histogram-based enhancement methods in different domains
such as filtering, wavelet transforms, morphological operators are reviewed.
Filtering methods [9] fail to accomplish effective enhancement when substantial
background noise encompasses the target. Wavelet transform methods [10] fail to
detect the non-dominant features of the object. Morphological operators’ method
[11] is inefficient when clutter is heavy and target is dim. To overcome these
problems, fuzzy-based enhancement is proposed.

The advantage of the proposed method is that there is no need of prior infor-
mation about IR image; the required parameters are adaptively modeled from the
input image. The result of the proposed method shows a better visualization than
the existing methods, which is witnessed in Sect. 3.

The rest of the paper is organized as follows: In Sect. 2, the proposed
methodology of our given method is described. In Sect. 3, the experimental results
and performance analysis are elucidated in depth and the Sect. 4, concludes the
work.

2 Proposed Methodology

The block diagram proposed method shown in Fig. 1.

2.1 Histogram Equalization

The primary motive in mind while applying histogram equalization is to increase the
global contrast of gray level pixels, thereby flattening the resulting histogram [2].
The resultant picture will have a wider dynamic range of pixel. The main steps
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involved in the equalization process are a translation of pixels from one histogram
representation scheme to another more contrast stretched one. The translation is done
over a cumulative distribution function.

2.2 Adaptive Histogram Equalization

Adaptive histogram [12] aims at making local changes to the pixel contrast in a
picture. The inspiration behind adaptive histogram was to overcome the inhomo-
geneous pixel densities that stand out from the general contrast of the image even
after applying traditional histogram. Thus, a scheme to analyze the neighborhood of
pixels, while making the equalization transformation was adopted. Adaptive his-
togram defines the size of the neighborhood around the translating pixels. Thus, the
resulting pixel transformation is directly correlated with the neighboring pixel
echelon resulting in contrast enhancement of small-scale pixel clusters while con-
trast diminishes of large-scale pixel clusters.

Fig. 1 Block diagram of proposed method
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2.3 Max–Median Filter

The max–median filter is a sequential enhancement technique where the input
image matrix first undergoes median filter transformation. In this step, the 3 � 3
filter window is selected and traversed through the input image vector. The second
step involves the max filter transformation. The advantage of this step is the
enshrinement of fine features which might have been distorted in the first
process [9].

2.4 Multi-scale Top-Hat Transform

Multi-scale top-hat transformation [11, 13] uses mathematical set operations such as
erosion (H) and dilation (⊕) to bring about a transformation. During this method,
two entities, namely the image vector F and its structuring element (mask) S, are
taken as inputs. The first morphological operation, dilation, outputs the maximum
value of the pixels in the pixels’ vicinity. Erosion does just the opposite as it outputs
the minimum value of the pixel in the pixels’ vicinity. Other morphological
operations such as opening (∘) and closing (�) use sequential use of the above two
elementary set operations. The multi-scale top-hat transform uses these morpho-
logical tools mentioned above in contrast enhancement of the input image matrix.

2.5 Fuzzy-Based Enhancement

The IR image [14] may become obscured as a result of atmospheric conditions—
light and heavy rain, heavy haze, cloudy skies as well as sensor difficulties (lens
deviation, optical defocusing, etc.) can play a major part in this. These cases can
also take place concurrently and make the image subject’s pose and shape unclear.
Fuzzy-based enhancement technique provides a solution to mitigate this.

Fuzzification. Fuzzification is the first step of fuzzy image processing. It consists
of converting the image from spatial domain into the fuzzy domain. It can be
defined as:

lij ¼ T xij
� � ¼ 1þ xmax � xij

Fd

� ��Fe

ð1Þ

Here xmax is the maximum intensity level in the given input image; Fe and Fd

denote the exponential and denominational fuzzifiers. When xmax = xij then, µij = 1
indicating the maximum brightness.
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Fuzzifiers. Fd which is the denomination fuzzifier is calculated using Eq. (2), and
the computed exponential fuzzifier Fe is to be the mean of the image.

Fd ¼ xmax � xmin

1
2

� ��1=xmin�1
ð2Þ

Contrast Intensification Operator (INT). Contrast intensification operator
(INT) is used to modify the fuzzified image. The µij membership value is modified
by the INT and is shown in Eq. (3) as:

l
0
ij ¼

2 lij
� �2

; 0\ ¼ lij\ ¼ 0:5

1� 2 1 � lij
� �2

; 0:5\lij\ ¼ 1

(
ð3Þ

Defuzzification. The fuzzy image, thus reshaped is converted back into spatial
domain using inverse transformation. This is called defuzzification as shown in
Eq. (4)

Eði; jÞ ¼ T�1 l
0
ij

� 	
¼ xmax � Fd � l

0
ij

� 	�1=Fe

 �

þFd ð4Þ

2.6 Quantitative Measures

Quantitative assessments performed on the improved images with the help of dif-
ferent quantitative measures help in extracting and analyzing necessary data from
the images. The accompanying segment clarifies the quantitative measures utilized
as a part of the investigation of the enhancement strategies.

Peak Signal-to-Noise Ratio (PSNR). This measure quantifies the enhanced quality
of the transformed image to that of the original one [15]. Its mathematical definition
is as follows:

PSNR ¼ 10 log10 MAX2=MSE
� � ð5Þ

MSE ¼ 1
pq

Xp�1

i¼0

Xq�1

j¼0

E i; jð Þ � I i; jð Þ½ �2 ð6Þ

where MAX represents the maximum value in an image. p, q are the height and weight
of an image. I(i, j) is the value of the input image, and E(i, j) is the value of
enhanced image.
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Image Quality Index (IQI). The definition in Eq. (7) represents image distortion in
terms of factors such as correlation loss, luminance variance/distortion, and contrast
distortion [16]:

IQI ¼ ðð4 � rIEÞðlI þ lEÞÞ
ðl2E þ l2I Þ � ðr2E þ r2I Þ

ð7Þ

where rIE—Covariance of IE, µI—Average of I, µE—Average of E, r2I—variance of I,
and r2E—variance of E. The range of IQI value is between −1 and 1. If I and E are
similar, then the IQI value is 1 and −1 which indicates the dissimilarity.

Structural Similarity Index (SSI). It measures the similarity between the two
images [17, 18]. SSIM is an improved version of the peak signal-to-noise ratio. It is
defined as:

SSIM ¼ ðð2lElI þC1Þ � ð2rEI þC2ÞÞ
ððl2E þ l2I þC1Þ � ðr2E þ r2I þC2ÞÞ ð8Þ

where µE and µI denote the average intensities of image E and I, rE and rI denote the
variance of image E and I, rEI gives the covariance of E and I, C1 and C2 are
constants. The value of SSIM index varies from −1 to 1. The value 1 indicates the
identical between two images.

3 Experimental Results and Performance Analysis

The experimental result of the proposed method is tested with an OTCBVS IR
image database. The presented results in this paper are derived from the OSU
thermal pedestrian database. The database contains 10 classes of pedestrian images.
These classes have 284 images with 984 pedestrian objects each of size 360 � 240
and have been captured in different environmental conditions such as heavy rain,
light rain, haze and cloudy. These conditions impede accurate object detection.
Thus, necessitating the need for further infrared image enhancement. The sample
image along with the transformed image output fitting the proposed enhancement
technique can be seen in Fig. 2.

Figure 3 shows the subjective comparison of the results achieved from HE [2],
AHE [12], max–median filter [9], multi-scale top-hat transform [11], and FBE. It
can be inferred from the result of the above study that FBE outperforms other image
enhancement methods considered. An empirical conclusion of the above inference
can be drawn by observing from Tables 1 and 2. In both tables the numeric value
recorded for the given quantitative measure, FBE shows higher values as compared
to other techniques. Similarly, Fig. 4 graph indicates that the FBE method values
close to 1 compared to others for IQI measure.
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4 Conclusion

This paper enumerates the need for IR fuzzy-based enhancement. A comparative
study encompassing the focused method with traditional image enhancement
techniques using quantitative measures to evaluate performance was done.
A detailed numeric comparison highlights the proficiency of the proposed method
over other conventional methods.

Fig. 2 Sample input and output image with corresponding histogram. a Input image. b Histogram
of (a). c The result of proposed method. d Histogram of (c)

Fig. 3 Subjective comparison of the enhancement results. a Input image. b The result of HE.
c The result of AHE. d The result of max–median. e The result of Multi-scale Top-hat Transform.
f The result of proposed method
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Table 1 Comparative analysis of PSNR values

Classes Methods

HE AHE Max–
median

Multi-scale
top-hat

Fuzzy-based
enhancement

1 10.23404 18.9154 29.26478 27.10886 15.17621

2 10.27299 18.85632 29.26035 27.04929 14.74572

3 10.29752 18.93346 29.21745 27.05025 14.9137

4 10.26339 18.88489 29.24569 27.09574 14.95716

5 10.32499 19.00813 29.19873 27.02321 15.01931

6 10.2423 18.95163 29.29329 27.14411 14.97015

7 10.22546 18.87212 29.2925 27.23615 14.92502

8 10.33082 18.97642 29.22492 27.20112 14.98895

9 10.2473 18.7605 29.30436 27.18122 15.11788

10 10.27534 18.8299 29.25023 27.15497 15.15694

Table 2 Comparative analysis of SSIM values

Classes Methods

HE AHE Max–
median

Multi-scale
top-hat

Fuzzy-based
enhancement

1 0.265415 0.612153 0.792895 0.828057 0.90953

2 0.269712 0.612157 0.791431 0.824699 0.901216

3 0.268671 0.612124 0.791861 0.828797 0.906003

4 0.266866 0.612449 0.792132 0.830017 0.905576

5 0.270274 0.613125 0.791948 0.831725 0.908231

6 0.271531 0.611602 0.792565 0.830797 0.907536

7 0.275485 0.611745 0.791231 0.821126 0.888375

8 0.274659 0.611934 0.791118 0.821634 0.8888531

9 0.274544 0.613248 0.793386 0.812567 0.893067

10 0.27122 0.613176 0.792329 0.821634 0.896448

Fig. 4 Comparison of IQI values with HE, AHE, max–median, multi-scale top-hat transform
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Toward Machine Translation Linguistic
Issues of Indian Sign Language

Vivek Kumar Verma and Sumit Srivastava

Abstract Sign language is a gesture-based language for communication of deaf
people. It is basically a nonverbal symbolic language which is usually used to speak
with and by deaf people. Indian sign language is a linguistically under-investigated
language. Research on Indian sign language linguistics is also limited because of
unavailability of standard sign dictionary and the unavailability of such tools which
provide any education for Indian sign language. In the interpretation between sign
language and verbal spoken language, there is an intermediate step in which the
sign language needs to be represented by some written notation. However, there is
as yet no standard notation for Indian sign language. In this paper, we investigate
intermediate notation form for sign language as suitable for the machine translation.
We also discuss the challenges of other linguistic issues for machine translation on
Indian sign language.

Keywords Indian sign language � Machine translation � Sign notations

1 Introduction

Machine translation is a field of natural language processing which manages
computerized interpretation. It is the procedure by which a software program is
utilized to translate content from one common dialect, (for example, English) to
another, (for example, Hindi). Automated translation of spoken languages to Indian
sign languages has received much attention over the last decade [1–3]. Sign lin-
guistics, then again, is a moderately new field of study in the region of linguistics,
and it combines machine interpretation of communications via gestures.
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Gesture-based communications as dialects have not been mulled over as broadly as
talked dialects, and there is still much to be found out about them.

2 Challenges in Indian Sign Language Translation

Visual sign-based communications are not just interpreted type of spoken language,
as they are frequently seen to be, yet are done trademark lingos with complex
phonetic segments [4]. The unlucky deficiency of an adjusted relationship between
a stamped vernacular and a spoken lingual is one of the challenges went up against
by sign-to-text or text-to-sign structures, in light of the way that it infers that there
are fundamentally two stages to the strategy: generation and understanding [5].
Natural language tools limit within the same vernacular, however, between two
media (voice and substance); lingo translation programming, while making a
mapping beginning with one tongue then onto the following, generally limits within
the same medium (i.e., substance to message). Correspondence through marking
generation would need to fuse both generation and understanding, working between
two media and furthermore two dialect as the sign dialect and the spoken dialect
[6, 7].

The real issues to be considered in a machine interpretation framework from a
source as spoken dialect to a target as gesture-based communication accompanying
are:

– Developer should have a strong understanding of source language as well as
target language.

– Developer should have a strong understanding of the grammar for both source
language and target language.

– Developer should have a strong understanding of the syllables and dialects for
both source language and target language.

– Developer should have a strong understanding of the social conventions, cul-
ture, user, and expectations for both source language and target language.

The phonetic data that is accessible about the gesture based communication, the
semantic analysis of communications, through signing is not almost as complete
with respect to their spoken counterparts, and numerous communications via ges-
tures the world over have not been phonetically researched [8, 9]. The linguistic
information that is available for Indian sign language is a major issue. The linguistic
analysis of sign languages is not nearly as complete as for spoken language has, and
most of the sign languages around the world have not been linguistically investi-
gated as should for the research. The decision to select appropriate parser for the
source language (natural language like; English) impacts the semantic data that is
accessible for the creation of the communication through signing; specifically,
discourse analysis is regularly expected to design with all possible signs [10–12].
Indian sign language generation needed exact mapping from spoken language for
interpretation of a configuration and suitable graphical animation.
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3 Machine Translation Approaches for Sign Language

Machine translation is an automated process by which one natural language can be
translating into another natural language. In case if one of the natural language is
sign language needs special attention to process. Generally, the process of machine
translation can be functionally classified as direct machine translation, rule-based
machine translation, and corpus-based translation [13, 14].

As in direct translation process, the source natural language is analyzed
according to the structure using morphology level and then it is modeled for the
target language. The execution of a direct machine translation framework relies on
upon the quality and amount of the source-target dialect lexicons, morphological
investigation, content handling tools, and word-by-word interpretation with minor
linguistic alterations on word request and morphology.

The most favored methodology for machine translation is corpus-based machine
translation. In this approach, a bilingual content corpus is taken and prepared to get
the expected structure. Generally, corpus-based methodology is utilized under two
categories, statistical approaches and the example-based approach for machine
translation. As in case of statistical approach, the dialect model decides the prob-
ability of the target dialect for picking the right word in the interpreted dialect. The
interpretation model then again serves to register the restrictive probability of the
target dialect given the source dialect for the most part indicated with probability of
target and source language [15]. In the final stage, the greatest probability of result
of both the dialect model and the interpretation model is processed which gives the
measurably in all probability plausible sentence in terms of target dialect.

Example-based translation approach normally utilizes past interpretation cases to
make an interpretation in terms of source to target dialect. The fundamental concept
behind of example-based translation approach is to recover samples of existing
interpretation in its case base and give the new interpretation taking into account of
that case. In this approach, most part happens in three stages as matching, align-
ment, and recombination [16, 17].

4 Sign Notations

Communication via gestures is represented to outwardly, and it cannot be read and
write as other composed spoken language. There are few research attempts to
compose communication via gestures; however, these attempts are not usable on
account of their limitations [18]. Indian sign language contains gestures that are
hard to comprehend and learn. Some of the approaches are discussed here to
compose sign language with the end goal of utilizing it as a part of machine
interpretation. A notation framework for gesture-based communication is firmly
expected to propel the investigation of its structure. In spite of the fact that further
study is expected to make the sign writing system less difficult, more justifiable and
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absolutely all inclusive, the automated translated system is by all accounts ready to
add to the improvement of a deaf community and individuals [19].

Gesture-based communication for hard hearing individuals has special compo-
nents that are truly unique in relation to those of normal spoken people.
Communication through signing is a famous dialect contrasted with talked dialect,
which is a greater amount of a subjective one. Another issue needs to be in contrast
that between the two languages for machine translation if one is sign language it
does not have its own writing system. In this way, so as to compose depictions of
signs, line drawings, photos, and delineations have generally been utilized; how-
ever, these speak to just a little minute as compared to actual visual signing process.
This way of representation for visual sign is called notations. A notation repre-
sentation system for gesture-based communication was firmly expected to
advancement the investigation of its structure.

Stokoe notation [20] is utilized as a part of word references, a few etymology
books, and research articles having it in Unicode will be of awesome advantage for
the research community. Another important notation system HamNoSys is pro-
posed by IDGS, University of Hamburg on the basis of German sign language [21].
This notation has been designed on the concept of physical actions taken by signer
while communications and is not based on the meaning of sign. Each notation of
the HamNoSys indicates physical actions like hand shape, hand orientation, hand
position, motion. As in Fig. 1, a sign of numeral three depicts in both Stokoe and
HamNoSys notations.

One more notation system popularly used for representation of gestures is Gloss
Notations [22]. Gloss-based notation depends on identification of individual sign.
Indian sign languages are typically translated with this notation as word-by-word
using English gloss. Prosody can be also glossed as superscript words and the
corresponding scope under brackets. As if we have an English sentence “Man is not
Deaf” and for prosody as “not” use a negation term in the superscript indicated
below.

“Man is not deaf”[MAN IS DEAF½ �NEGATIVE:

The HamNoSys is a phonetically based documentation framework at first written
by hand, yet a machine clear textual style is accessible from the University of
Hamburg.

A few points of interest of HamNoSys notation are that it is based on any
particular features of sign as mentioned in Table 1. It has a versatile framework

Fig. 1 Notations for sign of numeral three
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with formal language structure and can be put away in a database. Then again, it
does not give any simple approach to represent nonmanual features of sign, for
example, outward appearances.

Another important notation specified for sign language is sign writing (SW) to
annotate gestures in sign languages. Furthermore, the notation was developed not
only for one language but was built to be appropriate for any sign language. A vast
number of sign languages are already making use of the script. The goal of sign
writing is to enable signers to be literate in their first language, not requiring them to
learn another language in order to read and write. SW is a pictorial notation system
and can describe nonmanual features [23]. It makes use of a set of symbols that can
be combined to describe any sign. Though standardization, efforts are being put into
place, and the system is still flexible; if a language cannot describe a sign with the
available symbols, it is possible to add to the set [24].

5 Challenges in Sign Translation

In another spoken language translation, all the words in one language may have
corresponding words in another language, but in case of sign there are no words. In
some cases of sign translation word in one language is to be expressed by group of
signs or vice versa. The given languages may have completely different structures
with sign language, for example, English has “Sub-Verb-Object” structure, while
Indian sign language has generally “Sub-Object-Verb” structure. For machine
translation there is need to map parts of speech but in sign translation lack of
one-to-one correspondence of parts of speech. The ways in which sentences are put
together also differ among different languages. A word can have more than one
meaning, and sometimes group of words or whole sentence may have more than
one meaning in a language. Words ambiguity is the major issue with almost all the
language in the world. All the translation problems cannot be solved by applying
corresponding grammar, especially when there is no such grammar available for

Table 1 HamNoSys features

Features Hand shapes Hand orientation Location

Composed Basic forms and
diacritics for
thumb position
and bending

Hands and the
corresponding direction

Natural distance of the
hand from the body

Components
involve

The fingers
involved or the
form of
individual
fingers

Finger direction specify
degrees of freedom, and
palm orientation
determining the third
degree

First component the
location within the plane,
second is distance of the
hand from the body

Size (set of
instruction)

Large Small Small
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sign language. Translation requires not only vocabulary and grammar but also
knowledge from past experience. The developer should have a strong under-
standing of the rules under which complex human language operates and how the
mechanism of this operation can be simulated by automatic means for sign trans-
lation. The simulation of sign language behavior by automatic means is hard to
achieve as the language is open and dynamic system in constant change.

6 Conclusion

The steps in translation of sign languages have scope for much improvement. This
work has focused on the intermediary step between Indian sign recognition and
spoken language synthesis, analyzing sign language notation systems and how they
can be used to optimize the translation process. Taking everything into account, we
might want to fortify the note worthiness of deaf studies and the significance of sign
education in India. Beginning with an overview of sign linguistics discussion of the
special challenges for machine translation under Indian environment. Additionally,
we tried to describe briefly the different existing approaches that have been used to
develop machine translation systems for different regions. Through the review
process we conclude that all the machine translation of Indian spoken language uses
statistical and hybrid approaches. We have applied all the discussed notations with
different conditions in ISL and recommended sign writing is best suited. Sign
writing provided a good notation for translation, though the other systems have not
been completely ruled out and may still be successfully used in translation systems.
It has a machine readable format which is continuously being improved, and data in
sign writing is easily available. A corpus of sign writing data can be constructed,
cleaned, and translated using a translation tool for sign.
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Analysis of Emotion Recognition System
for Telugu Using Prosodic and Formant
Features

Kasiprasad Mannepalli, Panyam Narahari Sastry and Maloji Suman

Abstract Speech processing has emerged as one among the most important appli-
cation areas of digital signal processing. In the present world, the speech processing
has become essential for technological developments in various aspects and this
technology is also incorporated in many gadgets. Emotion-based recognition is where
the emotion of the person is identified from the differences in stress and other
properties of speech. The features such as intensity, formants, bandwidth, and pitch
vary with the change in emotion. These changes are identified, and the emotion is
recognized with respect to the average value in that particular emotion. This project
aims to recognize the emotion in Telugu language. The speeches of different speakers
are collected for the same sentence in three different emotions (happy, neutral, and
bore), and various features are extracted from these collected speeches. Finally, an
algorithm is proposed to recognize the emotion based on the features extracted. Its
applications are access control, transaction authentication, law enforcement, etc. The
recognition accuracy to recognize the emotion of the speaker is 79%.

Keywords Speech processing � Emotion recognition � Telugu
Prosodic features � Formant features

1 Introduction

Speech is an important part of human interaction. Hence, a lot of research in this
area is being done and is an open area of research. The different research areas
within speech processing, like machine learning, speech recognition, are the most
sought after among the researchers in the last few decades. Speech recognition is
the research domain in which the meaning of the speech is extracted. There are
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various emotions that a person can exhibit. The detection of these changes in
emotions is done in emotion recognition. This difference in emotions exists due to
the psychological behavior of the person. The detection of these emotions is nec-
essary and is used in criminal detections, truth detector machines, etc. An important
challenge for the research in the area of speech processing and technology is the
understanding and modeling of individual variations in spoken language.
Individuals have their own style of speaking, dialect, accent as well as their social
background. This work focuses on automatic emotion identification of a speaker,
given a Telugu speech sample which can be employed to improve the speech
recognition system.

2 Literature Review

Hansen and Varadarajan [1] have presented their work on speech production in the
noisy environment resulting in the Lombard effect. This effect has a serious impact
on the efficiency of speech systems. The Lombard speech was produced using
varied levels of noise and was analyzed by using features like duration patterns,
energy histograms, and spectral tilt. Gaussian mixture model (GMM) was used as
classifier. The average EERs were improved, and EERs for matched and unmatched
adaptation and testing conditions were obtained as 4.75 and 12.37%, respectively.
EER was as low as 1.78% was obtained at the highest noise level by adapting
neutral speaker models.

Andreas Stolcke, Sachin S. Kajarekar, Luciana Ferrer, and Elizabeth Shrinberg
have described [2] a novel approach for speaker recognition. They have used the
maximum likelihood linear regression (MLLR) adaptation transforms as features
and support vector machine (SVM) for classification. They have shown that how
MLLR–SVM approach can be enhanced by the combination of transforms relative
to multiple reference models. A comparison is made between two techniques for
compensating for intersession variability (WCCN and NAP) as applied to MLLR–
SVM system. The results obtained have shown that the NAP is highly sensitive to
the choice of data for procuring covariance statistics, and the WCCN is very much
influenced by the choice of background set.

Thomas, Eriksson et al. [3] have studied the selection of features for speaker
recognition from the information theory view. They have reported that the classi-
fication error probability to the mutual information across the speaker’s identity and
features is closely related. Qualitative statements about feature selection can be
made by using information theory. Features like different LPC parameterizations
and mel-warped cepstral coefficients were studied.

Ortega-Garcia et al. [4] have proposed a method on speaker recognition in the
area of security applications through speech input. Nevertheless, variability of
speech degrades the performance of speaker recognition. The external variability
and intra-speaker variability sources produce mismatch across training and testing
phases. The channel and intersession variability would be explored for
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accomplishment of real automatic speech systems for the commercial as well as
forensic speaker recognition. The experiments have shown that combination of
score normalization and CMN techniques reduce ERR significantly.

Khalid Saeed and Mohammad Kheir Nammous in their work “A
Speech-and-Speaker Identification System: Feature Extraction, Description, and
Classification of Speech-Signal Image” [5] explained a speech-and-speaker
(SAS) identification system based on recognition of spoken Arabic digits. The
speech samples of numbers from zero to ten collected in Arabic language. The
conventional and the neural network-based classifications were used. The suc-
cessful recognition of the speaker identifying system touched about 98.8% in few
cases. The average overall successful recognition is about 97.45% in recognition of
the uttered word and identifying its speaker. For a three-digit password, the per-
centage of accuracy obtained is 92.5%.

Aronowitz and Burstein [6] presented the efficient techniques for speaker
recognition. These techniques involve approximated cross entropy (ACE) for
approximation of the Gaussian mixture modeling (GMM) likelihood scoring. The
training and testing session was represented by Gaussian mixture modeling. The
algorithm was efficient in performing speaker recognition with very less degrada-
tion when compared to classical Gaussian mixture model algorithm.

Besson et al. [7] proposed an algorithm that explores a theoretical framework for
the extraction of optimized audio capabilities using video information. A simple
way of assessing the mutual information (MI) between the audio and video char-
acteristics as a result which allows the identification of the active speaker. This
approach performs the optimization of an objective function based on the MI.
While estimating of the probability density function (pdf) of characteristics and the
cost function, approximation is not needed. This algorithm achieved a speaker
identification rate of 100% on in-house test sequences, and for most commonly
used sequences, the obtained efficiency is 85%.

Parthasarathi et al. [8] presented a paper on “Privacy-Sensitive Audio Features
for Speech/Non-speech Detection.” The objective of the work was to examine the
features of speech and non-speech detection (SND) having low linguistic infor-
mation. Three different approaches were examined for privacy-sensitive features.
Methods for instantaneous feature extraction, excitation source information, and
feature obfuscation such as local (less than 130 ms) temporal averaging.
Randomization is applied on the information of excitation source. The application
of obfuscation methods on the excitation features resulted in low phoneme effi-
ciencies in concurrence with SND performance comparable to that of MFPLP.

Dharanipragada et al. [9] have presented a robust technique of feature extraction
for continuous speech recognition. The important aspect of the technique is the
minimum variance distortionless response (MVDR) method of spectrum estima-
tion. They have incorporated perceptual information in two approaches: (1) after the
MVDR power spectrum is computed and (2) directly during the MVDR spectrum
estimation. The technique used was MVDR spectral envelope estimation. The
proposed feature extraction method gave a lower WER compared to mel-frequency
cepstral coefficients (MFCC) and perceptual linear prediction (PLP) feature
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extraction in number of cases. The technique is most robust to noise though the
performance in clean conditions is not degraded.

Wu et al. [10] presented a paper on “Robust Multifactor Speech Feature
Extraction Based on Gabor Analysis.” Robust sparse features extraction is done
using a multifactor analysis method by the data sample processing in tensor
structure. From the results, it may be stated that this method can improve the speech
recognition system performance, particularly in noise conditions when compared to
the traditional methods of speech feature extraction.

3 Features

3.1 Prosodic Features

Prosodic features are suprasegmental in nature. Prosodic features are not confined
to a particular segment. They occur at upper levels of a speech utterance. The
prosodic features vary with language and are the undeniable phonetic spurts or
chunks of speech. The prosodic units are marked by phonetic cues which include
the characteristics of prosody like pitch, accents, duration, and intonation.
Generally, pitch can change from sentence to sentence because of rising and falling
intonations. Prosody helps in resolving sentence ambiguity. Prosodic cues such as
pauses and intonation change will make the meaning of the word clear for the
louder speech samples. Prosodic feature is robust. Prosodic information is not only
language-specific; speaker-specific prosody is also available.

3.2 Pitch

Pitch is a perception feature that is shown in frequency scale, and it presents the
ordering of sounds on a frequency-related scale. Pitch is compared as higher and
lower when associated with musical melodies. This requires sound with clear and
stable frequency to distinguish from noise. Pitch may be measured as a frequency
and varies from person to person. The pitch varies even if the emotion of the speech
varies. In this work, pitch calculated using autocorrelation was used.

3.3 Pitch Accent

Pitch accent is a characteristic of some languages, so that the hue variations can be
used to distinguish words, but where potentially distinct tones are restricted to only
one or two syllables of a word—as opposed to fully tonal languages as the standard
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Chinese with each syllable can have an independent voice. In a tone language
accent, timbre phonemic syllable is typically one that is acoustically prominent.

3.4 Intensity

Intensity is a feature that measures stress on the word or syllable level of the speech
signal. Sound intensity can be defined as the sound power per unit area. The noise
in the sound is measured at the receivers end as sound energy quantity.

3.5 Formants

Formants are the characteristics that are non-uniform spectrum adaptation signal
that is in resonance frequencies of the vocal tract and usually have higher
signal-to-noise ratios than the other parts. Formants are important features that
distinguish the words. The order of these frequencies along the frequency axis may
be different, depending on the phonemes and position of the window along the
phoneme (i.e., at the starting or ending of the phoneme). Apart from the formant,
i.e., resonant frequency, bandwidth, and magnitude spectrum can be used in the
special frequency to encode the properties of speech. These properties can be used
in different applications like voice recognition, speech enhancement, noise removal,
and adaptive filters. In this work, the first four formants F0, F1, F2, and F3 are used
as the formant features.

4 Methodology

4.1 Methodology

Eight people were identified for this work, and a sentence given for recording the
speech of the speakers was “entraa ila vachhav (Telugu).” Twenty-five speech
samples were recorded from each speaker using the phone in three different emo-
tions (happy, bore, and neutral). These files which were initially in .mp3 format
were converted into .wav format using media.io. The prosodic features like mini-
mum, maximum, range, standard deviation, and mean absolute slope of pitch,
intensity were extracted successfully. The energy, first four formants, and their
bandwidths were also extracted. The datasheet for 600 samples was prepared. An
average matrix of feature values of all training samples is formed. The individual
emotion was represented in a column. The testing is performed using nearest
neighborhood classifier by finding the minimum distance between training and
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testing samples. The test emotion speech is identified as the emotion class with
which it has the minimum distance. The efficiency of the system is calculated from
the procedure discussed above. This is shown in Fig. 1.

4.2 Speech Samples

India is a nation which can be called as a subcontinent because of diverse culture,
number of languages, and different religions. Indians speak different dialects and
languages. Telugu is a Dravidian category language, which is spoken by the people
who are natives of Telangana and Andhra Pradesh. As standard database is not
available for Telugu language, speech database has been created by collecting
speech samples from eight different people. The sentence has been recorded as
“entraa ila vachhav” in Telugu. Each person speaks the same sentence in three
different emotions. Each emotion has been iterated for 25 times. The utterance of
the sentence is recorded using HTC smartphone. These speech samples help us to
know the speech properties like pitch, frequency, bandwidth, which help us in
further distinguishing the emotion from other samples.

Start

Collection of Database
from Telugu speakers

Conversion of Speech samples to WAV format

Separation of sample for training and testing

Extraction of features using Praat and colea 
for testing and training speech samples.

Finding averaged feature set for training 
samples

Classification of Test speech samples using 
Nearest Neighborhood Classifier 

Calculation of the recognition efficiency of 
the system.

End 

Fig. 1 Methodology of
Telugu emotion recognition
system
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5 Results

One-twenty samples were used in testing phase for identification. Table 1 shows
the results obtained from all samples. It shows 120 test samples and the emotion
identification of them among the eight speakers in three different emotions (neutral,
happy, and bore). Among the 120 samples from eight speakers in three different
emotions, 96 were identified correctly, making the overall efficiency of 80%. Out of
40 samples in neutral emotion, 33 were identified correctly making the efficiency of
it as 82.5%. Out of 40 samples in happy emotion, 34 were identified correctly
making its efficiency 85%. Out of 40 samples in bore emotion, 29 were identified
correctly making the efficiency of it as 73%. This is shown in Table 1.

6 Conclusions

(1) Telugu emotion speech database was developed as there is no standard database
for Indian languages as per the literature survey.

(2) A total of 160 samples for each emotion were developed as training database.
Further, the testing database of 40 samples for each emotion was successfully
developed.

(3) The different emotions collected were sad, neutral, bore from eight speakers
and samples for each emotion.

(4) Prosodic features like minimum, maximum, range, standard deviation and
mean absolute slope of pitch, intensity were extracted successfully.

(5) Features like energy, first four formants and their bandwidths also were suc-
cessfully extracted.

(6) The efficiency of emotion recognition system by using the above features and
nearest neighborhood classifier (NNC) is found to be 79% on an average.

Table 1 Result of Telugu emotion recognition system

Emotions Number of Samples Correctly identified Samples Percentage of accuracy

Neutral 40 33 82.5

Happy 40 34 85

Bore 40 28 70
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7 Future Scope

(1) More number of emotions may be collected for the Telugu emotion speech
database.

(2) The emotion recognition accuracy may be increased by using MFCC features.
(3) This recognition accuracy can be improved by using deep neural networks for

classification.
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Simple Term Filtering for Location-Based
Tweets Classification

Saurabh Kr. Srivastava, Rachit Gupta and Sandeep Kr. Singh

Abstract Twitter micro-blog is producing a massive amount of data. Here, con-
versation spreads rapidly among people having same interests and gets exchanged
at an amazing speed. People share their experiences and opinions openly in
Twitter on various topics such as relations, professional work, daily activities,
health issues, social issues, food activities. So aligning, reasoning and forecasting
the event impact have become the utterly important topics in the related research
community. In this way, Twitter platform provides a new pathway for text-related
knowledge insights. We conducted a content analysis of two locations’ (Arizona
and London) Twitter data during day timings to identify people’s eating habit and
their related discussions on Twitter. According to people’s eating habits, we try to
identify the eating-related potentials using n-gram analysis, especially for pizza. We
have collected 3214-weekend tweets which are collected in 13.33 h. We have
evaluated the result using the n-gram analysis to identify positive, negative and
neutral sentiments related to pizza food. In the reported result, we evaluated the use
of micro-blogging message content as an indicator of opening new eating-related
businesses in a particular geographical region.

Keywords Tweets � n-grams � Micro-blogs � Pizza � Food
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1 Introduction and Related Work

Micro-blogging Websites are creating a new way for enrolling people from various
communities that show different cultural as well as moral values. With the advancement
of mobile technology, the use of these micro-bloggers is frequent and common. People
share their personal and habitual information frequently with the smart phones. LinkedIn,
Facebook, Myspace, Twitter, Google+ are some popular micro-blogs. Micro-blog plat-
forms are creating a new pathway for data acquisition and knowledge representation.
Micro-blog shares several common features such as creating of public profile, defining
the list of other users (friends and followers) whom they share their connection, and
viewing and discovering the connection between other users. Micro-blog supports
unstructured data, so it is always part of research to identify useful patterns from the
unstructured content. People usually communicate with others with their personal feel-
ings and languages, because they communicate in real-time scenario and the content of
micro-blogs is used for real-time analysis. User tweets are available to all his/her fol-
lowers. According to the statistics given in [1], a rough estimate of 54.5 million people
are using Twitter in USA with 63% of users under the age of 35 and 45% between 18
and 34. In addition, USA accounts for 51% of all users worldwide. Twitter4J API
provides a rich interface to work with Twitter. Twitter has been used to understand the
real behavioural and habitual trends. Abdulkareem Alsudais et al. in his paper [1]
represented his work to identify the tweets location of the users. In this, six types of
location categories are identified for representation with tweets, namely active life, eating
out, hotels, nightlife, shopping and shows. Their result can be beneficial for research and
business. Fu et al. [2] present a model for trend prediction in micro-blog community. In
his study, SinaWeibo micro-blog is used for trend prediction and representation of node
vector semantics, and semantics of tweets is understood. Distance between tweets and
nodes is also studied. Achrekar et al. [3] have done the work to predict the flu trend. They
studied Social Network-Enabled Flu Trend (SNEFT) framework, in which tweets
mentioning is used as an indicator of predicting emergence and spread of influenza in
people. Alsultanny [4] has done his research work on forecasting the labour market. To
predict the needs of labour market, data mining approach has been presented by using
three techniques, namely implementing Naive Bayes Classifiers, Decision Trees, and
Decision Rules, and comparisons are done between them. Kannan et al. [5] used a data
mining approach to forecast the financial stock marketing. They have proposed a tech-
nology from which historic data can be used to find hidden patterns that can help
investors in investment decisions. Twitter has been used to automatically track flu and
cancer activities in [6]. Influenza and cancer activity levels in various regions are tracked
and mapped in real time, and output is visualized in the form of interactive maps, pie
charts, and time series graphs. Another study in [7] has modelled and discovered public
health topics and tobacco. Hirose et al. [8] have searched a prediction strategy which can
predict the future trend of influenza by using Twitter data. They combine Twitter data
and CDC’s influenza-like illness (ILI) data and apply regression model on that data. The
main focus of this paper is to find more accurate way of prediction, and they found that
instead of single linear regression model, multiple linear regression models with ridge
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regularization give better and more accurate result. Wang Hao et al. saw that micro-blogs
currently effect social communication, their taste, their lifestyle and their thinking [9]. In
this paper, they try to identify the reason for the spread of tweets and its behaviour. They
have used Susceptible-Infectious-Susceptible (SIS) model for their result, which was
developed in medical field that identifies the reason for the spread of infectious disease.
The main focus of the model is to predict future retweet trend. Akshay Java et al.
observed the micro-blogging trend by analysing topological and geographical data by
Twitter; they found that because of a lot of people using micro-blogs by the community,
it is easy to find intentions of the community; they also focus on how user with similar
intentions connects with each other [10].

Contribution: In this, we have collected tweets based on geographical location
parameter (latitude, longitude) [11, 12]. These tweets are extracted based on the
keywords’ search that is basically related to food-related habits such as pizza,
burger, KFC. Tweets are collected during daytime of weekend of two popular cities
(Arizona and London). Then, the n-gram analysis is used for classifying tweets into
positive, negative and neutral categories. Graphical measure (pie chart) is used for
ease of understanding. So this classification of tweets can help us to recommend
what type of business will flourish at any geographical location. The rest of this
paper is organized as follows: Sects. 2, 3 and 4 present details of evaluated results,
processing and discussions. In Section 5, conclusion of the work is explained, and
the paper ends with Sect. 6 that explains the future work directions (Fig. 1).

Tweet Collection

Multiple Tweets

Pre-Processing

Feature Extraction

Stemming

Stopword Removal

Data Ready For Analysis

Stem List

Stop Word 
List

Location Parameters Key Words List

Fig. 1 Pre-processing task
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2 Evaluated Results

(1) Data preparation

In order to obtain the tweets to identify the eating habits, we have chosen two
popular cities (London and Arizona), and with the use of Twitter API (Twitter4J),
we gathered tweets from their latitude and longitude: with London having the
latitude and longitude of 51.5072°N, 0.1275°W and Arizona having the latitude and
longitude of 34.0000°N, 112.0000°W, within the range of 2 miles from coordinates.
The tweets are related to food activities and are extracted with the keywords—
pizza, KFC, Domino’s, fast food, pizza party, hot dog, snack, McDonalds, food and
burger. The data we have collected are usually loosely organized. Unstructured text
may lead to poor text analysis that affects the accuracy of an output. So to bring the
data into an understandable format, we need to pre-process it. Sample of tweets that
we have collected is given in Table 1.

These collected tweets are irrational at this point of time. These tweets we have
collected for around 13.33 h during weekend and collection times for tweets in both
the cities are same. We have removed irrelevant data using some stopping words.
The list of stopping words is applied to the raw data. Java program is used for
removing stop words. The list of stopping words is given in Table 2.

To perform the n-gram analysis, stemming is used to make the data in an
understandable format. To normalize the sample data, we have used stemming.

Stemming—Stemming reduces words to its root form. To find out the stem/root
of a word, the stemming method is used. For example, the words such as materially,
materialized, materiality and materialize all can be stemmed to the word ‘material’.
The main purpose of this process is to reduce the number of words, to remove
various suffixes, to save memory space and time and to have exactly matching
stems. Stemming process is based either on linguistic dictionaries or on various
algorithms. The goal of stemming is often removal of derivational affixes. For our
stemming process, we have used Snowball Stemmers. Snowball is a language in
which stemming algorithms can be easily represented. We have used Snowball
Stemmer class for stemming. Figure 2 shows stemming process.

Table 1 Tweets sample

Tweet
No.

Tweet’s content

T1 These refs treating Gasol likes he's sacred treasure pizza

T2 Off at home at 2:50 what's going on!? The relegation party should have a step
longer! #UTC

T3 The Lauriston pizza in the park?? @ Victoria Park https://t.co/t0p9IlN7f0

T4 It's inevitable that whenever lucy is hungover I will receive a snapchat of her
dominoes pizza
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(2) Data processing (n-gram analysis)

Data processing involves extracting the required information from a given data
set.

For processing our pre-processed rational data, we have used Python. Python is a
programming language. It is an object-oriented programming language with lots of
features which do support in the development of Web applications as well.

The n-gram is basically a set of co-occurring words that are in a given window,
and during its computation, we typically move one word forward. These models are
extensively used in text mining and natural language processing. The n-gram model
is imagined just like placing a small window over a text. The simplest n-gram
model is, therefore, the so-called unigram model. In a unigram model, we only look
one word at a time.

For example, for the sentence ‘I really like pizza it’s pretty good’, if N = 2
(known as bi-gram), then n-grams would be:

• I really
• Really like
• Like pizza
• Pizza it’s
• It’s pretty
• Pretty good

So we have six bi-grams in this case. Note that we moved from I ! really to
really ! like to like, etc., essentially moving one word forward to generate the
next bi-gram.

If N = 3(known as trigram), the n-grams would be:

Table 2 List of stopping words

Stopping words

be, we, so, am, is, are, the, that, for, in, by, and, @, #, $, &, to, above, after, along, e.g., ex, go, it,
is, then, was, were and than

Material 

Materially 

Materialize 

Materiality 

Materialise 

(Stem) Materi 

Material  

Fig. 2 Stemming process
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• I really like
• Really like pizza
• Like pizza it’s
• Pizza it’s pretty
• It’s pretty good

So we have five n-grams in this case. Similarly, if N = 1, then this would be the
case of unigram. Now for text categorization, we compute bi-grams for each word
and then counted its frequency with positive sense word followed by food-related
keywords. For the computation of the n-gram analysis, we have used open-source
Natural Language Toolkit (NLTK). NLTK is a leading platform for building
Python programs to work with human language data. Sample bi-grams are listed in
Table 3.

3 Results

There are total 3214 tweets collected from London and Arizona in 13.33 h. in a
weekend. These collected tweets are based on the keyword related to food activity.
We have consolidated 2037 tweets from London and 1177 tweets from Arizona.
Once these tweets are collected, they are pre-processed and final data processing i.e.
n-grams are done. From tweets that are collected from London, we are able to
construct a total of 15,251 bi-grams, and similarly from Arizona, a total of 11,458
bi-grams are constructed. From these bi-grams, we have identified the positive,
negative and neutral sentimental bi-grams, as a prefix followed by food-related
keywords.

To identify positive, negative and neutral bi-grams, we have used the keywords
given in Table 4.

The outcome of the number of tweets at two cities is given in Table 5.

Table 3 Sample of collected
bi-grams

Bi-grams Frequency

(‘good’, ‘food’) 8

(‘healthy’, ‘food’) 8

(‘Need’, ‘food’) 6

(‘got’, ‘food’) 6

(‘with’, ‘pizza’) 4

(‘yummy’, ‘foodie’) 4

(‘Burger’, like) 4

(‘dominos’, ‘pizza’) 4

(‘pizza’, ‘with’) 4

(‘love’, ‘cheese’) 4
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4 Discussion

With the analysis of tweets, we found 147 and 165 positive sensed tweets from
London and Arizona. These tweets are collected within same time span which is of
13.33 h. The graphical representations of these two are represented in the following
pie charts (Fig. 3).

From the pie chart, it is clearly visible that numbers of positive tweets in Arizona
are much more than London, during the same time span.

5 Conclusion

We directly address the problem of identifying the potential location, which is
vulnerable to food activities. We focus on the tweets which are having food-related
keywords such as pizza, burger, KFC. We performed bi-gram analysis and explored
the positively sensed bi-grams and concluded our work by classifying the bi-grams

Table 4 Sentiment keywords

Sentiment Keywords

Positive affection, appreciation, fondness, lust, amity, delight, like, love, delight, with,
yummy, delicious, amazing, enjoy, zest, healthy and excellent

Negative dislike, hate, junk, worst, nah, cold, shittest and dirty

Neutral of, me, my, Gre, ice, service, use, after, bank, festival, kg, e.g., from, desert,
competition, English, oven, looks, free, fast, tastes, follow, slice, cooked, honest,
actual, about, vegen

Table 5 Tweets data

Location Positive bi-grams Negative bi-grams Neutral bi-grams Total bi-grams

London 147 23 262 15,251

Arizona 165 11 173 11,458

Positive
bi-grams
Negative
bi-grams
Neutral
bi-grams

Positive
bi-grams

Negative
bi-grams

Neutral bi-
grams

Fig. 3 Pie chart for showing sentiment tweets
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into three major categories, i.e. positive, negative and neutral. Based on the results
of collected tweets, we can easily depict that Arizona is having more potential for
food-related businesses than London. Pie chart is used as a graphical measure to
make the understanding more clear.

6 Future Work

The work can be further extended for analysis to get better results. The sample data
can be extended for further more days, so that more informative results can be
introduced. Enhancement can be done by adding some more useful keywords. This
work can be extended for health care, education system, etc. Other NLP techniques
can also be used to increase the overall accuracy.
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Security Analysis of Scalable Speech
Coders

Richa Tyagi, Kamini Malhotra and Anu Khosla

Abstract Scalable speech coders have been developed in order to achieve efficient
speech communication over mobile ad hoc networks (MANETS). In practice,
selective encryption is used with scalable speech coders to provide security of
speech data. This paper analyzes the scalable ADPCM coders with selective
encryption scheme where only core bits of coded speech are encrypted. The
parameters of the coder have been identified by analyzing the selectively encrypted
speech. The methodology developed is based on signal processing techniques.
Autocorrelation method and power spectral density have been used to extract the bit
rate and align the core and enhancement bits. Further zero crossing rate and Fourier
Transform operations are used to detect speech-pause regions.

Keywords Scalable coder � Selective encryption � MANET � Core bits �
Enhancement bits

1 Introduction

Scalable speech coders have been proposed in literature for voice communication
over mobile ad hoc networks (MANETs). MANETs are self-configurable infras-
tructures less wireless networks providing mobility and ease of deployment.
Achieving reliable and efficient voice communication over such wireless links is an
important issue as packet loss rate and end-to-end packet delay tends to increase
under adverse conditions of heavy traffic load, high mobility, and channel
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noise [1, 2]. One of the critical requirements for such networks is a bandwidth
efficient speech coder which can perform well in spite of the constraints of
MANETS.

Providing security to information communicated over such networks is an open
research problem. One of the methods proposed for secure voice communication
over these networks involves the combination of scalable speech coding with
selective encryption of the bit stream [3–5]. This paper presents the security
analysis of a combination of ADPCM (Embedded ADPCM—Telephone speech
coder: G.727)-based scalable speech coder with selective encryption technique.
Section 2 describes the scalable speech coder and selective encryption is discussed
in Sect. 3. The analysis approach has been described in Sect. 4 and the Results and
Conclusion have been discussed in Sect. 5.

2 Scalable Speech Coding

Mainly two types of scalable speech coders are available: SNR (Bit rate) and
Bandwidth scalable coders [6, 7]. The SNR scalable coder provides acceptable
quality of speech at lowest bit stream rate known as core bit stream rate. At the
same time, it can also provide one or more enhancement bit streams which when
combined with the core bit stream improves the speech quality at the receiver side.
In bandwidth scalable coder, voice with a narrower bandwidth is coded as a base
layer stream that provides acceptable speech quality. One or more enhancement
layers that encode frequencies above the base layer bandwidth may be added to
provide the improved speech quality.

There are two existing standards for SNR scalable coders, namely, G.727 which
is based on embedded ADPCM coder and operates at rates of 16, 24, 32 and
40 kbps [8] and the MPEG-4 speech coding tool [9] based on code-excited linear
prediction (CELP) with variable bit rates varying from 3.85 to 12.2 kbps.

In this paper, G.727 SNR scalable speech coder (Fig. 1) was considered for
analysis. It is based upon embedded adaptive differential pulse code modulation and
it operates at data rates of 16, 24, 32, and 40 kbps which correspond to 2, 3, 4, and
5 bits per sample, respectively. The rate of core layer is 16 kbps, and maximum of
three enhancement layers each increasing the rate by 8 kbps can be included. The
enhancement bit streams are dropped when wireless channel becomes congested, or
to conserve mobile battery power [8].

The embedded ADPCM (G.727) [8] is an extension of basic ADPCM G.726 and
is recommended for use in packetized speech systems operating according to the
Packetized Voice Protocols (PVP). The PVP is able to relieve congestion by
modifying the size of packet when the need arises. Table 1 defines the combination
of core and enhancement bits for different bit rates [8].

154 R. Tyagi et al.



3 Selective Encryption

Selective encryption is a technique where only some of the bits of the data are
selected and encrypted while rest of the bits are transmitted in clear in order to
conserve resources such as bandwidth and battery power [10] (Fig. 2).

The important issue is to decide which bits are to be protected to provide
expected security so that if any security attack happens on the unprotected bits the
adversary should not be able to detect any important information about transmitted
data. While several studies of selective encryption, based on different types of block
and stream ciphers, for video and image compression have been performed and
documented [11, 12], very few results on selective encryption of coded speech have
been presented [3, 4].
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Fig. 1 Basic diagram of scalable speech coder

Table 1 Combination of
core and enhancement bits for
different bit rates [8]

Coding rate (kbps) Core bits (C) Enhancement bits (E)
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Fig. 2 Scalable coding with selective encryption
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Servetti and De Martin [3] investigated partial encryption of non-scalable coder
G.729 at 8 kbps and demonstrated that partial encryption of about 45% of the bit
stream provides protection equivalent to full encryption. Gibson and Servetti [4]
investigated the performance of selective encryption on MPEG-4 standard CELP
scalable speech coding tool. It is claimed that as the enhancement bits only provide
quality and as such do not leak any information about the message, encryption of
the core layer of scalable coders only is sufficient to ensure a high level of
protection.

In this paper, selective encryption of G.727 using stream cipher [13, 14] has
been analyzed and it has been shown that the partially encrypted coded speech leaks
information about the parameters as well as underlying speech.

4 Analysis of Selectively Encrypted
Scalable Speech Coding

The objective of the analysis was to determine the strength of selective encryption
over G.727 coding. For the analysis, G.727 scalable coder with selective encryption
was implemented in software and analysis was carried out using signal processing
techniques. The input PCM speech data at 64 kbps was encoded at variable rates
(40, 32, 24 and 16 kbps) and the core bits of the encoded bit stream were then
selectively encrypted by XORing it with linear feedback shift register sequence.
The encrypted bit stream was then intercepted like an eavesdropper. The spectro-
gram of the input, encoded and encrypted (core bits—encrypted and enhancement
bits—clear) speech is shown in Fig. 3.

The complete methodology of analysis various operations carried out on the
encrypted speech signal is described in the flowchart given in Fig. 4.

4.1 Identification of Bit Rate

The coder has four variable bit rates as mentioned so the first step is to find out the
bit rate/bits per sample in the intercepted data. The autocorrelation method which
measures the similarity between intercepted sequence and its time-delayed version
was used.

By taking sample to sample autocorrelation, a peak after the actual number of
bits per sample was observed because it attains a maximum at samples 0, ±P,
±2P…, if signal is periodic with period k samples. The plot of the autocorrelation
function output is shown in Fig. 5.
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4.2 Identification and Alignment of Core
and Enhancement Bits

Next step was to identify core and enhancement bits (C, E) and correct alignment of
the given bit stream. The power spectral density (PSD) function which estimates the
distribution (over frequency) of the power contained in the given signal was used
for this purpose. The following steps were executed to obtain the accurate result:

1. The power spectral density of the given bit stream was computed in a sliding
fashion for all combination of core and enhancement bits, e.g., let the inter-
cepted signal have bit rate of 40 kbps with 5 bits/sample and core and
enhancement combination is (2, 3).

2. The difference of core and enhancement bits PSD range was calculated for all
combinations.

3. Maximum value of difference was computed as per Eq. 1:
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Dmax ¼ Max Range PSD cið Þð Þ�Range PSD eið Þð Þð Þj j; i ¼ 1 to 5 ð1Þ

PSD (ci) and PSD (ei) being the power spectral density value for core and
enhancement bits for each combination.

4. Steps 1–3 were repeated for all combinations of core and enhancement, i.e.,
(2, 3), (3, 2), (4, 1) (three combinations), and Dmax computed for all
combinations.

5. Maximum of the Dmax in the above-computed values indicated the correct
alignment of bit stream.

Identification of Variable Bit Rate 
(16/24/32/40 kbps)

Input- Intercepted Selective 
Encrypted speech encoded signal

Correct Alignment of Bit Stream and 
Identification of Core & Enhancement Bits       

Separated Core & Enhancement Bit Streams   

Speech-Pause Detection from Encoded 
Enhancement Bits                           

Intelligibility Test using Only MSB of 
Encoded Core Bit Stream (unencrypted)

Fig. 4 Analysis flowchart of the complete methodology
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Fig. 5 Autocorrelation’s plot of selectively encrypted ADPCM coded speech, 5-bit scalable coder
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This maximum difference is obtained for the correctly aligned bits as the power
spectral density of the encrypted core bits is flat (similar to a random noise) whereas
for other combinations power spectral density of core bits is having some periodic
variations. The difference can be easily seen as depicted in Fig. 6.

4.3 Speech-Pause Detection from Encoded
Enhancement Bits

The input data was segmented into 32 ms frames, and zero crossing rate and Fast
Fourier Transform (FFT) were computed from the unencrypted enhancement bits.

The spectrogram of input speech and plain enhancement bits is shown in Fig. 7.
The zero crossing rate obtains lower values in speech regions as compared to pause
regions as shown in Fig. 8. As the magnitude of pause region is high as compared
to speech region in the enhancement layer so it gives higher value of FFT coeffi-
cients for pause regions as shown in Fig. 8. The speech-pause regions were sepa-
rated based on a threshold value.

4.4 Intelligibility Tests

In G.727 scalable coder, the minimum bit rate is specified as 16 kbps and minimum
two core bits are required for transmission that provides acceptable coded speech
quality. Only encoded core bit (unencrypted) frequency pattern was studied, and
after analyses, it was concluded by listening tests that only first most significant bit
(MSB) of encoded speech can also lead to intelligible speech. Some formants are
visible in the spectrogram of single core bit (MSB) speech is shown in Fig. 9.
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5 Conclusion and Discussions

An approach to analyze security of selectively encrypted speech encoded using
scalable ADPCM coding transmitted over ad hoc networks has been proposed. It is
shown that encryption of only core bit stream of scalable embedded ADPCM
speech coder (G.727) as proposed in literature is not sufficient to ensure security.
Simple signal processing techniques like autocorrelation, power spectral density,
zero crossing rate, and Fourier Transform can be applied to extract useful infor-
mation from such encrypted signals. The knowledge of pause regions obtained from
analysis of enhancement bits may lead to recovery of partial key bits. The intelli-
gibility test performed on unencrypted core bit stream indicated that recovery of
only the MSB can result in intelligible speech.
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Issues in i-Vector Modeling: An Analysis
of Total Variability Space and UBM Size

Mohit Kumar, Dipangshu Dutta and Pradip K. Das

Abstract Recent trends have indicated the use of very high computations for
solving the problem of speaker recognition. However, there are cases when gains
are not commensurate to the additional computations involved. We have studied the
effect of size of UBM and the total variability matrix, T, in i-vector modeling on the
recognition performance. Results indicate that after T size 50, there is a very small
performance improvement. For UBM size, 128 is observed as the optimal mixture
count. For performing the experiments, we have used the ALIZE toolkit and
TED-LIUM database.

Keywords i-vectors � Joint factor analysis � GMM � UBM � JFA

1 Introduction

Research on speaker identification and verification has been going on since dec-
ades. However, a definite solution to the problem is still not found. Speaker
identification is the process of identifying the person who produced the utterance
under test. Speaker verification is the task of checking whether the test utterance is
produced by the claimed speaker or not. The decision is either a yes or a no.

There have been several attempts to solve the problem of speaker identification.
This work has been first reported in [1] with the introduction of Gaussian mixture
models (GMMs) to model the speaker using the mixture components. The means
and the variances thus obtained were used as models. The identification was done
by finding the probability of the utterance given in the models, and the model with
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highest probability was selected as the identified speaker. In order to improve
convergence time and generate better models, adapted GMMs were proposed [2].
The principal idea was same as the original GMM model but with the modification
that the speaker models were now not generated from scratch. Instead, universal
background model (UBM) was used for generating speaker models.

In 2005, the concept of joint factor analysis was introduced [3, 4]. The idea was
to model the variability of speaker and channel effects separately. However, i-vector
modeling was soon proposed as an improvement to JFA modeling.

The i-vector paradigm has been an active area in speaker recognition and ver-
ification research [5]. Dehak et al. [6] proposed a channel-blind approach for
telephone as well as microphone data. References [7, 8] have presented ways to
calculate i-vectors in an efficient way. The use of PLDA for channel and speaker
compensation has been explained in [9]. At the same time, [10] demonstrated that if
training utterances are sufficiently long, shorter utterances for testing can also give
better accuracy. Reference [11] showed that PLDA is useful even when the testing
utterances length is variable. Reference [12] has tried to reduce the data requirement
for training by using k-nearest neighbor (k-NN) algorithm. Reference [13] has
compared robustness of different approaches to speaker recognition. I-vectors have
also been employed in language recognition tasks [14, 15]. Reference [16] has used
extended feature vector, consisting of MFCCs with some tandem features, before
calculation of i-vectors. They have discovered the differences in features to be used
for speaker and language recognition tasks.

The rest of the paper is organized as follows. The next section describes the
motivation behind the study. The third section highlights upon the speaker mod-
eling techniques used and the theory behind speaker recognition systems. The
fourth section describes the experimental setup and data used. The fifth section
reports the results obtained from the experiments and discusses important obser-
vations. We conclude the paper in the sixth section.

2 Motivation

Several studies have been conducted suggesting the use of i-vector-based methods
to solve the problem of speaker identification. Many studies also experimented with
different compensation techniques to be used along with the method. However, it is
not explicitly formulated why a particular configuration of the method should be
used. The motivation behind the following experiments is to determine the optimal
size of the total variability matrix, T, which should be used for generating i-vectors
so that the computation involved can be reduced to minimum, along with main-
taining acceptable accuracy. It is also worth exploring how, for a particular size of
T, the number of mixture in the UBM affects the accuracy. Another interesting
variable is the size of the test utterance. Exploring this issue is also one of the
motivations behind this study.
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3 Speaker Modeling Techniques

GMMs have been used for speaker recognition tasks for more than two decades
now [1]. They have served as the basis for speaker recognition experiments. They
have the ability to form smooth approximations to arbitrary densities. A GMM is a
weighted sum of C components. It is represented as follows:

p xjkð Þ ¼
XC

i¼1

wig xjli;
X

i

� �

where x is a D-dimensional vector, wi, i = 1, 2, …, C are the mixture weights, and
g xjli;

P
i

� �
, i = 1, 2, …, C are the component densities of the Gaussian. The

intuition is that the components of the Gaussian may in some way represent
speaker’s broad phonetic events [2].

To handle data constraints and enable faster convergence, adapter GMMs were
proposed. Instead of building speaker models from scratch, UBM parameters were
used to generate speaker models, and MAP algorithm was used for adaptation. The
adaptation parameters were used to control the balance of UBM characteristics and
speaker utterance characteristics.

Kenny et al. [3] proposed a joint factor analysis model to explain most of the
variance of speaker and channel through smaller number of factors. The model aims
to make a decision that whether the difference in the test and reference utterances
can be accounted by inter-speaker variability or intra-speaker variability.
Intra-speaker variability may arise due to channel and speaker’s emotional state. It
was widely understood that speaker variability modeling is more important than
modeling channel variability. However, in an analogous study [17] in face recog-
nition, it was found that modeling intra-person variability, without modeling
inter-person variability, led to good performance. The factor analysis can be rep-
resented as follows:

M ¼ mþVy þUx þDz

where m is a speaker and session independent supervector of means which is
obtained generally from the UBM means, V&D are related to speaker subspace, and
U reflects the session space.

Dehak et al. [18] showed that even while modeling channel factors and speaker
factors separately, there was still some information about speaker in the channel
factors. A single total variability space was therefore proposed. The total variability
space is then used to extract i-vectors. In i-vector modeling, a GMM supervector is
represented as follows:
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M ¼ mþ Tw

where m is a speaker and channel independent supervector, T is a low-rank matrix
which represents the principal directions of the speaker and channel variability and
is the basis of the smaller total variability space, w is a standard normal vector. The
components of w are called total factors, and they represent the coordinates of the
speaker in the reduced total variability space.

4 Experimental Setup/Layout

4.1 Data/Corpus

For our experiments, we used a part of the TED-LIUM [19] dataset/database. The
TED-LIUM dataset consists of 1495 TED talk recorded at a sample rate of 16,000,
16 bit representation, with a bit rate of 256 K. The encoding used is 16-bit signed
integer PCM. Out of the 1495 recordings, we used 50 of them in our experiments
which amount to more than 10 h of speech data. For preprocessing, we removed the
initial music found in all the data files. We split the data into two parts: training and
testing. For training, we used approximately 15 min of the recording for each
speaker. The testing part was different for each of the experiments conducted.

For the first experiments, we used utterances of 5 s in length as test cases.
Several such tests were conducted for each speaker resulting in at least 40 test cases
for each speaker. The total test cases used were 2819.

For the second and third experiments, we used utterances of length 10 and 15 s,
respectively. The fourth test used the complete test files which were of length at
least 3 min and at most 8 min. These tests were designed to understand how the
length of the test utterance affects the accuracy of the recognition system.

4.2 Feature Extraction

Feature extraction is an important step in any recognition system. For our experi-
ments, we used the SPro tool to extract the features. We used the 60-dimensional
feature vector for each frame. Here, each frame refers to a segment of 10 ms from
the utterance. The feature set used is mel-frequency cepstrum coefficients [20, 21].
The 60-dimensional feature vectors consist of 19 static coefficients followed by log
energy value, followed by the delta and acceleration coefficients.
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4.3 Experiments

We experimented with different sizes of the total variability matrix for a particular
mixture count in the UBM. We started with 16 mixtures in the UBM and increased
the mixture count up to 512. We also tested that the performance of system by
keeping the i-vector size constant while varying the mixture count in the UBM.
Further, we tested the system with varying length of test utterances. For performing
our experiments, we used the ALIZE toolkit [22]. For scoring, we have used the
cosine distance scoring method.

5 Results and Discussion

In case of 5 s length test utterances, we found that when we vary the size of the total
variability matrix while keeping the mixture count of the UBM fixed, we see a
distinct rise in accuracy when mixture count is increased from 16 to 32. However,
there is a significant dip at 64 mixtures except when the T matrix size is 200. This
indicates that for representing the speaker characteristics, 64 may not be a good
mixture count for most of the cases. On increasing the number of mixtures to 128,
there is further increase in accuracy but the improvement from 32 to 128 mixtures is
less than the improvement observed in going from 16 to 32 mixtures. Increasing the
mixture count to 256 and 512 components does not yield significant improvements.
This indicates that after 128 mixtures, we are using a large amount of computation
for very small improvements. Thus, it would be useful to choose 128 mixtures for
speaker representation. However, 32 mixture count can also serve well in cases
where there are computational limitations (Figs. 1, 2, 3, 4, 5, 6, 7, 8, and 9; Table 1)

We also observed that if we increase the size of the T matrix while keeping the
number of mixtures in the UBM constant, there are no significant gains after the
size 50. There is, however, a jump in accuracy of one case when the mixture count
is 64. In that case, we see accuracy going from 79.60% at size 50–90.28% at size
200. Therefore, T size 50 may be proposed as an acceptable working configuration.
Along with this, the mixture count may be chosen as 32 or 128, depending on the
availability of computation resources.
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Similar trends were seen for 10, 15 s, and full-length test files. Another inter-
esting observation from the results is that when we increase the length of test
utterances, performance increases from 5 s length to 10 s length. However, there is
either a dip or no improvement in performance while going from 10 to 15 s
utterances. We also see that the performance is 100%, except for the case of T size
10, for complete length test files. This is expected as the test utterances have
sufficient amount of data in them for testing accurately.
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Table 1 Performance evaluation with 5, 10, 15 s, and full test files

No of
mixtures

T
size

Accuracy
(5-s)

Accuracy
(10-s)

Accuracy
(15-s)

Accuracy (full test
file)

512 10 82.511529 88.76081 88.82979 98

512 20 89.357928 93.08357 92.65957 100

512 50 91.663711 94.16427 92.76596 100

512 100 91.628237 94.16427 92.76596 100

512 200 91.344448 94.16427 92.76596 100

512 400 91.663711 94.16427 92.76596 100

256 10 78.964172 87.39193 88.40426 96

256 20 88.861298 93.01153 91.91489 100

256 50 91.379922 94.02017 93.29787 100

256 100 91.379922 94.02017 93.29787 100

256 200 91.344448 94.02017 93.29787 100

256 400 77.084072 94.02017 93.29787 100

128 10 79.602696 87.24784 87.65957 98

128 20 88.258248 92.43516 91.59574 100

128 50 90.883292 94.02017 92.76596 100

128 100 91.202554 94.02017 92.87234 100

128 200 91.202554 94.02017 92.87234 100

128 400 91.202554 94.02017 92.76596 100

64 10 69.102519 86.74352 87.12766 98

64 20 78.006385 91.78674 90.6383 100

64 50 79.602696 93.37176 92.55319 100

64 100 79.602696 93.37176 92.55319 100

64 200 90.280241 93.37176 92.55319 100

64 400 79.567222 93.37176 92.55319 100

32 10 70.273147 80.69164 84.04255 94

32 20 84.568996 90.05764 89.78723 100

32 50 89.499823 93.01153 92.23404 100
(continued)
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6 Conclusion and Future Work

In this work, we analyzed the effect of variation of size of the total variability
matrix, T, for a given mixture count, on the accuracy of the i-vector system. We
also analyzed how the mixture count of UBM affects the accuracy while keeping
the size of T matrix constant. We found that the T matrix size 50 along with mixture
count of 32 or 128 shows good performance. This also helps to reduce computa-
tional costs. While studying the effect of length of test utterances on performance,
we observed that the 10 s length utterances produced the best results. However,
100% accuracy can be achieved with longer test utterances. Interesting future
experiments can include the analysis of the length of size of training utterances on
the performance of the system.
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Acoustic Representation of Monophthongs
with Special Reference to Bodo Language

Uzzal Sharma

Abstract Speech recognition is getting popularity day by day, as it plays a
remarkable role in the field of human–computer communication (HCC). Due to the
inclusion of speech recognition feature in the latest operating systems, its impor-
tance has been increased many folds. Although a lot of work has been conducted in
English, the other languages have not yet been completely explored as far as speech
research is concerned. In the present paper, a major language of northeast India, the
Bodo language, has been studied in terms of monophthong sounds present in it,
using formant frequency based on LPC. The study reveals a number of facts which
will be helpful in the speech and speaker recognition.

Keywords HCC � LPC � Formant � Monophthong � Diphthongs � Vowel �
Consonants

1 Introduction

The pure vowels of any language are known as monophthong. The articulation of
monophthong does not glide up or down toward a new articulation position during
the articulation. Their articulation is almost fixed at the beginning and end of
articulation. In contrast, spoken language also has another type of sound pattern
known as diphthong. The diphthongs are characterized by the presence of two
vowel sounds in it. Practically, all the diphthongs contain two monophthongs. For
example in English, the word “bit” has a monophthong having only one vowel
sound; on the other hand, the word “tear” has a diphthong having two vowel
sounds, where it glides from one vowel sound to another. Similarly, in case of Bodo
language, the words Goi, aai, jiu, eo, khao are diphthong type words [1]. Some of
the Bodo monophthong words are si, er, su, ga, ran. Although Bodo is a tonal
language, in the current study, the tonal aspect is not considered [1]. In the current
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paper, the monophthongs of Bodo language will be studied from the acoustic view
point, so that it will become an important cue toward the study of Bodo language
for the purpose of speech recognition. The articulated sounds are categorized as
voiced and unvoiced. The monophthongs or vowel sounds fall under voiced sound.

2 Background

It has already been established that a sort segment of speech can be considered as
the output of a stationary or quasistationary wave. The speech signal can also be
considered as the output of a linear system which is fixed for a time interval, excited
as a quasiperiodic series of impulse train [2]. All the formant frequencies do not
contain meaningful information which is sufficient enough to distinguish the voiced
sounds or vowels. But the first four formant frequencies, namely F1, F2, F3, and F4
contain important information which is capable enough to distinguish the voiced
sound or vowels [3]. But in the current study, we are going to consider only first
three formants.

Bodo language is derived from Tibeto-Burman class which is in turn derived
from Sino-Tibetan language group. Bodo language is one of the scheduled lan-
guages spoken in India especially in the northeastern part of India which has given
special rights by the constitution of India. It is the official language of BTC, Assam.
There are six pure vowels, sixteen consonants including two semivowels [4, 5–6] in
Bodo language as shown in the following tables (Tables 1 and 2) respectively.

3 Recording Setup and Laboratory Environment

The environment and laboratory setup in which the experiment is conducted is very
important as far as the accurate result is concerned. That is why, it is very much
important to conduct the experiment in a perfect environment, which is globally
standardized [7] [8]. In the current research, the following setup has been employed
to maintain a standard accepted by majority:

• Microphone shure: model number SM63,
• Frequency response: 80 Hz–20 kHz,
• 5-channel audio mixer 20 Hz–20 kHz, model UNISOUN, UB-100e,

Table 1 Vowels present in
Bodo language (pure)

Tongue position

Front Central Back

Close i ɥ, ɯ

Mid e ɔ

Open ə
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• Sound card: good quality (creative make),
• Distance maintained 8 cm between the speaker and the microphone.

The setup diagram of the recording process is shown in Fig. 1.

4 Experiment

In the current study, the formants of six pure vowels of Bodo language will be
calculated and analyzed for 50 male and 50 female, so that some important
information can be achieved for further use [9–11]. For this, the formant fre-
quencies of six pure vowels will be estimated using linear predictive coding (LPC),
by using the value of linear prediction coefficient. The formant frequencies will be
obtained from the calculation of the roots of the prediction polynomial [1]. The
different steps involved are as follows which is diagrammatically represented in
Fig. 2.

Table 2 Consonants present in Bodo language

Articulation type Bilabial Alveolar Palatal Velar Glottal

Plosive b d g

ph th kh

Nasal m n ɳ

Fricative s z h

Trill r

Lateral l

Semivowel w y

Fig. 1 Block diagram of recording process
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i. As a first step, the voiced segment of pure vowels is identified by using
spectrogram function. The appropriate segment is extracted from the spec-
trogram for the purpose of analysis. After this, the speech segment is subjected
to preprocessing Fig. 3.

ii. As a part of preprocessing of the segment, first the speech segment is subjected
to windowing followed by another step known as pre-emphasis.

iii. After the windowing and pre-emphasis, the linear prediction coefficients
(Eq. 1) can be obtained.

iv. Finally, the formants can be generated based on the linear prediction
coefficient.

x̂ nð Þ ¼
Xp

i¼1

aix n� ið Þ; ð1Þ

where x̂ denotes the signal predicted, x n� ið Þ the previously observed value, and ai
the coefficients of the predictor. The error generated by this process is

Speech Signal Spectrogram Windowing Pre-emphasis

LPC coefficient Formant

Fig. 2 Formant estimation

Fig. 3 Spectrogram for the
vowel /a/
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e nð Þ ¼ x nð Þ � x̂ nð Þ; ð2Þ

where x nð Þ is the signal value expected.

5 Result and Discussion

The analysis of Bodo monophthongs was done using MATLAB 7.1 and COLEA.
Each recorded voice is first digitized and then is divided into 30 frames each of
duration 18 ms (ms) each. Each frame contains approximately 386 samples, and for
each frame, first (F1), second (F2), and third (F3) formant frequencies are computed
and analyzed. The different formant frequencies for the Bodo vowels /i/ and /o/
associated with the selected informants are shown in Tables 3 and 4 for male and
female, respectively.

From the current study on Bodo monophthongs articulated by female and male
informants, it is found that for both male and female the third formant frequency

Table 3 Range of variation of formant frequencies of Bodo vowels (Female)

Vowel F1 (kHz) F2 (kHz) F3 (kHz)

i Max 2.370137 3.131033 3.998522

Min 0.26401 2.398266 3.068157

Average 0.424432 2.630018 3.679552

Range 2.106127 0.732767 0.930365

o Max 2.023202 3.780805 3.279643

Min 0.325971 0.655054 2.473696

Average 0.593461 1.322625 2.866332

Range 1.697231 3.125751 0.805947

Table 4 Range of variation of formant frequencies of Bodo vowels (Male)

Vowel F1 (kHz) F2 (kHz) F3 (kHz)

i Max 0.338205 3.414299 3.988885

Min 0.25402 2.701022 3.50481

Average 0.294044 2.962312 3.734845

Range 0.084185 0.713277 0.484075

o Max 0.623019 1.189959 3.999092

Min 0.282193 0.821004 3.28822

Average 0.503701 0.898964 3.531814

Range 0.340826 0.368955 0.710872
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(F3) does not carry any remarkable characteristics which contradicts with the
standard theory [3]. As a result, F3 may not be applicable for the purpose of speech
as well as speaker recognition. On the other hand, the first formant (F1) variation
across the vowels is quite distinct for both male and female speaker. So, F1 can be
considered as a valuable cue for the purpose of speech and speaker recognition and
identification. Although the result obtained for F2 is not so prominent, still it can
also be considered for the speech and speaker recognition.

However, the role of F2 with respect to /a/, /e/, /o/, /w/ is very distinct for male
and female. So, the values can be considered for the identification of gender for
Bodo informants.
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Detection of Human Emotion
from Speech—Tools and Techniques

Abhijit Mohanta and Uzzal Sharma

Abstract In the area of human–computer interaction (HCI), speech emotion
recognition is an important topic. Various important research works on emotional
speech analysis have been carried out in recent years. Different researchers have
been introduced many systems to identify the emotion from human speech. This
paper will give an idea about different techniques and working procedure of speech
emotion recognition system. Also it gives the brief idea about the emotional speech
dataset. We have reconsidered some earlier implemented speech emotion recog-
nition technologies which use various feature extraction method and classifier for
emotion recognition. Different types of classifier performance are also discussed for
speech emotion recognition.

Keywords HCI � MFCC � LPCC � GMM � MFB � Prosody � Classifier

1 Introduction

Human emotion recognition through speech aims at automatically judging the
physical or emotional state of human being from their speech signal. For decades,
speech emotion recognition is a research hotspot in the field of human–computer
interaction (HCI). From the ancient days, speech is considered as one of most
primary as well as natural communication methods between human beings. Speech
signal is one of the most efficient and fastest ways to recognize human emotion
automatically. The human mind can effortlessly identify the emotional state but the
same thing is quite hard task for machine to make out. The prime motive of
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designing the emotion recognition system is to provide proper human–computer
interaction by using emotion-related knowledge.

Speech emotion recognition system contains five elementary modules, i.e.,
emotional speech input, feature extraction, feature selection, classification, and
output [1–3]. Feature vector is classified into four groups; namely special, con-
tinuous, qualitative and teager energy operator-based features. Also selection of
feature vector is very much important [3]. The whole speech emotion recognition
system may be speaker dependent and speaker independent. A system is said to be
speaker dependent if it is developed to work for a specific speaker, and on the other
hand, a system is said to be speaker independent if it is designed to work for any
speaker. There are various classifiers available for emotion recognition. Some of
these are Hidden Markov Model (HMM), Gaussian Mixture Model (GMM),
Support Vector Machine (SVM), Artificial Neural Network (ANN), K-Nearest
Neighbor (KNN) [1, 2].

Importance of emotion recognition system is that in case of the absence of a
person the system can indentify his or her emotional state through speech. It is not
necessary for the person to get face to face with the system. There are some barriers
which increase the difficulties in order to get the more accurate output from emo-
tional speech input. If it is not sure which speech features are need to be taken to
distinguish between various emotional states then getting the exact output may be
difficult. Speech features directly gets affected by speaker, speaking style, speaking
rate, language, sentences. Changing of speaker and their environment and culture is
also a big challenge in speech emotion recognition. With the changing culture and
environment, the speaking style, speaking rate, etc., may also get changed [1, 2].

Pronunciation variance in emotional speech also matters in order to detect the
underlying emotions in speech. There are many factors which create an effect on
word pronunciation, for instance, the gender of the speaker, speaker age, word
position within the utterance and dialect [4].

The application area of speech emotion recognition is very vast, few of its
important applications are: psychiatric diagnosis, lie detection, intelligent toys,
conversation with robots, identifying the emotional state of customer may help to
enhance quality of service in call centers [1, 2, 5].

In this paper, we are going to discuss some fundamental things about the speech
emotion recognition system. Sect. 2 of the paper consists of basic working pro-
cedure of speech emotion recognition system. Section 3 describes the categories of
dataset. In Sect. 4, various feature extraction techniques have been discussed.
Section 5 describes classifiers, Sect. 6 contains experimental study, and the paper
concludes with Sect. 7.
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2 Speech Emotion Recognition System

Speech emotion recognition system is a typical type of pattern recognition system
which aim is to identify the emotional state of human beings automatically from his
or her voice. Speech emotion recognition system consists of five main modules
namely emotional speech input, feature extraction, feature selection, classification,
and recognized emotional output.

A typical emotional dataset consists of 300 emotional states, so it is very difficult
to identify such a huge number of emotions. But emotions are classified into 6 basic
types namely fear, anger, happiness, sadness, neural, and surprise [1–3, 5] (Fig. 1).

3 Categories of Datasets

Dataset plays a very important role in speech emotion recognition system. The
output of the speech emotion recognition system depends on the naturalness and
efficiency of the input dataset and inexact result may occur because of the inap-
propriate dataset [1, 2]. Typically, there are three types of dataset used for the
purpose of emotion recognition; these are actor-based emotional speech dataset,
elicited emotional speech dataset, and natural emotional speech dataset. There is an
international committee called COCOSDA for the standardization and coordination
of speech dataset and assessment technique [6, 7].

In case of actor-based emotional speech dataset, data are collected by asking any
trained actor or professional to speak with a specific type of emotion. This type of
emotion is also known as full-blown emotion. There are many actor-based speech
emotional dataset available but some are most commonly used and publicly
available like Berlin Emotional Speech Dataset, Danish Emotional Speech Dataset,
and Electromagnetic articulography (EMA) dataset. Elicited emotional speech
dataset is collected by creating an artificial emotional situation, without speaker
information. Since collecting this type of data is very much exhausting so only few
numbers of elicited speech datasets are available. Natural emotional speech datasets
are taken from real-life scenario like call center conversation, cockpit recordings,
etc. [3, 8].

The databases that are nowadays being used, majority of them are actor-based
emotional database. But nowadays a solid objection has been raised against the use
of acted emotions because it found that acted samples are not same in terms of
accuracy and feature. On the other hand, datasets of real emotional speech cause a

Fig. 1 Speech emotion recognition system
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serious ethical problem. There should be the reveal of intimate and personal details
about the speaker. The majority of emotional dataset encompasses five or six types
of emotions, though there are much more categories exists in real life. But it is
usually accepted that primary types of emotions are more primitive and universal
compared to other types [3, 8, 6, 7].

In the present research, Bengali Emotional Speech is used as an experimental
dataset. The recording of the speech signal was done in a sound proof room and
using standard recording setup. Initially, a set of five speakers were considered for
recording purpose.

4 Feature Extraction Techniques

Feature extraction deals with the analysis of speech signal. It depends on the
partition of speech into small intervals called frame. Speech emotion contains a
large number of parameters and the corresponding parameter gets changed based on
the emotional state. In the field of speech emotion recognition, choice of appro-
priate feature vector is very important which is able to recognize the exact emotion
type. Feature vector can be categorized into two types: long-time feature vector and
short-time feature vector. Long-time feature vector is calculated based on the whole
length of utterance, as opposed to short-time feature vector is calculated based on
window which is generally less than 100 ms [1–3, 9, 10].

Linguistics prosody refers to the information pattern, speaking rate, speech
rhythm, and character stress. Prosodic features are also called as the primary
indicator of the speaker’s emotional state. Emotional prosody features used to
encode information at least from two sources, i.e., emotion and linguistics [11].
Research in the field of psycholinguistics shows that prosodic information like
speaking rate and pitch is very much significant in human identification of
underlying emotions in speech signal [4]. Linguistic information is a little portion of
the spoken message which can be carried by text. Human minds are sensorial to
paralinguistic information as well as extralinguistic information which are very
much necessary but there is no use of this information in current speech recognition
systems and in computer speech synthesis these informations are hugely missing.
Paralinguistic and extralinguistic information model can be gained with respect to
the semantic and structural utterance content [6].

Greater portion of the speech emotion research work has been concentrated on
increasing the emotion classification efficiency. In spite of the comprehensive
research in the field of emotion recognition, efficient speech normalization tech-
niques have not been advanced yet, that can utilize the emotional state information
in order to improve the speech recognition performance [7]. Emotion-specific
acoustic and suprasegmental models can be used to identify the underlying state of
emotion of the speaker with validity comparable to the human performance on the
same task. We can significantly prosper the word accuracy of the speech recog-
nition system by using emotion-specific modeling [4]. Every approach to the speech
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emotion recognition practically avoids the spoken content in case of acoustic
modeling [12]. According to a hypothesis, word location also matters in case of
emotional speech processing and its result indicates that emotional effects are
usually weightier on sentence medial words rather than the initial and final words of
sentence [13].

It is neatly understandable from the speech emotion recognition research that
feature vectors like energy, pitch, intensity, format, speech rate, duration, mel-filter
bank (MFB), mel-frequency cepstrum coefficient (MFCC), and Linear prediction
cepstrum coefficient (LPCC) are very much significant in order to identify emo-
tional state. Energy, pitch, speak rate, and spectrum are different in different
emotional state. Basically, anger got the variance of pitch, high-frequency formats,
mean value of energy, and higher mean value. On the other hand, happy state has an
improvement in variance of pitch, variation range, mean value, and mean value of
energy. Sadness has low mean value, variation range and variance of pitch, energy
is weak, speak rate is slow and spectrum of high-frequency components reduces.
Fear has a high mean value, higher energy, and high variation range of pitch. So the
statics of pitch, energy, formats and some important spectrum feature can be
extracted in order to identify the emotion from speech signal.

The extraction of all basic speech features for emotion recognition may not be
necessary. After the extraction of feature vectors when we give the entire extracted
feature as input to the classifier, it gives no guarantee that the system will give exact
performance. It is very much important to extract a significant feature vector which
is able to give large emotional information about the speech signal. Forward
selection (FS) method could be used for selecting the significant feature subset. In
the first step of the forward selection method, it initializes with the single best
feature out of the whole features and for classification validity the other feature can
be added in future [1–3].

5 Classifier

Appropriate feature extraction and classifier selection is very important in order to
get the exact emotional output. So after selecting the feature vector, the most
important task is to select the proper classifier. No fixed standard is there for
classifier selection; it depends on the geometry of the input vector. There are
different types of classifier for speech emotion recognition system. Gaussian
Mixtures Model (GMM), Support Vector Machine (SVM), Hidden Markov Model
(HMM), K-Nearest Neighbors (KNN), Artificial Neural Network (ANN), etc., are
some of the widely used classifiers in emotion recognition system. Each classifier
has its own advantages and disadvantages over others. Human mind could hardly
recognize emotion in speech up to 60% in case of unknown speaker whereas
advance researches got the accuracy rates from 55 to 99% in speaker-independent
speech [1–3].

Detection of Human Emotion from Speech … 183



In the field of emotion recognition according to the various researchers, the
accuracy rate of HMM in case of speaker-dependent classification is 76.12% and in
case of speaker-independent classification, it is 64.77%. On the other hand, the
accuracy rate of GMM in case of speaker-dependent and speaker-independent
classification is, respectively, 89.12 and 75% [1–3, 14]. ANN classifier accuracy is
comparatively lower than other classifiers, i.e., 52.87% in case of
speaker-independent classification and in case of speaker-dependent classification
accuracy rate is 51.19% [1–3, 5]. KNN has the accuracy rate of 64% for four
emotional states by using the feature vector like energy contours, pitch. [1, 2].

6 Experimental Study

For our current research, we have taken SVM classifier. SVM is a type of binary
classifier which is also used as a multiclass classifier. The working policy of SVM
is to passing the original feature set to a higher dimensional feature space by using
kernel function. SVM is able to classified emotional states into a huge margin.
Margin refers the largest tube width without any utterances. Because of its struc-
tural risk minimization-oriented training, SVM has a good generalization capability
[1–3, 5, 15]. To develop SVM models for a particular emotion, feature vectors those
who are evolved from the desired emotional speech are used as positive examples,
and the feature vector evolved from any other emotional speech are considered as
negative examples [16] (Fig. 2).

We will be able to use the classifier to identify different emotional state, after
having a set of features with us. At first, the classifier training has to done using
some different emotional state input. Once the training has done, we can use the
classifier to identify the new given input. In the SVM training process, each
extracted feature must assign an associated class level and then the SVM training
has to be done according to this labeled feature. By properly utilizing the above
features, we can improve the result.

The feature vector which we have extracted is MFCC. For each feature vector,
there must be a corresponding label of belonging class. Being a binary classifier,
SVM classes are labeled as {+1, −1}. For non-separable data, we have imple-
mented a SVM using linear kernel function. The test results are calculated with the
help of multiclass SVM as well as our implemented SVM. Results are taken in case
of multiclass SVM by using MFCC feature vector for all kernel functions. By using
multiclass SVM, overall accuracy percentage is gained [17].

Fig. 2 Structure of speech emotion recognition system using SVM
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Table 1 shows the implemented SVM confusion matrix of our study on Bengali
emotional speech utterance by using one-to-one multiclass method. Sad emotion
offers better recognition rate compared to angry. We have observed that in case of
speaker-independent classification SVM has got the accuracy rate 75%. Now based
on the above discussion if we consider the accuracy rate of speaker-independent
system then we can say that GMM as well as SVM will give the best accuracy rate,
i.e., 75% both.

7 Conclusion

To increase the human–computer interaction, the need of automatic human emotion
recognition is increasing day by day [18, 19]. In this paper, we have reviewed some
important emotion recognition technique, few commonly used feature extraction
method and classifiers. Accuracy and efficiency of emotion recognition system
depends on the appropriate feature extraction and classifier selection. We have
observed that in most of the classifiers the average accuracy is more in case of
speaker-dependent system compared to the speaker-independent system. So it is
required to improve the classifier performance in case of speaker-independent
classification. Extraction of more effective speech features can result a speech
emotion recognition system with higher accuracy. More effective feature extraction
can give a higher accuracy rate in speech emotion recognition system. Also the
combination of various methods will improve the accuracy rate.
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Phonetic Transcription Comparison
for Emotional Database for Speech
Synthesis

Mukta Gahlawat, Amita Malik and Poonam Bansal

Abstract Phonetics transcription is the process of representing the speech unit into
phonetic alphabets. This is necessary step for doing speech synthesis. It involves
segmentation and labelling of sound files. Transcription at phonetic level can be
performed either manually or automatically. Both ways are implemented on dif-
ferent expressions like happy, neutral and sad. Comparisons using various
parameters like pitch, power and formants are made for various emotions.
Additionally, pros and cons of using manual and automatic segmentations are also
discussed on the basis of result received on expressive speech corpus.

Keywords Speech synthesis � Segmentation � Emotional database

1 Introduction

Speech synthesis is one of the major sub-fields under speech technology. It involves
conversion of given text into speech. Research on speech synthesis is going on
since several decades. But still there are scopes of improvement in the quality of
speech. Naturalness and intelligibility are the two most important parameters to
determine the performance of Text To Speech Synthesizer (TTS). To develop the
natural speech, developer relies on concatenative corpus based speech synthesis,
which in turn depends on accessibility of high-quality speech database. In order to
achieve this objective, accurate segmentation and labelling of speech units are
required. Phonetic transcription is the crucial step that is directly proportional to
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output of speech. But at the same time it is well-known fact that it consumes most
of the time and effort during corpus creation. There are two ways of doing these
manual and automatic transcriptions. Both are discussed in this paper on emotional
corpus.

2 Related Work

Annotation of speech is one of the mandatory steps that are required for conversion
of written text into sound. Research has been done for efficient segmentation of
speech units. Knut Kvale [1] has worked on segmentation and labelling. He defined
“segmentation as the process of dividing the speech waveform into directly suc-
ceeding discrete parts”. After segmentation, the phoneme symbols are labelled with
these segments accordingly. Acoustic and phonemic segmentation algorithms were
proposed for doing automatic segmentation. Doroteo Torre Toledano et al. [2]
perform phonetic segmentation automatically using HMM. As automatic segmen-
tation is less precise than manual segmentation, so to increase the performance a
new system design was purposed. The phonetic transcription based on this
framework yields good results. But good and standard way for evaluation of
transcription is also required. Maria-Barbara Wesenick [3] provide a way to eval-
uate segmentation. Their algorithm is based on pattern matching that will be done
automatically. Using this segmentation based on automatic means, automatic and
manual are compared with each other. On the basis of matching, their identification
degree is calculated. As a result, final outcome can also give a view about the
quality of transcription and segmentation. It has been found in some work that using
modified algorithm for automatic segmentation has increased the Text To Speech
Synthesizer performance [4]. Further, some processes were employed to enhance
the efficiency in segmentation, for instance, application of zero crossing to all the
phonemes [5]. The automation of phonetic segmentation in Spanish has been
attempted on various emotions [6].

3 Comparative Analysis of Different Emotions

Firstly, the understanding of various expressions for speech synthesis is required to
perform phonetic transcription. Various types of expressions can be categorized on
the basis of some parameters. There are three parameters that are considered for
their comparison. These are pitch, formats and power. Figure 1 shows the spectrum
for sentence “During the Summer” happy, neutral and sad. Figure 2 shows pitch,
power, formant, waveform in happy expression for sentence “During the Summer”.
Figure 3 shows pitch, power, formant and waveform in sad expression for sentence
“During the Summer”. Figure 4 shows pitch, power, formant, waveform in neutral
expression for sentence “During the Summer”. After studying the waveforms, it has
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been found that pitch is almost same for sentences spoken in neutral but significant
variations have been found for sad and happy emotions. The power is highest for
happy emotion, but when the same sentence spoken in sad and neutral the power
goes up to 20 db. Variations for more in sad and happy emotions.

4 Phonetic Transcription

For developing natural speech, expressions play an important role. There are two
ways for segmentation, i.e. manual and automatic. Table 1 shows comparisons
between these two on emotional database.

4.1 Manual Segmentation

The degree of naturalness in synthesized speech also depends upon the way of gen-
eration and type of speech corpora used. The corpora available online are not fulfilling
our requirements. The requirements such as domain, accent, language, unit, size and
platform are notmeeting in any corpora available. So, personalized speech corpora are
taken. The main challenge in development in speech corpora is its labelling and
segmentation as huge amount of time and effort is required for its annotation. The
database was initially formed using manual segmentation using wavesurfer [8].

5 Automatic Segmentation

Lots of time and efforts are required for doing manual segmentation. Another cause
of shifting to automatic segmentation is requirement of extension of database,
which is continuous process. As the size of database increases, the time and effort
required for segmentation increases tremendously. So to reduce this immense effort,

Fig. 1 Showing spectrum for sentence “During the Summer” a happy, b neutral, c sad
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automatic segmentation is carried out. Automatic segmentation is done on the
speech wave files. This automatic segmentation has significantly reduced manual
effort and time incurred in annotation of speech database. Automatic segmentation
means conversion of audio file into annotated small speech units like phoneme or
syllables. It is done using Hidden Markov Model Toolkit [9, 10] that was developed
at Cambridge University Engineering Department. It provides various tools for
analysis of speech, training of HMM, testing and analysis of result. Input taken is
audio file and its transcription at sentence level. After providing input, there are
number of operations that are requisite in order to get the final outcome. For
illustration, output segments of one sentence (once upon a time) are shown below in
Tables 2 and 3. As a result, the average percentage performance is 23.17 and
root-mean-square percentage performance is 36.55. So to improve the performance,
the manual cross-checking of segmentations is performed. Manual segmentation is
more precise but is time consuming. So, semi-automatic approach has been
undertaken for more precise boundary labelling.

Fig. 2 Pitch, power, formant, waveform in happy expression for sentence “During the Summer”
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6 Conclusion

The objective of this paper to understand the process of transcription on expressive
corpora using manual and automatic segmentations has been achieved. Further, the
comparative analysis of sound waveforms using different expressions is carried out
on the basis of parameters like pitch, power and formants. This analysis can be
useful at the places where the conversion of neutral speech to expressive speech is
required by changing the speech prosody. It has been seen that embedding right

Fig. 3 Pitch, power, formant, waveform in sad expression for sentence “During the Summer”
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expressions in the synthesized speech increases the intelligibility and naturalness.
Hence, it will be interesting to explore the phonetic transcription of expressive
speech for different emotions. Automatic segmentation reduces the time and effort
but the manual segmentation provides more precise boundaries for emotional
corpus too. The automatic segmentation used on emotional corpus was corrected
using manual efforts.

Fig. 4 Pitch, power, formant, waveform in neutral expression for sentence “During the Summer”
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The State of the Art of Feature Extraction
Techniques in Speech Recognition

Divya Gupta, Poonam Bansal and Kavita Choudhary

Abstract This paper surveys feature extraction techniques applied in automatic
speech recognition. After so many researches and improvement, the accuracy is a
key issue in speech recognition systems. Speech recognition process converts the
speech signal into its corresponding written text by the computer system. In this
paper, we brief few well-known techniques of feature extraction like LPC, MFCC,
RASTA, PCA, LDA, PLP.

Keywords Feature extraction � LPC �MFCC � RASTA � PCA � LDA
Automatic speech recognition

1 Introduction

Speech recognition technology has allowed humans to communicate with machines
using voice commands and instructions. Thus, this technology is adopted for many
applications in current time including cellular systems, telephone, and other
areas [1]. The key reason behind performance degradation of speech recognition
systems is the mismatch problem that arises due to the discrepancy between the
testing and application environments which has been contaminated with noise.
Speech recognition process transforms the acoustic signals into stream of words [2].
The performance of these systems is greatly influenced by several factors including
surroundings, vocabulary, speaker variability, etc. Speech recognition systems
perform well in clean environment with small vocabulary having few utterances for

D. Gupta
Computer Science Department, Amity University Uttar Pradesh, Noida, India

P. Bansal (&)
Computer Science Department, GGSIPU, Dwarka, Delhi, India
e-mail: pbansal89@yahoo.co.in

K. Choudhary
Computer Science Department, Jagannath University, Jaipur, India

© Springer Nature Singapore Pte Ltd. 2018
S. S. Agrawal et al. (eds.), Speech and Language Processing for Human-Machine
Communications, Advances in Intelligent Systems and Computing 664,
https://doi.org/10.1007/978-981-10-6626-9_22

195



a given speech. The performance of the system is decreased in the presence of
noise.

All speech recognition systems include two major stages that greatly influence
the working and recognition rate of the system. One is the front-end stage that
converts speech samples into stream of feature vectors coefficients which contains
only that information which is required for the identification of a given utterance
[3, 4]. There are various methods for feature extraction like LPC, MFCC, RASTA.
[5]. The other stage is the classification or pattern matching which determines the
category for each pattern like SVM, DTW, and HMM. [6].

The paper is framed as follows: Section 2 gives the description of speech
recognition techniques. Section 3 describes different feature extraction techniques
that are widely used along with their characteristics, advantages, and disadvantages.
Section 4 presents the performance comparison among various automatic speech
recognition systems.

2 Speech Recognition Techniques

The key point in speech recognition systems is to hear, understand and then
working on spoken information. ASR system broadly classified as in Fig. 1 [7].

2.1 Analysis

Analysis is the first stage of ASR system. To show the speaker identity, speech data
contains the speaking tract, the source of excitation, and the behavior feature.
Speech analysis stage is broadly classified in three stages: analysis of segments,
analysis of subsegmental, and analysis of suprasegmental.

2.2 Method of Feature Extraction

The main phase of an ASR system is feature extraction [8]. It plays very important
role in the system. Feature extraction helps the system in identifying the speaker by
extracting features from input signal.
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2.3 Modeling Pattern

Speaker identification and speaker recognition are the two modeling techniques that
are used in ASR systems [4, 9]. Speech signal extracts the information, which helps
in identifying the speaker. Acoustic-phonetic approach and dynamic time warping
(DTW) are few common modeling approaches in speech recognition process.

2.4 Matching Pattern

This technique focuses on the recognition of words. The recognized word is used
by speech recognition engine and after that it matches to a word that is already
known [7, 10]. This technique is performing by either using sub-word matching or
whole word matching method.

Fig. 1 Speech recognition techniques [14]
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3 Techniques Used for Feature Extraction

The following are the few techniques used in feature extraction method.

3.1 Linear Predictive Coding (LPC)

LPC technique mainly performs the speech processing, and it is based on an
assumption concept. By taking the bunch of speech samples, we can easily assume
the nth sample. The basic idea of linear prediction is that the current speech sample
can be closely approximated as a linear combination of past samples [11] (Fig. 2).

Fig. 2 LPC feature
extraction technique
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Technique Characteristics Advantages Disadvantages

Linear predictive
coding (LPC)

• Provides
auto-regression-based
speech features

• Is a formant
estimation technique

• A static technique
• The residual sound is
very close
to the vocal tract
input signal

• Is a reliable,
accurate, and
robust
technique for
providing
parameters
which describe
the
time-varying
linear system
which
represent the
vocal tract

• Computation
speed of LPC
is good and
provides with
accurate
parameters of
speech [12]

• Poor speech quality
and it gives residual
error as output

• Is not able to
distinguish the words
with similar vowel
sounds [3]

• Cannot represent
speech because of the
assumption that
signals are stationary
and hence it is not
able to analyze the
local events
accurately

3.2 Mel-Frequency Cepstrum (MFFC)

The cepstral coefficients are extracted from speech signals in twofold stages. The
mel-scale filter bank is a technique for spectral estimation. It determines narrow-
band filter energies. Next, cepstral analysis stage of processing codes the filter
energies by using a Fourier transform. A mel-scale filter bank is array of covering
triangular filter with center occurrences and bandwidths determined by the
Mel-frequency scale. It is based on results from psychophysical learning of humans.
MFCC is an eminent techniques used in speaker recognition which is focused on
the speaker discriminative vocal tract properties (Fig. 3).

Fig. 3 MFCC feature extraction technique
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Technique Characteristics Advantages Disadvantages

Mel-frequency
cepstrum
(MFCC)

• Used for
speech
processing
tasks [13]

• Mimics the
human
auditory
system [14]

• MFCC captures main
characteristics of phones in
speech

• The recognition accuracy is
high. That means the
performance rate is high

• Low complexity [12]

• The filter
bandwidth is not an
independent design
parameter

• In background
noise, MFCC does
not give accurate
results [4]

3.3 Relative Spectral (RASTA)

In noisy environment, to enhance the speech quality, RASTA technique is very
useful. In RASTA, the time trajectories in the input speech signals are band-pass
filtered [15, 16]. The step-by-step working of RASTA is shown in the following
Fig. 4.

Fig. 4 RASTA feature
extraction technique
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Technique Characteristics Advantages Disadvantages

Relative
spectral
(RASTA
filtering)

• Designed to lessen
impact of noise as
well as enhance
speech. That is, it is a
technique which is
widely used for the
speech signals that
have background
noise or simply noisy
speech

• Is a band-pass filtering
technique

• This technique does
not depend on the
choice of microphone
or the position of the
microphone to the
mouth, hence it is
robust [13, 17]

• Captures frequencies
with low modulations
that correspond to
speech

• Removes the slow
varying
environmental
variations as well as
the fast variations in
artifacts

• This technique causes
a minor deprivation in
performance for the
clean information, but
it also slashes the
error in half for the
filtered case. RASTA
combined with PLP
gives a better
performance ratio

3.4 Principal Component Analysis (PCA)

PCA technique is used in the reduction of high-dimensional data into smaller
dimensions by considering different characteristics [16]. The step-by-step pro-
cessing in PCA is shown in Fig. 5.

Technique Characteristics Advantages Disadvantages

Principal
component
analysis
(PCA)

• PCA does not deal with the
classification feature

• While transformed to a
different space than the
structure and location
change

• Robust in nature [4]
• Retain more significant
information and decrease in
the feature vector’s size [9]

• For
high-dimension
data, PCA is
expensive [8]
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Fig. 5 PCA feature extraction technique
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3.5 Linear Discriminant Analysis (LDA)

In LDA technique, the original feature does not change the location or the structure
[9]. LDA works in two steps as shown in Fig. 6.

Technique Characteristics Advantages Disadvantages

Linear
discriminant
analysis
(LDA)

• The location or the
structure of the
original features does
not change [18]

• Deals with data
classification [19]

• Robust in nature
• Within the class,
distance is reduced and
increases the distance
between classes [4]

• Sample
distribution is
assumed on
priority to be
Gaussian [3]

• It assumes that
class samples
have equal
variance

Fig. 6 LDA feature
extraction technique
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3.6 Perceptual Linear Predictive Cepstrum (PLP)

PLP is used to emphasize the need for critical band analysis that merges the energy
spectral density for obtaining the speech auditory spectrum. The techniques for
calculating the LP cepstral coefficients are same with the method for figuring the
PLP factors [20] (Fig. 7).

Technique Characteristics Advantages Disadvantages

PLP • Similar to LPC
except, the
spectral
characteristics

• Unwanted
information of
speech has been
discarded

• Low-dimensional
resultant feature
vector

• Difference between
voiced and unvoiced
speech is reduced

• It is used in speech
signal that is based
on short-term
spectrum [21]

• Communication channel,
noise the spectral balance is
easily changing [22]

• In the spectral balance of the
format amplitudes, the result
feature vectors are dependent

Fig. 7 PLP feature extraction
technique
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4 Summary of Automatic Speech Recognition Systems

The following Table 1 shows the performance comparison among various auto-
matic speech recognition systems.

5 Conclusion

In this paper, we summarized some of the feature extraction techniques which are
mainly used in the area of automatic speech recognition. The main objective of this
review paper is to give a brief overview of different feature extraction techniques.
We attempt to provide a comprehensive survey of six feature extraction techniques
which help to researchers in the field of automatic speech recognition area. We have
also summarized the performance comparison of various ASR systems.
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Challenges and Issues in Adopting Speech
Recognition

Priyanka Sahu, Mohit Dua and Ankit Kumar

Abstract The area of automatic speech recognition is being discussed from past
few decades, and significant advancement is being observed periodically on the
automatic speech recognition (ASR) and language spoken systems. However, there
are many technological hurdles yet to reach flexible solutions that satisfy the user.
This is because of many factors such as environmental noise, paucity of robustness
to speech variations (foreign accents, sociolinguistics, gender, and speaking rate),
spontaneous, or freestyle speech. To realize the ubiquitous adoption of speech
technology, there is need to bridge the space between what speech recognition
technologies can convey and what human need from it. To make it up, technology
must deliver robust and high-recognition accuracy near to man-like performance so
it demands to focus on the challenges in speech technology.

Keywords Speech recognition � Speech modeling � Feature extraction techniques
Speech variations

1 Introduction

Speech is the way of exchanging information and views among human beings. The
use of speech as a man–machine interface studied during past few decades, and
magnificent progress has been made in the era of speech technology, but there are
still many obstacles must be clear to realize the ubiquitous adoption of speech
technology. Speech recognition can be stated as a technique of translation of speech
signal into text form by using some algorithmic rule implemented as a machine
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program. There are a lot of commercial products existed over from last twenty
years, initially for isolated or digit identification and later for connected words,
continuous speech and now active research are going on spontaneous speech.
Almost all existing systems are using statistical modeling, including both acoustic
and linguistic levels. Basically, ASR categorized by two acoustic models such as
(1) word model and (2) phone model. When vocabulary size is concise, we use
word model where words are modeled as whole. In case of phone model, despite
modeling the complete word, we model only phones.

2 Developments Made in Speech Recognition

The work in the era of speech recognition has been started from recognition of simple
phonemes and goes toward the recognition of fluently spoken languages. Table 1
contains some significant efforts that have been done in last few decades [1].

Table 1 Some historical efforts in speech recognition

History: year
wise

Contributor Contribution Impact

1920–1960s In 1920 Radio rex machine developed
to recognize speech

First machine to recognize
speech

In 1952, Davis at
Bell Labs

Developed an automatic
speech recognition
(ASR) machine for isolated
digit recognition

For single speaker

In 1959, at
University
College in
England

Phone recognizer is developed
to recognize four vowels and
nine consonants

Spectrum analyzer and pattern
matcher are used to make
recognition decision

In 1959, at MIT
Lincoln
Laboratory

Vowel recognizer is built Works in speaker independent
manner

1960–1970 In 1960s, Suzuki
and Nakata at
Radio Research
Laboratory

Built a hardware vowel
recognizer

–

In 1962, Sakai
and Doshita of
Kyoto university

Built a hardware phoneme
recognizer

–

In 1963, Nagata
and coworkers at
NEC
Laboratories

Built a digit recognizer
hardware

Most notable initial attempt at
speech recognition at NEC

Martin at RCA
Laboratory

Develops realistic solutions to
problems associated with
non-uniformity of timescales in
speech events

Reduces the variability of
recognition scores

Vintsyuk in
soviet union

Proposed the use of dynamic
time wrapping(DTW)

Includes algorithms for
connected word recognition

(continued)
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2.1 Comparison Between Various Developed ASR Systems

Various classification techniques and feature extraction techniques have been
developed in order to recognize speech, which gives different accuracy while using
on different vocabulary size. Here Table 2 is shown for various developed ASR
systems for different languages [2].

3 Challenges in ASR Design

Speech technology is going rapidly fit for use but still, it has not been broadly
accepted in our living. There are still many technological challenges that must be
uncover to realize the full potential of automatic speech recognition technology in
multimodal and intuitive man–machine communication. Various issues that affect
the accuracy of speech recognition are described in Table 3 [3].

3.1 Some More Challenges to Minimize the Gap Between
Man–Machine Speech Recognition [4, 5]

There have been many technological hurdles that got solved but still many more are
left that not resolved yet. Some of these hurdles are:

• Minimize the error rate of speech recognizers

Table 1 (continued)

History: year
wise

Contributor Contribution Impact

1970–1980 In 1973, CMU’s
Harpy System

Able to recognize speech using
a vocabulary of 1.011 words
with reasonable accuracy

first to take advantage of finite
state machine (FSN),
efficiently determine the
closest matching string

1980–1990 In 1980,
Mosey J. Lasry

Developed a feature-based
speech recognition system

Goal to recognize fluently
spoken string of words (e.g.,
digits), problem of connected
word recognition is focused

– Template-based approach
changed to statistical modeling
methods (HMM)

1990–2000s In 1990s discriminative training, e.g.,
minimum classification error
(MCE), maximum mutual
information (MMI), wavelets,
ANN, SVM [6]

Baye’s concept-based
problems transformed into an
optimization problem
involving minimization of
error; variable time-frequency
tiling more closely matches
human perception, excellent
static nonlinear classifier.
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Error rate can be minimized by focusing on two issues:

– Robustness can be achieved by refining the existing microphone ergonomics.
It can improve the SNR (signal-to-noise ratio) up to 12 dB, so efficiently
reducing the challenge of noise in processing stages.

– If varieties of sensors are inserted in microphone(s) to perceive
speech-related signals can deliver important information to recognizer in
order to enhance user’s experience and to minimize recognition errors.

• Speech recognition should be more flexible in noisy acoustic environment [10]
• Overwhelming delicate nature of contemporary speech recognition system

design, minimize the intrinsic error rate using multimodal system design
• Syntactic rules, vocal tract modeling
• User interface design that enhances user experience, application designs that

guide user input workspace by multimodal intercommunication
• Minimization of efforts while switching speech technology application from one

domain to next or one language to another language
• Overwhelming the ultimate challenge of designing workable SR systems for

casual nature, freestyle in speech
• To furnish speech recognizers with the potential to grasp and to precise errors

(recognizers must contain semantic and pragmatic knowledge, as it helps in
removal of recognition errors)

Table 3 Common issues in automatic speech recognition

Environment 1. Addition of ambient noise (office machinery, human
conversations, industrial plant, etc.) and non-acoustic noise
(electronic, quantization, etc.)
2. Signal/noise ratio, working conditions

Speaker 1. Speaker dependent/independent
2. Variation in articulation (stress, emotions, physiological
state, etc.)
3. Sex, age

Channel 1. Distortion of signal
2. Band amplitude
3. Echo

Speech variability 1. Voice pitch(high, low)
2. Phoneme production (isolated words, continuous speech,
spontaneous speech)
3. Rate of speech: (a) lexically-based measures
(b) acoustically-based measures
4. Foreign and regional accents
5. Voice tone (shouted, normal, quiet)

Transducing characteristics
(microphone/telephone)

1. May lead to spectrum mismatch
2. Causes discrepancy in recognition

Language characteristics 1. Complex grammar
2. Huge degree of inflection in word
3. Phonetically and acoustically prefixes and suffixes
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• Bring out admissible acoustic criterion, nonlinear time normalization
• Uncover compact units in continuous speech (word/phoneme borderline)
• Setup anchor point; examine pronouncement from left to right; begin with

emphasize vowel, linguistic rules, absent/extra present (“uh”) speech unit
• Lack of vocabulary and tight language structure; chance to add new speech

phonemes (sounds), co-articulation effects
• Inadequate acoustic details, recognition algorithms
• Consequence of nasalization, sensation, sonority, vibrations, deformation

because of speaker’s acoustical habitat, deformation due to conveying systems
(e.g., transmitter–receiver), unpredictable environmental conditions

• Robust and adaptive fast learning, obstructive speaker(s)
• Real-time processing, cost productiveness (effectiveness)
• Identify speech when some more competing speech is there
• Cost-effective ways to join recent speaker(s) to existing system.

4 Conclusion

Numerous applications have been deployed with the speech recognition technol-
ogy, there are several practical limitations have been raised that resist the ubiquitous
adoption of speech technology. There have been compromises made in automatic
speech recognition to have simple and fast processing systems at the cost of less
accuracy. There is need to do more research to remove the gap between man and
machine. “How to deal with spontaneous and freestyle conversational speech” are
two most faultfinding challenges. ASR systems may be improved by improving
acoustic modeling, language modeling, decision making. We need to deploy more
speech technologies in future (particularly with the use of multimodality). On our
belief, ASR can be highly accurate within the conditions of computations available
currently.
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