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Preface

This book highlights the field of space science and communications. This field is
one of the pillars of sustainable development from the study of Earth Sciences to the
form of space science. Research and development (R & D) in this field plays a
crucial role in sustainability development. The space issue is always relevant.
Obtaining essential data from the physical world to interpret the universe and to
predict what will happen in the future is very challenging. Valid information to
understand trends, evaluate needs, and create sustainable development policies and
programs in the best interest of all people is indispensable.

This book discusses in detail the latest application of space science and space
technology as summarized in the working group of space science and communi-
cation. In this working group, some modern systems with high accuracy have been
explored to enhance their capability to work in the vast atmosphere from the Earth’s
surface to the development of antennas for the study of space science.

This contributed volume presents 28 selected papers from the 2017 International
Conference on Space Science and Communication (IconSpace2017). The book is
divided into three scientific sections: (i) Atmospheric Physics, (ii) Environmental
Sciences and Remote Sensing, and (iii) Communication Systems and Space
Technology. It is addressed to professors, postgraduate students, scientists and
engineers who are taking part in R & D in areas such as meteorological applica-
tions, environmental monitoring, space weather, and materials for antenna systems
based on wide applications in various fields of science and technology.

Yogyakarta, Indonesia Wayan Suparta
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Characterization of Lightning Energy
During Summer and Winter of 2014–2015
Over the Antarctic Peninsula

Wayan Suparta and Siti Khalijah Zainudin

Abstract The aim of this paper is to characterize the lightning energy over the
Antarctic Peninsula through the distribution of PWV, precipitation rate and the
events that occur. Calculation of PWV is made by using a two-year-period of
surface meteorological data (pressure, temperature, and relative humidity) and data
during summer and winter are analyzed. To strengthen the analysis, data for the
precipitation rate and events with the most lightning strike occurrence in the
summer and winter during the daytime were compared. Analysis showed that
lightning strikes mostly occur during the winter morning with an average energy of
8,120.46 J. PWV distribution on the map showed that the value of PWV is high at
locations where there is a higher concentration of lightning strikes. There are also
increases of precipitation rate a few hours before and after the events along with the
occurrence of snow, rain, and fog.

1 Introduction

Antarctica is located at the South Pole, at latitudes between 60°S to 90°S and
longitudes of 180°W to 180°E which contribute to its extreme conditions of low
temperature and precipitation. The presence of precipitation events is accompanied
by the discharge of electricity when the thundercloud releases its excess electrical
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charge. Most lightning strikes occur in tropical areas and formations of thunder-
storms are very few in Antarctica to the point that almost nothing happens.
However, a lightning strike was recorded on a Sunday morning at Casey station.
Before the strike, there was a period of intense low pressure with gale-force winds
and blizzards, followed by a thunderstorm half an hour later [1].

At the South Pole, summer begins in December and ends in February and fall
comes in between March and May. Winter occurs from June until August while
spring occurs from September to November. The highest temperature was 17.5 °C
which was recorded at Hope Bay, Antarctic Peninsula while the lowest temperature
of −89.2 °C was recorded at Vostok station in 1983 [2]. More recently, Vizcarra [3]
reported a lowest temperature of −92 °C to −94 °C as obtained from the National
Snow and Ice Data Center (NSIDC). However, the specific process and measure-
ments of the drastic changes in temperature are still unknown.

The aim of this paper is to study the meteorological characteristics during the
event of a lightning strike in summer and winter over the Antarctic Peninsula from
2014 to 2015. This will highlight whether lightning occurs due to extreme tem-
peratures or as a result of another meteorological parameter. The results obtained
will be beneficial in improving weather forecasting.

2 Methodology

2.1 Data and Location

The meteorological data (pressure, temperature and relative humidity) were
obtained from the British Antarctic Survey (BAS) at https://legacy.bas.ac.uk/cgi-
bin/metdb-form-1.pl, while the lightning data were obtained from the World Wide
Lightning Location Network (WWLLN). The precipitation rate was taken from two
sources, which were Global Precipitation Measurement (GPM) and NASA Tropical
Rainfall Measurement Mission (TRMM). These can be found at the Goddard Earth
Sciences Data and Information Services Center. The main source of data was GPM,
however, data for 2014 were lacking. Hence, data from TRMM was used to
complete the missing data. On the other hand, the precipitation events were
obtained from Weather Underground at https://www.wunderground.com/.

The meteorological data used for this study were collected from Base San
Martin, Base Marambio, Bernardo O’Higgins, Butler Island, Carlini Base (formerly
known as Base Jubany), Fossil Bluff, Palmer and Rothera stations. These stations
are located in the Antarctic Peninsula. Figure 1 shows the locations of the mete-
orological stations (red circle) and lightning sensors (blue triangle) while the
geographical coordinates of the meteorological stations are listed in Table 1. The
lightning and precipitation rate data were collected from an area at latitudes of 59°E
to 80°E and longitudes of 53°S to 86°S. Weather Underground provided the pre-
cipitation events at Marambio, O’Higgins, Carlini, Fossil Bluff, Palmer, and
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Rothera. The Rothera station (67.57°S, 68.13°W), which is the only sensor located
on the Antarctic Peninsula and four other sensors located in Argentina provided the
data from lightning sensors. All data were collected over two years and were then
categorized into summer or winter seasons.

Fig. 1 Location of
meteorological stations and
WWLLN lightning sensors on
the Antarctic Peninsula

Table 1 Locations of selected meteorology stations on the Antarctic Peninsula

Station name Latitude (°S) Longitude (°W) Elevation (m)

Base San Martin 68.12 67.13 4

Base Marambio 64.23 56.72 198

Bernardo O’Higgins 63.32 57.90 10

Butler Island 72.21 60.17 205

Carlini 62.23 58.63 4

Fossil Bluff 71.32 68.28 55

Palmer 64.77 64.08 8

Characterization of Lightning Energy During Summer and Winter … 3



2.2 Data Processing

The Adaptive Neuro-Fuzzy Inference System (ANFIS) developed by Suparta and
Kemal [4] was employed to calculate Zenith Path Delay (ZTD). The surface
meteorological data (pressure, temperature, and relative humidity) collected were
used as an input to the system. The meteorological data were also used to calculate
PWV by using a modified calculation of PWV from GPS developed by Suparta
et al. [5]. The PWV were then plotted on a map using an R program [6]. The R
program was used to describe the distribution of PWV during lightning events.
WWLLN used very low-frequency receivers around the globe in order to observe
lightning. Hence, the selected lightning data from WWLLN were plotted on the
map using Matlab in order to observe the densest area of lightning strikes on the
Antarctic Peninsula during summer and winter. The year with the most lightning
strikes in summer and winter is characterized by its meteorological conditions.

3 Result and Discussion

3.1 Lightning Strike

The energy that the lightning produced varied in summer and winter with an
average difference of 5,829.68 J. There were 73 lightning strikes recorded in 2014
while a total of 103 lightning strikes was recorded in 2015. In summer and winter
alone, a total of 32 and 53 strikes were recorded in 2014 and 2015 respectively.
A comparison of lightning energy between summer and winter is shown in Table 2.

A single lightning strike can produce energy from below 10 J to above
400,000,000 J. The highest energy produced by a lightning strike occurred in
winter with an energy of 97,457.11 J or ten times more than the highest strike in
summer. Based on Table 2, it can be seen that lightning strikes in the Antarctic
Peninsula area occurred more often during the winter than the summer. In 2014, the
number of lightning strikes during summer and winter differed by 25% while there
was a difference of 54.72% in lightning strikes between the two seasons in 2015.
Figure 2 shows the lightning strikes in summer and winter.

As shown in Fig. 2, during summer, lightning strikes (green square) can be seen
at and near the coastal area, while during winter the strikes (blue star) are con-
centrated in the ocean area. 52.94% of the total lightning strikes during the summer

Table 2 The means of
lightning energy and strike
counts in summer and winter

Year Mean energy (J) Lightning count

Summer Winter Summer Winter

2014 809.05 7,650.65 12 20

2015 3,772.51 8,590.27 12 41

Total 4,581.56 16,240.92 24 61

4 W. Suparta and S.K. Zainudin



and winter of 2014–2015 had more than 1,000 J of energy, as represented by the
shaded/colored squares and stars in Fig. 2. The majority of high energy lightning
strikes occurs over the sea rather than on the land.

3.2 Lightning Strike and PWV

Figures 3 and 4 show the mapped comparison of PWV and lightning strikes over
the Antarctic Peninsula during summer and winter of 2014 and 2015.

Figures 3a and 4a, show the distribution of PWV across the Antarctic Peninsula
in summer and winter while Figs. 3b and 4b show the spread of lightning strike
locations with a blue circle for the energy of lightning strike produced below
1,000 J and a red circle for the energy of the lightning strike produced being equal
to or above 1,000 J during summer and winter of 2014–2015. In Fig. 3a,

Fig. 2 Scattering of lightning strikes in summer and winter represented by a green square ( ) and
blue star ( ), respectively

Characterization of Lightning Energy During Summer and Winter … 5



the distribution of PWV across the Antarctic Peninsula had a maximum value of
about 7.2 mm in 2014, while in 2015 the PWV value reached 9.0 mm. Figure 3b
shows that in 2014, the energy of the lightning strikes that were equal to or above
1,000 J was lower compared to during 2015 where there was a wider spread of
strikes at the coast and at sea.

Figure 4a shows the winter distribution of PWV across the Antarctic Peninsula
while Fig. 4b shows the scattering of strikes which mainly occurred at the sea.
Compared to the Fig. 3b, the spread of the strikes is a lot larger. However, the
mapping of PWV distribution is lower only reaching 6.5 mm in 2014 and 4.2 mm
in 2015.

When Figs. 3a and 4a (PWV map) are compared with Figs. 3b and 4b (scatter of
strikes), it can be seen that as more energy was produced by the strike (red circle),

Fig. 3 The mapping shows the a distribution of PWV in summer, b location of lightning strikes
in summer
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the distribution of PWV also increased. From Fig. 3 (summer season), it can be
seen that as the count of the lightning strikes and the energy produced by the strikes
increased, the PWV value also increased. However, in the case of Fig. 4 case
(winter season), although there is a higher count of lightning strikes and energy
produced compared to summer, the PWV value decreased as can be seen in Fig. 4
Winter 2014 and Fig. 4 Winter 2015.

The highest count of lightning strikes in a single day during winter was on 6th
August 2015. On the 3rd and 4th February 2015 (summer), lightning strikes were
recorded two days in a row and fewer than 11 h apart. The precipitation rate and
lightning events on 3rd and 4th February 2015 are depicted in Fig. 5. The figure
compares the hourly precipitation rate recorded on 3rd and 4th February 2015
(Fig. 5a) with that on 6th August 2015 (Fig. 5b). Here, it can be seen that at each

Fig. 4 The mapping shows a the distribution of PWV in winter and b location of lightning strikes
in winter

Characterization of Lightning Energy During Summer and Winter … 7



lightning strike, there were changes in precipitation rate before and after the strike.
The average daily precipitation rate was 0.01 mm/day, 0.24 mm/day and
0.04 mm/day for 3rd and 4th February 2015 and 6th August 2015 respectively.

Fig. 5 a Hourly precipitation rate and lightning strikes in summer and b Hourly precipitation rate
and lightning strikes in winter

Table 3 A 3-hour event during summer (3rd–4th February 2015) and winter (6th August 2015)

Season Time date 12 3 6 9

Summer 3–Feb–2015 AM Snow Snow Snow Snow

PM Rain Fog Fog Rain

4–Feb–2015 AM – Snow Fog –

PM – Fog – –

Winter 6–Aug–2015 AM Snow Fog-Rain Snow-Rain Snow

PM Snow Snow Snow-Rain Snow

8 W. Suparta and S.K. Zainudin



Although there was only one lightning strike recorded on 4th February, the pre-
cipitation rate on that day was high, reaching a total of 9.22 mm.

3.3 Precipitation Rate and Event

Table 3 shows the events that occurred on the days in summer and winter with the
most lightning strikes. The events are characterized every 3 h. On 3rd February the
events that occurred were mostly snow followed by rain and fog while the events
that occurred on 4th February were mostly snow followed by fog, with the absence
of rain. Conditions were clear with a light haze on that day. On the other hand, the
events on 6th August were mostly snow with a bit of rain and fog that occurred in
the morning and evening.

4 Conclusion

Lighting occurred on the Antarctic Peninsula at a 43.53% higher rate during the
winter than the summer. Most lightning strikes occurrences were concentrated
above the Antarctic Peninsula around South America. The PWV distribution
showed similar results. Most lightning strikes occurred in the morning during
summer and winter, particularly between 05:00–07:00 in the morning during the
winter season. The findings of this study highlight the fact that the Antarctic
Peninsula is also affected by lightning activities and the coverage of the affected
area of the lightning strikes during summer and winter was the same in 2014 as that
in 2015. Further studies on lightning in Antarctic Peninsula still need to be
undertaken, mainly regarding the distribution of other meteorological factors such
as pressure, cloud, and the wind with the distribution of lightning strike to justify
the finding in this study.
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Parametric Studies of ANFIS Family
Capability for Thunderstorm Prediction

Wayan Suparta and Wahyu Sasongko Putro

Abstract Thunderstorms are an unpredictable natural hazard. They affect daily
human life especially for space launcher development program in the near future.
The variations in meteorological parameters were used to capture thunderstorm
activity. In this study, six parameters, namely pressure, temperature, relative
humidity, cloud, rainfall and precipitable water vapor were analyzed in order to
develop a thunderstorm prediction system. To realize the development of this
thunderstorm prediction system, we developed a thunderstorm prediction model
based on the Adaptive Neuro-fuzzy Inference System (ANFIS) family (ANFIS
FCM, ANFIS FSC, and ANFIS Human Expert). Three models from the ANFIS
family were assessed to ascertain their capability for thunderstorm prediction. Input
and output variables were taken from the Tawau meteorology station. The results
showed that the thunderstorm prediction model based on ANFIS Human Expert
showed a good efficiency with an estimated error prediction of <2% with root mean
square error (RMSE) and percentage error (PE) values of 3.028% and 23.545%
respectively compared to RMSE and PE of ANFIS FCM and ANFIS FSC.

1 Introduction

Unpredicted natural hazards pose a risk to human life. High thunderstorms activity
is composed of pressure, temperature, relative humidity, and cloud (oktas)
parameters, etc. Fluctuations in atmospheric variability will particularly affect the
environmental thunderstorm level in region such as in Tawau, Sabah. The thun-
derstorm level in this area increases during the intermonsoon period (from summer
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to winter) [1]. The frequency of rainfall has increased since September 2014) [2]
and this has resulted in flash flood events. To anticipate the thunderstorm damage in
this area, many researchers have studied the atmospheric conditions in order to
characterize and develop a thunderstorm prediction model.

A preliminary study of atmospheric characterization over the Tawau area was
successfully conducted by Suparta and Putro [1] to classify thunderstorm activity.
The thunderstorm activity increased during the intermonsoon periods (from winter
to summer and summer to winter). However, in winter and summer the thunder-
storm activity decreased by 10*20% due to climate change effects on the seasonal
monsoon in Asia [3]. Loo et al. [4] studied the seasonal monsoon in Asia
throughout the twentieth century and discovered a connection between monsoon
rainfall and global warming. The increasing rainfall frequencies were caused by
Typhoon Saola and then Typhoon Haikui [5]. Due to dangerous effect of thun-
derstorms, Albar et al. [6] successfully estimated thunderstorm activities by using
rainfall radar data from Jeddah, Saudi Arabia. Empirical relationship methods
(reflectivity and rainfall rate) were used to assess the rainfall depth and thunder-
storm status. However, the empirical relationship methods have a disadvantage due
to the lack of area coverage and a low level of detectable signal. In order to improve
this shortcoming, Velden et al. [7] used measurements from satellite images (the
Dvorak technique) to find thunderstorm status based on cloud evolution. Spiridonov
and Ćurić also successfully developed a thunderstorm forecasting model to evaluate
the status of thunderstorm using a numerical method [8]. However, the numerical
method has a disadvantage when large amounts of data are used. Litta et al. [9]
successfully developed a thunderstorm forecasting model using Artificial Neural
Network (ANN) with Levenberg Marquardt and Delta–Bar–Delta logarithms to
improve the training process using the numerical model. Suykens et al. [10] obtains
the limitations of the ANN method when it reached a state of convergence (steady).

The capability of ANN decreased at a relatively slow pace before they reached a
steady position. However, Rajasekaran and Pai [11] successfully improved the
capability of ANN with an added Fuzzy algorithm, namely the Adaptive
Neuro-Fuzzy Inference System (ANFIS). Suparta and Alhasa [12] studied two
types of ANFIS, namely ANFIS Fuzzy C-Means (FCM) and ANFIS Fuzzy
Subtractive clustering (FSC) in atmospheric applications by using surface meteo-
rological data. The estimation result showed that ANFIS FCM is comparable to
ANFIS FSC. The disadvantage of ANFIS FCM depends on the situation in question
and the application. Cao et al. [13] successfully designed the ANFIS New Fuzzy
Reasoning Model (NFRM), called the ANFIS Human Expert (HE), and this has
greater capability than ANFIS FCM and FSC. As a result of this problem,
ANFIS HE was proposed to estimate and measure the thunderstorm model. In this
study, we compare the capability of ANFIS HE with ANFIS FCM and FSC to
predict thunderstorm events in Tawau, Sabah, Malaysia.

12 W. Suparta and W.S. Putro



2 Methodology

2.1 Data and Location

As thunderstorm activity increases over Tawau area during the intermonsoon
periods, this region was selected to be an area of study. Stohlgren [14] obtained four
meteorological parameters (temperature, wind flow, precipitation and relative
humidity) as the source of thunderstorm activity in the Rocky Mountains area
(USA) during spring and summer. Based on the different geographical conditions
between Tawau and the Rocky Mountains, six meteorological parameters, namely
pressure (P), temperature (T), relative humidity (H), cloud intensity (C), precipi-
tation (Pr), and precipitable water vapor from radiosonde (RSPWV) were analyzed
to reveal thunderstorm activity. Data from 1 January 2013 to 31 December 2013
taken from the Malaysian Meteorological Department (MetMalaysia), weather
underground, NASA, and Wyoming University over Tawau ground-based station
(located at 4.32°N, 118.12°E and at an elevation of 17 m) were used to develop a
thunderstorm prediction model. The data were processed using Matlab and an error
measurement was filtered from the ground-based sensor by replacing it with Not a
Number (NaN) data.

2.2 Adaptive Neuro-Fuzzy Inference System (ANFIS)

Based on the conceptual study to improve training process using ANN, the Fuzzy
Inference System (FIS) was constructed to develop a degree of membership
functions (MFs) of both input and output data. Here, input and output data were
clustered to create fuzzification process over FIS. The two types of FIS, Sugeno and
Mamdani were applied with a linear technique. In this study, Sugeno FIS were
applied to create an ANFIS family model (ANFIS FCM, ANFIS FSC, and ANFIS
Human Expert). The main concept of membership function Sugeno FIS has two
input rules (A and B) and two consequent parts (f1 and f2) of the output rule, where
f1 (p1, q1, r1) and f2 (p2, q2, r2) are a premise part of the linear parameter for the
Takagi-Sugeno fuzzy model. The sum product of f1 and f2 for the final weight is
expressed as

f ¼ w1f1 þw2f2 ð1Þ

where f, w1 and w2 are linear parameter average for the output target, and weight
average rule one and two respectively. Furthermore, the premise and consequent
parameter of the Tagaki-Sugeno concept of the FIS and fuzzy reasoning mechanism
is described in Fig. 1. Here, the premise and consequent parameter of the
Tagaki-Sugeno concept had two input rules and output rules [12].
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Thus, according to Eq. (1), the Takagi-sugeno ANFIS model as described in
Fig. 2 used two rules x and y which is A1 and A2, B1 and B2 as MFs of input
parameter, respectively [12].

Rule 1 : if x is A1 and y is B1 then f1 ¼ p1x þ q1y þ r1
Rule 2 : if x is A2 and y is B2 then f2 ¼ p2x þ q2y þ r2

Furthermore, the architecture of the ANFIS model consists of five layers. Each
layer has its own function to process input data. In the first layer, we generated the
MFs for every node with an output parameter and generalized using a Gaussian
function. In layer two, we found the output result using an AND operator (T-Norm
operator) for each node. In layer three, we calculated the ratio of firing strength to
find the best output result. In layer four, we calculate the total output based on
the parameter input of all firing strength nodes. In the last layer, the calculation of
average signal input from the input parameter was performed. In this study, we used
a Gaussian function and three MFs from the selected parameters. The selected
parameters were analyzed using Minitab software in order to find the best con-
figuration parameter of input and output.

Fig. 1 Fuzzy reasoning mechanism and Takagi-Sugeno FIS

Fig. 2 Adaptive Neuro-Fuzzy Inference System structure
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2.3 Capability of ANFIS Family to Predict Thunderstorm
Events

As thunderstorms are categorized as a deadly natural hazard, the capabilities of the
ANFIS family—FCM, FSC and Human Expert (HE)—were compared. The dif-
ferent concepts of three types of ANFIS are located in the MFs design over FIS.
Figure 3 shows the comparison of MFs designed over FIS for input and output
parameters. The MFs of (3a) the ANFIS FCM and (3b) FSC models were designed
using a cluster generated by a Matlab program. However, the MFs of (3c) the
ANFIS HE model were designed using an author expert and a Gaussian function to
improve training, testing, and validation results.

The results from training data using ANFIS designed with MFs over FIS were
processed to obtain an estimation model. The best estimation model was chosen on
the basis of iteration limit and training time. However, in other cases iteration and
training will not guarantee a good estimation result. Thus, the RMSE and Percent
True were calculated in order to obtain the best estimation result for the testing and

Start

Selection of historical 
parameter input and output data 

Initialization of parameter 
input using clustering

Generating MFs structure 
using clustering and Gaussian 

function

Model valid

Selection of historical 
parameter input and output data 

Initialization of parameter 
input using unsupervised 

clustering

Generating MFs structure 
using unsupervised  clustering 

and Gaussian function

Model valid

End

Selection of historical 
parameter input and output data 

Initialization of parameter 
input using author expertizing

Generating MFs structure 
using grid partition method 

and Gaussian function

Model valid

Yes

NoNoNo

Yes Yes

(a) (b) (c)

Fig. 3 Flowchart of MFs design of ANFIS families for a FCM, b FSC, and c HE
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validation process. In this study, the prediction of thunderstorm events was cal-
culated using an exponent Lyapunov chaotic time series [15] as expressed in Eq. 2

X
!ðtÞ ¼ ðxðtÞ; xðt � sÞ; . . .; xðt � ðm� 1ÞsÞ½ � ð2Þ

where X
!ðtÞ is the prediction result, t is the scalar index of the estimation result

(from the ANFIS model), s is the time delay and m is the collapse dimension.

3 Results and Discussion

Figure 4 shows the variation of six meteorological parameters over Tawau station
used as input parameters to find thunderstorm events. Data from six input param-
eters due to a lack of measurement data were processed using a Matlab software.
Here, blank data is Not a Number (NaN) captured from lack of measurement after
processing using Matlab software. In addition, hourly measurement data from the
meteorological sensor were averaged on a daily basis and with a target to estimate
thunderstorm data using a Matlab software.

During intermonsoon season I (winter to summer) in March, April, and May the
RSPWV decreased when the temperature (T) was normal and relative humidity
(H) increased by less than 90% respectively during mid-April 2013. However,
during intermonsoon season II (summer to winter) in September, October, and

Fig. 4 The variation of meteorological parameters used to find thunderstorm events over Tawau
station
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November, the T parameter increased when the H parameter decreased and RSPWV
data was normal respectively during mid-October 2013. The different situation
between intermonsoon seasons I and II was due to a tropical storm event in the
south Philippines [1]. Thus, to capture the tropical storm event the configuration
method was proposed to calculate the standard error (S-value). Furthermore, six
parameter inputs and one output parameter (thunderstorm) were paired into 148
configuration inputs and outputs to calculate the S-value using Minitab software.
The best result of configuration parameter input and output are provided in Table 1.
Here, the best configuration meteorological parameters are H and RSPWV.

The best configuration parameters (H and RSPWV) were selected to predict
thunderstorm activity. During the development of the new model, the six config-
uration parameters were used to design the MFs using a Gaussian function.
Figure 5 presents the degree of MFs surface meteorological data for the ANFIS
model. As shown in the figure, the three Gaussian MFs were chosen to design the
FIS model on the basis of accuracy, training time, and case study. The FIS was
added to layer one of the ANFIS model for the thunderstorm estimation model.
During training, testing, and validating of the observation parameters in the ANFIS
model, we selected the data into 70%, 10%, and 20%, respectively for input
parameter and with the target of thunderstorm activity. Furthermore, the compar-
ison of results between ANFIS FCM, FSC, and HE used to capture thunderstorm
activity over 2013 are described in Fig. 6. Here, the ANFIS family models were
successful in predicting thunderstorm activity using six configuration input
parameters.

Figure 6 shows the results for estimation of thunderstorm activity using
ANFIS HE, FCM, and FSC. Generally, all the ANFIS models follow the obser-
vation pattern except for May 2013 due to there being no data of RSPWV.
A statistical method was applied to obtain the capability of ANFIS HE, FCM, and
FSC models (see Table 2).

Table 1 The best configuration parameter for predicting thunderstorm events

Configuration input parameter Output parameter Standard error (S-value)

P, T, and H Thunderstorm 0.431

. . . . . . . . .

. . . . . . . . .

P, T, H, and C Thunderstorm 0.438

P, T, H, C, and RSPWV Thunderstorm 0.439

P, T, H, C, RSPWV, and Pr Thunderstorm 0.429

H and RSPWV Thunderstorm 0.427

T, H, and RSPWV Thunderstorm 0.432

T and H Thunderstorm 0.431

. . . . . . . . .

T, H, and C Thunderstorm 0.431
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In order to reach a thunderstorm prediction model, the chaotic time series were
applied in the ANFIS model by using five reference data. The comparison of
estimation error from the thunderstorm prediction models is compiled in Fig. 7. The
figure shows that the thunderstorm value increased every day/event. The trends of
estimation error for each step in thunderstorm prediction increased up to eight steps

Fig. 5 The degree of MFs meteorological data for the ANFIS model

Fig. 6 Comparison of observation data and their relationship in terms of thunderstorm frequency
with a ANFIS HE, b ANFIS FCM, and c ANFIS FSC
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ahead (max). The increase in the estimation error was caused by data resolution on
a daily basis. Finally, ANFIS HE was used to establish a prediction model with the
greatest capability compared with ANFIS FCM and FSC.

4 Conclusion

A comparison of the ANFIS families conducted using meteorological data as the
input has the capability to predict thunderstorm activity. The input used was six
configurations of meteorological parameters and one output of thunderstorm fre-
quency, and were applied to design MFs over FIS. The estimation result showed
that ANFIS HE had a favorable result compared to ANFIS FCM and FSC.
Furthermore, the estimation error of the thunderstorm prediction results indicates

Table 2 Statistical comparison of each ANFIS family model’s ability to estimation thunderstorm
events

ANFIS Model Correlation (R2) RMSE (%) MAE (%) PE (%)

HE 0.868 3.028 2.333 23.545

FCM 0.739 4.173 3.250 36.471

FSC 0.582 5.091 4.417 49.276

Fig. 7 The comparison of estimation error in thunderstorm prediction using three models from
one step to eight steps ahead
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that ANFIS HE also shows a good capability to detect thunderstorm events over the
Tawau area. However, the ANFIS model looks roughly to follow the trend of
observation data in May 2013 due to a lack of RSPWV data. To improve the
RSPWV data, it is suggested that it must be constructed using PWV data from GPS
data in the near future.
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Performance and Evaluation of Eight
Cloud Models on Earth—Space Path
for a Tropical Station

Temidayo Victor Omotosho, Oladimeji Mustapha Adewusi,
Marvel Lola Akinyemi, Sayo Akinloye Akinwunmi,
Oluwafumilayo Oluwayemisi Ometan and Williams A. Ayara

Abstract This is a review of eight cloud models and a statistical analysis of
radiosonde data and cloud cover data in order to obtain attenuation distributions and
cloud cover statistics for a tropical location, Ota (6.7oN, 3.23oE) at a computed
elevation angle of 56.18o to an Astra 2B satellite located at 31.5oE. Cloud models
are mathematical algorithms scientifically designed to predict cloud attenuation
impact on propagating electromagnetic signals in the troposphere, using data on
each model’s required parameters such as temperature, pressure, cloud height,
cloud occurrence and liquid water content of clouds. The station’s cloud cover
statistics, namely average amount of cloud, cloud base height, and frequency of
occurrence were computed from extracted cloud data to obtain their monthly and
seasonal variations. The results show that minimum attenuation values were pre-
dicted by both the Gun and East and the ITU-R models, while the Liebe and Slobin
models predicted consistently maximum values of attenuation for all the cloud
models tested. Cloud attenuation statistics computed for each of the models show
that at 0.01% exceedance probability, the averages of the predicted cloud attenu-
ation for uplink and downlink at Ota, ranges between 0.45 dB and 0.44 dB for Ku,
1.85 dB and 0.75 dB for Ka, and 3.50 dB and 2.50 dB for V bands. At 0.1% the
averages are between 0.30 dB and 0.27 dB, 0.95 dB and 0.47 dB, 2.45 dB and
1.51 dB at Ku, ka and V bands for both uplink and downlink respectively.

1 Introduction

The effects of suspended water droplets (SWD) and suspended ice crystals
(SIC) which constitute clouds are a major concern in the design and successful
operation of satellite communication systems at frequencies above 10 GHz. This is

T.V. Omotosho (&) � M.L. Akinyemi � S.A. Akinwunmi � W.A. Ayara
Department of Physics, Covenant University, P.M.B 1023, Ota, Ogun State, Nigeria
e-mail: omotosho@covenantuniversity.edu.ng

O.M. Adewusi � O.O. Ometan
Department of Physics, Lagos State University, Ojo, Lagos, Nigeria

© Springer Nature Singapore Pte Ltd. 2018
W. Suparta et al. (eds.), Space Science and Communication for Sustainability,
https://doi.org/10.1007/978-981-10-6574-3_3

23



because the hydrometeor reduces the system’s availability substantially as fre-
quency increases, particularly in tropical locations. Signal transmission loss occurs
when the propagating signal’s energy is absorbed at high frequencies due to rota-
tional and vibrational transitions in atmospheric polar molecules induced by tiny
water droplets in clouds [1]. While the SWD is majorly responsible for cloud
attenuation, the SIC contribution is negligible in the microwave frequency range
though it is noted to cause signal depolarization. It has been observed that the
tropical lower atmosphere is more often cloudier than that of temperate regions.
Thus, for low-availability satellite services such as VSAT and USAT, at high
frequencies, deep fades may occur due to the higher probability of occurrence of
cloud cover in the tropics [2, 3].

Limited experimental facilities for the measurement and estimation of cloud
attenuation delayed studies on the subject and also the development of useful a
theoretical platform relative to rain attenuation. However, a good number of theo-
retical and experimental developments have led to the design and production of
research equipment for the study of clouds, including cloud radar (surface),
radiosondes, radiometers and satellite observation radar for use in the measurement
of cloud liquid water and the realization of 3D cloud structures. Cloud measurement
methods include using radiances measured by satellites on the one hand, and using
visual observations of cloud from the earth’s surface stations on land and on ships in
the ocean, on the other. For example, in the satellite approach the Cloud-Aerosol
Lidar with Orthogonal Polarization (CALIOP) provides reliable heights of thin high
altitude cirrus clouds containing small ice particles, but the 94 GHz Cloud Profiling
Radar (CPR) has a low sensitivity to them, hence a ground observation approach
may be used to provide a good validation for satellite data and vice versa [4]. The
chaotic atmosphere has the following model types: Cloud-Resolving Models
(CRMs), Mesoscale Models, Numerical Weather Prediction (NWP) Models,
Regional Climate Models (RCMs) and Global Circulation Models (GCM) [5]. Their
modeling framework includes acquiring system equations and their numerical
representations and solutions through parameterizing state variables, and initial and
boundary conditions, as well as time integration schemes. To model a real object
such as a cloud, a spatial or matrix model may be most appropriate, as in the
three-dimensional cloud profiling by recent satellite missions, [5]. The general
objective of cloud models is to accurately estimate the amount of cloud liquid water
to determine the amount of cloud attenuation along a satellite earth-space trans-
mission path. Numerous cloud models have been independently developed using
empirical data over the last eight decades based on Rayleigh scattering and Mie
absorption theories, [4]. They assumed uniform cloud cover horizontally and ver-
tically, and that non-precipitating clouds are composed of spherical droplets having
radii <<50 µm, small enough to keep them suspended in the atmosphere. These
cloud models include the Gun and East Model (1954), Staelin Model (1966), Slobin
Model (1982), Liebe et al. Model (1989), Altshuler and Marr Model (1989), Salonen
Model (1990), Salonen and Uppala Model (1991), and the ITU-RModel (2009). The
models’ general parameters include particle size distribution function, cloud density,
temperature, permittivity and angle of elevation [4, 6–11].
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2 The Cloud Models

Gun and East (1954) based on Rayleigh approximation of Mie’s theory, accounts for
the energy scattering and absorption by the particles in a non-absorbing medium and
explains the converted propagating signal’s energy as scattering and absorbed
energy by the lossy dielectric water particles, when the water particle diameters are
significantly less than k/p, where k is the wavelength of the incident signal wave-
length. Their cloud attenuation co-efficient (a) algorithm in dB/km (given in
Table 1) includes an implicit temperature dependent, imaginary component Im [- k].
Gerace and Smith (1990) published the graphical relationship between the Im [- k]
and frequency. Also based on the Rayleigh theoretical work, Staelin (1966) pro-
duced an algorithm (listed in Table 1) which includes explicit temperature depen-
dence, for the computation of a cloud attenuation coefficient (a) per cm [4, 12].
Slobin’s (1982) detailed study of radio wave propagation effects of clouds in loca-
tions in the United States resulted in another cloud model. He used extensive data on
cloud characteristics gathered from twice-daily radiosonde measurements and
determined regions of statistically consistent clouds from which he defined fifteen
cloud regions. He modified the Staelin model’s algorithm and obtained a cloud
attenuation coefficient model (listed in Table 1) in dB/Km.

Liebe et al. (1989) derived an attenuation model for haze, fog and cloud which
predicts a cloud attenuation coefficient in dB/Km, through defined loss spectrum
equivalent to N”(f), such that the loss spectrum is basically the imaginary part of the
complex refractivity N. Liebe declared the model to be more reliable for predicting
radio propagation effects in the frequency range of 100 GHz and above [13].

Altshuler and Marr (1989) studied atmospheric attenuation through extinction
measurements with respect to the sun in the Boston area at frequencies of 15 and
35 GHz under conditions of partial and complete cloud cover at 29 elevation
angles, ranging between 0o and 20o. Their studies include attenuation dependence
on signal slant path, absolute humidity, frequency and elevation angle, [4].
Measurement periods for each data set were during minimum solar activity and of
short duration (about 2 h), hence an insignificant solar instability error. Errors were
estimated to be about 0.1 dB for low attenuation and 2 dB for attenuation above
20 dB. The error introduced by using CSC (h) dependence has been investigated,
hence the elevation angle limits [14].

Salonen et al. (1990) defined a critical humidity function Uc (P) for cloud
detection and evolved a computational algorithm for cloud liquid water content,
listed in Table 1. The algorithm is further scrutinized to accommodate relevant
water phases Pw (t), resulting in WL (t, h) and Wʲ (t, h) which are the liquid water
density and solid water density respectively, [8]. Salonen and Uppala (1991)
developed a cloud attenuation (AL) algorithm (listed in Table 1) due to cloud liquid
water content effect on a propagating signal of frequency (f) at an elevation angle h.
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Table 1 Comparative list of the cloud models

Model
name

Model algorithm and parameters Limitations

Gun and
East
(1954)

a ¼ 0:4343 ½6p=ðkqaÞ Im� ½ � ðe� 1Þ=ðeþ 2Þ�q1
a = Attenuation coefficient (dB/Km), qa = density of water
(g/cm−3)
q1 = liquid water content of the cloud, k = wavelength (cm) of
incident signal
Im = “imaginary part of”, e = complex relative dielectric constant
of water

Staelin
(1966)

a ¼ q1½10^ð0:0122ð291� TÞ � 6Þ�=k^2
a ¼ Attenuation coefficientðcm�1Þ; q1 = liquid water content of the
cloud (g/m3)
T = temperature (K), k = wavelength (cm) of incident signal.

Valid for 10
to 37.5 GHz

Slobin
(1982)

a ¼ 4:343 q1½10^ð0:0122ð291� TÞ � 1Þ�1:16=k^2
a ¼ Attenuation coefficient dB=kmð Þ; q1 = liquid water content of
the cloud
T = temperature (K), k = wavelength of incident signal

Valid for 10
to 50 GHz

Altshuler
and Marr
(1989)

A ¼ �0:0242þ 0:00075kþ 0:403
k1:15

� �
11:3þ qð Þcsc hð Þ; for h[ 8o

¼ {[(ae + he) ^2 – ae^2 Cos^2 (h)] ^ (1/2) – ae Sin (h)}, for h � 8o

A = Attenuation (dB), k = wavelength of incident signal,
q = surface absolute humidity,
h = elevation angle, ae = 8,497 km and he = (6.35 – 0.302q) Km

Valid
between 15
to 100 GHz.
Assume 10 °
C as nominal
cloud
temperature

Liebe
et al.
(1989)

a ¼ q1a h
b

h ¼ relative inverse temperature ¼ 300= T �Cð Þþ 273:15½ �
a = Attenuation coefficient (dB/Km), q1 = liquid water content of
the cloud (g/m3), a and b are variable constants for different
frequency ranges.

Temperature
limit:
10 ± 10 °C
and
frequency
range
100 GHz
and above.

Salonen
(1990)

w t; hð Þ ¼ woexp ctð Þ h� hbð Þ=hr½ �
WL t; hð Þ ¼ W t; hð ÞPw tð Þ; Wj t; hð Þ ¼ W t; hð Þ 1� Pw tð Þ½ �
where:

1; if 0\t
Pw tð Þ ¼ 1þ t=20; if � 20 oC\t\0 oC

0; if t\� 20 oC
wo = 0.17 g/m−3 and c = 0.04 °C−1

Salonen
and
Uppala
(1991)

AL Pð Þ ¼ 0:819f
e00 1þ g2ð ÞWred hð Þ 1

Sin h

AL(P) = Slant Path Attenuation, P = Probability (%),
g ¼ 2þ e0ð Þe00
e’ and e” are the real and imaginary parts of liquid water
permittivity e at OoC.

ITU-RP
(2013)

Yc ¼ KlM (dB/km) and Kl ¼ 0:819f
e00 1þ g2ð Þ dB/km (g/m3)−1

A ¼ LKl=Sinhð ÞdB; 90o � h� 50

L = total columnar content of cloud liquid water
h ¼ Elevation angle; Kl = specific attenuation coefficient.
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Wred is a height (h) function temperature dependence called reduced liquid water
content along the signal slant path. In the frequency range 10 to 60 GHz, when the
temperature dependence is almost a constant, ITU-R stated Wred = 0.5 Kgm−2,
where no meteorological information is available [10, 15].

The International Telecommunication Union (ITU) recommendation (P.840-4,
2009) states that for clouds or fog consisting entirely of small water droplets gen-
erally less than 0.01 cm, the Rayleigh approximation of Mie theory is valid for
frequencies below 200 GHz and that it is possible to express attenuation in terms of
the total cloud water content per unit volume. The specific attention (cc)—an
equivalent of the attenuation coefficient (a) in the earlier cloud models, and KL—a
specific attenuation coefficient (dB/Km) for a cloud or fog are defined. For fre-
quencies up to 1000 GHz, the stated ITU-R mathematical model (listed in Table 1)
based on Rayleigh scattering, uses the double-Debye formula for the dielectric
permittivity e(f) of water in calculating the value of the specific attenuation coeffi-
cient (KL) in (dBKm

−1)/(gm−3). It also recommends consideration be given to using
0 °C as the temperature in this model for cloud attenuation (A) in dB for a given
exceedance probability. The statistics of the total columnar content of liquid water
may be obtained from radiometric measurements or from radiosonde launches [10].

2.1 The Cloud Cover

The extracted cloud cover statistics include average cloud amount, average base
height and frequency of occurrence for each of the low clouds—Stratus (St),
Cumulus (C) Stratocumulus (Sc), Cumulonimbus (Cb), and Nimbostratus
(Ns) derived from ground and satellite observations (1971–1996) [16]. The station’s
seasonal variations with the clouds’ average base heights and the frequency of
occurrence charts were obtained.

2.2 Data Processing and Analysis

The attenuation distributions for each of the eight models were computed using
radiosonde data observations for periods between 1953 and 2011. Using the data
analysis and solver application, the attenuation statistics for each model were
computed, from which their respective attenuation cumulative probability distri-
butions for the fifty-eight years were obtained. The required parameters for eval-
uation of the attenuation distribution for each of the cloud models vary as indicated
in Table 1.
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The Gun and East, Staelin, Slobin, Altshuler and Marr, Liebe et al.,
Salonen-Uppala and the ITU-R models generally require the liquid water content of
the cloud and the propagating signal’s frequency, and most of them also require the
signal path length (Lsp) through each cloud layers’ series (CLS). While the Staelin,
Slobin and Liebe et al. models explicitly require the temperature of the cloud layers
at their respective heights, others have implicit or fixed temperatures for evaluation
of their cloud attenuation distribution. The consolidated radiosonde data was fil-
tered and extracted to obtained each cloud layers’ values for the required primary
parameters—pressure (hPa), temperature (K) and calculated geopotential height
(m). The attenuation distribution for each model is used to compute their sets of
percentage exceedances for the frequency range 10 to 50 GHz.

3 Results and Discussion

The computed cloud cover statistics such as average cloud amount, average cloud
base height, and frequency of occurrence were used to obtain their monthly and
seasonal variations as shown in Figs. 1 and 2.

The output chart for the cloud attenuation (dB) relationship with frequency for
the models is shown in Fig. 3, and their output charts for the relationship between
cloud attenuation and the corresponding percentage exceedances for Ku, Ka and V
bands are shown in Figs. 4, 5, 6, 7, 8 and 9. Cloud attenuation statistics computed
for each of the models show that at 0.01% exceedance probability, the averages of
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their predicted cloud attenuation for Ota uplink and downlink ranges between
0.45 dB and 0.44 dB, 1.85 dB and 0.75 dB, 3.50 dB and 2.50 dB for the Ku, Ka
and V bands At 0.1% the averages are between 0.30 dB and 0.27 dB, 0.95 dB and
0.47 dB, 2.45 dB and 1.51 dB respectively for the bands, as shown in Table 2.
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Table 2 shows that the Gun and East model is the minimum attenuating model at
the Ku, Ka, and V-bands, except at 30 GHz in the Ka band where the ITU-R model
is the minimum attenuating model. Table 2 also shows that the Liebe et al. model to
be the maximum attenuating model in the Ku, Ka, and V-bands except at 50 GHz
in the V-band where the Slobin model is the maximum attenuating model.
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4 Conclusion

The results show that relationships exist between each model’s predicted cloud
attenuations and signal propagation frequencies between 10 and 50 GHz for all the
cloud models tested, and between the cloud attenuations and their corresponding
percentage exceedances for Ku, Ka and V bands. Table 2 shows the minimum
values that were predicted by the Gun and East and the ITU-R models, while the
Liebe and Slobin models predicted consistently maximum values. It displays the
predicted uplink and downlink margins for the station at Ka, Ku and V bands.
On-going radiometric measurement, cloud visual data and meteorological acqui-
sition at Covenant University, Ota, will be processed and analysed, and its cloud
attenuation statistics will be compared with the above results to determine the best
performing cloud attenuation model with the measured cloud attenuation at Ota.
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Comparison of In situ Observation,
NOAA-AIRS Satellite and MACC Model
on Surface Ozone Over the Ushuaia,
Southern Ocean and Antarctic Peninsula
Region

M.S.M. Nadzir, M.F. Khan, W. Suparta and S.K. Zainudin

Abstract This study aims to determine surface ozone (O3) mixing ratios from
in situ observations during the Malaysian Antarctic Scientific Expedition Cruise
2016 (MASEC’16), by using The Monitoring Atmospheric Composition and
Climate (MACC) global model assimilation system developed by the European
Centre for Medium-Range Weather Forecasts (ECMWF) and satellite products
from the National Oceanic and Atmospheric Administration-Atmospheric Infrared
Sounder (NOAA-AIRS) over the Antarctic Peninsula region. We also compared all
three types of observation of surface O3 during the period of MASEC’16. The
results showed that surface O3 levels from MACC reanalysis and NOAA-AIRS
were twice higher than those from in situ observations over Ushuaia, the Drake
Passage (Southern Ocean) and the Antarctic Peninsula respectively. Nevertheless,
the surface O3 mixing ratios pattern from MACC and NOAA-AIRS were similar to
the in situ measurements where mixing ratios of the surface O3 were in the order of
Ushuaia < Southern Ocean < Antarctic Peninsula meaning that the NOAA-AIRS
satellite and MACC model products are likely to be effective proxies for atmo-
spheric composition over a given region.
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1 Introduction

Surface ozone, O3 is hazardous greenhouse gas which can cause problems for
humans and vegetation in earth’s ecosystem. In the Antarctic, surface O3 can act as a
uv radiation absorber and cause surface warming phenomena. Surface O3 can be
produced in the atmosphere by anthropogenic and biogenic O3 precursors in the
presence of uv radiation and nitric oxide, NOx. The Antarctic region is surrounded by
the Southern Ocean and is the fifth largest continent and even though it is far from any
other continent, trans-boundary O3 precursors can travel from both other continents
and local sources. Different locations over Antarctica may experience different
mixing ratios of surface O3 due to topographical and meteorological factors. For
example, measured surface O3mixing ratios in the range of 21.6 to 29.4 ppbv over six
different stations in Antarctica were measured from previous study [1].

Research activities in Antarctic were believed to be difficult to conduct for
long-term study purposes due to the financial and logistical limitations of the harsh
environment and climate. Therefore, satellite and data assimilation-based products
are useful tools to support in situ ground observation in the future. Satellite and data
assimilation is now increasingly being used in the atmospheric research field [2, 3].
Previous study by [4], conducted data assimilation on surface O3.

This data assimilation provides state-of-the art atmospheric modelling with earth
observation data (in situ observation). Thus, in this study, we will approach data
assimilation of in situ observation, available free satellite and global model products
for comparison purpose. The Monitoring Atmospheric Composition and Climate
(MACC) global model assimilation system was developed by the European Centre
for Medium-Range Weather Forecasts (ECMWF), a European and international
agency based in the UK. MACC is a research project with the aim of establishing
core global and regional atmospheric environmental services for the
European GMES (Global Monitoring for Environment and Security) initiative [4].
The data from MACC were used in a previous study on the analysis of long-term
atmospheric composition data by [4] to give an indication of its quality compared to
in situ observations. Their results showed the mean relative MACC reanalysis and
ozonesonde tropospheric O3 measurements were within ±5 to 10% in the NH and
over the Antarctic.

We present here measurements of surface O3 mixing ratios in the marine
boundary layer over Ushuaia, the southern part of the SO (the Drake Passage) and
the Antarctic Peninsula. The measurements were taken from an oceanographic
research vessel during MASEC 2016 as part of the Sultan Mizan Antarctic
Research Foundation Grant (YPASM) program and as part of the Malaysia
Antarctic Research Program (MARP). This study describes the Atmospheric
Infrared Sounder (AIRS) of an NOAA satellite and MACC reanalysis of O3 at
1000 hPa during the period of MASEC’16. The purpose of this is to validate data
agreement between the NOAA satellite, MACC reanalysis and onboard O3 mea-
surements with sufficient density and continuity to deliver strongly consistent
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analyses between freely available satellite and global model products. This chapter
is part of the manuscript and described detail in Mohd Nadzir et al., (2017)
(manuscript submitted and under final revision in Environmental Science and
Pollution Research Journal).

2 Methodology

2.1 Measurement and Sampling

MASEC’16 started between January 16th and February 8th 2016, travelling from
Ushuaia, Argentina to Darboux Island and back to Ushuaia (Graham Coast, the
Antarctic Peninsula) as shown in Fig. 1. On each cruise an EcoTech (Australia)
model Serinus 10 O3 analyzer was used onboard the RV Australis to measure the
surface O3. The EcoTech was calibrated prior to the measurement. The calibration
was based on a 7-point standard from low to high concentration, with a range of
interest of 0 to 200 ppb (parts per billion by volume) and detection limits of
0.05 ppb. The O3 analyzer was deployed at the back of the vessel and a 10 m long
1/4” ID Teflon sample line was used to draw air samples from the outside of the
vessel.

The vessel sailed across sub-Antarctic and Antarctic regions in various condi-
tions. The RV Australis’ route started from the town of Ushuaia, Argentina (55°S,
68°W) with a population of 42,000. The analyzer was deployed from the 16th to the

Fig. 1 Cruise route during MASEC’16 (note: the small Antarctic map inside shows research
stations which measured surface O3 concentration)
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18th January at Ushuaia and throughout the Drake Passage, and surface O3 was
measured for 24 h. The vessel arrived at the South Korean King Sejong station on
the 24th January and anchored for a day. The cruise then continued to the Antarctic
Peninsula and ended at Graham Land (Darbeux Island) on the coast of the Antarctic
Peninsula.

2.2 Satellite-Derived and MACC Reanalysis

The surface O3 data recorded during by the EcoTech ozone analyzer onboard the
R/V Australis were validated using the corresponding monthly averages of the long
term (multi-year) data, which is freely available online satellite and model data.
The AIRS satellite-derived surface O3 (1000 hPa) mixing ratios were derived from
the NASA “Giovanni” online database (http://giovanni.nasa.gov/) and were used to
determine apparent surface O3 values in the 1 � 1° grid square nearest to each
sampling point. In this study, the MACC reanalysis of surface O3 (1000 hPa)
values in the 0.125° � 0.125° grid square nearest to each sampling point were
derived from http://apps.ecmwf.int/datasets/data/. The period data from the MACC
reanalysis were retrieved for Jan/Feb 2016 in the area where the MASEC’16 was
present. For further investigation, MASEC’16 data for Ushuaia, the Drake Passage
and the Antarctic Peninsula region were validated with AIRS satellite and MACC
reanalysis data which will be discussed in the next section.

3 Result and Discussion

3.1 Surface O3 During MASEC’16

Hourly surface O3 mixing ratios were measured from the 16th to the 19th January
2016 prior to departure. Figure 2 shows the mixing ratio of surface O3 over
Ushuaia, the Drake Passage and the Antarctic Peninsula. The production and loss
chemical reactions were believed to be related to the diurnal pattern of surface O3 in
the atmosphere. In this study, we measured surface O3 in the range of *4
to *11 ppb over the Ushuaia region. These values were slightly lower than the
previous measurements observed by [5] over Ushuaia in 2008 with values of 12 to
27 ppb (during January). Surface O3 precursors such as carbon monoxide
(CO) emissions from Ushuaia city and wind speed may influence the mixing ratio
drop (due to NOx titration). This region is known for high winds and turbulent seas,
which keep the atmosphere well mixed and the day-to-day variations in O3 to a
minimum [5].

The Beagle Channel in situ observation showed that surface O3 mixing ratios
decreased to *4.2 ppb and increased over the open ocean up to *12.3 ppb as
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shown in Fig. 2. Previous study over the SO by [5] observed that surface O3 mixing
ratios increased up to 25 ppb travelling 2000 km from Ushuaia into the SO.
A previous study by [6] found that the surface O3 mixing ratios were in the range of
5 to 30 ppb and 10 to 30 ppb over the Pacific Ocean and the Indian Ocean
respectively. Certain marine environments can experience high surface O3 levels
originating from the outflow of high O3 and its formation from surface O3 pre-
cursors such as nitrogen oxide (NOx) and carbon monoxide (CO) during atmo-
spheric transport from coastal regions [5]. Changes in surface O3 mixing ratios in
the marine boundary layer (MBL) from the Beagle Channel to the open ocean are
believed to be influenced by natural chemical processes (sea-spray) and air transport
from land. Sea-spray aerosol may produce O3 precursors such as nitryl chloride
(ClNO2) [6]. In addition, OH and Cl radicals in the MBL can also increase surface
O3 formation with Cl [7–10]. The observations over the Drake Passage in this study
are likely to be influenced by the sea-spray process and anthropogenic activities
from South America such as in the Ushuaia region. For example, Johnson et al. [6]
reported that surface O3 levels over the Indian Ocean during the SAGA cruise 87 at
50°N to 40°N, were extremely high at up to 60 ppb due to forest fire emissions
from Northeastern China.

3.2 Satellite and MACC Reanalysis

The surface O3 mixing ratios data from the NOAA AIRS satellite products and
MACC reanalysis were retrieved for Jan and Feb 2016, when MASEC’16 took

Fig. 2 Hourly Surface O3 mixing ratio data from the onboard O3 analyzer during MASEC’16
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place. Only daily averages of surface O3 mixing ratios can be retrieved from
NASA’s “Giovanni” online database (http://giovanni.nasa.gov/).

Satellite: The Satellite AIRS surface O3 data at 1000 hPa during the period of
MASEC’16 was extracted from the NASA Goddard “Giovanni” online database
(http://oceancolor.gsfc.nasa.gov/SeaWiFS/). The daily averages for Ushuaia and the
Antarctic Peninsula were compared with MASEC’16 and are shown in Fig. 3. The
average daily mixing ratios of surface O3 patterns were similar but the values were
almost twice as high in the case of satellite data (1000 hPa) with values in the
range *14 to 23 ppb compared to the cruise data with daily average values of *7
to 12 ppb. Nevertheless, both the datasets showed a similar surface O3 pattern over
the three different regions with high mixing ratios over the Antarctic Peninsula
compared to Ushuaia. The average daily levels over Ushuaia and the Antarctic
Peninsula between the AIRS satellite and the cruise data were correlated with r2 =
0.48 and p < 0.01. The statistical values for the AIRS, the MACC reanalysis and
MASEC’16 are summarized in Table 1.

MACC reanalysis: Figure 4 shows the hourly surface O3 mixing ratios from the
MACC reanalysis during MASEC’16 at 1000 hPa. The values were slightly higher
compared to the in situ onboard values of RV Australis, with daily values of *9 to
22 ppb and 7 to 12 ppb for the MACC reanalysis and MASEC’16 respectively. The
reanalysis shows predictions approximately twice as high as in situ observation
over Ushuaia, the Drake Passage and the Antarctic Peninsula respectively. Inness
et al. [4], showed that validation of MACC O3 against ozonesondes of surface O3

has a small positive bias of ±5–10% over the Northern Hemisphere and Antarctic
region between 200 to 1000 hPa. The large level surface O3 with MACC reanalysis
is not understood at present. Other authors (e.g., [4, 11] ) assessed the impact of
assimilating O3 data on surface O3 mixing ratios and recommended that further

Fig. 3 Average daily surface O3 mixing ratio from the AIRS satellite and in situ MASEC’16
measurements
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studies are needed for assimilating the surface O3 into the MACC system, The
correlation between the MACC reanalysis and MASEC’16 was positive with
r2 = 0.5, p < 0.01.

In Fig. 5, the MACC reanalysis shows that monthly mixing ratios of surface O3

increased when approaching the Antarctic region. This monthly reanalysis sup-
ported the hourly and daily average observed in situ and by satellite, where high
mixing ratios of surface O3 were observed over the Antarctic region compared to
the Ushuaia and SO regions. This event may be linked to the O3 precursors which
are emitted naturally such as from marine and ice surfaces. Both satellite and
MACC reanalysis products showed twice higher than in situ observation during the
period of MASEC’16. However, the higher observations from satellite and MACC
products are still unknown. Therefore, in the future, the surface O3 precursor data

Table 1 Statistical data of surface O3 from MACC reanalysis and MASEC’16

This study
(Hourly)

MACC reanalysis
(Hourly)

AIRS satellite
(Daily)

The Antarctic
Peninsula

10.31a

10.58b

±1.81c

20.17a

20.25b

±1.10c

19.59a

19.64b

±0.64c

The Drake Passage 8.67a

9.50b

±2.96c

22.60a

17.91b

±1.82c

14.28a

14.81b

±1.02c

Ushuaia 6.85a

7.45b

±2.18c

19.04a

16.59b

±2.07c

13.54a

14.12b

±0.84c

Note aAverage
bMedian
cStandard Deviation (±)

Fig. 4 Hourly surface O3 mixing ratios from the MACC reanalysis and in situ MASEC’16
measurements
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over the region are needed either from in situ or satellite-based products in order to
understand the uncertainties between these two different approaches.

4 Conclusion

Surface O3 levels are believed to be a result of a combination of complex conditions
and chemical processes in the Antarctic boundary layer dependent on the location
and the proximity to the coast, the stratospheric O3 sink, O3 precursor distribution
and human influences. The in situ observation of surface O3 onboard of RV
Australis during MASEC’16, NOAA-AIRS satellite and MACC model were suc-
cessfully compared. All observations showed that surface O3 measured over the
Antarctic Peninsula was the highest, approaching *14, *25, and 22 ppb by
in situ, NOAA-AIRS and MACC reanalysis respectively. The satellite and MACC
reanalysis data showed a consistent trend pattern with the in situ observations where
mixing ratios were in the order of Ushuaia < the Drake Passage (CO) < the Drake
Passage (SO) < Antarctic Peninsula. Both the satellite and MACC mixing ratio
patterns are generally in very good agreement with in situ observations. However,
the values were slightly higher at *80% than MASEC’16 over the three locations.
From this study, both free online satellite and MACC reanalysis data can be used as
a qualitative tool for the determination of hotspot regions for surface O3 at any
given location. However, to quantify the surface O3 via satellite and MACC
reanalysis approaches, we suggest long-term cruise measurements of surface O3 and
its precursors such as CO and NOx are needed in order to understand the surface O3

distributions over the SO and Antarctic Peninsula. In addition, long term satellite

Fig. 5 MACC reanalysis of
surface O3 monthly mixing
ratio during MASEC’16
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and MACC reanalysis approaches to observations of the O3 precursors are
important for validation purposes of in situ observations.
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A Brief Review: Response
of the Ionosphere to Solar Activity
Over Malaysia

Siti Aminah Bahari and Mardina Abdullah

Abstract The variability of solar activity plays an important role in controlling the
chemical reactions and physical processes in the ionosphere. To improve our
understanding of the characteristics of the ionosphere over Malaysia, a study of the
effects of solar activity on the ionosphere is required. This paper focuses on the
variations in the ionosphere as a result of solar activity. Variations in the ionosphere
are divided into (1) critical frequency profile, (2) maximum usable frequency and
minimum frequency, (3) variations of TEC to solar activity, (4) ionospheric delay,
(5) scintillation and (6) the equatorial plasma bubble. The paper also provide new
information towards a comprehensive explanation of the basis processes involved
in improving the prediction capability of the ionospheric model and its related
applications.

1 Introduction

The relationship between the ionosphere and solar activity has received the atten-
tion of numerous researchers, both past and present [1]. The plasma in the Earth’s
upper atmosphere is produced by the solar extreme ultraviolet variability
(EUV) and X-ray radiations [2]. Solar activity varies with time and is defined by an
11-year-cycle. The solar EUV and X-ray radiation are known to be the primary
energy sources for producing plasma in the Earth’s upper atmosphere [1]. Thus, it is
believed that the ionosphere reflects these variations.

In this paper, studies performed by researchers in Malaysia, particularly in
Universiti Kebangsaan Malaysia (UKM) under different conditions of solar activity
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are reviewed. This review covers the response of the critical frequency to solar
activity, maximum and minimum usable frequencies during low solar activity, and
the irregularities of ionospheric in response to solar activity.

Figure 1 presents the solar 10.7 cm radio solar flux index (F10.7) and the
sunspot number for solar cycle 23 and solar cycle 24. Studies on ionospheric
characteristics under different solar cycles are required to enhance our under-
standing of the ionospheric structure over the equatorial region. This will also help
in determining the ionospheric climatology, and the chemical and physical pro-
cesses in the ionosphere for ionospheric empirical model development in the future.
By studying the response of the ionosphere to solar activity, information relating to
space weather prediction and the ionosphere as a solar activity index can be
acquired since the ionosphere is known as an open space of the upper atmosphere
and any kind of solar activity will have a direct effect on it. This paper highlights
reviews of the variability of the ionosphere to solar activity.

2 Characteristics of Ionospheric Response to Solar
Activity

2.1 Critical Frequency Profile

The critical frequency is obtained by sending a signal pulse such as an electro-
magnetic wave launched vertically into the ionosphere. This is reflected back and
the highest frequency at which the reflection occurs is obtained. These are not
constant but vary diurnally, seasonally and with other solar patterns [3].

Fig. 1 Sunspot number and F10.7 cm radio flux from 1991 to 2017 which also cover solar cycle
23 and 24 used in this review
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Studies on critical frequency were performed by Abullah and Zain [3] and
Abdullah [4] during the period of 2005 to 2007, which is considered to be a period
of high to low solar activity. These studies were carried out in Batu Pahat, Johor.
Only foF1 and foF2 critical frequencies were used in this study. A similar trend of
diurnal variations was observed over Batu Pahat from 2005 to 2007 where a high
critical frequency was observed at 0930 LT (0000 UT = 0800 LT) to 0000 LT at
8.75 MHz while the lowest critical frequency was observed at 0030 to 0730 LT
with a value ranging from 6.8 to 4.2 MHz. The critical frequency in 2005 was
higher compared to those in 2006 and 2007. The average value of the critical
frequency for 2005 and 2007 was 7.5 MHz, with maximum value of 11.0 MHz and
minimum value of 1.8 MHz [4].

The foF1 critical frequency analysis was carried out using the noon observation
value. The regression analysis of the critical frequency showed no correlation
between the measured number and the sunspot number. The theoretical value
showed a high correlation with the sunspot number [4]. In contrast, the foF2 critical
frequency was analysed using polynomial analysis. The 3rd, 4th and 5th degree
equations had a better plot compared to the 6th degree equation from the mea-
surement value.

The study was then continued by Rhazali [5] where the researcher observed the
critical frequency, using hourly data, during the moderate to low solar activity of
March, June, September, and December 2006 and 2007. The data were statistically
analysed to summarise their main characteristics. The actual height of the F layer
was determined from the median values and the coefficient of variability quantified
the height deviations.

The median height of peak electron density, hmax during noon time over Parit
Raja, Johor, Malaysia was 550 km in all months except June, when it was 420 km,
During the nighttime, the average height was around 300 km for all months. In
relation to the seasonal variations of the height of electron density, the highest
daytime peak was observed during the December solstice and the lowest was
observed during the June solstice.

The critical frequency in 2005 at Fraser’s Hill, Pahang varied from 4 to
4.2 MHz, which was lower compared to that at Parit Raja, Johor. The virtual height
at Parit Raja in 2005 was between 290 to 340 km while for Fraser’s Hill it was 230
to 270 km [6]. A study on electron density over Parit Raja and Fraser’s Hill showed
that the average maximum electron density was 0.75 � 1012 m−3 and 0.25 � 1012

m−3, respectively.
The peak electron density usually occurs in the F-region, which can be subdi-

vived into the F1-layer and F2-layer. Above this layer is considered as a topside
layer of ionosphere and known as additional layer or G-layer, which is related to the
equatorial plasma fountain [7]. The G-layer is formed during the pre-noon hours at
the equator between latitudes of ± 10 and is observed to have a greater maximum
plasma concentration than that in the F-layer for a brief period just before noon.
This layer is expected to be better observed during solstices and low solar activity.
This layer was renamed the F3-layer as studies have shown that the layer arises
from the dynamics of the F-layer at low latitudes.
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A study conducted by Zain et al. [6] showed that the critical frequency for the F3
layer varied from about 8.2 MHz in January to 8.4 MHz in December 2003 and
February 2004, and from 6.4 MHz in January 2005 to 7.1 MHz in February 2005
for the F2 layer. The virtual height of the F3 layer at Parit Raja varied from 480 to
900 km. Malaysia’s greatest occurrence of the F3 layer was during winter of 2004
which was a period of high solar activity, with the highest reading being between
1100 to 1300 LT, while the lowest reading was within the period of 2300 to 0200
LT [6].

The study by Zain et al. [7] where data for the year 2005 was analyzed using an
ionogram showed that the existence of the F3-layer in January was high, at about
35% as a result of the winter season. It decreased to about 10% in February, to
about 15% in October and then increased to 50% in November, with the highest
recorded value in December at 80%. The occurrence of the F3-layer in January was
35%, occurring mainly between 1900 to 0100 UT. The lowest median critical
frequency for the F3-layer in that month was 7.1 MHz while the highest was
8.6 MHz. For the month of December, the lowest and highest median critical
frequencies were 6.6 and 8.6 MHz, respectively. The F2-layer median critical
frequencies for the months of November and December were 7.1 and 8 MHz [7].

The study mentioned above was carried out during the decreasing solar activity
of cycle 23, so the results of this study can be used as the basis of modelling or
identifying the characteristics of the ionosphere over the equatorial region gener-
ally, and in Malaysia specifically. As has been mentioned earlier, ionospheric
characteristics vary with solar activity and region, therefore, studying other
parameters such as the minimum and maximum usable frequency over Malaysia is
essential. This will be explained in the next section.

2.2 Ionospheric Minimum Frequency and Maximum
Usable Frequency Response to Solar Activity

“Maximum useable frequency (MUF) is used to determine the highest possible
frequency for high frequency (HF) communications that can be used to transmit
over a particular path under given ionospheric conditions” [8]. Due to the dispersive
medium of the ionosphere, the signal that can be transmitted over the particular path
fluctuates continuously [8]. MUF can be defined by the relation:

MUFð3000ÞF2 ¼ foF2�Mð3000ÞF2 ð1Þ

where M(3000)F2 is the propagation factor of an F2 layer on which its influence is
significantly less than foF2, and MUF(3000)F2 is a usable frequency that can be
received at a distance of 3000 km when reflected by the ionosphere [8].

The study by Abdullah [4] from 2005 to 2007 revealed that the MUF of the
critical frequency over Parit Raja showed the highest value in the morning and the
lowest in the late evening until midnight. The different take-off angle of the MUF
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demonstrated the increase of the critical frequency values [4]. The study by Malik
et al. [8] used actual HF transmissions from the Science and Technology Research
Institute for Defense (STRIDE), Malaysia. The test was carried out between Kajang
ð101:8�E; 2:98�NÞ and Lumut ð100:6�E; 4:22�NÞ, Malaysia between April 2009
and September 2011.

Based on Fig. 1, the duration of these studies can be considered as the increasing
phase of solar cycle 24. Diurnal variations of MUF showed an increasing pattern of
MUF in the afternoon until pre-sunset and started to decrease post-sunset
throughout the years of observation. Analysis on seasonal variations showed that
the variability of MUF was greater during the December solstice in 2009, while in
2010 the variability of MUF was higher during the March equinox as shown in
Fig. 2.

Figure 2 shows the hourly and monthly median for seasonal variation of MUF
from the test compared with the MUF from IRI. The figure is taken from Malik
et al. [8]. The test covers 2009 to 2011, which can be considered as a period of
increasing of solar activity.

Zain et al. [6] also found that variability of MUF was higher during nighttime
compared to daytime except for the year 2011. This might be due to the effects of
solar activity where a high solar activity caused decreasing variability of MUF.
A strong correlation was observed between the variability of MUF and sunspot
number, with a value of 0.73. Other than that, the variability of MUF is also due to

Fig. 2 Hourly monthly median for seasonal variation of MUF VR Test during a 2009, b 2010,
c 2011 and MUF IRI during d 2009, e 2010 f 2011 (Figure taken from Malik et al. [8])
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variations of energy loss (absorption or attenuation) in the ionospheric D-region.
The absorption of a HF signal in the lower portion of the ionosphere can be
measured using fmin, the minimum frequency for which an echo intensity falls
below the minimum recording level.

A study over the African and South American sector during low solar activity
(2010) was conducted by Bello et al. [9]. Two DPS-4 digisonde sounder stations at
Ilorin in Nigeria, west of Africa (8.50 N, 4.68 E) and Jicamarca (12 S, 76.87 W)
were used in the analysis. In this study, Fmin was observed to be high during
daytime and low during nighttime for both stations. The maximum midday fmin at
Ilorin ranged from 2.3 to 2.7 MHz, while for the Jicamarca station it ranged from
2.3 to 2.9 MHz. During nighttime, the fmin range was from 1.9 to 2.2 MHz for
both stations.

The highest fmin was observed during the equinoctial months for both stations at
1100 to 1300 LT and the lowest fmin was during the June solstice which is in
agreement with the seasonal variations of TEC [9]. Regarding longitudinal varia-
tions, it was found that the relative variability (VR) index for Ilorin station was
consistent, having a higher value during the nighttime and lower value during the
daytime. However, the VR index for the Jicamarca station was observed to be
relatively unstable throughout the day. This proved that fmin varies along the
magnetic longitude [8].

This study was carried out over the equatorial region at different longitudes.
Further study, using data from Malaysia, is needed to determine the fmin for the
Malaysian region. A study of the correlation between TEC and fmin should be
performed in the future in order to enhance knowledge of the characteristics of the
ionosphere over the equatorial region, and for modelling purposes.

The variability of fmin and MUF can be correlated with TEC and the occurrence
of other ionospheric perturbations over the equatorial region. It is well known that
the ionosphere over Malaysia is not only influenced by solar activity but also by
other factors such as neutral winds. Furthermore, in this region, the magnetic field is
horizontally oriented from south to north and the field-aligned direction is in the
meridional plane (ExB) which becomes the source of equatorial ionospheric
anomaly occurrences such as plasma bubbles, fountain effects and others [10]. The
response to ionospheric perturbation over the equatorial region as investigated by a
researcher in Malaysia is discussed in the next section.

2.3 Response of Scintillation to Solar Activity

A radio signal from a satellite to a receiver on Earth that propagates through the
ionosphere experiences rapid fluctuations of amplitude and phase known as iono-
spheric scintillation [12]. A study on scintillation by Abdullah et al. [11] during
high solar activity (30 November to 23 December 2005) at Sipitang and Parit Raja,
Johor showed that a quiet scintillation event was observed during most weeks. It
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should be noted that scintillation activity can be grouped into four categories as
shown in Table 1.

A study of gigahertz scintillations during the period of increasing phase of the
solar activity cycle 24 (2011) was conducted by [13]. Scintillations over UKM and
Langkawi were analysed. Strong scintillations were observed at UKM compared to
Langkawi with the S4 indices exceeding 0.5. This is due to the location of Langkawi,
which is nearer to the dip equator. Scintillations at the dip equator are expected to be
lower than the scintillations over a station located further from the dip equator [13].

The diurnal and seasonal variations of scintillations during this period of the
study showed that during equinoxes, scintillations reached their peak in the
morning, noon and evening while during summer it was around 1100 LT and
reached its maximum in the late afternoon. A maximum of scintillations was
observed during equinoxes and a minimum during summer at both stations [12].
Figure 3, which was taken from Seif et al. [12], shows an example of the occur-
rence of scintillations at UKM in 2010. From the figure, it can be seen that scin-
tillation is high during equinoxes and at a minimum during summer, a similar
pattern to that found in the seasonal variation of TEC. The low occurrence of
scintillations during summer might be due to the persistence of equatorial spread-F
(ESF), reduction of F region height and vertical drift along with low ambient
electron density [12].

Table 1 Categories of
scintillation activity

Scintillation index Categories

S4 � 0.25 Quiet

0.5 � S4 � 0.25 Moderate

1 � S4 � 0.5 Severe

Fig. 3 Monthly variations in the occurrence of scintillations at UKM in 2010 (Figure taken from
Seif et al. [12])
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2.4 Response of the Equatorial Plasma Bubble to Solar
Activity

One of the well-known ionospheric irregularities occurring in the equatorial region
is the equatorial plasma bubble (EPB). The EPB can be defined as a depletion of
plasma density in the equatorial F layer. It is generated at the magnetic equator and
elongated along the magnetic field in the North-South field-aligned structure of
depleted plasma through the Rayleigh-Taylor instability.

A study conducted by Buhari et al. [14, 15] on 5 April 2011 during an increasing
phase of solar activity found that 16 EPBs with lifetimes varying from 50 min to
7 h were generated continuously over Malaysia. The separation distances of these
EPBs were from 100 to 550 km and were at 10 min intervals. The EPBs propagated
440 to 3000 km towards the east with velocities of 83 to 162 ms−1 [14, 15].

GPS data from 2003 to 2013 was used to study the equatorial plasma bubble
(EPB) over Malaysia. This study covered almost two solar cycles, which were cycle
23 and cycle 24. The evolution of EPB over Malaysia was detected using the 2D
map of the Rate of TEC change index (ROTI) [16]. The occurrence of EPBs was at
a maximum during the equinoctial months, which were Mar-Apr and Sep-Oct each
year. The maximum occurrence in a year increased from 60% in 2008 and 2009 to
more than 90% in 2010 to 2013. On the other hand, the minimum occurrence rate of
EPB was during the solstice seasons from December-January and June-July [16].

Low solar activity was recorded on 33% of the days with EPBs and 67% of the
days without EPBs. During high solar activity, 66% of the days were affected by
EPBs and 34% of the days were without EPBs. During the low solar activity period,
319 out of 365 (87%) days were recorded as non-successive EPB days and 46 (13%)
days as were recorded as successive EPB days. On the other hand, 306 out of 598
(51%) days were successive EPB days and 292 (49%) days were registered as
non-successive EPB days during the high solar activity period. The occurrence rate
of EPB days exhibited considerable variation with SSN for the years of 2008–2010.
The occurrence rate of EPB days was in agreement with the average of the solar flux
index for the period of 2011–2013, which was during the high solar activity [16].

The results implied that most of the EPBs that occurred during the equinoctial
months in 2011–2013 tended to occur successively along the observed longitudes.
These results revealed for the first time that the successive EPBs are likely to occur
during the equinoctial months in high solar activity periods due to the strong growth
rate of RTI. The probability of EPBs that occur successively is higher during the
high solar activity periods [16]. The occurrence day of EPBs was found to be
relatively active only in the equinoctial months during low solar activity. The
results suggest that strong perturbation is a prerequisite for the development of
EPBs during low solar activity years [16].
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2.5 Response of Ionospheric Delay to Solar Activity

A study during the decreasing phase of solar activity (2005) of solar cycle 23
showed that the delay could be corrected by more than 90%. On the other hand, a
study carried out during the increasing phase of solar activity of cycle 24 (2011) by
Elmunim et al. [17] showed that the diurnal trend of the ionospheric delay peaked
during the post-noon period, while the minimum was observed during the early
morning. The range of the delay during quiet time was from 1.5 to 4.5 m. The
seasonal variations of the ionospheric delay showed that the maximum ionospheric
delay was in November with 7.7 m while the minimum was in July with 0.3 m.

During the deep solar minimum (2009–2010), it was shown that the mean
ionospheric delay throughout the 15-month period varied in the range of 2–6 m. It
was observed that the error increased slightly with a significant difference between
the curves of actual and forecasted delay during summer, where both models
underestimated 1 m of delay in May 2010. In contrast, an overestimation of 3 m
was seen in June 2010 throughout the observation period.

A prominent difference of about 3 m of ionospheric delay was also observed for
both models in October 2010 during 1500–2100 h LT. The average error between
the actual and forecasted delay throughout the observation period was in the range
of 0–2 m [17].

3 Conclusion

Variability in solar activity is embodied in the ionosphere globally, while chemical
and dynamical processes vary on a different spatial scale. Therefore, more attention
should be given to not only global characteristics but also to local particularities in
ionospheric variations, particularly during high solar activity.

Various instruments have been used to study the ionosphere in Malaysia. Based
on studies conducted by researchers in Malaysia, it can be observed that the effects
of solar activity on the ionosphere are increasing with the development of detection
methods and instruments, the accumulation of a huge quantity of data, and
development of solar radiation and ionospheric models.

The studies conducted by researchers in Malaysia proved that solar activity does
play an important role in the variations of the ionosphere. Studies that cover two
solar cycles can be used as a basis to develop the ionospheric model and the space
weather prediction centre in Malaysia, which can ultimately help our government in
maintaining and enhancing the performance of space communications in Malaysia.
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The Time Derivative of the Horizontal
Geomagnetic Field for the Low
Latitude MAGDAS Langkawi Station
for the Estimation of Geomagnetically
Induced Current

Farah Adilah Mohd Kasran, Mohamad Huzaimy Jusoh,
Akimasa Yoshikawa, Zahira Mohd. Radzi and MAGDAS/CPMN
Group

Abstract The time derivative of the horizontal magnetic field component (dH/dt)
is directly related to geomagnetically induced current (GIC). From Faraday’s law of
induction, the changes in geomagnetic field due to space weather perturbations can
produce an electrical current to flow on the Earth’s surface and this process is the
so-called GIC. Historically, many GIC activities have been reported from high
latitude regions due to the very frequent and intense geomagnetic activity observed
in the area. However, during strong sudden impulse (SI) events, the impact of
geomagnetic disturbance may extend to low latitude regions, thus leading to GIC
activity. Long-term analysis of ground magnetic changes, with dH/dt exceeding 30
nT/min at MAGDAS Langkawi station during ascending and peak Solar Cycle 24
(SC 24) was conducted in order to select the significant SI event. The analysis of the
Solar Wind Speed Vx component, Interplanetary Magnetic Field, IMF Bz com-
ponent and magnetic indices (AU, AE and DST) was then conducted to reveal the
behavior of each of those parameters during the events. We found that during SI
events in this study period, the average of the time derivative of the H-component
magnetic field, dH/dt was 37.8 nT/min. Three SI events were analyzed and was
observed that the characteristics of solar wind speed and interplanetary magnetic
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field during the storm can influence the strength of the local geomagnetic distur-
bance. Furthermore, the signature of magnetic disturbance process and amplitude of
dH/dt at this station also depended strongly on which side of the Earth’s was facing
the SI event. The findings of the study show that an SI event during noon side with
IMF Bz component points southward induce stronger ground magnetic disturbance
and a larger amplitude of dH/dt even though a smaller increase of solar wind speed
Vx is recorded compared to any SI events that occurred on night side with
northward pointing of IMF Bz. In overall, the analysis on dH/dt of this study shows
the possibility of GIC occurrence in Malaysia and further investigation and
experimentation on GIC activity is strongly recommended.

1 Introduction

Geomagnetically induced current (known afterwards as GIC) is one of the effects of
space weather perturbation that has significant potential to be explored and sub-
sequently impact Earth surface technologies and buried equipment such as electrical
equipment, railways, pipelines, telecommunication cables and oil and gas tech-
nology [1–4]. During space weather perturbation, the solar wind input energy gives
rise to large atmospheric current vortices above Sun-lit northern and southern
hemispheres. High variations of atmospheric current will be affecting the geo-
electric field at the Earth’s surface and this in turn drives GIC—also known as
telluric currents—along electrically conductive technological networks.
Historically, a lot of research on GIC has been conducted in high latitude regions
since the effects of space weather perturbation are the most intense and most
frequent in this region. Plus, the most famous GIC event was reported in the
Quebec Province of Canada during a March 1989 storm, blacking out the region for
nine hours [5–7]. Nevertheless, during major space weather storms, large geo-
magnetic disturbances may also occur at much lower latitudes, indicating the
possibility of GIC problems there too [8–13]. Furthermore, the magnitude GIC
depends significantly on the network topology, configuration and resistance [3]. So,
all this shows that GIC issues have to be taken into account in mid- and low-latitude
networks.

Several methods can be employed to estimate and to identify the value of GIC,
which are based on calculation of the rate-of-change of the horizontal component of
the magnetic field [2, 6, 10, 14, 15] and on on-site measurement whether directly at
the cable linking the neutral of the transformer and the earth of the star connection
or from magnetometer observations under the transmission lines carrying hundreds
of kilovolts [3, 6, 7, 9, 10, 16]. The rate of change of the horizontal component of
the magnetic field is the driver of GIC. The changes of geomagnetic field generate
electrical current that flows on the Earth’s surface. This phenomenon is based on
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Faraday’s law of induction where the induced electric field at the Earth’s surface,
E can be calculated from the rate of change in the geomagnetic field, B as in Eq. 1.

r� E ¼ �@B=@t ð1Þ

The disruption of electrical power due to GIC is needs to be considered seriously
since our society depends most on the availability and reliability of electricity.
However, the progress of this novel impact on the technology is slow due to the
lack of understanding and awareness in fundamental and theoretical aspects of the
significant effects due to space weather perturbation, especially in the equatorial
region (low-latitudes) and specifically in Malaysia. Therefore, this study proposes a
fundamental investigation of geomagnetic field changes (dH/dt) as a precursor to
GIC occurrence due to SI events in Langkawi station, located in north Malaysia.
The investigation covers the impact of space storms on the ground magnetic field
during the ascending period of solar cycle SC 24.

2 Methodology

2.1 Data Sets and Data Processing

We analysed the whole period from 2009 to 2016 which included a magnetic quiet
period followed by a storm, using a ground-based magnetometer (MAGDAS) in
Langkawi, Malaysia to investigate the possibility of geomagnetically induced
current (GIC) occurrence in Malaysia. This time period covered the ascending and
the peak of Solar Cycle 24. The selection of the MAGDAS station during this
period was made regarding the availability of ground magnetic data.

2.1.1 Data Sets

Figure 1 shows the location of Langkawi MAGDAS observatory and Table 1 gives
the code, name, geographic and geomagnetic coordinates of the station. The hor-
izontal geomagnetic component (H-comp) was extracted from the raw data of the
MAGDAS network.

Several studies have revealed that time derivatives of geomagnetic H component
resemble GIC [3–5, 7, 9–12, 16] and investigations by some of the studies [11]
revealed that from 1-min time derivative of H component with exceeding of 30
nT/min (dH/dt > 30 nT/min), will cause an undesirable effect in power grids.
Therefore, in this study, the H component of magnetic field at Langkawi was first
extracted to find its derivative value (dH/dt), then the significant value of
dH/dt > 30 nT/min was filtered out for further analysis.

Satellite data from SOHO was observed to determine the existence of solar
flares, coronal hole (CH) and coronal mass ejection (CME). The solar wind
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parameters were then analyzed in order to study the connection between space
events and ground surface activity. The solar wind parameters, Vx and interplan-
etary magnetic field, (IMF) Bz were recorded on board the ACE satellite, the
magnetic indices, Dst, AU and AE are from the Data Analysis Center for
Geomagnetism and Space Graduate School of Science, Kyoto University database,
the Am magnetic indices are from the International Service of Geomagnetic Indices
database and geomagnetic events are from the Erbe Observatory database.

The magnetic indices, Dst, AU and AL give an estimation of the magnetospheric
and auroral electric currents while the Am magnetic indices allow the identification
of magnetic quiet days. The criterion of a magnetic quiet day is that the daily
average Am index is smaller than 20 nT. Typically, the geomagnetic occurrence is
due to Sudden Commencement (SC) which can be categorized as Sudden Impulse
(SI) and Sudden Storm Commencement (SSC). The phenomena studied was SC
(sudden commencement), which can be due to SSC (storm sudden commencement)
if it is a subsequent magnetic disturbance, or SI (sudden impulse) if there is no
further disturbance.

Fig. 1 Location of MAGDAS Langkawi observatories

Table 1 Geographic and geomagnetic coordinates of the magnetic observatory

Code Name Geographic Geomagnetic Local time

Latitude Longitude Latitude Longitude

LKW Langkawi, Malaysia 6.30 99.78 −2.32 171.29 GMT +8
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2.1.2 Data Processing

The horizontal component of MAGDAS magnetic field was obtained from Eq. 2. In
this study, we use the time derivative of ground horizontal magnetic field and Eq. 3
to estimate GIC activity in Malaysia with a 1-minute time resolution.

H ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ y2
p

ð2Þ
dH
dt

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

dx=dt2 þ dy=dt2
q

ð3Þ

3 Data Analysis, Results and Discussion

3.1 Data Analysis

In this present study, the main criterion to select the geomagnetic events in this
station is based on the derivative of the horizontal component, dH/dt > 30nT/min.
The value of derivative, dH/dt > 30nT/min indicates the possibility of geomagnetic
induced current (GIC) occurrence at the ground surface. Figure 2a–n shows 14
significant events in LKW station with dH/dt > 30nT/min and corresponding date.
This figure is superimposed on a grey transparency box which represents the local
night time. Table 2 provides the maximum values of dH/dt and local time for each
of the 14 significant events. Of these events, ten (Fig. 2a–b, d–h and l–n) occurred
during the daytime while the other four events (Fig. 2c and i–k) happened during
nighttime. The highest dH/dt was 88.28 nT/min, recorded on 2nd October 2013 at
09:54 in the morning while the lowest was on 8th February 2014 at 12:15 in the
afternoon when dH/dt was 30.8 nT/min. The standard deviation, r has been applied
to identify the typical value range of dH/dt throughout 2009–2016 at LKW station
and 0.82699 was obtained as the value of r for this time period. Therefore, during
quiet geomagnetic activity, the regular variation of dH/dt is in the range of 0.8271
nT/min and −0.8269 nT/min. Nevertheless, a large spike of dH/dt can be observed
if there is any geomagnetic disturbance. The dH/dt variation in Fig. 2c, d, i–k)
shows a sudden increase at 15:03, 05:26, 15:54, 11:14 and 18:57 UT respectively
before it decreases to the regular pattern which tends to 0 nT/min. While Fig. 2e, f
has the same variations as the first pattern but high variation of dH/dt still occurred
during certain periods after the sudden increase at 06:00 and 01:54 UT respectively.
High variation of dH/dt can be seen before and after the sudden increases at 05:50,
04:10, 07:15, 07:50, 02:07, 03:50 and 02:55 UT respectively as shown in Fig. 2a, b,
g–h and l–n) and classified as the third pattern. The detailed explanation of the
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factors that influence dH/dt variations remain unexplored but we believe that the
behaviour of geomagnetic disturbance is strongly related to those dH/dt patterns.
Table 2 gives the values of maximum dH/dt and its occurrence time for each event
in both universal and local time (UT and LT).

To discover the significance of the role of geomagnetic events in the rise of high
magnetic field changes, dH/dt in this dip equator station (as presented in Fig. 2), we
need to identify the geomagnetic event behaviour for each event and the local time of
occurrence. The geomagnetic field exhibits variations due to different phenomena.
These are regular variations with no geomagnetic storm occurrence and irregular

Fig. 2 14 variations of derivative H component (dH/dt) exceeding 30 nT/min with corresponding
date at Langkawi station from 2009–2016. Dashed black lines of each plot indicate ± 30 nT/min
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variations due to any geomagnetic activity, considered in this sense as magnetic
disturbances. The H component of geomagnetic field from the MAGDAS LKW
station was examined to further understand the consequences of different geomag-
netic phenomena manifesting a high value of dH/dt. In this study, we examine dH/dt
that exceeding 30nT/min only during SI (sudden impulse) events.

Table 3 lists the SI events from the selected SC events with dH/dt > 30 nT/min
for further analysis. The events were compared with the quietest day to study the
different levels of geomagnetic variation with respect to the local time (daytime and
nighttime).

Of the events selected, only three events on 15 March 2013, 7 February and 23
December 2014 are classified as sudden impulse (SI) while the other events are
classified as storm sudden commencement (SSC). Besides that, only one SI event
on 15 March 2013 happened during quiet geomagnetic activity with <Am> index
of 12 nT. On 7 February 2014, SI occurrence manifested high magnetic changes
with a maximum value of 30.8 nT/min recorded on the following day. Therefore,
analysis of two days (7–8 February 2014) geomagnetic activity was performed for
this event. To identify the regular variation of H component in LKW station, the

Table 2 Maximum values of dH/dt for the event from 2009–2016 with corresponding universal
and local time of occurrence, at Langkawi station

Year Day Max dH/dt
(nT/min)

Time (UT) Time (LT)

2011 18 Feb −45.07 05:50 13:50

5 June −44.87 04:15 12:15

2012 24 Jan 34.83 15:07 23:07

2013 15 Mar 42.2 05:45 13:45

17 Mar 41.2 06:00 14:00

2 Oct 88.28 01:54 09:54

2014 8 Feb 30.8 07:15 15:15

16 Feb 35.11 04:50 12:50

12 Sept 31.46 15:54 23:54

23 Dec 40.44 11:25 19:25

2015 22 June 54.31 18:57 02:57

23 June 31.63 02:07 10:07

20 Dec 33.44 03:50 11:50

2016 8 May −32.37 02:55 10:55

Table 3 Detail of sudden impulse (SI) event occurrence time with Am index

Year Day Time (UT) Time (LT) Geomagnetic classification <Am> nT

2013 15 Mar 05:26 13:26 SI 12 quiet

2014 7 Feb 17:05 01:05 SI 40

23 Dec 11:14 19:14 SI 26
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selected quietest period was obtained based on Am index with daily Am < 20 nT as
listed in Table 4. Four quiet periods were selected, which correspond to the month
of each of the SI events.

3.1.1 SI Event of 15 March 2013

Figure 3a shows the Vx component of solar wind, Fig. 3b shows the Bz component
of interplanetary magnetic field (IMF), Fig. 3c shows the Dst index, Fig. 3d shows
AU and AE indices and Fig. 3e shows the magnetic field H component (solid line)
on 15 March 2013 superimposed on the quietest reference level H component
(dashed line) on 8 March 2013 of the same station as a function of UT time. The
dashed line shows the well-known regular pattern of H component during a quiet
day in Langkawi, thus enabling analysis of the different pattern of H component
between the shock event occurrence and the quiet day. This figure shows that just
before 05:00 UT there was a sudden increase in the solar wind component Vx of
about 50 km/s, associated with a southward increase of the IMF Bz component
(from 0 nT to −8 nT). Later, the IMF Bz turned northward slightly after 05:00 UT
before returning toward the south at around 05:30 UT. When IMF Bz increased
southward at 06:30 UT, the Dst index gradually decreased illustrating the intensi-
fication of a westward ring current. Figure 1d shows the development of auroral
activity (AU and AE) simultaneously with the sudden increase of magnetic field H
component of 62 nT at 05:26 UT/13:26 LT (solid line). In this event the H com-
ponent followed the regular pattern except during the shock impulse and for several
hours after the SI event (from 05:26 UT to 08:30 UT), indicating that the magnetic
disturbance associated with SI event with certain delay. All these observations are
the effects of the shock associated with the eruption that peaked at M1.2 and
generated a full-halo coronal mass ejection (CME) which reached the Earth on 15
March 2013 followed by high speed solar wind streams.

3.1.2 SI Event of 23 December 2014

For this event we present the geomagnetic effect of the storm related to shock
passage associated with coronal mass ejection of 21 December 2014. Figure 4
shows similar parameters to Fig. 3 but this figure corresponds to the SI event on 23
December 2014. A large sudden increase of the solar wind component Vx of
152 km/s at 10:36 UT lead to IMF Bz point northward until 18:00 UT. During this
period, the Dst index remained positive before gradually decreasing starting at

Table 4 Most quiet geomagnetic correspond to each month of SI occurrence based on Am
index <20 nT

Quiet days 8 Mar 2013 13 Feb 2014 26 Feb 2014 11 Dec 2014

Daily <Am> 2 2 4 7
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20:00 UT. The sudden increase of Vx also resulted in the sudden and short
enhancement of auroral activity based on the AU and AE indices. H component of
magnetic field closely followed the regular pattern (11 Dec 2014) before a sudden
increase was recorded at 11:17 UT/19:17 LT which was the response to the shock
impact with an almost 1-hour delay. After the SI event, the H component variation
decreased to the regular pattern illustrating the recovery phase of the magnetic
disturbance but it continued to decrease below the reference variation starting at
about 19:30 UT.

Fig. 3 The solar wind parameters and geomagnetic indices for the SI event on 15 March 2013:
a component Vx of the solar wind speed, b the Bz component of the interplanetary magnetic field,
c and d the Dst index and the AU and AE indices, and d Superposition of regular variation
(computed for the quiet geomagnetic activity of H component) as a dashed curve and the raw data
of H component at LKW station
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3.1.3 SI Events of 7 and 8 February 2014

Figure 5 illustrates two days of solar wind speed (Vsw), IMF Bz component,
ground magnetic indices (Dst, AU and AE index) and local ground magnetic at
LKW station. On 7 February 2014, a weak interplanetary shockwave passed the
Earth due to an expected weak CME passage and the onset of a coronal holes high
speed stream. Just after 16:15 UT, the sudden increased of solar wind speed Vx
from 310 km/s to 400 km/s can be observed. This storm exhibits an oscillating IMF

Fig. 4 The solar wind parameters and geomagnetic indices for the SI event on 23 December
2014: a component Vx of the solar wind speed, b the Bz component of the interplanetary magnetic
field, c and d the Dst index and the AU and AE indices, and d Superposition of regular variation
(computed for the magnetic quiet day of H component) as a dashed curve and the raw data of H
component at LKW station
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Bz component. It began to point southward before turning to a positive value, and
this oscillating process continued until noon on the following day (8 February
2014), thus leading to the unstable variation of the ring current based on the Dst
index. An increased positive value of Dst was observed just after the shock impulse
and it remained until 22:00 UT. It decreased to below 20 nT before it increased
again at 00:00 UT back to 20 nT. After the shock event, a small disturbed auroral
electroject was observed based on the AU and AE indices but due to the long period

Fig. 5 The solar wind parameters and geomagnetic indices for the SI event on 7 February 2013
and the following day of 8 February 2013: a component Vx of the solar wind speed, b the Bz
component of the interplanetary magnetic field, c and d the Dst index and the AU and AE indices,
and d Superposition of regular variation (computed for the magnetic quiet day of H component) as
a dashed curve and the raw data of H component at LKW station
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of high speed solar wind and oscillated IMF Bz, these factors exhibited three main
maximum values of the AL index on 8 February 2014 at 05:30 UT (−483 nT), at
just before 20:00 UT (−633 nT) and at 23:15 UT (−796 nT). In addition, a high
impulse on AU at around 01:40 UT (490 nT) was associated with the sudden
increase of magnetic H component at the same time. Overall, the sudden increase of
Vx resulted in a small increase of H component of 20 nT recorded at 17:05
UT/01:05 LT but the long period of the high speed solar wind phase led to an
oscillated IMF Bz and the observed long magnetic disturbance.

3.2 Results and Discussion

In this paper, we propose criteria of H-component magnetic field changes, dH/dt
exceeding 30 nT/min in Langkawi station in order to select sudden impulse
(SI) events and then analyse three such cases. All three cases exhibit the same
behaviour of solar wind speed Vx (sudden increase of magnitude) but different
characteristics of the IMF Bz variation and the Dst variation. In the first case, on 15
March 2013, Sudden increase of Vx during this SI event with southward polarization
of IMF Bz caused a geomagnetic disturbance starting with compression, main and
recovery phase based on Dst index. In the second case, on 23 December 2014, a
sudden increase of Vx led to the IMF Bz turning from southward to northward.
Increased variation of Dst index shows a strong magnetopause compression hap-
pened during this interplanetary shock. In the third case, on 7 February 2014, a shock
impulse associated with a large sudden increase of Vx exhibited an oscillating IMF
Bz component. As a consequence, two peaks in the Dst index were observed and
they decreased to the recovery phase on the following day. To study the effects of the
space storm on geomagnetic H component during the SI events, the detailed char-
acteristics of each storm are provided in Table 5. It comprises the variation of solar
wind speed Vx in (km/s), the z-component of the interplanetary magnetic field IMF,
Bz (nT), and the characteristics of the Dst index for the three SI events.

From the parameters in Table 6, it is clearly be seen that the increased value of
Vx plays important role in influencing the values of IMF Bz and the Dst index. The
highest increase of Vx happened on 23 December 2014 with ΔVx of 152 km/s, and
resulted in the highest variation of Bz and the Dst index (27 nT and 25 nT
respectively). The lowest solar winds speed variation was recorded on 15 March
2013 and related to the lowest variation of IMF Bz and the Dst index. This finding

Table 5 Solar wind
parameter Vx and IMF Bz
and magnetic Dst variations
during the SI events

Beginning of the storm Variation of indices

Day Time (UT) ΔVx ΔBz ΔDst

15 Mar 2013 04:30 49 8.75 11

23 Dec 2014 10:36 152 27 25

7–8 Feb 2013 16:17 90 10.16 20
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shows that a large sudden increase of solar wind speed, Vx influences the variation
of IMF Bz (ΔBz) and also the Dst index value (ΔDst).

One SI event experienced a difference in time between shock impulse and
maximum dH/dt as listed in Table 7. In 2014, a SI event happened on 7 February at
17:05 UT/01:05 LT during nighttime and the maximum dH/dt was recorded after
14 h and 10 min of sudden enhancement. This event recorded a small enhancement
of H component of magnetic field although it corresponds to a large increase of Vx
as the sudden storm happened on the night side. The maximum value of dH/dt of 30
nT/min is small and was clearly influenced by the increased level of geomagnetic
H-component.

A sudden increase in the ground magnetic impulse associated with the solar
wind speed, Vx, can lead to high magnetic changes, dH/dt, and thus increases the
possibility of GIC occurrence at that station. Ground magnetic observations asso-
ciated with the changes in IMF Bz, AU and AL can be interpreted as the effect of
the prompt penetration of the magnetospheric convection electric field. This
physical process simultaneously effects high, middle, low and equatorial latitudes
[17]. When the shock impulse hit the Earth, LKW station, located in the equatorial
region, also experienced the impact based on the H component variation.
A negative value of the Dst index indicates a ring current injection which resulted
from the transfer of energy, mass and momentum from the solar wind to the Earth’s
magnetosphere. The findings in this study proves that local time also plays an
important role and influences the space storm effect on the ground magnetic field,
thus GIC activity. For instance, a large increase of solar wind speed associated to SI
event on 7 February 2014, has caused a smaller impulse of ground magnetic H
component compared to SI event on 23 December 2014 that happened during day
time. During daytime, solar wind dynamic pressure forces the magnetosphere
current at the magnetosphere to compress more closely to the Earth’s surface
compared to nighttime, thus cause high risk of GIC activity at this equatorial region
even though during unsignificant space weather perturbations [4].

Table 6 Increased value of H component (ΔH comp) and corresponding maximum dH/dt value
on one day at LKW station during SI events

Day Time (LT) ΔH comp Max dH/dt (nT/min)

15 Mar 2013 13:26 Noon 62 42.2

23 Dec 2014 19:14 Dusk 63 40.44

Table 7 Increased value of H component (ΔH comp) and corresponding maximum dH/dt value
for the SI event on 7 February 2013

SC event dH/dt

Day Time
(LT)

ΔH comp
(nT)

Day Time
(LT)

Max dH/dt
(nT/min)

7 Feb 2014 01:05 Night 21 8 Feb 2014 07:15 Morning 30.8
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4 Conclusions

The findings in this study show the effects of sudden impulse event (SI) that
manifest large amplitude of magnetic field changes, dH/dt at Langkawi station.
Several parameters during the SI events such as the characteristic of solar wind
speed Vx, the Bz component of IMF and the local time (day and night side) play
crucial factors in producing the ground magnetic disturbance. From the analyses
conducted, it can clearly be seen that even at this station located in dip equator, a
large geomagnetic disturbance due to sudden commencement (SC) with dH/dt
exceeding 30 nT/min can also occur, illustrating the possibility of GIC occurrence
in Malaysia. So far, no severe impacts or problems caused by GIC have been
reported. It is, of course, possible that some adverse effects have occurred due to
GIC in the past, but because of insufficient awareness they have not been attributed
to GIC. A novel development of this research area and exploration of geomag-
netically induced current (GIC) could be extended to estimating the GIC levels in
Malaysian power systems and to determine the effects of GIC on Malaysia’s current
and planned power systems. This study has thrown up many questions in need of
further investigation. Furher work especially on GIC measurement is strongly
needed to provide information on GIC activity in this area, moreover, the infor-
mation on GIC activity can be used as a reference for the planning and designing of
power systems, as well for equipment selection in Malaysia.
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Comparison of Measured and Predicted
HF Operating Frequencies During Low
Solar Activity

Rafidah Abd Malik, Mardina Abdullah, Sabirin Abdullah
and Mariyam Jamilah Homam

Abstract There is a need to find reliable and accurate HF operating frequencies
because of the uncertainty and variability of the ionospheric region. Therefore, the
aim of this study was to observe and analyze the HF operating frequencies in
Peninsular Malaysia. Comparison of HF operating frequency performances was
undertaken using ASAPS and ICEPAC prediction software. This study was carried
out in Peninsular Malaysia, located in the equatorial region, and at the beginning of
solar cycle 24, namely from April to December of 2009. The HF operating fre-
quencies included the maximum usable frequency (MUF) and the operating
working frequency (OWF), and were based on hourly monthly median values.
Results of the comparison carried out show that MUF and OWF of ASAPS slightly
overestimated measurement of MUF and OWF by about 11 and 12% respectively.
In contrast, MUF ICEPAC highly underestimated MUF measurement by about
39%. However, OWF ICEPAC slightly overestimated MUF measurement by about
16%. This indicates that the MUF and OWF measurements of HF operating fre-
quencies in the Malaysian region are aligned with the MUF and OWF from the
prediction software, particularly the OWF. This study also confirms that HF
operating frequencies can be predicted. This study can be used to provide data and
assist HF researchers in modeling MUF models for predicting HF operating fre-
quencies in the Malaysian region.
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1 Introduction

In the 1950s and 1960s, High Frequency (HF) communication was the backbone of
long-range radio communication systems. However, in the late 1960s and early
1970s, satellite technology changed the perspective of long-range communication
systems [1, 2] because of its reliability and ease of operation. Then, during the Gulf
War, HF communication became popular again due to the limitations of Satcom
(satellite communication) [2, 3]. Since then, HF communication has continued to
play a major role in providing worldwide radio coverage alongside Satcom. HF
transmission using skywave propagation is widely used for voice and data com-
munication by both military and civilian users. Therefore, using the right fre-
quencies for conveying information is important.

HF communication is unique because it relies upon the ionospheric medium that
acts as a radio reflector. The ionosphere is an uncertain region and highly variable
in all time scales, namely within an hour, throughout the day, from season to season
and within the 11-year solar cycle. The HF radio frequency that is used for
transmission in prevailing ionospheric conditions is called the maximum usable
frequency (MUF) [4–6]. Hence, the variations in the ionosphere play a significant
role in HF propagation in that a frequency which may provide successful com-
munication now may not do so an hour later as shown in the example in Fig. 1.

Figure 1 shows HF transmission that was carried out for three consecutive days
from 28 to 30 Dec 2009 in the morning, afternoon and at night. It was found that
frequencies were irregular and constantly changing in the morning, afternoon and in

Fig. 1 Three consecutive days of HF transmission from 28 to 30 Dec 2009
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the evening. HF radio frequencies fluctuated from high, medium and low signal
strength and sometimes no communication occurred at all. The daytime MUFs were
in the range of over 4 MHz to almost 7 MHz, and the nighttime MUFs were in the
range of over 3 MHz to nearly 4.5 MHz. Therefore, it is vital to predict and select
an optimum operating frequency for HF radio at a certain time of day [7]. The
accuracy of MUF prediction is important in the planning and operation of HF radio
frequencies [8, 9]. Therefore, it is vital to obtain reliable and accurate HF predic-
tions between the paths [10].

The aim of the study was to observe and examine HF operating frequencies
obtained from the Science and Technology Research Institute for Defence
(STRIDE), Malaysia by comparing them with the prediction software, namely
ASAPS and ICEPAC. The purpose of the comparison was to ensure that HF
operating frequencies can be predicted using prediction software, and the frequency
predictions are reliable and can be used in the Malaysian region. Thus, this study
was conducted in Peninsular Malaysia, which is located in the equatorial region of
Southeast Asia (SEA) in 2009, at the beginning of an 11-year solar cycle.

2 HF Operating Frequency

As mentioned previously, the HF operating frequency that is used for transmission
in the ionospheric medium is the MUF. Generally, the best HF frequency to use for
communication between two locations is determined by the MUF [11] and the
frequency depends in part on the distance between two locations under specific
working conditions such as antennas, power, and emission type. The MUF for-
mulation [12] between two locations is:

MUF ¼ fcr
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� R
Rþ h

� �2
r ð1Þ

where

fcr = Critical frequency

fcr ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Ne

1:24 � 1010
r

Ne = Degree of ionization of the ionosphere
R = Radius of the earth
h = Height of the ionosphere

MUF varies from day to day due to the prevailing conditions in the ionosphere.
Consequently, it is not possible to predict exact values of MUFs. However, it is
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possible to predict frequencies with a 10, 50 or 90% chance of successful propa-
gation within a month [7, 8]. These frequencies are called the upper, median, and
lower decile MUFs as illustrated in Fig. 2.

Frequencies greater than the upper decile should provide communications for
just three (10%) days of the month, while the median decile MUF should provide
communications for up to 15 (50%) days of the month. Additionally, frequencies
less than the lower decile should provide successful communications for 27 days of
the month, which is 90% of the time. Significantly, the lower decile MUF, which is
also known as the Optimum Working Frequency (OWF) and sometimes called FOT
(Frequency of Optimum Transmission) is appropriate for HF operating frequency to
use for transmission of the HF signals compared to the upper and median deciles.

The OWF is usually chosen below the predicted MUF to ensure a good link of
communication between two locations. It is often taken as 0.85 � MUF [7, 13] or
15% less than the MUF. OWF for a given path is commonly calculated between 80
and 90% of the MUF. In addition, the percentage of usable days may be from 50 to
90% depending on what model is used for determining MUF and OWF. For
example, VOACAP which was developed by ITS, USA uses 50% of MUF. The
most important element for successful operation of an HF link is the selection of an
OWF that will achieve a time availability approaching 100% of days and night,
year-round [7]. Finally, OWF will be specified by 50–90% of MUF. The trans-
mitting frequency must remain below the MUF as illustrated in Fig. 3 in order for
the transmitting signal to be refracted by the ionosphere [14]. If a transmitting
frequency exceeds the MUF, the signal will propagate through the ionosphere
without being reflected back to the earth, and the closure of the communication link
cannot occur.

Fig. 2 HF operating
frequencies illustrating the
upper, median, and lower
decile MUF (OWF)
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3 HF Prediction Models

There are several methods of frequency management such as computer prediction,
experience, ionospheric sounders and others. However, computer prediction is very
popular compared to the others, and is a prediction model based on daily variation
in accordance to time of the day. According to Hanbaba [8] and Jha [15], a model
which is based on daily variation in accordance to time of day is often used to
design an HF radio system to predict the frequency. There are numerous HF pre-
diction software packages available and the best-known and most widely applied
prediction model is the International Reference Ionosphere (IRI) model which was
produced by a joint COSPAR/URSI Working Group [16] and is updated from time
to time. It is an empirical standard model that provides the basis for the simulation
and prediction of the ionospheric radio wave propagation. The model takes into
account daily and seasonal variations, perturbed and quiet conditions as well as the
impact of solar activity on the ionospheric plasma. The IRI model is a more
acceptable HF propagation model for high latitudes compared to the equatorial
region as reported by Wichaipanich [17] and Blagoveshchensky [18]. Moreover,
Malik [19] discovered that the IRI model highly overestimated MUF measurement
over Peninsular Malaysia which is located in the equatorial region.

The US has a full performance model for HF communication circuits called the
Ionospheric Communications Enhanced Profile Analysis and Circuit (ICEPAC).
ICEPAC is developed by the Institute for Telecommunication Sciences (ITS),
National Telecommunications and Information Administration (NTIA), US, which
is an enhancement of the Ionospheric Communications Analysis and Prediction
Program (IONCAP). ICEPAC predicts the expected performance of HF broadcast
systems and in doing so is useful in the planning and operation of HF transmissions
for all four seasons, different sunspot activities, hours of the day, and geographic
locations [20, 21]. Many researchers have selected ICEPAC as an ionospheric
model [21–27]. Findings by Tanyer [23] stated that ICEPAC shows a good per-
formance in the winter months.

Another piece of prediction software that has been widely adopted in many
countries is the Advanced Stand Alone Prediction System (ASAPS) [28]. ASAPS

Fig. 3 Ionospheric HF signal
propagation
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was developed by Space Weather Services of the Australian Bureau of Meteorology
and the ITU-R/CCIR models. This program is based on the ITU-R/CCIR noise
model and it allows for the prediction of skywave communication conditions in the
HF and low VHF radio spectrum or Short Wave Band (1–45 MHz) [14, 23].
ASAPS is different from other prediction systems because it uses the T index to
change solar-geomagnetic conditions rather than the sunspot number. The T index
is used to quantify the response of the ionosphere to solar activity. Thus, ASAPS
predictions are especially accurate when they are driven by real time T indices for
the circuit or region of interest. As revealed by Tanyer [23], ASAPS shows a good
performance in the equinox/summer months.

4 Data and Location

The HF operating frequencies data were obtained from real time HF transmissions
from the Science and Technology Research Institute for Defense (STRIDE),
Malaysia. The HF Telefunken Radio was used as the transceiver system to obtain
HF operating frequencies data which complies with the world’s strictest standards
for radio communications equipment, including MIL-STD-810 and ALE per
MIL-STD-188-141B. The HF operating frequencies data are in the hourly monthly
median values.

The locations of the transmission tests are between Kajang (2.98°N, 101.8°E) and
Lumut (4.22°N, 100.6°E) in Peninsular Malaysia, which is located in the equatorial
region [29]. The transmission tests were conducted from April to December 2009,
during the solar minimum of Solar Cycle 24. Coincidentally, 2009 was the begin-
ning of solar cycle 24 and the yearly average value of the sunspot number was 6.4.
Solar cycle 24 rose much more slowly than any other space age solar cycle, with the
solar activity in 2013 being the weakest peak in 100 years [30–32].

For purposes of comparison, MUF predictions from ASAPS and ICEPAC
prediction software were used to compare the HF operating frequencies data.
ASAPS and ICEPAC were also used by Tanyer [23] to compare the monthly
median values of the MUF and the hourly values of the MUF measured in the
oblique sounding campaigns over Europe. In this study, analysis of error, namely
mean absolute error (MAE) and mean absolute percentage error (MAPE) were used
to calculate the error. MAE is used to measure how close predicted data are to
measurement or observation data.

5 Results and Discussion

In this study, observation and analysis of HF operating frequencies involved two
operating frequencies, namely measurement of the MUF and OWF. OWF was
selected because OWF provides successful communication for 90% of the time or

78 R.A. Malik et al.



27 days of the month compared to the upper and median decile MUF. The fol-
lowing are the performance results of the measurement of MUF and OWF when
compared to ASAPS and ICEPAC.

5.1 Analysis of MUF Measurement

Figure 4 illustrates the diurnal variations of MUF from April to December 2009 for
MUF measurement and MUF from ASAPS and ICEPAC. The plots are MUF
against universal time (UT), which is local time (LT) in Peninsular Malaysia,
namely UT + 8 h. The hourly monthly median plot shows that the MUF magni-
tudes are all the same size. MUF values are higher during the daytime and lower at
nighttime until pre-sunset. Later, the frequencies start to decrease from post-sunset
until pre-sunrise. In the meantime, the MUF values are always changing or fluc-
tuating from day to night as illustrated in Fig. 1. MUF fluctuates with different
frequencies over a day because solar activity causes electron density levels to be
different during the daytime and the nighttime. Therefore, ionization of the iono-
spheric layers varies, especially in the daytime. In contrast, at night the ionization
level is lower making nighttime MUF lower than daytime MUF [11].

Further observation shows that MUF ICEPAC overestimated MUF measurement
especially in the daytime until pre-midnight. After that, MUF ICEPAC approached
MUF measurement. In contrast, MUF ASAPS slightly overestimated MUF mea-
surement especially in the daytime until pre-midnight. However, MUF ASAPS
became quite similar to MUF measurement later. This has been proven by the MAE
as illustrated in Fig. 5. MAE in Fig. 5 is divided into four situations, namely
morning, evening, night and pre-dawn. Noticeably, the figure shows MAE between
MUF measurement and ASAPS is lower than MAE between MUF measurement
and ICEPAC, at <2. MAE between MUF measurement and ICEPAC shows that
MAE is higher in the daytime, and lower in the nighttime and at pre-dawn, at
around 5 and <2 respectively. Overall, MAE for MUF measurement and ASAPS
and ICEPAC are around 1 and 3 respectively.

Fig. 4 Hourly monthly
median of MUF
measurement, ASAPS and
ICEPAC for the months of
April–December 2009
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The following presents the result of the hourly monthly median of MUF mea-
surement, ASAPS and ICEPAC from April to December 2009. The plots reveals
that the highest frequencies are in April, September and October, at >14 and
<16 MHz around 0600 to 1000 UT. However, for MUF ICEPAC, the highest
frequencies are around 10 MHz. The lowest frequencies are in July, August and
December for all MUFs. Clearly, the plots from Fig. 6 indicate that ASAPS slightly
overestimated MUF measurement and ICEPAC underestimated MUF measurement
from April to December 2009. This has been verified by the MAE as illustrated in
Fig. 7, in which the MAE is based on the situation over a day, in other words
morning, evening, night and pre-dawn from April to December 2009. From the
figure, MAE between MUF measurement and ASAPS is higher at night. This
signifies that ASAPS greatly overestimates in the nighttime especially in April,
September and October. Contrastingly, for ICEPAC, MAE is highest in the evening
and morning, at >4 respectively. Hence, ICEPAC greatly underestimated MUF

Fig. 5 MAE between MUF measurement and ASAPS, and MUF measurement and ICEPAC in
the morning, evening, at night and pre-dawn

Fig. 6 Hourly monthly median of MUF measurement, ASAPS and ICEPAC from April to
December 2009
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measurement especially in the morning and evening. From MAPE analysis,
MUF ASAPS overestimated MUF measurement by about 11% and ICEPAC
underestimated MUF measurement by about 39%.

5.2 Analysis of OWF Measurement

The following are the results of the OWF measurement, ASAPS and ICEPAC as
revealed in Fig. 8. As mentioned earlier, OWF is earned within a range of 50 and
90% of the MUF. The plots in Fig. 8 show that the OWF magnitudes are all
parallel, and both OWF ASAPS and ICEPAC slightly overestimate OWF mea-
surement. Noticeably, OWF for ICEPAC is different from MUF ICEPAC, on other

Fig. 7 MAE between MUF measurement and ASAPS and ICEPAC for April–December 2009

Fig. 8 Hourly monthly
median of OWF
measurement, ASAPS and
ICEPAC from April to
December 2009
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words OWF ICEPAC is nearing OWF measurement and slightly overestimates
OWF measurement. This has been proven by the MAE as shown in Fig. 9.

Figure 9 shows MAE between OWF measurements and ASAPS and ICEPAC
are 0.5 and 0.7 respectively. Both MAE for ASAPS and ICEPAC are higher at
night, at nearly 0.9 and 1.4 respectively compared with other situations. The lowest
MAE is in the pre-dawn for ASAPS and in the morning for ICEPAC, at nearly 0.4
respectively. Next, Fig. 10 shows the result of the hourly monthly median from
April to December 2009 for OWF measurement, OWF ASAPS and OWF ICEPAC.
The plots clearly show that ASAPS and ICEPAC slightly overestimated OWF
measurement from April to December 2009. As with MUF performance, the
highest frequencies are in April, September and October, at >8 MHz and <10 MHz
around 0600 UT until 1000 UT including OWF ASAPS. The lowest frequencies are
in July, August and December.

Results of MAE in Fig. 11 show that MAE between OWF measurement and
OWF ASAPS is higher in the nighttime especially for April, September and
October. This indicates that ASAPS overestimates in the nighttime in a similar way

Fig. 9 MAE between OWF measurement and ASAPS and ICEPAC in the morning, evening, at
night and pre-dawn

Fig. 10 Hourly monthly median of OWF measurement, and ASAPS and ICEPAC for April–
December 2009
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to MUF ASAPS. For ICEPAC, MAE is also higher in the nighttime, especially for
April, October and December. Hence, ICEPAC also overestimated OWF mea-
surement especially in the nighttime compared to other situations.

From the MAPE assessment, OWF ASAPS and ICEPAC overestimated MUF
measurement by about 12 and 16% respectively. This result indicates that
OWF ICEPAC is more suitable for predicting HF operating frequency compared to
MUF ICEPAC. However for ASAPS, both MUF and OWF are suitable for pre-
dicting HF operating frequency. Therefore, lower decile MUF, namely OWF is the
more appropriate range for HF operating frequency. The analysis also indicates that
prediction software such as ASAPS and ICEPAC can be used to predict HF
operating frequencies in Peninsular Malaysia especially in the OWF range.

6 Summary

The present study aimed to observe and analyze the HF operating frequencies in
Peninsular Malaysia. The HF operating frequencies were later compared with the
prediction software, namely ASAPS and ICEPAC. The selected HF operating
frequencies were basic MUF and the lower decile MUF, in other words OWF that
ranged between 50 and 90% of MUF compared to the upper and median decile
MUF.

The results of the comparison between MUF measurement and ASAPS and
ICEPAC show that the ASAPS slightly overestimated MUF by about 11% and it
greatly overestimated it in the nighttime. By contrast, ICEPAC underestimated
MUF measurement by about 39% and it greatly underestimated in the morning and

Fig. 11 MAE between OWF measurement and ASAPS and ICEPAC for April–December 2009
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evening. Comparison of OWF measurement with OWF ASAPS and OWF ICEPAC
shows that OWF ASAPS and ICEPAC slightly overestimated OWF measurement
by about 12 and 16% respectively. Both OWF ASAPS and ICEPAC greatly
overestimated in the nighttime. Therefore, OWF ICEPAC is more suitable for
predicting HF operating frequencies compared to MUF ICEPAC. However for
ASAPS, both MUF and OWF are suitable for predicting HF operating frequencies.
These findings indicate that lower decile MUF is the most suitable range for HF
operating frequencies.

7 Conclusion

On the whole, measurements of MUF and OWF were of a similar magnitude to
ASAPS and ICEPAC and did not stray far from the ASAPS and ICEPAC pre-
diction software. Therefore, both pieces of prediction software can be used to
predict HF operating frequencies in Peninsular Malaysia.

The present study can be used to assist researchers in developing HF prediction
models for predicting HF operating frequencies in the Malaysian region. Continued
effort and study are needed to make HF prediction more accurate in the prediction
of HF radio frequency, particularly in Malaysia and the equatorial region in general.
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Ionospheric TEC Response to the Partial
Solar Eclipse Over the Malaysian Region

Rohaida Mat Akir, Mardina Abdullah, Kalaivani Chellappan
and Siti Aminah Bahari

Abstract This paper presents the study of ionospheric behavior during the partial
solar eclipse on 9th March 2016 over the Malaysian region. The partial solar eclipse
event occurred during quiet solar and magnetic activities with maximum Kp index
and geomagnetic Dst indices of 2 and −23 nT respectively. Ionospheric total
electron content (TEC) was obtained from three GPS Ionospheric Scintillation and
TEC Monitors, installed at the Langkawi National Observatory, Langkawi, LGKW
(06°19′N, 99°51′E), Universiti Kebangsaan Malaysia, UKM (02°55′N, 101°46′E)
and Universiti Malaysia Sarawak, UNIMAS (01°28′N, 110°25′E) stations. The
selected stations have a coverage of between 68 and 87% over Peninsular Malaysia
and Sarawak. This study compared the vertical TEC (VTEC) level during the partial
solar eclipse period and the VTEC on the day before, the day after and the mean
VTEC of quiet days. Results at these three stations show a clear occurrence of
VTEC depletion in the range between 6 and 19% during the partial solar eclipse.
The findings shows that depletion of VTEC during the partial solar eclipse was due
to the reduction of ionization.
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1 Introduction

The ionosphere is part of the upper atmosphere that can affect radio wave propa-
gation. Total electron content (TEC) is one of the quantities which can describe
ionospheric behavior. A solar eclipse is a unique phenomenon that provides the
opportunity to study the behavior of the ionosphere. There are two types of eclipse,
namely total solar eclipse and partial solar eclipse. Both solar eclipses occur when
the moon passes through either directly or partially between the Earth and the Sun,
blocking the Sun’s rays and causing a shadow on the Earth [1–4]. As shown in
Fig. 1, during the solar eclipse, the moon will partially block the Sun disk and
create the moon shadow.

The number of electrons and ions in the ionosphere will decrease during the
solar eclipse due to the obstruction of solar radiation. When the solar eclipse occurs,
the level of solar and geomagnetic disturbances, geographical longitude and latitude
and the local time are factors that contribute to the effect of changes in the iono-
sphere [2, 5]. Researchers have used a variety of methods such as network iono-
sonde, incoherent scatter radar (ISR), the Global Positioning System (GPS) and
satellite measurements to study ionospheric response to solar eclipses [1, 2, 6–8].

This study aimed to investigate the effect on the ionosphere during the partial
solar eclipse based on TEC measurement using GPS Ionospheric Scintillation and
TEC Monitor (GISTM) data. This research focused on the measurement of the
vertical TEC (VTEC) level during the partial solar eclipse. The data were obtained
during the solar eclipse, the day before the event, the day after the event and the
mean of quiet days VTEC was used as reference days.

Fig. 1 Solar eclipse
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2 Methodology

2.1 Data and Location

The partial solar eclipse of 9th March 2016 was investigated at three different
GISTM stations in Malaysia, namely at the Langkawi National Observatory,
Langkawi, LGKW (06°19′N, 99°51′E), Universiti Kebangsaan Malaysia, UKM
(02°55′N, 101°46′E) and Universiti Malaysia Sarawak, UNIMAS (01°28′N, 110°
25′E) stations which are shown in Fig. 2. Data were obtained for the day before, the
day after, the mean of quiet days VTEC and during the partial solar eclipse. The
studied VTEC was based on data obtained from the GISTM stations.

2.2 Data Processing

In this study, only 20° and above of elevation angle were used to minimize mul-
tipath effects on VTEC measurement [9–11]. The GPS receiver can simultaneously
track the information from available satellites and convert the information to slant
TEC (STEC). By using a parsing program, ParseIsmr.exe, all the data from the
Novatel GPS receiver can be converted from binary data to ASCII data. This
program was used to convert the binary-format data records to a comma-delimited
format. The STEC is a measure of the total electron content of the ionosphere along
the ray path from the satellite to the receiver. As shown in Fig. 3, a single layer
model (SLM) mapping function was used to convert the STEC into VTEC based on
Eq. (1).

VTEC ¼ STECðcos x0Þ ð1Þ
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Fig. 2 GISTM stations at LGKW, UKM and UNIMAS
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SLM can be written as

FðxÞ ¼ TECðxÞ
TECð0Þ ¼

1
cos x0 or sin b0ð Þ ¼

1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� sin2 x0

p ð2Þ

sin x0 ¼ RE

RE þ hm
sin x ð3Þ

where, x and x′ are the zenith angle of the satellite as seen from the observing
station, RE is the radius of the Earth set to 6371 and hm is the height of maximum
electron density. In order to evaluate the VTEC, we made the assumption that the
ionosphere which surrounds the Earth is situated at a height of about 350 or
450 km. In this study, the height was set at an altitude of 450 km because this
height is the most ideal and suitable to be applied in the equatorial region, which is
known to have the highest electron density as mentioned by Yaacob et al. [6].

The ionospheric response during the partial solar eclipse was determined by
analyzing the comparison of VTEC measurements the day before, the day after and
on the mean quiet days. VTEC with respect to the partial solar eclipse was also
examined. On 9th March 2016, the partial solar eclipse was observed from the
GISTM stations in Malaysia. The times at the start, the maximum, and the end of

Fig. 3 Ionospheric single
layer model [9, 10, 12]
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the eclipse over the GISTM stations are illustrated in Table 1. The partial solar
eclipse was examined based on local time (LT), where LT is 8 h ahead of universal
time (UT).

The geomagnetic and solar data, obtained from World Data Center, (WDC) and
the National Oceanic and Atmospheric Administration (NOAA) databases respec-
tively were analyzed. Both data sets can be downloaded freely. Figure 4 depicts the
solar radio flux, F10.7 cm and geomagnetic disturbance storm time, (Dst) index for
3rd–13th March 2016. It can be seen from Fig. 4 that the maximum Dst excursion
was −59 nT on 7th March 2016, two days before the solar eclipse occurred. During
the time of the solar eclipse, the geomagnetic Dst on that day was fairly quiet, at
around −23 nT and the readings of solar radio flux, F10.7 cm were 96. Based on
Fig. 4, Dst and F10.7 cm for the day before and the day after the solar eclipse
showed a quiet day of geomagnetic conditions and solar activity.

Table 1 The geographical condition of the partial solar eclipse at 3 stations [13]

Station Geo. coordinate Start of
eclipse (lt)

Maximum
eclipse (LT)

End of
eclipse (LT)

Coverage
(%)Lat (°) Long (°)

LGKW 6.19 N 99.51 E 07:30:00 08:25:08 09:30:22 68

UKM 2.55 N 101.46 E 07:24:20 08:23:36 09:30:48 79.4

UNIMAS 1.28 N 110.25 E 07:24:40 08:29:01 09:42:49 86.9
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Fig. 4 Solar radio flux, F10.7 cm and geomagnetic Dst index from 3rd to 13th March 2016. The
solar eclipse was on 9th March
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3 Results and Discussion

Daily VTEC variations during the eclipse period at the GISTM stations were
compared with the VTEC variations for the same period on the day before and the
day after the partial solar eclipse on 8th and 10th March 2016 respectively and with
the mean of quiet days VTEC (QDVTEC). The mean of quiet days was obtained
from five quiet days, namely 3rd, 5th, 8th, 10th and 13th March 2016. The quiet
day was defined as a day with planetary magnetic Kp index of less than or equal to
2. The analysis was conducted in the early morning when the TEC started recording
at three stations from 06:00 to 10:00 LT, as shown in Fig. 5. The maximum TEC in
Malaysia is post-noon, between 1300 to 1600 LT while the minimum TEC is during
early morning between 0100 to 0600 LT [10, 11]. Figure 5 shows that the obser-
vation result for the partial solar eclipse at all GISTM stations was between 07:30
and 09:30 LT. The stations at UKM and LGKW both had some missing data on 8th
March 2016.

Figure 5(a) presents the variation of VTEC at LGKW station from 8th to 10th
March 2016 and QDVTEC. Observations at this station clearly showed that there
was a depletion of VTEC value. This depletion occurred at the beginning of the
partial solar eclipse at approximately 07:30 LT. The depletion of VTEC value
during the partial solar eclipse was not seen on either the day before or after the
solar eclipse event. Comparison of VTEC values during the occurrence of the solar
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Fig. 5 VTEC response during the 9th March 2016 partial solar eclipse at (a) LGKW, (b) UKM
and (c) UNIMAS stations
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eclipse shows that the value of VTEC decreased by 7.28% from the day after the
eclipse event. Meanwhile, the comparison between the time of the eclipse and
QDVTEC shows a decrease of about 6.26%. VTEC gradually increased to the
normal level after the partial solar eclipse period ended, at approximately 09:30 LT.

The VTEC variations at UKM station are shown in Fig. 5(b). The comparison of
the VTEC variation at this station shows that the VTEC value started to decrease
when the partial solar eclipse began and became more noticeable during the period
of the occurrence of the partial solar eclipse. From the observations, the maximum
depletion of VTEC occurred at 08:23 LT with 6 TECU on QDVTEC and 4 TECU
on the day after the eclipse. During the partial solar eclipse, the total VTEC level
decreased by about 12.49% compared to the day after the partial solar eclipse. In
addition, the differential between the time of the partial solar eclipse on 9th March
2016 and QDVTEC shows a depletion of about 13.65% with 12.31 TECU of total
VTEC.

The VTEC variations at the UNIMAS station are shown in Fig. 5(c). At the
UNIMAS station in Sarawak, VTEC variation during the partial solar eclipse was
observed to have the lowest total VTEC value with 98.39 TECU compared to the
VTEC value on the day before and after the event with 120.82 TECU and 111.61
TECU. From the observations, VTEC depletion occurred 30 min before the
beginning of the partial solar eclipse at 07:24 LT. At the end of the partial solar
eclipse, the VTEC value started to recover to the normal level at approximately
09:30 LT. Table 2 shows the VTEC level and percentage of VTEC depletion
during the period of the partial solar eclipse at the three different stations.

From Table 2, the VTEC value at the UNIMAS station during the eclipse, on the
day before, and after the eclipse was 18.65% and 11.94% respectively. VTEC level
during the partial solar eclipse period with respect to the QDVTEC value is 16.12%.
Comparison between the VTEC on the 8th, 10th March 2016, and QDVTEC
clearly shows the occurrence of depletion of the VTEC value during the partial
solar eclipse compared with the day before, after and QDVTEC. With respect to the
day before, after and QDVTEC, the range of the percentage of VTEC depletion is
between 6 and 19% for all three stations. It is due to the decline of ionization during
the partial solar eclipse.

Table 2 Total VTEC level and percentage of VTEC depletion during the partial solar eclipse
period at the three stations

Station
P

VTEC (TECU) Percentage of VTEC depletion
(%)

8th
March

9th
March

10th
March

QDVTEC Std. dev.
QDVTEC

With
respect
to 8th
March

With
respect
to 10th
March

With
respect to
QDVTEC

LGKW – 125.64 135.51 134.03 6.34 – 7.28 6.26

UKM – 77.87 88.98 90.18 5.05 – 12.49 13.65

UNIMAS 120.82 98.29 111.61 117.18 5.08 18.65 11.94 16.12

Note—indicates no data
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From the results, the UNIMAS station has a higher percentage of VTEC
depletion of between 16.12% with respect to QDVTEC and 18.65% with respect to
8th March 2016, compared to the other two stations in Peninsular Malaysia. This
happened due to the partial solar eclipse coverage of approximately 86.9% at
UNIMAS, which decreased in the Northern region of Peninsular Malaysia with
79.4% coverage at UKM and 68% at LGKW as mentioned in Table 1.

4 Conclusion

This paper has presented the ionospheric response during the partial solar eclipse on
9th March 2016 at three affected GISTM stations in Malaysia. The analysis was
performed by comparing the value of VTEC during the partial solar eclipse with the
days before and after the partial solar eclipse as well as the mean average of quiet
days VTEC (QDVTEC). The QDVTEC was the mean average of the VTEC value
during the 3rd, 5th, 8th, 10th and 13th March 2016. It has been shown that during
the eclipse event, the percentage deviations of VTEC compared to QDVTEC of
March 2016 ranged from 6 to 19%. The VTEC value will decrease during the
partial solar eclipse and return to normal after the eclipse ends. Further analysis
using more GPS stations should be performed in order to gain a better under-
standing of the effects of eclipses over the region.

Acknowledgements The author would like to express her gratitude to Universiti Tun Hussein
Onn Malaysia (UTHM) for giving her study leave, enabling her to conduct this research. Utmost
appreciation is also expressed to Universiti Kebangsaan Malaysia (UKM), Universiti Malaysia
Sarawak (UNIMAS) and the National Space Agency of Malaysia (ANGKASA) at Langkawi
National Observatory for the installation and maintenance of the GISTM in UKM, UNIMAS and
LGKW stations. This research is funded by the Malaysian Government through Universiti
Kebangsaan Malaysia under the SA1213001. The authors would like to acknowledge the World
Data Center (WDC) and the National Oceanic and Atmospheric Administration (NOAA) for the
solar and geomagnetic data.

References

1. Li S, Peng J (2011) Ionosphereic TEC change analysis in response to solar eclipse on 22 July
2009. In: Proceedings of 2011 International conference electronics communication control,
pp 4359–4362. doi:10.1109/icecc.2011.6067924

2. Didong RD, Momani MA (2009) The ionospheric response to the annular solar eclipse on
26th Jan 2009. In: Proceedings of international conference on space science communication
iconspheric processing, pp 147–152. doi:10.1109/ICONSPACE.2009.5352652

3. Panda SK, Gedam SS, Rajaram G, Sripathi S, Bhaskar A (2015) Impact of the 15 Jan 2010
annular solar eclipse on the equatorial and low latitude ionosphere over the Indian region.
J Atmos Solar-Terrestrial Phys 135:181–191. doi:10.1016/j.jastp.2015.11.004

94 R.M. Akir et al.

http://dx.doi.org/10.1109/icecc.2011.6067924
http://dx.doi.org/10.1109/ICONSPACE.2009.5352652
http://dx.doi.org/10.1016/j.jastp.2015.11.004


4. Panda SK, Gedam SS, Rajaram G (2013) GPS derived ionospheric TEC response to annular
solar eclipse over Indian region on 15 Jan 2010. In: Proceedings of international conference
on space science communication iconsphere, pp 213–218. doi:10.1109/iconspace.2013.
6599467

5. Momani MA, Sulaiman S (2011) Ionospheric response to the annular solar eclipse on 15th Jan
2010 as observed by ionosonde receivers. J Adv Sci Eng 1:238–245

6. Ya’acob N, Yusof AL, Ali MT, Salleh MKM, Pasya I, Sharihuddin SYM (2011) Investigation
of the annual solar eclipse by using total electron content (TEC) measurements. ISWTA 2011—
2011 IEEE symposium on wireless technology and application, pp 124–128. doi:10.1109/
iswta.2011.6089393

7. Hoque MM, Wenzel D, Jakowski N, Gerzen T, Berdermann J, Wilken V, Kriegel M, Sato H,
Borries C, Minkwitz D (2016) Ionospheric response over Europe during the solar eclipse of
Mar 20, 2015. J Sp Weather Sp Clim 6:A36. doi:10.1051/swsc/2016032

8. Choudhary RK, St.-Maurice JP, Ambili KM, Sunda S, Pathan BM (2011) The impact of the
Jan 15, 2010, annular solar eclipse on the equatorial and low latitude ionospheric densities.
J Geophys Res Sp Phys 116:1–12. doi:10.1029/2011ja016504

9. Akir RM, Abdullah M, Chellappan K, Hasbi AM (2015) Preliminary vertical TEC prediction
using neural network: input data selection and preparation. In: Proceedings of 2015
international conference space science communication, pp 283–287. doi:10.1109/iconspace.
2015.7283767

10. Radzi ZM, Abdullah M, Hasbi AM, Mandeep JS, Bahari SA (2013) Seasonal variation of
total electron content at equatorial station, Langkawi, Malaysia. In: International conference
space science communication iconsphere, pp 186–189. doi:10.1109/iconspace.2013.6599461

11. Akir RM, Abdullah M, Chellappan K, Bahari SA (2017) Comparative study of TEC for
GISTM stations in the Peninsular Malaysia region for the period of January 2011 to
December 2012. Adv Sci Lett 23:1304–1309

12. Abdullah M (2004) Modelling and determination of ionospheric effects on relative GPS
measurements. University of Leeds

13. Agensi Angkasa Negara (2016) Partial solar eclipse in Malaysia 9 March 2016. www.
angkasa.gov.my/?q=en/node/1315. Accessed 31 Mar 2016

Ionospheric TEC Response to the Partial Solar Eclipse … 95

http://dx.doi.org/10.1109/iconspace.2013.6599467
http://dx.doi.org/10.1109/iconspace.2013.6599467
http://dx.doi.org/10.1109/iswta.2011.6089393
http://dx.doi.org/10.1109/iswta.2011.6089393
http://dx.doi.org/10.1051/swsc/2016032
http://dx.doi.org/10.1029/2011ja016504
http://dx.doi.org/10.1109/iconspace.2015.7283767
http://dx.doi.org/10.1109/iconspace.2015.7283767
http://dx.doi.org/10.1109/iconspace.2013.6599461
http://www.angkasa.gov.my/?q=en/node/1315
http://www.angkasa.gov.my/?q=en/node/1315


Effect of Geomagnetic Storms
on Fluctuations of Total Electron
Content at an Equatorial Station

Siti Zainab Hamzah and Mariyam Jamilah Homam

Abstract This paper aims to investigate the effect of geomagnetic storms (catego-
rized as intense and moderate) on the fluctuations of Total Electron Content (TEC) in
the ionosphere. The TEC obtained from ground-based GPS receivers is utilised to
observe the effect of geomagnetic storm activity. The TEC data from an equatorial
station, namely Libreville (NKLG) station (0.4162° N, 9.4673° E) for the years 2011
and 2013 were processed. The fluctuations of TEC during intense and moderate
storm periods are related to the geomagnetic storms. The TEC perturbation during
storms indicates the presence of plasma uplift due to eastward penetration of electric
fields at the equatorial station.

1 Introduction

The interaction between a solar wind shock wave or magnetic field cloud within the
magnetosphere via the southern component of the interplanetary magnetic field
(IMF) cause a provisional disturbance in Earth’s magnetosphere, specifically a
geomagnetic storm. This incident involves a transfer of energy and charged parti-
cles into the magnetosphere [1–3]. These charged particles pass through magnetic
field lines into the magnetosphere, producing an injection of plasma in the nightside
of the magnetosphere, or they become trapped in closed geomagnetic field lines,
forming regions called radiation belts within the terrestrial environment [4–6].
A geomagnetic storm will increase the ring current. The Dst index is believed to be
an indicator of the ring current. With regards to the magnetic equator, the Dst index
predicts the averaged change of the horizontal component of the Earth’s magnetic
field [7, 8]. A Dst index that passes −100 nT is considered as an intense
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geomagnetic storm, while −50 to −100 nT is considered as a moderate geomagnetic
storm. The Kp index is a 3-h range index created to measure the irregular variations
based upon the geomagnetic activity intensity caused by the electric currents in the
ionosphere [9]. The IMF Bz is the north–south direction of the interplanetary
magnetic field and is created by waves and other disturbances in the solar wind in
which a southward IMF Bz is vital for geomagnetic storms to occur.

In order to investigate the effects of geomagnetic storms on TEC, ionospheric
TEC data obtained from the NKLG station (0.4162° N, 9.4673°E) in 2011 and 2013
are used in this study.

2 Methodology

2.1 Ionospheric Total Electron Content

Irregularities in the ionosphere may cause degradation of the radio waves propa-
gation passing through it. Practically, signal degradation cause a propagation time
delay. This time delay is proportional to the amount of TEC. GPS measurements
based on dual-frequency signals ƒ1, (1575.42 MHz) and ƒ2 (1227.60 MHz) were
used to obtain the vertical TEC data in 2011 and 2013 at the NKLG station. The
slant TEC, STEC is measured at 30 s interval and is used to calculate vertical TEC,
VTEC [10]. The vertical TEC is the total number of electrons in a vertical column
with a cross-sectional area of 1 m2 along the ray path [11]. In practice, VTEC is
given by [12]:

VTEC ¼ STEC � bs � brð Þ cos sin�1 RE cos a
RE þ h

� �� �
ð1Þ

STEC is the slant path of TEC, bs and br are the satellite and receiver biases, RE is
the Earth’s radius of 6378 km, h is the height of the ionospheric layer, and a is the
elevation angle of the satellite.

The cut-off elevation angle of 25° is selected to reduce the time delay and to
avoid unnecessary errors caused by the multipath and uncertain amount of data.
A pseudo-range with low elevation is more likely to be affected by the multipath
effect and the decrease in reliability than one with high elevation. If the elevation
angle is too high, few satellites will record data to the ground-based GPS receiver,
resulting in a decline in the measured data. STEC is calculated from the
pseudo-ranges (P1 and P2) as shown below.

STEC ¼ ðf1f2Þ
40:3ðf 21 � f 22 Þ

ðP2 � P1Þ ð2Þ
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GPS has been widely used in navigation and communication systems including
in TEC monitoring. The International GNSS Service (IGS) has become one of the
important sources of real-time TEC observations. These data are accessible from
several servers. One such server is the Crustal Dynamics Data Information System
(CDDIS) server (ftp://cddis.gsfc.nasa.gov/pub/gps/data/daily/). The data used for
this study were obtained from the IGS, at the Libreville (NKLG) station. Libreville
station Local Time (LT) is 1 h ahead of Universal Time (UT). The Dst and Kp Index
data were obtained from the Data Analysis Center for Geomagnetism and Space
Magnetism, Graduate School of Science, Kyoto University (http://wdc.kugi.kyoto-
u.ac.jp/index.html) and the IMF Bz data were obtained from NASA (ftp://sohoftp.
nascom.nasa.gov/).

Intense geomagnetic storm periods observed on 25 October 2011 and
17 March 2013, and moderate geomagnetic storms observed on 4 February 2011
and 1 May 2013 were used in this study to investigate their effect on TEC variation.
Hourly (UT) averages of vertical TEC were used to relate variation in vertical TEC
with effects of geomagnetic storms.

3 Results and Discussion

Intense geomagnetic storms on 25 October 2011 and 17 March 2013 at NKLG
station are shown in Figs. 1 and 2. Sudden storm commencement (SSC) was
observed at 1700 UT on 24 October 2011. The IMF Bz sharply decreased south-
ward at 1900 UT on 24 October 2011 and reached a maximum negative value of
−12.9 nT at 2300 UT. The Kp Index reached a maximum value of 7 during the
storm. However, in Fig. 2, the SSC was observed at 0600 UT on the day of the
intense storm (17 March 2013). The IMF Bz gradually decreased southward at
0100 UT on 17 March 2013, and reached a maximum negative value of −10.7 nT
at 0800 UT. The Kp Index reached a maximum value of 7 during the storm.

A sudden decrease in Dst value during the SSC to a minimum value of −147 nT
at 0200 UT on 25 October 2011 and a gradual decrease in Dst value during the SSC
on 17 March 2013 to a minimum value of −132 nT at 2100 UT explain a notable
enhancement of the ring current [2, 13]. A strong intensity of geomagnetic storms
caused by the enhanced ring current leads to the formation of ionosphere irregu-
larities at lower latitudes by the electric field penetration from high latitude to lower
latitudes [2].

The positive phase of IMF Bz during the storm period in 2011 just before the
SSC, was observed at 1900 UT with 5.2 nT and the positive phase of IMF Bz

during the storm period in 2013 just before the SSC, was observed at 0100 UT with
3.2 nT. It implies that the field is compressed and it has a relationship with the
southward turning of the IMF [6].

There is a similarity between Figs. 1 and 2 in that before the southward turning
of IMF Bz, the Kp Index started rising and it was still high even when the IMF Bz
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changed direction, and it decreased more slowly than it rose. This observation
shows that Kp Index is correlated with the southward turning of the IMF Bz.

The diurnal variation of TEC during the disturbed day (D day) was investigated
in comparison to the diurnal variation of TEC during the quiet day (Q day) as
shown in Figs. 3 and 6 for the respective intense and moderate storms. The TEC
on the D day represents averaged TEC data on 25–26 October and 17–18 March
while the Q day represents averaged TEC data on 9–10 October and 8–9 March for
2011 and 2013 respectively as shown in Fig. 3. During 2011, the maximum TEC
values observed during the D day was *110 TECU and during the Q day
was *102 TECU.

The percentage change in TEC values is obtained by the following equation.
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%TECchange ¼ ðDTEC �QTECÞ
QTEC

� 100 ð3Þ

The TEC values on the D day observed are slightly higher than those in the Q
day except at 1600–1700 UT. It could be due to the Dst values reaching its lowest
value around this time at −34 nT on 26 October. The storms period began at
midnight on 25 October and ended its recovery phase on the following day at 0900
UT. The constant increase of TEC values between 0400 and 1100 UT on the D day

Fig. 2 The intense storm on 17 March 2013

Effect of Geomagnetic Storms on Fluctuations … 101



indicates that the effect of intense storms occurred around 0200 UT. The maximum
percentage change in TEC observed on the D day is 45% as shown in Fig. 3.

However, during 2013, the maximum TEC values observed for both the D day
and the Q day showed no significant difference being * 90 TECU and *92
TECU, respectively. The storms period began at 1000 UT on 17 March and ended
at 0900 UT on the following day. The maximum percentage change in TEC
observed on the D day was 41% as shown in Fig. 3.

Moderate geomagnetic storms on 4 February 2011 and 1 May 2013 are shown in
Figs. 4 and 5, respectively. The SSC was observed at 1400 UT on 4 February
2011. The IMF Bz steeply decreased southward at 1300 UT on 4 February 2011,
and reached a maximum negative value of −16.4 nT at 1900 UT. The Kp Index
reached a maximum value of 6 during the storm, as illustrated in Fig. 4. From
Fig. 5, the SSC was observed at 1800 UT on 30 April 2013. The IMF Bz gradually
decreased southward at 1200 UT on 30 April 2013, and reached a maximum
negative value of −9.8 nT at 0500 UT. The Kp Index also reached a maximum
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Fig. 3 The diurnal TEC during the intense geomagnetic storms in 2011 (top panel) and 2013
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value of 6. The highest negative Dst values observed at 2200 UT on 4 February
2011 and at 1900 UT on 1 May 2013 were −63 nT and −67 nT respectively as
depicted in Figs. 5 and 6. The positive phase of IMF Bz during the storm period in
2011 just before the SSC, was observed at 1300 UT with 8.9 nT and the positive
phase of IMF Bz during the storm period in 2013 just before the SSC was observed,
at 1200 UT with 8.4 nT.

In contrast to the observation of the southward turning of IMF Bz during intense
storms mentioned above, before the southward turning of IMF Bz during moderate
storms, the Kp Index abruptly rose and started to decrease even when the IMF Bz

changed direction, and it decreased more slowly than it rose. However, the Kp

Fig. 4 The moderate storm on 4 February 2011
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Index observed in 2013 shows inconsistent rising and falling values. It could be due
to the perturbation of IMF Bz changing.

The TEC on theD day represents the averaged TEC data of 4–5 February and 1–2
May meanwhile the Q day represents the averaged TEC data of 26–27 February and
10–13 May for 2011 and 2013 respectively, as shown in Fig. 6. During 2011, the
maximum TEC values observed during the D day was *77 TECU and during the Q
day was *91 TECU.

The TEC values observed on the D day were slightly lower than those on the Q
day [14] except at 0400 UT and 0900–1000 UT. It could be due to the Dst values
reaching its lowest value at 0400 UT around −39 nT compared to other Dst values

Fig. 5 The moderate storm on 1 May 2013
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within the storms period. The storms period began at 2200 UT on 4 February and
ended at 0900 UT on the following day. The storms phase ended at 0900 UT and
this explains the increase of TEC at 0900–1000 UT to higher than those on the Q
day. The maximum percentage change in TEC observed on the D day is 36% as
shown in Fig. 6.

However, during 2013, the maximum TEC values observed for both the D day
and the Q day were not significantly different at *92 TECU and *84 TECU
respectively. The storms period began at 1700 UT on 1 May and ended at 0300 UT
on the following day. The maximum percentage change in TEC observed on the D
day is 32% as shown in Fig. 6.

The positive ionospheric storms represent the increase in TEC value and the
negative ionospheric storms represent the decrease in TEC value. The negative
ionospheric storm is prominent during the moderate storm period of 4 February
2011 as a decrease in TEC shown in Fig. 6. The most influential mechanisms used
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to describe the occurrence of positive ionospheric storms are electrical field vari-
ations and neutral winds [15]. During the main phase of the storm period, the
electrical field moves eastward in the daytime and westward during the recovery
phase. The westward current restrains the eastward current and thus produces a
counter electrojet. The neutral wind moves equatorward and it reduces the down-
ward diffusion of plasma along the geomagnetic field lines, causing the ionosphere
to uplift where the chemical loss is reduced [16]. The negative ionospheric storms
occurred during nighttime on 4 February 2011 as shown in Fig. 6. The resulting
decrease in TEC has been attributed to the disturbance in dynamo-electrical fields as
well as the changes in thermospheric chemical composition signified by a reduced
[O/N2] ratio [17].

4 Concluding Remarks

During the intense geomagnetic storms, the highest negative Dst value in 2011 was
−147 nT while the highest negative Dst value in 2013 was −132 nT. The maximum
percentage change in TEC in 2011 and 2013 was 45% and 41%, respectively. For
the moderate geomagnetic storms, the highest negative Dst value in 2011 was −63
nT meanwhile the highest negative Dst value in 2013 was −67 nT. The maximum
percentage changes in TEC in 2011 and 2013 were 36% and 32%, respectively.

The sudden southward turning of IMF Bz observed during the SSC shows the
presence of the prompt penetration electric fields. The perturbations in TEC indicate
that there could have been plasma uplift due to eastward penetration electric fields.
The intense storms occurred at 0200 UT in 2011 and 2100 UT in 2013 while the
moderate storms occurred at 2200 UT in 2011 and 1900 UT in 2013. All the
geomagnetic storms periods occurred from post-sunset hours until late midnight.
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Analysis of Critical Frequency Measured
from Ionosonde System During Low Solar
Activity in Malaysia Region

Sabirin Abdullah and Ahmad Faizal Mohd Zain

Abstract This paper studied the variability of critical frequency in the Malaysia
region. The critical frequency is obtained from radio wave reflections in the F1 and
F2 layers of the ionosphere. Data was collected from the ionosonde system at Batu
Pahat, Johor and experimental data from 2005 was used in the analysis. Data from
two locations were then compared to data from the IRI model. The pattern of
critical frequency was observed daily and monthly. Results showed that the Parit
Raja location had the highest critical frequency at an average of 8.11, followed by
that from the IRI model at 7.01 and Darwin station at 6.87. This could be used to
define the pattern of critical frequency in the Malaysia region and further studies are
needed to provide a better understanding of the mechanism.

1 Introduction

The ionosphere is a layer of the atmosphere that contains a high electron density
and is affected by the sun’s activity [1]. Studies show that the ionosphere layer
profile varies daily and this affects the high frequency (HF) value. Ionosphere
studies in Malaysia started in 1946 by a Japanese researcher [2], and the early
research and experiments were conducted on Penang Island. The study found that
the island had a higher HF communication. However, no further study was per-
formed in Malaysia until 1990 when ionosphere study began again with research on
HF propagation, focusing on on total electron content [3], and where the obser-
vation values were collected through a GPS (Global Positioning System) receiver
located at Jabatan Ukur Pemetaan Malaysia (JUPEM) station [4]. This station used
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four different locations for data measurement. Ionosphere studies continued in 1995
with research on propagation through the ionosphere layer by observing HF signals
transmitted from several parts of the world [5]. Critical frequency studies are useful
in HF communication where the frequency can determine the Maximum Usable
Frequency (MUF) for a certain location. In the Malaysia region, MUF is determined
by using experimental data and a comparison model [6]. Moreover, analysis on the
variation of critical frequency based on diurnal and seasonal factors is also capable
of providing information on the critical frequency [7].

The recording system of an echo received from the ionosphere uses an electronic
time base to modulate the intensity of a spot of light. The distance along the time
base represents the time offlight of the radio pulse. In this recorder, the photographic
film moves at right angles to the time base as the frequency varies. This traces the
virtual height against radio frequency. These recordings are commonly known as
ionograms [8]. An ionogram consists of the F-layer frequency and height of the
frequency, as shown in Fig. 1. An ionogram recorded using the ionosonde system is
shown in Fig. 2. The critical frequency value (MHz) is defined from the ionogram
display that capture from the inosonde system. This ionogram records the reflection
of the signal that is transmited to the ionosphere layer before being reflected back to
the system. The reflection of the ionosphere from the ionosonde is in the form of
critical frequency and the ionosphere layer virtual height values. The ionogram
displays the frequency that is reflected from the ionosphere layer in real time. Due to
the variation in the electron density in the ionosphere layer as a result of the solar
activity, the critical frequency also varies on a 24/7 basis. It is important to study the

Fig. 1 Ideal Ionogram from the ionosonde system Source: EISCAT Dynasonde 140/1994 11:22
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profile of the critical frequency – in the Malaysia region especially – as it will
provide the basic availability of the frequency for HF communication. Daily critical
frequency can be analysed by using measurement of the ionosphere layer via the
ionosonde system. The resulting ionogram gives the critical frequency which will
determine the MUF. An interesting feature of the equatorial region is that it had
several unstable phenomena which are not yet fully understood and for which further
investigations are therefore required [9]. The short terms analysis of the critical
frequency can give hourly values every day for communication reference.

This study observed the short-term ionosphere critical frequency in 2005 in
order to determine the highest frequency that occurred during daytime. Results are
compared to a nearby equatorial region with good data availability. Hence, in order
to fulfil the objective of this study, data was taken from the ionosonde system
located at Batu Pahat, Johor in Malaysia.

2 Critical Frequency

Plasma frequency, also known as the critical frequency, is defined using the
equation below:

fNi = fN(m/M)1=2 ð1Þ

where fN = critical frequency, fNi = Ion plasma frequency, m = rest mass of an
electron and M = rest mass of an ion [10]. This equation is derived from the plasma
properties of the wave propagation. Vertical reflection occurs when the critical
frequency fN equals the wave frequency f. Hence, when the wave frequency exceeds
the maximum critical frequency of the layer, the wave will penetrate the layer. The

Fig. 2 Ionogram recorded from the ionosonde system at Batu Pahat, Johor, Malaysia on 1
September 2005
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critical frequency is in the form of an ordinary wave and an extraordinary wave
when reflected from the ionosphere layer. When collision is negligible, the wave
with the positive sign is usually called the ordinary wave since it is reflected at the
same height as it would be in absence of the magnetic field and this phenomenon is
also known as gyro frequency [11] whereas an extraordinary wave is when the
refractive index depends on the magnetic field.

MUF is defined as [12]:

MUFð3000ÞF2 ¼ foF2xMð3000ÞF2 ð2Þ

where M(3000)F2 is the propagation factor, foF2 is the critical frequency and MUF
(3000)F2 is the useable frequency at a distance of 3000 km. There is also a simple
formula to determine the MUF using critical frequency value [13]:

MUF ¼ MðDÞfoF2 ð3Þ

where M(D) is the M-factor for a hop equal to distance, D. The critical frequency
value from the experiment was determined from the ionogram interpretation.

3 Ionogram Interpretation

Basically, an ionosonde system can be used to observe the ionosphere layer 24/7.
An ionosonde system is special radar that can transmit and receive signals from the
ionosphere layer. Nowadays, ionosonde systems mostly use a computer manage-
ment system and data collection is much easier than it was with the old system.
Some of the systems display real time data of the critical frequency and height of
the ionosphere. This type of data is presented in a display graph called an ionogram.

An ionogram is a data display of the ionosphere layer produced by an ionosonde.
Typically, an ionosonde station records an ionogram every 5 to 15 min, depending
on the settings of the system [14]. An ionogram display shows the frequency that
reflected from the ionosphere layer in a form of a curve. The ionogram is capable of
showing both important and basic data. Figure 2 shows the basic reflection F2 layer
and Fig. 3 shows the reflection of the E, F1 and F2 layers.

Figure 4 shows the ordinary and extraordinary curves captured by ionogram.
The ionogram shows the range of critical frequency values. Based on Fig. 4, the
minimum and maximum values of the critical frequency are approximately 3.4 and
5.1 MHz respectively.
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4 Data and Location

The data were obtained from the real time ionosonde system at the Wireless and
Radio Science Centre (WARAS) (1°52 N, 103°48E), Batu Pahat, Johor, Malaysia.
The ionosonde system was fully active on a 24/7 basis in 2005 and it used four
receivers with a vertical incident sounding. A transmitting card was connected to
the computer from the preamp to boost transmitted signals. The antenna design for
transmitter is a delta antenna and the receiving antenna consisted of four dipole

Fig. 3 The reflection of the ionosphere layer consisting of E, F1 and F2 layers

Fig. 4 The reflection of ionosphere layer of ordinary (Left) and extraordinary (Right) curves
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antennas. The swept frequency normally ranged from 3 to 20 MHz with a vertical
sounding system [15]. The oblique sounding used more than one ionosonde system
[16]. The ionosonde system used four receiver antennas and a single delta antenna
for transmission. The global positioning system was used to synchronize the UTC
time. Coincidentally, the solar cycle in 2005 was solar cycle 23 and solar activity
continued to decrease until 2009 [17].

5 Results and Discussion

The result of this study is an analysis of observed values of the critical frequency
based on the median critical frequency in 2005. The analysis consists of foF1 and
foF2 critical frequency. The analysis of foF1 critical frequency consists of theoretical
and measurement values. The foF2 critical frequency was compared with results
from the Darwin station (−12.45°N, 130.95° E) in the Australasian region and for
data availability and also IRI model for 2005. This gave the trend and frequency
value during low solar activity.

5.1 Analysis of Comparisons of foF1 Critical Frequency

The result of the regression analysis plot for foF1 in 2005 is shown in Figs. 5, 6, 7,
8, 9, 10, 11, 12, 13, 14, 15 and 16. The solid line in the figures shows the
measurement values while the dashed line shows the theoretical values. The R2 is
the correlation between the measurement foF1 critical frequency and sunspot
number. In this section, the analysis was performed to reveal the correlation
between the foF1 critical frequency and sunspot number for the measurement and
theoretical values.

For the monthly regression analysis, the results show a low correlation between
the critical frequency and the sunspot number. The theoretical value, however,
shows a high correlation between sunspot number and the critical frequency.

The median critical frequency for this figure is the regression analysis using the
measurement and theoretical values. The equation for 2005 is y = 0.0003x + 4.685,
R2 = 0.0001. The sunspot number for 2005 is of a high value ranging from 11 to
192. There were 17 days for which the sunspot number is not available.
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The correlation between the measurement and sunspot number value is shown in
Table 1. The Mx is the value for the x axis and C is the value where the lines
intercept with the y axis. R is the correlation between the measurement value and
the sunspot number.

In Table 1, the correlation for 2005 is small for each month except July where
the correlation is high compared to the other months. The correlation value in July
is 0.4325 which does not correlate with the measurement and theoretical values.
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for December 2005
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The foF1 critical frequency shows that there is poor correlation between the
measurement value and sunspot number. The theoretical value is well correlated
with the sunspot number compared to the measurement value. This value is
obtained from the estimation of the noon foF1 critical frequency only and is cal-
culated using foF1 formula [10].

foF1 ¼ ð4:3þ 0:01R12Þcos0:2v ð4Þ

where R is the sunspot number and v is the solar zenith angle. The theoretical values
of the foF1 critical frequency are highly correlated with sunspot numbers but the
measured values show no correlation with sunspot numbers.

5.2 Comparison of foF2 Critical Frequency

The critical frequency of the foF2 was determined using the observation values from
2005. The analysis of the critical frequency used the trend line analysis from the
daily values. The critical frequency value was taken from the daily median value
and each value was determined from the sounding routine from the digisonde. The
observation value of the critical frequency of foF2 clearly has a high image of the
reflection of the ionosphere during high noon from 8:00 AM until late evening at
5:00 PM local time (LT). The UTC time for this particular time is from 0:00 until
13:00 UTC.

In 2005, as shown in Fig. 17, the median critical frequency for Parit Raja was
from 6 to 8.4 MHz in January. The highest critical frequency was on 22 January,
but the Darwin station had a higher value of 9.7 MHz on 6 January and IRI model
was 6.21 MHz. The lowest critical frequency was on 29 January at 6 MHz but the
Darwin station had a higher critical frequency at 7.9 MHz and the IRI model was

Table 1 Correlation results
between measurement value
of foF1 and sunspot number

Month Mx C R

January 0.0071 4.0046 0.1026

February −0.0029 5.0072 0.0111

March −0.0083 5.4201 0.1287

April −0.0073 4.6052 0.0272

May −0.0175 6.2662 0.2542

June 0.0008 5.864.3 0.0110

July 0.0021 5.5251 0.4325

August −0.0051 4.8797 0.0518

September −0.0020 4.4671 0.0111

October 0.0124 4.2272 0.0911

November −0.0067 4.5993 0.0832

December 0.0061 3.7794 0.0555

Average −0.00056 4.887117 0.105
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6.17 MHz. In February, the critical frequency ranged from 5.5 to 7.9 MHz for Parit
Raja. Half of the days in February showed 7 MHz for the critical frequency value,
but on 13 February the critical frequency was low at 5.5 MHz. The value for
Darwin station was between 5.5 and 11.6 MHz and IRI model was 6.12 to
6.93 MHz. In March, the lowest critical frequency was 6 MHz but the critical
frequency in this month increased to 9.1 MHz. Darwin station had 9.3 MHz as the
highest critical frequency and 5.35 MHz. The critical frequency in April was
9.5 MHz which was an increase compared to the other months, while the lowest
critical frequency for this month was 8 MHz. Darwin station had 10.9 MHz as the
highest and 5.95 MHz as the lowest. The highest critical frequency in 2005 was in
May, and was 11 MHz. The lowest critical frequency in May was 8.15 MHz which
was higher in comparison to the lowest critical frequency in January to April.
However, there were 4 days where the station did not have any observation values
due to system maintenance. The highest value at Darwin station was 9 MHz and the
lowest was 6.1 MHz. The IRI model ranged from 7.34 to 7.97 MHz.

The highest critical frequency in June was 8.7 MHz and the lowest was
7.5 MHz and Darwin station was 6.8 and 5.05 MHz which was lower than Parit
Raja. The IRI model was from 6.55 to 7.35 MHz. The highest critical frequency in
July was 10.75 MHz and the lowest was 1.8 MHz, and there were 5 days without
recorded critical frequency because the system was shut down to prevent damage
from lightning and for system maintenance. Darwin station had a low frequency
compare to Parit Raja with 7 and 5 MHz and in August 7.4 and 4.9 MHz. The
critical frequency in August was 9.3 MHz which was lower. The lowest critical
frequency in August was 6.9 MHz. The lowest critical frequency in September was
7.8 MHz which was much higher than that recorded in August, while the highest
critical frequency in September was 8.9 MHz. Darwin station also had a low fre-
quency compare to Parit Raja, at 7.85 and 4.65 MHz in September. In October, the
systems were shut down for one day because of a power failure. The highest critical
frequency was 9.1 MHz and the lowest was 7.65 MHz in October. The systems
were also shut down for a day due to a lightning strike during the bad weather,
however, Darwin station was 8.65 and 6.05 MHz. In November, the highest critical
frequency was 8.1 MHz and the lowest was 7.1 MHz while Darwin station was
8.65 and 5.3 MHz. The critical frequency was 8.4 MHz in December which was
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the highest, while the lowest critical frequency was 6.9 MHz for that month.
Darwin station was 9.35 and 6.1 MHz. The average value for Parit Raja was 8.1
and Darwin was 6.87. The IRI model was 7.0.

6 Conclusion

This study has analysed the measurement of the ionosphere observation values
obtained from an ionogram. The ionogram was recorded by an ionosonde system
that provided foF1 and foF2 critical frequencies. The ionosonde is located at Parit
Raja station, Batu Pahat, Johor, Malaysia. The analysis of foF1 showed a correlation
between foF1 critical frequency and sunspot number for the measurement and
theoretical values. Results show that theoretical values of the foF1 critical frequency
are highly correlated with sunspot numbers but the measured values show no
correlation with sunspot numbers. Moreover, the highest critical frequency was at
Parit Raja with an average of 8.11, followed by that of the IRI model at 7.01 and
Darwin station at 6.87.

This can be used as a reference for the critical frequency value for future studies
of a similar nature. Finally, this study can also be related to HF communication in
Malaysia where further studies are needed in the equatorial region.

Acknowledgements The authors wish to thank Universiti Kebangsaan Malaysia for funding this
project, Universiti Tun Hussein Onn Malaysia for providing the experimental data and the
Australian Space Weather Services World Data Centre for data download. The authors also
express gratitude to University Kebangsaan Malaysia grant GGPM-2012-071 and ANGKASA
grant FRGS/1/2016/TK04/UKM/02/4 for supporting this research.

References

1. MacNamara LF (1994) Radio amateurs guide to the Ionosphere. Krieger Publishing
Company, Florida, pp 17–20

2. Maeda K (1986) Fifty years of the Ionosphere. J Radio Res Lab 33(140):103–167
3. Zain AFM, Abdullah M (1999) Initial results of total electron content measurements over

Arau Malaysia. In: 4th IEEE Malaysia international conference on communications and 4th
IEEE Asia Pacific international symposium on consumer electronics MICC & ISCE99
Malaysia

4. Zain AFM, Abdullah M (2000) Measurement of total electron content variability at Miri
Sarawak: Short Term Analysis. In: The 16th international conference on advanced science
and technology (ICAST 2000) Fermi National Accelerator Laboratory Wilson Hall Batavia
Illinois 60510 USA, 3 June 2000

5. Hassan SIS, Nazim MM, Yagasena A (1995) Observation of F-layer propagation in Malaysia.
IEEE Catalog:592–595

6. Malik RA, Abdullah M, Abdullah S et al (2015) Ionospheric empirical model: initial approach
to MUF modeling in the Malaysia region. In: 2015 international conference on space science
and communication (IconSpace) Langkawi Malaysia, 3–5 July 2015 252–255

Analysis of Critical Frequency Measured from Ionosonde System … 119



7. Abdullah S, Zain AFM (2012) Diurnal and seasonal variation of critical frequency in
Malaysia from 2005 to 2007. Appl Mech Mater 225:448–452

8. Rishbeth H, Garriott OK (1969) Introduction to ionospheric physics. Academic Press Inc,
New York

9. Rishbeth H (2000) The equatorial F-layer: progress and puzzles. Ann Geophys 18:730–739
10. Davies K (1996) Ionospheric radio. Peter Peregrinus Ltd, London
11. Zain AFM, Abdullah S, Rhazali ZA (2013) Determination of gyro frequency from critical

frequency measurement over Parit Raja Malaysia. In: 2013 IEEE International conference on
space science and communication (IconSpace) Melaka Malaysia, 1–3 July 2013, pp 440–443

12. Malik RA, Abdullah M, Abdullah S et al (2016) Comparison of maximum usable frequency
(MUF) variability over Peninsular Malaysia with IRI model during the rise of solar cycle 24.
J Atmos Sol-Terr Phys 138–139:87–92

13. Jonas RS, Inez SB, Renata GDFC (2013) A simple method to calculate the maximum useable
frequency. In: 13th international congress of Brazilian Geophysical Society 1–5

14. MacDougall JW (2002) CADI Software manual. University of Western Ontario Edited
December 1996 Feb Mar 1997 Feb Dec 2000 May 2002

15. MacDougall JW, Grant IF Shen X (2000) The Canadian advanced digital ionosonde: design
and results. Department of Electrical Engineering University of West Ontario London Ont
Canada

16. Fenwick RB, Barry GH (1966) Sweep-frequency oblique ionospheric sounding at medium
frequencies. IEEE Trans Broadcasting BC 12(1):25–27

17. Maris G, Popescu MD, Besliu D (2004) Solar Cycle 23 analysis. In: Proceedings international
astronomical union symposium, p 223

120 S. Abdullah and A.F.M. Zain



Comparison Between UKMtrapcast
and SPENVIS in Forecasting Distribution
of High Energy Protons in the SAA Region

Gusrizal, Wayan Suparta and Karel Kudela

Abstract The distribution of high energy particles in the South Atlantic Anomaly
(SAA) region was examined. This study attempted to compare the results between
UKMtrapcast and the Space Environment Information System (SPENVIS) in
forecasting the distribution of high energy protons in the SAA during severe and
quiet periods. Results showed that the accuracy of UKMtrapcast was around
80–90%. The maps of UKMtrapcast also indicated that during the quiet period, the
flux value tended to increase and vice versa, and this phenomenon was in line with
National Oceanic and Atmospheric Administration (NOAA) observations. In other
words, the UKMtrapcast could perform dynamic forecasting. On the other hand, the
results of SPENVIS showed a similar pattern for all particles in all periods with an
inappropriate position of SAA core. These findings indicated a positive contribution
opportunity for UKMtrapcast to study the Earth’s space radiation particles.
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1 Introduction

The structure and behavior of energetic protons and electrons trapped in the Earth’s
radiation belts have fascinated and puzzled scientists since their discovery. These
belts can be categorized into two regions, the inner and outer belts. The inner belt is
dominated by high energy protons and low energy electrons. This belt occupies the
Earth’s magnetic field line (L) at L < 2. The outer belt, on the other hand, is
dominated by high energy electrons at L > 3. The area between the two belts is
called the slot region and serves as a depleting area for electron population [1].

The inner belt is relatively stable with a typical lifetime of 10 years [2]. The
inner proton radiation belt is a major cause of anomalies and lifetime reduction in
low earth orbit (LEO) satellites because it contains the South Atlantic Anomaly
(SAA) [3, 4]. The SAA is located over Brazil where the Earth’s inner belt is the
closest to the Earth’s surface due to the offset between Earth’s magnetic and
geographic poles [5]. The SAA contains trapped electrons and protons at all alti-
tudes, and these particles have energies of up to 102 keV (electrons) and 102 meV
(protons). These particles may affect spacecraft and their crews that pass through
the region, especially in the LEO regions due to their ability to ionize matter [6].
Although the SAA is a dangerous area for LEO satellites, it became worth the risk
due to the benefits that LEO offers to remote sensing satellites, especially near to an
Equatorial orbit (NEqO) [7]. To overcome this challenge, the system to address the
forecasting of the distribution of trapped particles in LEO—NEqO is needed to
improve future satellite developments.

Due to the challenges stated above, the Space Science Centre (ANGKASA) at
Universiti Kebangsaan Malaysia (UKM), Malaysia has attempted to produce an
alternative method by which to study the distribution of LEO trapped particles,
especially for the trapped particles forecasting system at NEqO. The system
developed, UKMtrapcast [8], functions as a forecasting system of trapped particles
flux distribution at LEO—NEqO orbit. The system employs a hierarchical Bayesian
spatio temporal (HBST)—Gaussian Process (GP) [9] model combined with the
Universal Kriging [10] interpolation technique that can overcome the limitations of
other established models i.e.: (1) It can be applied to both electrons and protons and
is not affected by solar variations (2) It uses dynamic rather than static data.

This paper aims to study the results of the UKMtrapcast and the Space
Environment Information System (SPENVIS) which was developed to study the
space radiation environment [11]. The SPENVIS depends on AP-8 and AE-8
models which are the de facto models in the space industry.
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2 Methodologies

2.1 Noaa—Meped Data

Medium-energy proton and electron detector (MEPED) data from National Oceanic
and Atmospheric Administration (NOAA) satellites was used in this study because
it corresponded to the forecasting target. However, the MEPED data suffers con-
tamination in both electron and proton detection. After a rigorous literature review,
the work of Yando et al. [12] was chosen to be used as a reference for our work.
Yando et al. [12] stated that the channels that were free from contamination issues
were P4–P5 and P6 Omni—P9 Omni.

It was crucial for this study to treat >16 meV proton observations in the SAA
from the MEPED omnidirectional detectors rather than the lower energy proton
fluxes (P4–P5). Therefore, four omnidirectional proton detector channels (P6–P9
Omni), i.e. >16, >36, >70 and >140 meV were selected to be employed in this
study. This selection was made in order to give a significant contribution to the field
of space weather and space climate, since >30 meV proton fluxes were commonly
used to indicate the likelihood of single event upsets [13]. Thus, these four channels
nicely bracket the energy range relevant to space weather effects in the SAA.
The NOAA data used were adjusted to correspond with the pre-determined area and
period limitation. In terms of area, the data was restricted to the inside of the SAA
region (0° to −40° of latitude and −90° to 40° of longitude).

In terms of period, the SAA region was examined during two severe events,
namely 28 October 2003 and 17 January 2005 and one quiet event, namely 21
August 2008. The date of 28 October 2003 was commonly known as the Halloween
solar flare which was a massive solar flare event, while 17 January 2005 was a
moderate event. These two severe events occurred in solar cycle 23. In regards to
quiet events, there was no significant event occurring from 2007 to 2009 due to the
period being the declining phase of solar cycle 23 and the starting phase of solar
cycle 24. Hence, 21 August 2008 was selected to represent the quiet event. All three
events were evaluated on three consecutive days, in other words before, during and
after the event. A number of NOAA satellites’ data were used in these evaluations,
namely NOAA 15–17 for the Halloween solar event and NOAA 15–18 for the
remaining two events. All the severe events mentioned above were described in the
NOAA solar proton event catalog (ftp://ftp.swpc.noaa.gov/pub/indices/SPE.txt).

2.2 UKMtrapcast System

The UKMtrapcast was developed by combining the HBST—GP method applied in
the spTimer [14] package with the Universal Kriging technique employed in the
field [15] package. Both packages are R packages. These R packages are embedded
in a Matlab platform and employ the NOAA data as an input. Detail regarding the
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HBST—GP and Kriging technique applied in this work can be found in Suparta
and Gusrizal [16], and Suparta et al. [17]. The overview of UKMtrapcast system is
given in Fig. 1 and it is explained in detail in Gusrizal [8].

The NOAA data employed in UKMtrapcast was set as mentioned in Sect. 2.1. In
order to find the accuracy of UKMtrapcast results, three validation parameters were
used in the HBST-GP validation, namely the root mean square error (RMSE), mean
absolute percentage error (MAPE), and bias (BIAS) [18]. Meanwhile, the error
prediction in the Kriging method was constructed by using the mean squared
prediction error. In geostatistics terminology, this value is often called the esti-
mation variance or the Kriging variance ðr̂20Þ [10].

2.3 SPENVIS System

The UKMtrapcast results in the SAA region were compared with two output types
generated from SPENVIS, namely the invariant-based coordinate and the geo-
graphical map. The invariant-based coordinate was based on high energy protons in
order to evaluate the distribution of trapped particles in the magnetic coordinate.

Once the user had logged into the SPENVIS system, the miscellaneous menu
was selected and a list of options were made available. In order to generate the
trapped particles map in the invariant coordinate, the L range was set as L = 1 to
L = 4. We also chose the AP-8 model to generate trapped protons fluxes. The
models have two variants, namely MAX and MIN for the solar maximum and
minimum respectively.

Fig. 1 Overview of UKMtrapcast system
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Four sets of energy thresholds were selected from the output to cover trapped
particles’ energy level in accordance with that of the NOAA data employed in this
study. The energy thresholds were >20 meV and >40 meV for electrons
and >70 meV and >150 meV for protons in order to represent P6 Omni-P9 Omni,
respectively. The date was also set as mentioned in Sect. 2.1. Figure 2 shows the
SPENVIS features used in this work.

3 Results and Discussion

3.1 Results

3.1.1 Result of UKMtrapcast System

The results for HBST—Kriging over the SAA region are presented in Fig. 3(I)–
(IV) which represent the results of mepomp6, mepomp7, mepomp8, and mepomp9,

Fig. 2 SPENVIS features used in this work
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Fig. 3 HBST—Kriging generated maps of mepomp6 (I), mepomp7 (II), mepomp8 (III), and
mepomp9 (IV) over the SAA region for (A) 27–29 October 2003, (B) 16–18 January 2005, and
(C) 21–23 August 2008. The letters a, b, and c indicate the three days for each respective period
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respectively. These periods were 27–29 October 2003, 16–18 January 2005, and
21–23 August 2008 which were represented as indexes A, B, and C, respectively.
The letters of a, b, and c represent the sequence of the three days for each period.
The unit in each figure is in log flux (cm−2 s−1). A contour line of flux value is
added to each figure in order to ease the examination of them.

Based on Fig. 3(I)–(IV), it can be seen that the maximum value of fluxes is
around 5–5.5 for all particles, except for mepomp9 (>140 meV) that has a value of
4.5–5 (Fig. 3(IV)). The mepomp6 (>16 meV) and mepomp7 (>36 meV) have a
bigger high-flux area where their maximum flux value contour areas are wider than
those of other particles. Furthermore, all three periods show higher fluxes during
lower solar activity. Figure 3(I(A)–IV(A)) which represent the period of 27–28
October 2003 (a major solar event) have a lower maximum flux compared to Fig. 3
(I(B)–IV(B)) representing 16–18 January 2005 (a moderate solar event). However,
Fig. 3(I(C)–IV(C)) representing 21–23 August 2008 have the highest maximum
flux values. The distribution pattern for each particle also slightly changes in a
period and has significant variance between each period, especially between severe
and quiet periods.

The average values of the HBST—GP MAPE validation parameter of all par-
ticles for the days in the three periods are shown in Table 1. The MAPE values
determine the accuracy of the HBST—GP model during a severe period. Based on
the table, the average values of MAPE for all events are around 10–20%. This
confirms that the accuracy of the HBST—GP method employed for the SAA region
is around 80–90% for all periods.

The validation of Kriging is indicated by the value of its variance. We found that
the variance values of all particles are below 0.10 except for the period 16–18
January 2015 where it was around 0.15. The results also show that both events have
similar patterns, which means that the Kriging technique is able to perform con-
sistently during these events. These results demonstrate that the HBST—GP results
are quite adequate to be employed in the Kriging technique.

Table 1 MAPE average
values of proton particles over
SAA region

Parameters Date Average value

P6 P7 P8 P9

MAPE 27–10–03 14.18 14.18 14.76 18.93

28–10–03 16.38 15.49 17.54 19.78

29–10–03 17.10 15.72 17.45 18.90

MAPE 16–01–05 13.23 13.52 13.86 14.09

17–01–05 9.05 9.96 9.45 10.92

18–01–05 14.25 13.90 14.41 14.31

MAPE 21–08–08 8.81 8.81 9.27 9.17

22–08–08 9.88 10.37 10.33 10.63

23–08–08 12.62 12.63 12.20 12.46
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3.1.2 Results of SPENVIS

Figure 4 shows the distribution of high energy protons in the invariant coordinate
during (i) quiet and (ii) severe periods. Here, it is found that higher energy levels
have a lower area. For example, the >20 meV energy level occupy more area of L
as compared to >40 meV energy. It is also found that the protons’ distributions are
quite stable for both periods (Fig. 4(i)–(ii)). Figure 4 also gives a general overview
of the habitual population area for the proton particles. It seems that the higher flux
area for all high energy protons occurred at 1 < L < 2, which is the area of the inner
radiation belt. All SPENVIS generated maps were made with the assumption that
there was no significant solar event during both periods. In order to investigate the
ability of the SPENVIS AP-8 model on different solar activities in the SAA area,
generating maps of high energy protons in defined quiet and severe periods was
attempted.

Figure 5(I–IV) represent the results of SPENVIS simulation
of >20 meV, >40 meV, >70 meV and > 150 meV respectively, during quiet and
severe periods. The indexes of A, B, C in Fig. 5(I–IV) represent 27–29 October
2003, 16–18 January 2005 and 21–23 August 2008, respectively. The letters of a, b,
and c respectively represent the first, second, and third day of each period. The unit
in each figure is in flux (cm−2 s−1). The dashed blue circle is encircled in each figure
to signify the area that has the specified values listed in the colour legend. The white
area is the area that has a high flux value and is suggested to represent the core of the
SAA. The suggested core area of the SAA is found to be lower than the actual
position of the SAA core for the three periods. The black area in each figure shows
that the area has very little value of flux.

For all particles, the maximum values of fluxes are around 1000, or 3 in loga-
rithmic value. Based on Fig. 5(I–IV), proton energy >20 meV has the highest
maximum flux while proton energy >150 meV has the lowest maximum flux. This
agrees with the maximum values results obtained at the invariant coordinate
(Fig. 4). It can also be seen that the population area of energy >20 meV is higher
compared to other particles, while energy >150 meV occupies the smallest area.
From this, it can be concluded that the habitual area for proton particles in LEO
orbit is in the SAA region.

The distribution pattern for each particle is similar in each event even though
these events actually differ significantly from each other; the period of 27–29
October 2003 was a major solar storm event that occurred in solar cycle 23 while
period of 16–18 January 2005 was a moderate storm event and the period of 21–23
August 2008 was a quiet period with no major storms.

3.2 Discussion

Results from these methods show that the particles fluxes values vary according to
the solar activity condition. The proton fluxes decrease during high solar activity

128 Gusrizal et al.



Fig. 4 The SPENVIS generated maps of particles on invariant coordinates for (A) proton >
20 meV, (B) proton > 40 meV, (C) proton > 70 meV, and (D) proton > 150 meV. The letters
(i) and (ii) indicate Min and Max of solar activity respectively. The unit of log flux is in particles
cm-2 sec-1
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Fig. 5 SPENVIS generated maps of proton >20 meV (I), >40 meV (II), >70 meV
(III), >150 meV over the SAA region for (A) 27–29 October 2003, (B) 16–18 January 2005,
and (C) 21–23 August 2008. The letters a, b, and c indicate the first, second and third day
respectively of the period
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and increase during low solar activity. This is in line with the study dedicated to
trapped proton fluxes in the inner belt [19, 20]. Qin et al. [20] stated that the
enhancement of solar activity can trigger an increasing upper atmosphere density
and lead to the decrease of proton flux. The HBST—GP results also indicate that a
high solar storm would reduce the proton flux as shown in the 27–29 October 2003
period. This agrees with the results conducted by Zou et al. [21] who stated that the
losses of protons in the inner radiation belt are found during large solar storms. Zou
et al. [21] also added that the 35–70 meV proton channel shows a flux reduction
during large storms with a minimum Dst < −200 nT, whereas the storm with
minimum Dst < −350 nT can decrease the fluxes of 70–140 meV and give a small
effect on the fluxes of 140–500 meV.

This is in agreement with results obtained in this study where the 27–29 October
2003 event with a Dst index near to −400 has more impact compared to the 16–18
January 2015 event which has a minimum Dst index around −100. The HBST—
Kriging results also present a dynamic pattern throughout the days in the defined
period. This confirms the suitability of the Kriging technique employed in this
study.

We also attempted to compare the result of the UKMtrapcast system to the
results based on an established model and system. This task was done by generating
the maps of trapped particles in invariant and geographic coordinate by employing a
NASA AP-8 model implemented in the SPENVIS system. These maps were also
built during high and low solar activity. From the results, it can be seen that the
distribution pattern of particles is similar in all periods of solar activity. This shows
that the distribution of proton particles in the inner belt is static. This finding is in
contrast to the nature of the proton population in the inner belt. The inner belt
proton population is highly dynamic and is influenced by several factors [20],
namely (1) solar proton events, (2) the collision effects between the upper atmo-
sphere and the proton itself, (3) cosmic ray albedo decay, and (4) the long-term
variation of the geomagnetic field. It is assumed that the static condition of AP-8
maps is due to the use of magnetic field models corresponding to the epoch at which
the data were taken [22].

The second limitation of the NASA model is the value of proton flux. Results in
Sect. 3.2 stated that the maximum flux values for all particles are in order of 3 in the
logarithmic scale. However, this is a difference of around two logarithmic scales
from the maximum flux values recorded by NOAA which are in order of 5.
Furthermore, the NASA model in the SPENVIS system only provides coordinate
data for peak values but does not provide detailed coordinates for proton fluxes
throughout the orbit. This makes it difficult to validate the SPENVIS results with
real data.

The following describes the limitations of this study. The first limitation is
related to the HBST model used. Generally, the model has a good ability to forecast
particles fluxes but it does not use any solar parameter such us F10.7 indices or any
geomagnetic indices such as Kp or Dst to integrate into the model’s computation.
Such parameters are important for solar event applications. Moreover, the model
also has limitation in terms of forecasting period. While the distribution of trapped

Comparison Between UKMtrapcast and SPENVIS in Forecasting … 131



particles in the inner belt is relatively stable, the use of HBST—Kriging is more
valuable if it is utilized to predict the distribution of trapped particles in a given time
at a given location rather than predicting the T + 1 distribution. The ability to
predict fluxes at a given time and location would enable the calculation of radiation
dose during a mission. Apart from that, the model lacks in terms of coordinate
framework. The model would perform better if it could also be applied at the (B, L)
coordinate because this type of coordinate type can include the nature of trapped
particles as compared to a geographical coordinate type.

4 Conclusion

The development of a LEO-NEqO trapped particles forecasting system has been
delivered. The employment of HBST-Kriging technique showed that the accuracy
of the HBST-Kriging technique was around 80–90%. In addition, the Kriging
variance was close to zero. This method was also able to produce a dynamic map
that followed the trend of the distribution of trapped particles in accordance to solar
activity. The study of the distribution of trapped particles generated by the AP-8
model implemented in SPENVIS showed that its generated maps were in static
condition and its maximum flux values differed by the order of 2 in the logarithmic
scale. It was difficult to validate this model due to the unavailability of flux values
and their coordinates.

In order to improve studies relating to the UKMtrapcast system, and for this
study to be of practical interest to the space weather and space climate community,
the HBST-Kriging technique should present the capability of estimating fluxes at
any time (rather than a 1-day forecast) in a given area. It also needs to incorporate
some solar and geomagnetic indices in order to enhance the usefulness of this
method. Apart from that, the usefulness of the method will increase if it can also be
applied to the (L, B) coordinate.
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Space Weather Monitoring System
Competition for Secondary School
Students in Malaysia

Mardina Abdullah, Rosadah Abd Majid, Badariah Bais,
Nor Syaidah Bahri and Mohd Hezri Mokhtar

Abstract Competition is one of the best and most popular tools in the educational
process. Through competition, new talent emerges in specific areas. This research
focuses on secondary school students’ interest in space weather monitoring systems
during and after their involvement in this competition. The objective of the research
was to highlight the competition process. The competition was held in Malaysia and
was open to all form 4 and form 5 secondary school students between the ages of 16
and 17. Each school was represented by one team and each team was comprised of
four students guided by science teachers acting as mentors in a competition based
on a module developed by researchers from Universiti Kebangsaan Malaysia
(UKM). Each team was required to build and design a VLF antenna, assemble the
electronic components on the PCB to build the preamplifier and then analyze the
data that they received. They had to create graphs and identify peaks indicating
solar flares. Their findings were compared to GOES satellite data for verification.
They were also required to prepare and upload their progress and final technical

M. Abdullah � N.S. Bahri (&)
Space Science Centre, Institute of Climate Change,
Universiti Kebangsaan Malaysia (UKM), 43600 Bangi, Selangor, Malaysia
e-mail: syaidah12@yahoo.com

M. Abdullah
e-mail: mardina@ukm.edu.my

R. Abd Majid
Department of Education and Community Wellbeing, Faculty of Education,
Universiti Kebangsaan Malaysia (UKM), 43600 Bangi, Selangor, Malaysia
e-mail: rosadah@ukm.edu.my

M. Abdullah � B. Bais
Department of Electrical, Electronic and Systems Engineering,
Faculty of Engineering and Built Environment,
Universiti Kebangsaan Malaysia (UKM),
43600 Bangi, Selangor, Malaysia
e-mail: badariah@ukm.edu.my

M.H. Mokhtar
Faculty of Engineering Technology, Universiti Tun Hussein Onn Malaysia,
86400 Parit Raja, Batu Pahat, Johor, Malaysia

© Springer Nature Singapore Pte Ltd. 2018
W. Suparta et al. (eds.), Space Science and Communication for Sustainability,
https://doi.org/10.1007/978-981-10-6574-3_12

135



reports to be evaluated by a panel of judges. As stated in Vision 2020, this com-
petition will hopefully cultivate interest amongst future scientists in the country
especially the younger generation. This project revealed that the students were able
to conduct research with minimal guidance and that they enjoyed participating in
the competition.

1 Introduction

Space weather is a multidisciplinary field that includes fundamental science activ-
ities such as forecasting, observation, application and monitoring activities. Space
weather has a daily impact to human life on Earth and large variety of domains of
human’s activities. The incident of energetic particles can poses threat to aircraft
crew and passengers [1]. In the twenty-first century, most of the world’s developed
countries depend on space weather operations for navigation, communications,
scientific observation, treaty monitoring, weather forecasting, and other activities
[2]. The magnetic storms and the bursts of radiation in severe space weather events
caused by the Sun’s coronal mass ejections (CMEs) may impact the safety of
astronauts, affect satellite operations and result in power outages on Earth [3]. The
World Meteorological Organisation (WMO) defined space weather as “the inter-
action of Earth with the physical and phenomenological state of the natural space
environment including the Sun, the solar wind, the magnetosphere, the ionosphere
and the thermosphere”. Through observation, monitoring, understanding the driving
processes, analysis and modelling and prediction of the state of the Sun, the asso-
ciated discipline aims to forecast the potential impacts of these disturbances on
ground-based and space-based infrastructure, human life and health [4].

A solar flare is a rapid and sudden intense variation in brightness that occurs
when the magnetic energy that has been built up is suddenly released in the solar
atmosphere. Sudden Ionospheric Disturbances (SIDs) “occur in association with
solar flares and have very strong and relatively long-lasting effects on the iono-
sphere to knock out satellites and network communications. Earth’s dayside
ionosphere responds quickly and dramatically (2.5 min 1/e rise time) to the X-ray
and EUV input by an abrupt increase in total electron content” [5]. In Malaysia,
awareness of space weather was realized with the establishment of the Planetarium
Division, Department of the Prime Minister in 1989 and continued with the
establishment of the National Space Agency in 2002. Space weather has become an
increasingly important research area in space science in recent years, with studies
on the effects of the sun on the environment of the earth, satellites, and commu-
nication systems, etc. Space science research has been conducted at the Faculty of
Engineering, Universiti Kebangsaan Malaysia (UKM) since 1999 [6].

The Sudden Ionospheric Disturbance (SID) Space Weather Monitoring program
is an educational project aimed at building and distributing inexpensive ionospheric
monitoring to students around the world. The program was introduced by the
Stanford SOLAR Centre of Stanford University. A low-cost sensitive space weather
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monitor named as SuperSID for SID detection via VLF remote sensing was
developed by Stanford University Solar Center [6]. This project takes place in
conjunction with International Space Weather Initiatives (ISWI) and developing
countries worldwide. Signal processing is done via soundcard instead of datalogger
as in conventional SID-VLF [6]. However, there is no record of deployment of
SuperSID in Malaysia and its effectiveness still needs to be determined. The pur-
pose of the experiment was to build a VLF receiver system, known as
UKM-SuperSID, in UKM for SID detection and develop and determine the
effectiveness of a teaching kit for a SuperSID Introductory Project to secondary
school students in Malaysia. UKM-SuperSID was installed at UKM, Malaysia
(3.13°N, 101.7°E). The receiver was tuned to receive the 19.8 kHz VLF signal
from a transmitter station at North West Cape (NWC), Australia (21.8°S, 114.2°E).

UKM researchers started the SID Introductory project in 2012 to generate
publicity and early space weather education to high school students. In 2013, the
National Space Agency took the opportunity to raise awareness among the public
by organizing the space weather competition among secondary school students
together with the Space Science Centre, Institute of Climate Change, UKM with
support from the Ministry of Education. The competition was initiated due to the
participation of Malaysia in the International Space Weather Initiative (ISWI) in
2010 where the country’s National Space Agency was one of the committee
members. The initiative was a program of international cooperation to advance
space weather science and communicate results to the public and students through a
combination of instrument deployment, and analysis and interpretation of space
weather data from the deployed instruments in conjunction with space data [7].

In Malaysia, awareness of space science among school students is relatively low.
Through this project, students could expect to gain knowledge about space science,
particularly space weather monitoring by conducting experiments related to solar
activities such as solar flares. The purpose of this project was to raise awareness of
and enhance science education through the study of space weather and to increase
the number of schools involved in using the SID receiver. The study was carried out
by observing VLF data to detect the presence of solar flares. A teaching module and
observation equipment were constructed and provided to students. In the project,
UKM researchers were able to share research findings with the community, espe-
cially students, and encourage their involvement in the field of space science and
support the government’s efforts in promoting space science education.

2 School Community Project

The main goals of education are to improve students’ ability and thinking skills for
a better life in the future. Science education represents the gateway to a world of
creativity, innovations and discoveries. In Malaysia, the “Ministry of education
(MOE) is striving to emphasize the learning of science because the future of the
world rests upon new breakthroughs and cutting-edge technologies” [8]. The MOE
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is enhancing the teaching of science to entice more youths into these areas espe-
cially as schools are considered as the first phase in preparing future scientists [8].
Science education teaches meaningful concepts and allow students to realize the
concepts that can be applied in their life.

Learning scientific concepts during primary and secondary school is important
for students in order to help them to construct new knowledge. In science espe-
cially, it is critical that students get the opportunity to engage in innovation and
creativity. By its very nature, science is a discipline of questioning, experimenting
and thinking outside the box. Being able to engage in inquiry, innovation and
creativity within the science classroom in particular is important for students’
learning. Students learn best by doing practical activities. Students will be able to
remember better if they have done related activities. Educating more students about
space science and technology through experience and entertaining students outside
of ordinary schools is a good method to secure the workforce for future space
development and to get public support for sustainable national space programs [9].

In 2012, UKM researchers succeeded in building the VLF receiver system
known as UKM-SID. The UKM-SID system, which includes a teaching module,
was developed for the SID Introductory Project aimed at promoting awareness and
a better understanding of space weather among high school students in Malaysia, in
addition to cultivating students’ interest in research through hands-on activities and
usage of the UKM-SID ionospheric monitor. The UKM-SID teaching kit was
introduced as a pilot project to four schools in Selangor and Cyberjaya. Several
meetings and workshops were conducted in order to brief the students and teachers
about the UKM-SID system. Students were required to build the UKM-SID system
according to the specified schedule. They were aided by UKM postgraduate and
undergraduate students actively involved in space science research [9].

Through the antenna development, students’ critical thinking, ability to work in
a team and other skills were enhanced. They were also required to record their
activities in a log book, complete their assignments and present their work. These
activities will strengthen their communication skills. As for data analysis, students
utilized various software programs which will keep them abreast of current
developments in information technology. In addition, the students were also
required to search for information in order to complete the task given. These
activities will harness the students’ self-learning skills and enhance their knowledge
of space science.

3 Space Weather Competition

Competition is one of the best ways to provide motivation for students to learn new
knowledge, information or strengthen previous learned material. Through compe-
tition, students can compete with their peers from the same school or other schools.
Usually, this type of motivation is difficult to provide in a normal classroom.
Competition can also provide a starting point for students’ enjoyment of learning
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science [10]. This is extrinsic motivation and intrinsic discovery for students.
Competition can teach students how to succeed and how to accept failure. Students
learn how to face failure and behave like mature people and how to continue
improving their skills, knowledge and performance in the future. This is one of the
most important aspects for students in learning how to cope with their emotions and
to develop their self-esteem—things that cannot easily be provided in normal
classrooms [11].

Competitive activities can be a powerful tool for boosting confidence, devel-
oping high-level technical competence and encouraging self-reliance. Competitions
can also inspire younger learners to emulate the learning they see at higher levels.
They watch and practise in order to try to reach the same standard. Students learn
how to set goals, learn the rules of the game, develop skills, develop their
problem-solving abilities, develop competence in an area, handle loss, enhance their
popularity, learn about their strengths and weaknesses and how to work in a group
[12]. Thus, in this space weather competition, practical work or hands-on activities
are included, not only to spark the students’ interest in science but also to engage
them in the learning process through active participation.

The space weather competition is also known as a Science Research Based
Competition (SRBC). The competition involved both non-academic and
out-of-classroom activities. The competition aimed to identify remarkable young
talent and foster school students’ willingness challenge themselves through science
research. These competitions promote knowledge of new and improved products,
innovation, ideas, investigations or experiments and their findings. Research shows
that participation in science competitions helps students to become aware of their
potential and contributes to their self-confidence [12]. The process of space weather
competitions is described in Fig. 1.

The competition was open to all Malaysian students between the ages of 16 (in
form four) and 17 (in form five). Further information about the competition can be
found on the National Space Science Centre website, www.angkasa.gov.my. A total
number of 152 students from 38 schools in urban and rural areas participated in the
competition. The objective of the competition was to enhance innovative thinking,
creativity, and investigative ability amongst the school students towards space
science research. Students were involved in a four-month-long research project
following scientific methodology. Students conducted this project in groups of four
students under the supervision of a teacher. In addition, students could directly ask
and discuss with their mentor from UKM. In these small groups, students were
encouraged to take responsibility for their own learning and the development of the
project that they were going to compete with.

3.1 Antenna Development

VLF signals are transmitted around the world and accessed through a wire loop
antenna after being reflected by the ionosphere. The antenna consists of a wire loop
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of various shapes and sizes. The shape can be rectangular, square, circle, and
hexagonal, etc. The VLF reception is better when the antenna is larger [6, 13]. The
loop antenna needs to be designed and built according to the specification provided
to the student. In the competition, students were required to construct a wire loop
antenna for the VLF system. However, students were allowed to shape the loop
antenna without necessarily constructing or assembling it as shown in the module
provided to them. Figure 2 shows students making the VLF loop antenna to pick-up
the VLF signal from various VLF transmitter stations. Figure 3 shows another type
of loop antenna. This antenna is 1m x 1m square shape with 29 turns.

3.2 Preamplifier Assembly

The students were required to assemble the electronic components on the PCB and
build the preamplifier. The preamplifier is used to amplify the VLF signal as the
signal received from the antenna is typically very low in amplitude (0.1 mV). The
preamplifier amplifies the signal a thousand times so that it can be detected by the
sound card. A simplified PCB on a single layout was designed to suit manual
assembly [6, 13]. The single layout PCB was preferred for this competition because

Fig. 1 The process of the
space weather monitoring
system competition
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it is easier for the students to assemble than the double layer PCB developed by
Stanford University. A program running on a personal computer (PC) tracked the
VLF transmission signal strength and processed the data. Students knew there was a

Fig. 2 Students making the VLF loop antenna

Fig. 3 Loop antenna
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solar flare on the Sun when the reflected radio signals were strongly influenced by
the Sun’s radiation and from plots of the signal strengths over time [7]. Figure 4
shows a student soldering the preamplifier.

3.3 Software Installation, System Testing and Data
Collection

After the antenna and preamplifier construction, the students needed to install
software and test the VLF system. The participating students would have already
learned basic electronics during their third year in secondary school. This will have
served as an advantage when building the VLF system. The software and instru-
ment testing were fully explained in the module provided to the students. The third
segment is the datalogger, which consists of a computer with a sound card and
configured software. The sound card recommended was a High Definition audio
card with a minimum sampling rate of 96 kHz. The installed software processed the
VLF signal and plotted the output signal [6, 13]. Students needed to run this process
carefully to ensure that the SID system was fully functioning. Students were
instructed to collect continuous data in order to monitor the occurrence of solar
flares.

Fig. 4 Student soldering the preamplifier
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3.4 Collecting and Analyzing Data

Upon completion of the construction of the VLF system, the students analyzed the
data. Students had to detect diurnal variation by plotting the data in local time. They
were also required to make a comparison between Geostationary Operational
Environmental Satellite (GOES) data—which were available online—with the data
they had obtained [7]. This process is important in validating the system and its
capability to detect solar flares and SID events. Figure 5 shows students testing the
VLF system and observing their results on the monitor.

3.5 Presenting the Results

One of the most important aspects of research is sharing what has been learnt.
When students share their research findings they are contributing to the scientific
process by adding information to a larger body of knowledge about a given topic.
The competition gave students the opportunity to learn how to write and format a
good research report. The students were also required to share their findings with
others through oral presentations. Figure 6 shows students presenting their project.

Fig. 5 Students testing the VLF system and observing their results on the monitor
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4 Discussion

Informal education plays an important role in the education system especially in
science-related subjects. Through informal education, students are given the
opportunity to learn science through hands-on activities. Through the antenna
development, preamplifier assembly and data processing, students’ technical skills,
critical thinking and ability to work in team are enhanced. This competition shows
that students were very interested to learn science, and especially keen to learn
about space weather. Students actively and confidently voiced their opinions,
arguments and reasoning on space weather issues. As for the data analysis, students
utilized various software programs which will keep them abreast of the future
developments in information technology. In addition, the students were also
required to search for information in order to complete the given task. These
activities harness the students’ self-learning skills and enhance their knowledge of
space science [6, 9].

In addition, working as a team in this competition increased students’ confidence
and improved their communication skills. Students were able to exchange ideas and
discuss their science ventures openly and confidently. The cooperation they showed
was regarded as helpful in lessening the pressure they faced and in building their

Fig. 6 Students presenting their project
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confidence to proceed further, and this was regarded as pleasing. Students cannot
understand scientific practices, nor fully appreciate the nature of scientific knowl-
edge itself, without directly experiencing those practices for themselves.

5 Conclusions

This competition gave an opportunity to students to enhance their knowledge and
skills in space science education and especially in space weather research. The
competition also helped to raise students’ awareness of research culture and develop
their basic research skills and provided them with opportunity to gain experience in
problem-solving projects. Through this competition, students were able to work
independently, develop their scientific enquiry skills in order to understand and start
applying research methods and consider the idea of research in the space science
field as a future career. Students were also able to communicate with other school
pupils beyond the classroom on a nationwide basis. The hands-on experience which
they have had gone through via this competition will enhance their confidence level
and reinforce positive feelings about their science ability. Overall, this competition
stimulated students’ interests and should positively influence their academic
achievement, as well as expand their sense of future science career options.

Acknowledgements The authors would like to express an appreciation to the teachers and stu-
dents of Malaysia for their participation in this project. We also would like to thank the Ministry of
Education Malaysia, National Space Agency Malaysia, Stanford Solar Center and Society of
Amateur Radio Astronomers of Stanford University for their support. Special thanks to Prof.
Deborah Scherrer for her kind support. The project was funded by UKM’s internal grant
(Komuniti-2012-016) and the Ministry of Science, Technology and Innovation (MOSTI) grant
(KK 2013-008).

References

1. Suparta W, Abdul Rashid ZA, Mohd Ali MA, Yatim B, Fraser GJ (2008) Observation of
Antarctic precipitable water vapor and its response to the solar activity based on GPS sensing.
J Atmos Sol-Terr Phys 70:1419–1447

2. Vanlommel P, Messerotti M, Lilensten J, Calders S, Bonte K, D’Huys E, Zˇigman V (2014)
Exploitation, dissemination, education and outreach in the frame of the COST action ES0803
developing space weather products and services in Europe. J Space Weather Space Clim 4
(A05). doi:10.1051/swsc/2014002

3. Dusenbery PB, Harold JB, McLain B, Curtis L (2008) Space weather outreach: an informal
education perspective. Adv Space Res 42:1837–1843

4. Carlowicz M, Lopez R (2002) Storms from the sun: the emerging science of space weather.
Joseph Henry Press, Washington DC

5. Plainaki C, Lilensten J, Radioti A, Andriopoulou M, Anna Milillo A, Nordheim TA,
Dandouras I, Coustenis A, Grassi D, Mangano V, Massetti S, Orsini S, Lucchetti A (2016)

Space Weather Monitoring System Competition … 145

http://dx.doi.org/10.1051/swsc/2014002


Planetary space weather: scientific aspects and future perspectives. J. Space Weather Space
Clim 6:A31

6. Abdullah M, Bais B, Hasbi AM, Abd Majid R, Yatim B, Mohd Ali MA, Bahari SA, Mat
Daud N, Mokhtar MH, Mohd Zain AF, Asillam MF (2012) Development of UKM-SID
teaching module for space science education. In: Proceedings of international forum on
engineering education 2012, pp 1–5

7. Scherrer D, Mitchell R, Huynh T, Lord W, Lord M (2009) SuperSID users manual; Stanford
Solar Center, Stanford University

8. Curriculum Development Centre (2005) Integrated curriculum for secondary schools:
curriculum specifications biology form 4. Ministry of Education, Putrajaya

9. Abdullah M, Hasbi AM, Bais B (2014) Space weather innovation competition. ISWI
Newsletter 6:035

10. Kuech R, Sanford R (2014) Academic competitions: perceptions of learning benefits from a
science bowl competition. Eur Sci J 1:388–394

11. Ozturk AM, Debelak C (2008) Affective benefits from academic competitions for middle
school gifted students. Gift Child Today 31:48–53

12. Blankenburg JS, Hoffler TN, Peters H, Parchman I (2016) The effectiveness of a project day
to introduce sixth grade students to science competitions. Res Sci Technol Edu 34:342–358

13. Wong PW, Abdullah M, Hasbi AM, Bahari SA (2012) Development of a VLF receiver
system for sudden ionospheric disturbances (SID) detection. In: Prooceding of IEEE
Asia-Pacific conference on applied electromagnetics, pp 98–103

146 M. Abdullah et al.



Current Status of Radio Astronomy
in University of Malaya

Zamri Zainal Abidin and Zainol Abidin Ibrahim

Abstract Radio Astronomy is an important branch of multi-wavelength astronomy
and is essential in any investigations of celestial objects including our own Sun. In
University of Malaya, this research field has been taken to the forefront of astro-
nomical research by the Radio Cosmology Research Lab, which was established in
2005 by the two authors of this review paper. Scientific research topics include dark
matter, evolution of galaxy clusters and galaxies, star formation law, pulsars and
molecular clouds. The technical side of the research involves radio frequency
interference, receiver testing and international interferometer network testing
investigations. Other research areas include space weather especially the study of
solar radio bursts, as well as its relationship to seismic activity. An important
landmark in this research is the completion of the construction of the UPSI-UM
Radio Telescope for observation of galaxy clusters and also the Half-Wave Dipole
Antenna for the monitoring of solar radio bursts, both in 2016. A brief report on
future plans will also be included in this review.

1 Introduction

In 1928, a Physics graduate, Karl Jansky, was employed as an engineer at the
telecommunication company Bell Laboratories in the United States of America.
While undertaking a direct communication testing across the Atlantic Ocean, the
testing that he was involved in experienced a low level interference at an unknown
frequency. Although they eventually discarded it as insignificant to their project,
Jansky went further and requested to build a radio telescope to investigate it further.
His request was swiftly rejected. Eight years later, a part-time amateur radio
astronomer, Grote Reber, finally built such a telescope. He looked deeper into what
Jansky discovered and, more significantly, he managed to prove that the low level
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signal actually originated from the centre of the Milky Way. This is a very
important milestone in the history of radio astronomy research as it proved that
there is another branch of astronomy besides the more conventional optical
astronomy. Although there are other wavelengths of astronomy such as infrared and
ultraviolet, radio astronomy is the only alternative to optical astronomy in terms of
its capability of making observations from the ground level.

Due to the fact that radio astronomy is able to observe celestial objects at unique
frequencies and is also able to collect signals from the furthest objects in the
universe, it has been used in much scientific research ever since. Another huge
advantage of radio astronomy is its direct application in telecommunication tech-
nology due to the direct similarities of their instruments, as was demonstrated by
Jansky’s early discovery. Radio astronomy has also been used in space weather
study particularly as antennas can be constructed at radio wavelengths in order to
study solar radio activity.

The application of the interferometer technique in radio astronomy has also
introduced a mechanism in extending borders between countries in terms of
research and scientific collaborations. Such networks of interferometers have
already been involved in astrophysics discoveries as proven by the success of the
Very Long Baseline Interferometer (VLBI). This technique is also useful for the
study of geodesy and astrometry.

Radio astronomy is a fast-emerging research field in Malaysia, especially fol-
lowing the establishment of the Radio Cosmology Laboratory at the University of
Malaya in 2005 by both authors of this review work. This coincided with the
graduation of the author ZZA’s doctorate from the Jodrell Bank Centre of
Astrophysics in the UK in his the field of radio astronomy, specializing in cosmic
microwave background polarization.

2 Radio Astronomy in the University

2.1 Focus on Teaching

In general, radio astronomy in Malaysia involves education, research and promo-
tional activities. Formal radio astronomy education is only offered at postgraduate
level at universities with the University of Malaya heading the number of current
and graduate students. However, a few other universities in Malaysia have also
included basic radio astronomy topics in their teaching syllabus.

In the University of Malaya, this research field is introduced to the undergrad-
uate students within the Bachelor of Science (physics) course under the two elective
courses namely “Astrophysics” and “Cosmology and Relativity”. But more sig-
nificantly, undergraduate students can select this research topic as their field of
study for their final year project. Up until the time of writing, forty-six students
have made this choice.
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Among the topics that these students have chosen from are radio waves from
Jupiter, instrumentation for Jupiter radio observation (calibrator), meteor study
using radio frequency, basic interferometer technique study, radio frequency
interference (RFI) analysis using the Kurtosis method, space weather study at radio
wavelengths, solar radio bursts detection using CALLISTO spectrometer, basic
VLBI network testing between Malaysia and Australia, Neutral Hydrogen and dark
matter study in galaxy cluster A426 and radio quiet zone (RQZ) candidate iden-
tification using Geographical Information System (GIS) mapping.

The other half of the education focus of this research topic lies in the post-
graduate study, namely masters and doctorates in science (physics). At the time of
writing, there are eight masters and four doctorate graduates from this research
field. The current postgraduate student count is seven for masters and six for
doctorate.

Among the topics that these postgraduate students have chosen for their theses
are RFI survey for choosing the best site for construction of a radio telescope in
Malaysia, radio astronomical observations using University Malaya’s Small Radio
Telescope (SRT), the study of the relationship between solar bursts Type II and III
and coral mass ejection (CME), the study of dark matter in galaxies and galaxy
clusters, spectrum management in radio astronomy, study of neutralino and
Kaluza-Klein particles as candidates for dark matter, the relationship between solar
wind and the geomagnetic induced current (GIC) and the possibility of the effect of
solar activity on seismicity.

2.2 Focus on Research

In terms of instrumentation there are many antennas being constructed to study the
RFI in selected sites in Malaysia, including discones, log-periodic and feedhorn
antennas. At the same time, low noise amplifiers (LNA) are also being built and
studied.

As mentioned before, the most significant instrumentation landmark of the radio
astronomy research in the University of Malaya is the construction of the UPSI-UM
Radio Telescope, which is located at one of the selected sites for RQZ, namely at
the Universiti Pendidikan Sultan Idris (UPSI) in Tanjung Malim, Perak. It is geo-
graphically located about 80 km to the north of Kuala Lumpur. The authors would
like to thank academicians and staff from UPSI, especially Wan Zul Adli Wan
Mokhtar, Dr Razak Abd Samad Yahya and Associate Professor Dr Zulkifley
Mohamed for their support in this project from the beginning. Figure 1 shows a
schematic diagram of the 7.3 m UPSI-UM Radio Telescope.

The telescope is a parabolic dish with dual-shaped technology (main reflector
and sub reflector). According to the technological requirements of the design, the
antenna provides high gain, high efficiency, low noise, low side lobe and excep-
tional pattern characteristics, which fully meet the mandatory requirements of the
International Telecommunication Union on the wide-angle side-lobe electrical level
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and cross polarization isolation for this kind of parabolic dish antenna. Specifically,
it operates at radio frequencies between 1.1 to 1.5 GHz, with a typical gain of 38.08
dBi at 1.3 GHz and VSWR of 1.3:1. Its beamwidth at -3 dB is 2.05o. The antenna
noise temperature at 20o elevation is 43 K. It can resist wind speeds of between 97
and 105 km/h at its operational mode and 200 km/h when parked upwards
(heavenwards).

As for the receiver, a series of technical tests done together with our collabo-
rators from the Korean Astronomy and Space Science Institute (KASI) showed that
it has a passband gain and noise temperature of approximately 81 dB and 50 K
respectively. More specifically, the passband noise temperature is between 43 and
53 K at 1–2 GHz. The test summarizes that gain stability, input/output matching,
noise temperature and flatness characteristics are all good. The authors would like
to thank Professor Dr Young-Chol Minh, Dr Do-Heung Je and Dr Bong Won-Sohn
for making the tests a big success.

Fig. 1 Schematic diagram of the UPSI-UM Radio Telescope
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Figure 2 shows a photo of the actual telescope on-site. The telescope operates at
L-Band and aims to study the core of galaxy clusters in order to investigate the
evolution of these objects. Future upgrades for the telescope to other frequencies in
order to study other astrophysical properties of galaxy clusters and also galaxies are
planned, pending successful research grant applications.

As a feasibility study for the scientific targets of the UPSI-UM Radio Telescope,
observations were made with a similar sized and designed radio telescope at Jodrell
Bank Observatory and results have shown that the science is indeed doable with
this new telescope. As mentioned in introduction section, radio astronomy has an
advantage of increasing observation sensitivity by applying the VLBI technique.
The UPSI-UM Radio Telescope will use this technique and a future network linking
Malaysia with China and Australia is in the planning. A journal article that explores
the connectivity and method of data correlation via the internet was written and
accepted for publication (at the time of writing of this review paper) in the Indian
Journal of Physics under the title “Radio Astronomy Interferometer Network
Testing for a Malaysia-China Real-Time e-VLBI”. The paper, among others,
concluded that the internet connection between Malaysia and China needs
improvement in terms of transfer speed and by solving the bottleneck of data flow
problem.

Another radio observatory site has also been identified by the same RQZ
identification study that selected the UPSI-UM Radio Telescope. This observatory
is located at the University of Malaya’s Glemi Lemi Research Centre in Jelebu,
Negeri Sembilan, which is about 70 km south of Kuala Lumpur. It is named the
Jelebu Observatory (JbO). The site belongs to the University of Malaya’s Institute
of Biological Sciences (ISB). The ISB has been heavily supporting this project
including providing assistance for on-site monitoring for RFI and soil testing.

Fig. 2 Photo of the UPSI-UM Radio Telescope in Tanjung Malim
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The authors would like to thank them for such great support from the moment
they proposed this project. The principal individuals from the ISB that helped this
project from the beginning are Professor Dr Rosli Hashim and Dato’ Professor Dr
Mohd Sofian Azirun. Figure 3 shows a photo of this site, which is located in a fairly
remote rural area and hence it has a relatively low average radio frequency inter-
ference (RFI) level. Using a spectrum analyzer, the average noise from man-made
interferences was detected as very low. The JbO site is also a naturally good site for
building a radio telescope since it has the lowest annual rainfall measurement in
Peninsular Malaysia and the majority of the site is protected by nearby mountains.

At the moment, JbO is used for solar radio bursts array observations. Figure 4
shows a schematic diagram and Fig. 5 shows a photo of this array. This antenna
array operates at 55–65 MHz frequencies and the main aim of it is to study the
frequency splitting of Type II solar bursts.

The data obtained from this array will also complement the work that the space
weather team within the Radio Cosmology Lab has been doing with the spec-
trometers from the CALLISTO (i.e. the Compound Astronomical Low-cost
Low-frequency Instrument for Spectroscopy and Transportable Spectrometers)

Fig. 3 Photo of the Jelebu Observatory (JbO) in Negeri Sembilan. Bottom left indicates the cabin
site while the slightly cleared area near the top right of the picture indicates the site for a potential
large radio telescope construction

Fig. 4 Schematic diagrams of the solar bursts array. (Left) Top view of the array configuration.
(Middle) side view, and (Right) top view of a single pair of antenna in the array
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project. Pending success of research grant proposals, a large 25 to 30 m radio
telescope is planned to be built at JbO.

Having said that, it should be reiterated here that solar radio astronomy research
is also one of the main aims of the Radio Cosmology Research Lab at the
University of Malaya. The study of solar radio bursts will also be applied to the
study of solar activity in general, especially in its relation to the solar cycles, solar
wind (such as its speed and input energy), the ionosphere and magnetosphere and
also seismic activity.

Both authors of this review have been actively involved in international refereed
journals that publish the results of radio astronomical research. Most of the pub-
lications have already been cited in this review. A few titles of significant articles
that have been published are “Investigation of radio astronomical windows between
1 MHz and 2060 MHz in Universiti Malaya” [1], “RFI profiles of prime candidate
sites for the first radio astronomical telescope in Malaysia” [2], “An RFI investi-
gation for setting up a VLBI station below 2.8 GHz in Malaysia” [3], “Optimization
of an antenna array using genetic algorithms” [4], “The Nonlinear Least Square
Fitting for Rotation Curve of Orion Dwarf Spiral” [5], “Redshifts Distribution in
A262” [6], “Kennicutt-Schmidt Law in the Central Region of NGC 4321 as Seen
by ALMA” [7] and “Study of seismic activity during the ascending and descending
phases of solar activity” [8].

From a scientific research point of view, the Radio Cosmology Research Lab has
been involved in studies in astrophysics and cosmology not just at radio wave-
lengths, but also at other frequencies for completeness. Research of radio waves
coming from the sun is also a priority of radio astronomy study in the University of
Malaya as proven by our work in establishing the solar radio burst array, as
mentioned earlier. Another branch of radio astronomy that has been pursued is the
radio spectrum protection through spectrum management study. It should be noted
here that there is still not enough focus being given to protecting the radio astro-
nomical frequency windows in Malaysia. Radio astronomers have not been heavily
represented whenever radio spectrum allocation has been discussed, with radio
telecommunication dominating a huge majority of the spectrum. The authors have
been working closely with the Malaysian Communication and Multimedia

Fig. 5 Photo of the solar bursts array
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Commission (MCMC) and also the Malaysian Research and Education Network
(MyREN) in order make sure that radio astronomers’ presence is felt nationally.

As radio astronomy research is relatively new in Malaysia, the main strategy for
its development includes knowledge transfer from better established researchers
from abroad. Among the collaborators of the Radio Cosmology Research Lab are
the Jodrell Bank Centre of Astrophysics (JBCA) in the United Kingdom, National
Astronomical Research Institute of Thailand (NARIT) in Thailand, International
School for Advanced Studies (SISSA) in Italy, International Centre for Radio
Astronomy Research (ICRAR) and Commonwealth Scientific and Industrial
Research Organisation (CSIRO), both in Australia, National Central University
(NCU) in Taiwan, Auckland University of Technology (AUT) in New Zealand,
National Astronomical Observatories of China (NAOC), Chinese Academy of
Sciences (CAS), Yunnan Astronomical Observatory (YNAO), both in China, Korea
Astronomy and Space Science Institute (KASI) in South Korea, and most recently
the University of Durham in the United Kingdom.

In Malaysia, the Radio Cosmology Research Lab has formed working collab-
orations with Universiti Kebangsaan Malaysia (UKM), Universiti Putra Malaysia
(UPM), Universiti Teknologi Malaysia (UTM), Universiti Pendidikan Sultan Idris
(UPSI), Universiti Sultan Zainal Abidin (UniSZA) and Universiti Teknologi Mara
(UiTM). Significantly, the University of Malaya has signed a memorandum of
Agreement (MOA) with UPSI regarding radio astronomy research using the
UPSI-UM Radio Telescope, which is built on their campus site in Tanjung Malim.
It is also worth noting that these universities also have a few researchers in radio
astronomy especially in the instrumentation side of things. Universiti Sains
Malaysia (USM) has the first ever Malaysian radio astronomy doctorate graduate.
The main author of this review is the second graduate in this research field. Both
graduated from the University of Manchester’s School of Physics and Astronomy,
which is based at the Jodrell Bank Centre of Astrophysics in Cheshire, United
Kingdom.

2.3 Focus on Promotion

Promotional efforts in radio astronomy have been made by the authors and also
other local universities. A huge contributor to our promotional work is the effort put
in by the National Space Agency or the Agensi Angkasa Negara (ANGKASA).
ANGKASA has been making tremendous efforts in hosting workshops and hosting
radio astronomical experts from all around the world. A few examples of the special
talks that they hosted are seminars by Professor Tim O’Brien from JBCA, UK in
September 2008, Professor Steven Tingay from ICRAR, Australia in March 2012,
and workshop by Professor Hwang Chorng-Yuan from NCU, Taiwan in April
2013. The University Malaya has also been an accommodating host to a number of
radio astronomers such as Professors Jun Lin and Min Wang from Yunnan
Observatory, China in April 2014, Professor Ping Jinsong from CAS, China in
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January 2014, John Morgan and Cormac Reynolds from ICRAR, Australia in April
2014 and Nur Adlyka Ainul Annuar in September 2016.

UKM has also been playing a great part in promoting not just radio astronomy,
but astronomy in general by organizing the International Conference on Space
Science and Communication (IconSpace) and making radio astronomy an important
topic for presenters. ANGKASA and UM have also contributed in assisting radio
astronomers from the Radio Cosmology Lab in obtaining previous grants such as
the grants from the Ministry of Science, Technology and Innovation (MOSTI),
Ministry of Higher Education, University Malaya Research Grant (UMRG) and
also the High Impact Research (HIR) grant, which contributed the majority of the
previous funding. It is worth highlighting the fact that the success of the HIR grant
has been the catalyst of the recent great progress in research by radio astronomers in
the University of Malaya.

3 Summary

Radio astronomy in Malaysia has progressed quite well since 2005 especially after
the establishment of the Radio Cosmology Research Lab at the University of
Malaya. It is still a long way from reaching a level comparable to that of research
institutes aboard such as the radio astronomy research at Jodrell Bank Centre of
Astrophysics in the United Kingdom, but the general opinion in Malaysia is that it
is on the right track. A successful establishment of a VLBI network with other
countries is one of the biggest future aims of the Radio Cosmology Research
Laboratory at the University of Malaya. It is hoped that many cutting edge sciences
can be studied through this radio astronomical technique. It is also hoped that the
Radio Cosmology Research Laboratory can work together with other branches of
astronomy and sciences in order to further extend its influence on knowledge
gathering to benefit humankind, present and future.
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GPS PWV and Its Response to ENSO
Activities in the Western Pacific Region
During 2009–2011

Wayan Suparta, Ahmad Iskandar and Ford Lumban Gaol

Abstract This paper investigates the influence of El Niño Southern Oscillation
(ENSO) activity through precipitable water vapor (PWV) variability to understand
ENSO dynamics. PWV data over the western Pacific Ocean taken from Global
Positioning System (GPS) and Radiosonde has been analyzed. An ENSO event
represented by a sea surface temperature anomaly (SSTa) in the Niño 3.4 and 4
regions for the period of 2009–2011 was chosen. During this period, the PWV time
series during increasing El Niño intensity were dominated by the seasonal cycle and
a strong correlation found with SSTa for PIMO (R2 = 0.81) and a modest corre-
lation for TOW2 (R2 = 0.66). An anticorrelation between SSTa and PWV was
found at PIMO and TOW2 stations due to the fact that they are in opposite
hemispheres, and a positive correlation was shown for the station near the equa-
torial line. This suggests that the strengthening and weakening of the trade winds
moving from the central to the western Pacific Ocean during a La Niña event will
bring to the surface warm water from the central to the western Pacific and cause
PWV increases, and vice versa for an El Niño event.

Keywords GPS PWV � ENSO influence � Western Pacific Ocean � Physical
mechanism

1 Introduction

Interaction between ocean and atmosphere in the central Pacific Ocean is correlated
with the El Niño Southern Oscillation (ENSO) in the western Pacific Ocean.
Bjerknes [1] highlighted the large-scale atmospheric circulation along the equatorial
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Pacific Ocean, known as the Walker Circulation. In this circulation, the wind in the
upper troposphere is blown from the east to the west Pacific Ocean and returned
from the west to the east. The Walker Circulation is influenced by the ENSO event,
in which the wind movement will be faster from the east to the west during a La
Niña phase and an opposite will occur in the El Niño phase. This causes the ENSO
activity to influence the western Pacific Ocean, where one of the atmospheric
components is water vapor. Water vapor plays a crucial role in developing the
interactions between the atmosphere and the ocean. Water vapor derived from a
Global Positioning System (GPS) in terms of precipitable water vapor (PWV) is
more sensitive in detecting this interaction.

Advances in understanding of the interactions between the atmosphere and the
ocean will help to mitigate the effects of ENSO activity. One of the responses of
GPS water vapor variability on the La Niña event over the year 2011 was reported
by Suparta et al. [2]. In their study they found that the variability of GPS PWV on
the SSTa during a La Niña event shows a strong response in ASO and OND cases.
For that purpose, they interpolate the meteorological data, which are not collocated
with the GPS position to compute PWV data more precisely. In this interpolation, a
weighted mean temperature (Tm) proposed by Bevis et al. [3] was employed to
estimate PWV. The results obtained during the 2011 between GPS PWV and PWV
taken from Radiosonde were then compared. In line with the above findings, this
paper aims to investigate the dynamic features of GPS PWV associated with ENSO
activity, including El Niño and La Niña events. To obtain the GPS PWV in the
western Pacific region to the ENSO response more accurately, the Tm model of
more than 15 selected radiosonde stations has been developed [4].

2 Methodology

2.1 Data and Location

In this study of PWV variability in the western Pacific region over the latitude range
of 20°N to 20°S and longitude 95°E to 156°E, PWV data were retrieved from GPS
and surface meteorological data. The GPS data was collected from Universiti
Malaysia Sabah Kota Kinabalu (UMSK) in Malaysia, Nanyang Technological
University of Singapore (NTUS) in Singapore, Philippines Islands Manila
Observatory (PIMO) in Philippines, Bakosurtanal (BAKO) in Indonesia and
Townsville (TOW2) in Australia. Due to limited data access, three years of data
(2009–2011) were processed for the case study.

The main base of data used in this study was from UMSK station. The GPS
receiving system at UMSK consisted of a Trimble NetR8, dual-frequency with a
Zephyr Geodetic 2 antenna and a PC for data logging. The GPS data is recorded in
the Receiver Independent Exchange (RINEX) format with a resolution of
30-seconds. The surface meteorological system used was the MET4A sensors
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produced by Paroscientific, Inc. (USA). The sensor has to precisely measure the
surface pressure (in bars), air temperature (in degrees Celsius) and relative humidity
(in percent). The resolution of surface meteorological data is set at 4 s. The mea-
surement system is located in the School of Science and Technology Universiti
Malaysia Sabah building, Kota Kinabalu (6.03°N, 116.12°E and 63.49 m altitude).
The location of the GPS and RS stations is shown in Fig. 1a together with diagram
of GPS PWV measurements at UMSK in Fig. 1b.

GPS data for another station was obtained from the Scripps Orbit Permanent
Array Center (SOPAC) website (http://sopac.ucsd.edu/). For the surface meteoro-
logical data, three stations (BAKO, PIMO and TOW2) were obtained from the
Weather Underground website (http://www.wunderground.com). PWV data from
Radiosonde measurement (RS PWV) to compare with the PWV from GPS was also
collected. The RS PWV data were taken from WBKK (Malaysia), WSSS

Fig. 1 (a) Location of the GPS and radiosonde stations and (b) GPS PWV measurement system
at UMSK station

Table 1 Geographical coordinates of the surface meteorological and radiosonde stations

Station
(Country)

Latitude
(Degree)

Longitude
(Degree)

Height
(m)

Resolution

UMSK (M)/WBKK (R)
(Malaysia)

6.03 N/5.93 N 116.12E/116.05E 63/3 1-min

NTUS (M)/WSSS (R)
(Singapore)

1.35 N/1.36 N 103.68E/103.98E 75/16 1-min

Manila (M)/TANAY
(R) (Philippines)

14.50 N/14.56 N 121.00E/121.36E 21/614 1-h

Soekarno-Hatta (M)/WIII
(R)
(Indonesia)

6.10S/6.11S 106.70E/106.65E 8/8 30-min

Townsville (M)/TOW(R)
(Australia)

19.20S/19.25S 146.80E/146.76E 6/9 30-min

aM and R stand for meteorology and radiosonde stations respectively
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(Singapore), TANAY (Philippines), WIII (Indonesia) and TOW (Australia). The RS
PWV data were taken from the University of Wyoming (http://weather.uwyo.edu),
which recorded twice a day or every 12 h (00:00 UT and 12:00 UT). Table 1 shows
the geographical coordinates of the surface meteorological and Radiosonde stations
used in this study together with the surface meteorological data resolution. In the
analysis, SSTa indices from Niño 3.4 and Niño 4 regions to correlate the ENSO
activities with GPS PWV were employed. The Niño 3.4 region is located in the
latitude range of 5°N to 5°S and longitude range of 170°W to 120°W, while the
Niño 4 region is in the range 5°N to 5°S, and 160°E to 150°W. SSTa data from the
Oceanic Niño Index (ONI) were obtained from the Climate Prediction Center
National Oceanic and Atmospheric Administration (CPC NOAA) (http://www.cpc.
ncep.noaa.gov/data/indices/) with a weekly temporal resolution.

2.2 Data Processing

The GPS data consists of observation and navigation data. The observation data is
information that can be used to reconstruct the GPS observations. Navigation data
consists of a satellite’s orbit information. Both data were stored in the GPS receiver
in a Receiver Independent Exchange Format (RINEX) format. The quality of the
GPS data is checked by Translation/Editing/Quality Checking (TEQC) software
that was developed by UNAVCO, Inc. (http://www.unavco.org/). Then, the GPS
data are converted from RINEX to ASCII or MAT files using a MATLAB code for
easier processing.

To obtain accurate values of PWV, the position between the GPS receiver and
the meteorological sensors should be collocated. This is due to the altitude of
surface meteorology having an impact on the quantity of the atmospheric param-
eters, such as the surface temperature gradual decreasing with increasing of altitude
[5]. Since the meteorological station is not collocated with the GPS stations
(BAKO, PIMO and TOW2), the interpolation method proposed by Klein Balting
et al. [6] to obtain accurate surface meteorological data (pressure—P, temperature
—T, and relative humidity—H) at the GPS position was employed.

The next step is the computation of PWV, including GPS and meteorological
data. The Zenith Tropospheric Delay (ZTD) based on the Modified Hopfield model
[7, 8] was computed first. The second step is to compute the Zenith Hydrostatic
Delay (ZHD) which is done using the Saastamoinen model [9]. The third step is to
compute the Zenith Wet Delay (ZWD) by separating the ZTD from the ZHD. Then,
the ZWD is converted into PWV using the Eq. (1) as proposed by Bevis et al. [3].

PWV ¼ pðTmÞZWD ð1Þ

where pðTmÞ is a dimensionless parameter and conversion factor that varies with
local climate (e.g. geography, season and weather) and depends on the Tm and is
given by
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pðTmÞ ¼ qlwRv
k3
Tm

þ k
0
2

� �� ��1

106 ð2Þ

where qlw is the liquid water density in kg m−3, Rv is the universal dry gas constant
in J Kg−1K−1, k

0
2 and k3 are the refraction constants that were computed by Bevis

et al. [3]. The Tm equation for the western Pacific region has been obtained by
Suparta and Iskandar [4] as in Eq. (3).

Tm ¼ 0:83663Ts þ 48:103 ð3Þ

where Ts is the surface temperature in Kelvin.
Correlation analysis through a coefficient of determination (R2) is employed to

study the response between SSTa and PWV. For that purpose, all of these
parameters were processed and analyzed on a weekly basis. A set of Matlab code,
the so-called tropospheric water vapor program (TroWav) as developed by Suparta
[10] was employed.

3 Results and Discussion

3.1 PWV Results

Figure 2 shows the weekly variability of PWV from 2009 to 2011 at five selected
GPS and RS stations in the West Pacific. The PWV variations at each station
showed a different pattern. The stations located in the south (BAKO and TOW2)
has the opposite PWV pattern compared to those in the north (NTUS, UMSK and
PIMO). The PWV at NTUS and PIMO shows a similar pattern, where the maxi-
mum was from June to August and the minimum was from December to April. This
is in contrast to BAKO and TOW2 stations, where the maximum PWV occurred
from December to March and the minimum from June to August. Compared to the
pattern of GPS PWV, RS PWV shows a similar variation, but the average value is
8 mm higher than the GPS PWV, except for PIMO and TANAY stations.

The PWV for TOW2 station has a greater variation, with a difference between
the maximum and minimum of about 29.70 mm with a standard deviation (STD) of
7.65 mm. In contrast, the NTUS station has the lowest variation with a difference
between the maximum and the minimum PWV is 10.18 mm with a STD of
1.89 mm. The minimum value for TOW2 is 16.51 mm and the maximum of
53.12 mm was for PIMO. The RS PWV at TOW shows a higher variation com-
pared to other stations, where TOW2 and TOW (Australia) are the stations located
nearest the sea, which is the main source of evaporation. In addition to the different
values obtained of GPS and RS, altitude is one of the important factors that affected
the amount of PWV in the atmosphere.
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From Fig. 2, the comparison of results between GPS PWV and RS PWV
showed good agreement with a strong correlation (R2 varies from 0.88 (WIII and
BAKO, Indonesia) to 0.98 (WBKK and UMSK, Malaysia)). Although the RMS
average obtained on a weekly basis is about 7.35 mm, these comparison results are
also consistent with the studies conducted by Yang et al. [11] and Deblonde et al.
[12]. The comparative analysis indicates that the PWV from GPS is promising for
ENSO studies. For climate studies, the RS PWV is also advantageous when GPS
data are not accessible.

3.2 A Relationship Between GPS PWV and SSTa ENSO

To study the response of PWV during ENSO activity for both the El Niño and La
Niña phases, SSTa for Niño 3.4 and Niño 4 regions during the period of 2009–2011
are plotted in Fig. 3. In the analysis, the ENSO intensity was separated based on the
increase and decrease in intensities.

3.2.1 Variability of SSTa

As depicted in Fig. 3, one case of the El Niño phase (Niño 3.4 and Niño 4 regions)
colored red, and three cases (Niño 3.4 region) and four cases (Niño 4 region) of the

Fig. 2 Variability of PWV from GPS and radiosonde measurements for the period of 2009–2011
at five selected stations in the western Pacific on a weekly basis
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La Niña phase, colored blue, are identified. The El Niño occurred from mid-June
2009 to April 2010. The maximum of the El Niño was in December 2009 (Niño
3.4) with SSTa of 1.9°C and in January 2010 (Niño 4) with SSTa of 1.6°C. For La
Niña phase of Niño 3.4 region, the first case occurred from January to February
2009, the second case was from mid-June 2009 to April 2010, and the third case
was from August to December 2011. Referring to SSTa for Niño 4 region, four La
Nina cases were recorded.

The first case is from January to February 2009, the second case is from
mid-July 2010 to April 2011, the third case is from mid-September to mid-October
2011, and the last case is from mid-November to December 2009. The maximum of
La Niña occurred in October 2010 (Niño 3.4) with SSTa of −1.8°C and in January
2011 (Niño 4) with SSTa of −1.6°C.

3.2.2 El Niño Phase

In this case, the El Nino event was analyzed using data from June 2009 to April
2010. The relationship between PWV and SSTa at five selected stations for Niño
3.4 and 4 regions is depicted in Fig. 4. For the Niño 3.4 region, their relationship
was strong during increasing El Niño intensity (see Fig. 4a) with R2 of −0.81 and
0.66 for TOW2 and PIMO stations respectively. There was no correlation at any
stations for decreasing intensity (see Fig. 4b), which possibly all the El Niño
energies are stored during the increased his intensity.

For the Niño 4 region, the relationship between PWV and SSTa during in-
creasing intensity of El Niño (Fig. 5a) at BAKO and NTUS stations is weak, except

Fig. 3 Weekly variation of SSTa from Niño 3.4 and Niño 4 regions for the period of 2009–2011
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Fig. 4 The relationship between PWV and SSTa at five selected stations in the case of an El Niño
event for the Niño 3.4 region during (a) increased intensity and (b) decreased intensity

Fig. 5 The relationship between PWV and SSTa at five selected stations in the case of an El Niño
event for the Niño 4 region during (a) increased intensity and (b) decreased intensity
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for a modest correlation for the PIMO and TOW2 stations. During decreasing El
Niño intensity (see Fig. 5b), the NTUS station showed a weak correlation and the
rest of the stations showed no correlation. The modest (Niño 4) and the strong
(Niño 3.4) relationships during El Niño intensity were increased for TOW2 and
PIMO stations. The gradients of the regression line between the two stations have
opposite values due to being in different hemispheres indicating that PWV at PIMO
is decreasing, and increasing at the TOW2 station. In other words, the impact of the
El Niño phase on the western Pacific during decreasing El Niño intensity is weak.

3.3 La Niña Phase

In this analysis, the phase of SSTa variability in the Niño 3.4 and Niño 4 regions is
divided into three cases. The first case is from January to February 2009 with only
an increased phase, the second case is from July 2010 to April 2011 with decreased
and increased phases, and the third case is from August to December 2011 with
only a decreased phase. Figure 6 shows the relationship between PWV and SSTa
for the first case of La Niña. The intensity of La Niña in the Niño 3.4 region (see
Fig. 6a) was lower, however, it shows a strong correlation at all stations except for
PIMO due to their being no GPS data during this period. For the Niño 4 region
(Fig. 6b), only BAKO and NTUS showed a modest relationship.

Fig. 6 The relationship between PWV and SSTa for (a) the first case of La Niña at (a) Niño 3.4
region and (b) Niño 4 region
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For the second case during increased La Niña intensity (Fig. 7), a modest
relationship was obtained only at NTUS (R2 = 0.56) for the Niño 3.4 region and a
weak relationship at NTUS and TOW2 for the Niño 4 region. During decreased
intensity (Fig. 8), a weak relationship for Niño 3.4 at NTUS and a modest rela-
tionship at all stations for the Niño 4 region were obtained. For the third case as
depicted in Fig. 9, the intensity of La Niña is increased and no correlation was
found for Niño 3.4 except a weak correlation (R2 = 0.32) at TOW2. A modest
relationship with R2 from 0.46 to 0.59 was obtained at all stations for the Niño 4
region. From the figure, only the TOW2 station showed an opposite pattern to the
relationship trend and is consistent during phase of La Niña event.

3.4 Physical Mechanism Proposed of GPS PWV
During ENSO Activity

From the correlation analysis, a significant impact of ENSO occurred at the PIMO
and TOW2 stations during increased El Niño intensity. For the other three stations,
the phase during decreased El Niño intensity was weak. The effect of El Niño in the
northern part (PIMO) on PWV is decreased during increased El Niño intensity and
its effect is contrasted with the south (TOW2). Based on the characteristic of water

Fig. 7 The relationship between PWV and SSTa for the second case of La Niña at Niño 3.4
region and Niño 4 region during increased intensity
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Fig. 8 The relationship between PWV and SSTa for the second case of La Niña at Niño 3.4
region and Niño 4 region during decreased intensity

Fig. 9 The relationship between PWV and SSTa during the third case of La Niña for decreased
intensity
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vapor distribution over the western Pacific region, the response of El Niño and La
Niña phases is explained as below.

During an El Nino event, SSTa in the central Pacific is increased and surface
pressure is decreased [13]. The increased PWV in the central Pacific is because of
the increases of the evaporation of sea water, and the increases of SSTa (decreased
pressure) in the central Pacific can cause the change of wind direction from the west
to the east Pacific [14]. This process causes the atmospheric water vapor in the
western Pacific to move to the central Pacific, and drought and heavy rainfall will
happen in the western Pacific and in the central Pacific respectively. On the other
hand, clouds and rainfall are closely connected to the distribution of water vapor
[15].

Figure 10 shows the illustration of an ENSO event affecting water vapor cir-
culation during the El Niño phase. As shown in the figure, a dynamic distribution of
PWV between PIMO and TOW2, probably associated with the movement of wind
and seasons occurred in both areas. During increasing El Niño intensity (June to
December), in the south it will be winter in the north it will be summer.
Consequently, the monsoon wind moved from the south to the north Pacific where
it was deflected to the right (Philippines) by the Coriolis Effect [16] after passing the
equator. This event will decrease the PWV in PIMO. In contrast, during decreases
of El Niño intensity (December to April), the monsoon wind moved from the north
to the south Pacific, and the wind was deflected to the left, and PWV in Australia
decreased. Table 2 summarizes the PWV different (D) between occurred of El Niño

Fig. 10 The proposed mechanism of ENSO event influence on water vapor, where (") indicates
increased PWV, (#) is indicates decreased PWV and (!) is the wind direction of the El Niño
phase
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phase and normal phase for the above process. The significant impact of the El Niño
event was at the TOW2 station, where PWV increased by 5.60 mm (Niño 3.4) and
6.06 mm (Niño 4) compared to the normal phase.

From Figs. 6, 7, 8 and 9, the biggest ENSO effect on PWV during the La Niña
event occurred at in the first and third cases. The second case only shows a
moderate effect but had a significant impact on several areas such as Malaysia and
Australia. In the first case, the PWV decreased at three stations: WBKK, BAKO,
and NTUS. In the third case, PWV at NTUS and PIMO (only) decreased, and at the
rest increased. This characteristic during a La Niña event is associated with wet
weather and increased rainfall, especially in the western Pacific Ocean. One of the
factors that led to the high rainfall in the region is increases of PWV. PWV was
produced from the evaporation process in the region and came from the central and
eastern Pacific. This phenomenon causes the pressure in the central and eastern
Pacific to be higher than in the West Pacific. Therefore, the trade winds became
stronger moving from the central Pacific toward the West and bring warm surface
water. Consequently, evaporation in the western Pacific is increased. This incident
could potentially increase the rainfall above normal and lead to flooding. The
monsoon also has a role in the increase of rainfall during a La Niña event. This will
result in cold ocean temperatures due to the increased upwelling from the strong
Walker Circulation.

Figure 11 illustrates the possible mechanism of ENSO event impacts on water
vapor during the La Niña phase in the West Pacific. The upper panel represents
Case I with decreased La Niña intensity, and is followed by Case II in the second
and third panels with decreased and increased La Niña intensity, while the last panel
shows Case III with increased La Niña intensity. On the figure, monsoon winds are
indicated by a down arrow (#) and move from the north to the south leading to more
rainfall in Australia during increases of La Niña intensity and less rainfall in the
Philippines (see Case II and Case III during increased La Niña intensity). This
process is consistent with the results obtained by Li and Ma [17] over the Southeast
China region.

In contrast, during the monsoon from the south to the north (decreased La Niña
intensity, see Case I and Case II), more rainfall occurred in the Philippines. This

Table 2 The PWV difference between occurred El Niño phase and normal phase (ENSO does not
occur) for the period from 2009 to 2011

Station Niño 3.4 Niño 4

Normal
(mm)

El Niño
(mm)

D(mm) Normal
(mm)

El Niño
(mm)

D
(mm)

WBKK 55.92 53.07 −2.85 56.00 53.14 −2.86

BAKO 41.56 42.32 0.76 40.54 42.32 1.78

NTUS 44.39 43.19 −1.20 44.41 43.25 −1.16

PIMO 47.20 45.92 −1.28 47.47 45.96 −1.51

TOW2 27.56 33.16 5.60 27.17 33.23 6.06

Normal PWV is calculated by removing the seasonal variability
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effect can be identified by average PWV difference (D) during the La Niña phase
and the normal phase from 2009 to 2011 (see Table 2). The biggest difference was
observed at the PIMO and TOW2 stations, where PIMO decreased by 3.14 mm

Fig. 11 The relationship between PWV and SSTa for the third case of La Niña from January to
February 2011 for (a) Niño 3.4 region and (b) Niño 4 region
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(Nino 3.4) and 4.04 mm (Niño 4), and TOW2 increased by 8.85 mm (Nino 3.4)
and 10.46 mm (Niño 4). These two opposite regions in the ENSO response to PWV
variability are still in need of further investigation.

4 Conclusion

The distribution of atmospheric water vapor in the western Pacific region was
observed using ground-based GPS receivers to utilize the applicability of GPS
technique for ENSO studies. The case study was conducted for 3-year data from
January 2009 to December 2011. Correlation analysis was performed to discover
the PWV response to ENSO events for both the El Niño and La Niña phases. The
outcome of the study is summarized below.

During the occurrence of an El Niño episode, a good relationship between PWV
and SSTa was observed at PIMO (R2 = 0.81) and TOW2 (R2 = 0.66) for the Niño
3.4 region, especially when the intensity is increased. The weakening of a trade
wind causes PWV to move from the western to the central Pacific and the pressure
in the central Pacific is lower than in the western Pacific, and finally, both stations
are affected significantly. For the La Niña episode, a strong relationship was
observed in the first case (January to February 2009) for the Niño 3.4 region and in
the third case (August to December 2011) with a modest relationship for the Niño 4
region. A modest relationship was also observed in the second case of the La Niña
episode. Overall, in the La Niña events from 2009 to 2011, PWV at PIMO for Niño
3.4 decreased by about 1 mm compared to Niño 4, and conversely increased by
2 mm for TOW2. The decreasing or increasing of PWV has a significant effect from
the La Niña event due to a stronger trade wind occurring at both stations. This is
accompanied by higher pressure in the central Pacific than in the western Pacific,
and thereby the winds bring warm water from the central to the western Pacific and
cause increases of advection by anomalous vertical motion, which are much larger
than evaporation.

Monsoons also influence the PWV distribution, and during increases of El Niño
and La Niña (July-December), winter season in the south and summer in the north
has happened. This causes the wind to move from the south to the north and
conveys the PWV. On the other hand, during a decreasing ENSO event
(December-April), the monsoon wind is expected to move from the north to the
south. Thus, the motion of the wind direction plays a critical role in PWV distri-
bution, especially during ENSO events, and brings significant changes to the
transportation of water vapor.
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Impact of Sea Level Rise on the Coastal
Ecosystem

Khairul Nizam Abdul Maulud, Fazly Amri Mohd,
Wan Hanna Melini Wan Mohtar, Othman Jaafar
and Yannie Anak Benson

Abstract Rising sea level is a phenomenon that is beginning to impact ecosystems
and coastal features and the increasing annual rate of sea level rise will continue to
impact on the coastal activities. The shoreline is very vulnerable and is sensitive to a
variety of threats, especially erosion and flooding that can have a negative impact
on human welfare, the environment and the ecosystem. The coastal area in Batu
Pahat is very vulnerable to flooding due to high tides and critical coastal erosion. By
using geospatial technology, the impact of sea level rise on coastal communities in
Batu Pahat, Johor was identified. The shoreline changes along coastal communities
of Batu Pahat can be determined using information from satellite remote sensing
imagery. The findings show that sub reaches in Batu Pahat will be changed due to
sea level rise by 87.50 ha (43.80%) compared to other sub reach between 2010 and
2040. The effects of sea level rise to the coastal areas near Batu Pahat found actively
erosion and flooding events. The research makes recommendations to enhance the
policies and related government guidelines for sustainable development in the
region.
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1 Introduction

The phenomenon of sea level rise (SLR) and the movement of sea water are caused
by major parameters such as climate change, weather conditions and the reduction
in size of the ozone layers. The coastal area is vulnerable and increasing exposure to
sea level rise poses significant adverse effects. Sea level rise was recognized as one
of the factors contributing to the acceleration of coastal erosion. This phenomenon
is one of the most important signs of the impact of climate change and is a global
threat particularly for coastal communities. As one of the main factors in sea level
rise, coastal erosion problems are of great significance in the case of sea level rise.
Therefore, predictions for the rate of future coastal sea level rise can be obtained
from observation of trends in the shoreline changes in the recent past. The
Intergovernmental Panel on Climate Change (IPCC) has shown that the natural
environment and habitat in coastal areas is being seriously affected by global cli-
mate change and sea level rise. Furthermore, the changes in sea level indicate the
contributions from the dynamic interaction processes between land and ocean at the
local and global scale. Thus, Malaysia is one of the countries that are most highly
vulnerable to the effects of climatic changes.

According to [1], the flooding, shoreline erosion and destruction of ecosystems
such as wetlands and mangroves as a result of global warming will severely affect
the coastal areas of many countries of the world. In addition, the socioeconomic and
environmental characteristics, for example destruction of assets, loss of human life,
emotional health effects, loss of plants, animals and ecosystems are given signifi-
cant impact due to climate change and SLR. Future sea level rise is expected to
have a number of impacts, particularly on the Malaysian coastal systems, such as
inundation and flooding, and coastal erosion.

Beach profiling is significant to an understanding and identifying of coastal zone
processes. A beach profile as shown in Fig. 1 shows the relationship between land
and water. The beach profile in the surrounding area of the mean sea level shows
the slope is flattened [2]. The dynamic process effects such as waves, tides, currents
and winds are changing rapidly. In other cases, most of the erosion at this coastal
area occurs due to interference by human activity. The shoreline can be defined as
the intersection between land and water surfaces at a designated tidal height level.
Basically, the shoreline area limits of Malaysia are formed at 1 km from the land
and 3 km from the sea.

In this century, the sea level is expected to increase at a higher rate. The IPCC
prediction estimated that the global sea level will increase by a maximum of 59 cm
by 2100 as shown as in Fig. 2 [3]. Note that for the period prior to 1870, the global
measurement of sea level is not presented. The grey colour in Fig. 2 displays the
uncertainty in the projected long term rate of sea level change. The second column
(center) representing by a red line is a reconstruction of global mean sea level from
tide gauges with the red shading indicating the range of variation from a smooth
curve. The projection for the future (third column) was identified by using the
satellite altimetry. Therefore, climate change, exacerbated by the greenhouse effect
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is possibly accelerating the rate of sea level rise. In the present day, most of the
human residents living in coastal regions and islands are potentially more affected
by changes in sea level.

The area is suffering directly from the impact of sea level rise at the coastal zones
which consists, rich in resources, heavily populated and a lot of development, and
the low-lying background area depends on the strength of wave near the coast.
Many countries including Malaysia are taking the sea level rise phenomenon as a
serious issue and as one of the effects of global warming. In the 21st century, sea
level is expected to rise from 18 to 66 cm [5]. The National Hydraulic Research
Institute of Malaysia (NAHRIM) conducted a study and found that Malaysia will be
facing a sea level rise in the range of 0.253–0.517 m by the year 2100 using 2010 as
baseline study [6]. The most affected areas in Malaysia are identified as regions
within Sabah, Sarawak, Kelantan and Kedah. One of the notable areas facing
serious threats from erosion and SLR is the shoreline of Batu Pahat, Johor. The sea

Fig. 1 Beach profile and terminology

Fig. 2 The timeline of global
mean sea level prediction
[3, 4]
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level in this region on the West Coast of Peninsular Malaysia, as shown in Fig. 3, is
expected to increase between 0.432 to 1.064 m.

Ong [7] stated that erosion is the important and natural replenishment of sand
through coastal sedimentation rates but with the minimal rate per year. In addition,
the main sources of shoreline erosion are not driven by a single agent but are a
result of both natural processes and human activities [8]. The climate impacts such
as storms, sea level rise, and temperature, etc. are made worse by the density of the
human population. The issue of SLR has received a lot of attention from the
Malaysian Government where adaptive and precautionary measures have been
given priority.

2 Shoreline Changes

The National Coastal Erosion Study conducted by the Department of Irrigation and
Drainage states that a length of 1,300 km out of the 4,809 km Malaysian coastline
was identified in 1986 as an area vulnerable to coastal erosion. This length, how-
ever, had increased to 2,327 km by the year 2000, which subsequently increased
the number of sensitive sites to 74 from the previously determined 47 [9].

Fig. 3 The study area of Batu Pahat, Johor

176 K.N. Abdul Maulud et al.



Shoreline changes can now be measured by geospatial analysis. This kind of
analysis permits continuous shoreline monitoring and assessment based on histor-
ical shoreline maps. Considering the outcome of the 1985 NCES study, the
Department of Survey and Mapping Malaysia (JUPEM) have attempted to under-
take consistent measurements and have produced updated shoreline maps since
then. Conventionally, shoreline observation was conducted using aerial pho-
togrammetry and ground survey methods which are rather costly, need expert staff
and are time consuming. The preparation of these maps usually requires a time
period from one month to several years [10]. As such, the lengthy process might
miss significant coastline changes and the map produced may be considered as
outdated.

The effects of SLR on the changes to the shoreline through the processes of
accretion and erosion can be analyzed using Geographical Information Systems
(GIS) to determine changes in shoreline area [5]. The results of temporal period
series data were combined and compared to each other in order to identify shoreline
changes. The identified geomorphological changes may provide information on the
local erosion and accretion processes. Higher erosion rates indicate a more vul-
nerable coastline and the location is assigned as a high risk area.

Figure 4 shows the shoreline changes in one part of the Batu Pahat coastline,
namely Sungai Lurus. The data indicate that the shoreline has visibly changed from

Fig. 4 Shoreline changes at Sungai Lurus, Johor from 1984, 2011 and 2013
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the year 1984 to 2013, with the coastline having reduced from 50 to 200 m. The
average annual change was calculated at between 1.5 to 7 m.

3 The Impact of Sea Level Rise

Sea level rise has occurred in the past and is rising entering the twenty-first century.
The variation in sea level can be locally or globally determined and can be caused
by changes in the form of sea basins, total water mass and density.

3.1 Impact on Land Ownership

Shoreline erosion is a natural process that occurs through the continuous actions of
currents and waves resulting in the loss of sediment. The effect of SLR has resulted
in, for example, a loss of agricultural production, eroded land, loss of profit of fish
production, and damage to mangrove areas, etc. For the small islands with the less
coastal area, the loss of the agriculture will give significant impact to the economy.
Vice versa, many of the world’s major cities are located near to the coastal areas
resulting in an effect on their local economy due to the impacts of sea level rise.

Globally, a lot of productive agricultural areas are situated in river deltas and on
coastal plains. In Egypt and Bangladesh, for example, the fertile alluvial soils at
river deltas play a major role in agricultural production. Agriculture may also
provide raw materials to the industrial sector and may have a substantial economic
impact. Additionally, the relationship between agriculture and tourism also offers
potential to both sectors in the supply and demand of food and beverages, and in the
employment sector.

One effect of sea level rise is the loss of land. Figure 5 shows the land retreat
from the year 1984 to 2013, and it can be clearly seen that several areas of land are
now under the sea. As a result the owners automatically lose the title deeds to the
land and are left hopeless. Millions of ringgits are at stake should this continue and
incorrectly planned countermeasures are implemented. A properly designed shore
protection plan, as well as better forecasting of sea level rise would enable property
owners to avoid such losses.

Climate change leaked the structure of the coastal aquatic ecosystems.The
production of wild fish relies on the condition of estuaries, coral reefs, mangroves
and sea grass beds. In riverine areas, the condition and productivity of an ecosystem
are related to the water quality, flow and health of wetlands. The parameters of
water temperatures and primary production at the lowest water area will have a
negative impact on fisheries. In addition, many communities dependent on fisheries
are now living in risky and vulnerable conditions due to the lack of essential
infrastructure to support their livelihood.
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3.2 Future Impact of Increasing Water Levels

The tides and waves is the agents for changing the sea level. The Mean Sea Level
(MSL) at a given height position is estimated by averaging tidal observations over a
long period. Based on the IPCC study [4], since the twentieth century, sea level has
constantly risen at an average rate of 1.7 ± 0.5 mm per year and is predicted to rise
by up to 56 cm by the year 2100.

This century, the heights are estimated to increase at a greater rate due to the
melting of ice and the thermal heat of the ocean due to warming. The amount of sea
level rise is due to increase in the long term. From 1993–2003, the differences were
spatially non-uniform and most of the areas had an increase in sea level of more
than a few times greater than the global rise.

Based on the study of the Impact of Climate Change on SLR in the Malaysian
coast by the year 2100 [11], the projected SLR is between 0.25–0.5 m with the
maximum value occurring along the Kelantan and Kedah areas of coastal penin-
sular Malaysia. The changes in sea level and spatial variations are important for
future planning. Regional and local factors are both important and useful for future
SLR prediction, particularly in neighboring areas.

Fig. 5 The shoreline changes due to sea level rise were determined through the shoreline
variation between the baseline year of 1984 and 2013
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The relative sea level rise depends, for example, on vertical land elevation
changes, which could be either sinking or rising. Managing existing resources
involves knowledge of the effects of the variations in ocean circulation and nutri-
ents on the aquatic and coastal environment. In coastal systems such as Malaysia,
the future sea level increase would be expected to have a number of impacts such as
inundation, coastal erosion and saltwater disturbance. In Malaysia, one study
concerning the Batu Pahat near shore for the period between 2020 and 2040
indicates a rise in water level in several rivers namely at Sungai Ayam, Sungai
Suloh Besar, Sungai Koris, Sungai Lurus, Sungai Senggarang, Sungai Parit Botak,
Sungai Tongkang and Sungai Rengit as shown in Figs. 6 and 7. The total affected
area in 2020 is 1,676.16 ha and 1,875.93 ha in 2040 as shown in Table 1.

Sea level rise will occur for centuries and possibly even thousands of years. The
extreme effects of high tides and storm surges will impact further on the sea level
rise. The hazards from SLR are not limited to the coast itself. In various cases,
flooding may affect areas at greater distances from the sea particularly nearby
estuaries, rivers, lakes and lagoons.

Fig. 6 Prediction of sea level rise by 2020
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4 Impact on the Community

Climate change is one of the main threats to human life and livelihoods in the
coastal region. Most developing countries have rapid rates of population growth
with large portions of their populations living in low-lying coastal areas. The great
concentration of people near to coastal areas has resulted in many economic ben-
efits such as tourism, aquaculture, industry, development and recreation. The
combination of the effects of increasing population growth, economic and tech-
nological development are threatening the ecosystems in these areas.

Fig. 7 Prediction of the sea level rise by 2040

Table 1 The changes in affected area due to sea level rise between 2010 and 2040

Sub Reach
(SR)

Area (hectare) Changes

2020 2040 Area (hectare) Percentage (%)

SR1 23.29 30.01 6.72 28.85

SR2 62.77 61.83 −0.93 −1.48

SR3 73.56 83.09 9.53 4.77

SR4 1,162.39 1,249.89 87.50 43.80

SR5 203.40 253.28 49.87 24.97

Total 1,676.16 1,875.93 199.77 100
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Bangladesh, Egypt and Vietnam having unprotected river deltas where almost
eight to ten million people live. Even more people in these countries would be
exposed to the increased strength and frequency of storms. Based on the distri-
bution of the population in relation to the distance from the nearest coastline in
2004, 20.6% of the world’s population lives within 30 km of the coast, and 37%
within 100 km. As a consequence of migration to coastal areas, and specifically to
coastal cities, the coastal population is increasing at a faster rate than the global
population [12].

IPCC assessment has confirmed that coastal populations and environments are
regularly stressed due to the impacts of climate change. The factors of population
growth and associated demands for housing and infrastructure along the coast
increases this vulnerability. People who live within the coastal regions may suffer
the problem of environmental stresses from upstream activities and inland devel-
opment. This development can result in pollution, huge deforestation, and inade-
quate management of soil, water, and fertilizers. These problems pose larger threats
to human health when the coastal zones are small and overcrowded. Furthermore,
SLR causes the salt water polluting the freshwater sources on which many settle-
ments rely for drinking and farming.

Sea level rise also leads to a loss of property and homes and as such people are
seeking safer places to live [13]. The disturbance of hydrological cycle was
influencing sea level rise and repeated flooding events to the coastal communities.
For example, floods and tidal waves in North Korea between 1995 and 2000 led to
300,000–400,000 people migrating to China’s urban centers. As another example,
due to storms, land erosion and salt interference into the water system, a massive
migration of 12 to 17 million people since the 1950’s from Bangladesh to India and
West Bengal has occurred.

4.1 Impact on Property

Sea Level Rise poses a major threat to people, property, and infrastructure. SLR has
serious impacts such as destruction of assets. SLR is coastal areas is associated with
many hazards to property and public safety such as airports, roads, and capital
cities, which are often located in coastal areas, especially in densely populated areas
as previously discussed. Roads often run along the coast so they have a high
possibility of incurring severe damage.

The higher water level in the lower area of rivers and coastal waters may reduce
natural drainage of adjoining land areas, impacting roads, buildings and agricultural
land. The Paka Power Station in Terengganu, for instance, has had to suffer the
effects of coastal plain erosion and has to be protected by costly structural works
such as concrete sea walls. This phenomenon is a major concern to electrical power
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producers because most of the thermal power stations are located near the sea [14].
SLR and normal tropical storms could also eventually increase the cost of offshore
oil exploration and production.

5 Conclusion

Sea level rise has previously focused on a major rising and extremes at many
locations, and it is very likely that the phenomena will remain for centuries. Most of
the detailed studies will have to be started in Malaysia especially on climate change
and sea level rise related issues, vulnerability index for sensitive regions, evaluation
of potential impacts of climate change on other vulnerable sectors such as agri-
culture, water resources, coastal and marine resources. The results from the study
indicate that SR 4 in Batu Pahat will be changed due to a sea level rise by 87.50 ha
(43.80%) compared other Sub Reach between 2010 and 2040. The Drainage and
Irrigation Department has allocated millions of ringgits for mitigation and
restoration of the beaches affected by coastal erosion. Findings from the research
need to be integrated with existing guidelines or develop new guidelines and each
of the new development and activities must remain the sustainablity of disaster risks
towards the human communities with less risk.
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Manifestation of SVM-Based Rectified
Linear Unit (ReLU) Kernel Function
in Landslide Modelling

Biswajeet Pradhan and Maher Ibrahim Sameen

Abstract Support vector machines (SVM) are the most popular machine learning
methods currently used to model landslides. To model the complex nature of land-
slides, the SVM model parameters (kernel function, penalty parameter) should be
fine-tuned to achieve the best possible accuracy. The main objective of this paper is to
evaluate the commonly used rectified linear unit (ReLU) activation function in deep
learning for the SVM model as a kernel function. A case study of the Cameron
Highlands, located in the Peninsular Malaysia, was selected and a dataset was
acquired through the airborne LiDAR system, topographical databases, and SPOT
satellite images. The SVMmodellingwith ReLU kernel was implemented in aMatlab
environment. Overall, 11 landslide factors and 81 landslide locations (inventorymap)
were used. Experimental results showed that the ReLU kernel function could achieve
a higher accuracy (0.81) than other kernels when using a lower number of landslide
factors. It was found that the ReLU kernel function is more accurate (0.73) than RBF
kernel (0.71) when using very limited factors (such as altitude, slope, and curvature).
The kernel ReLU could improve the performance of landslide susceptibility mod-
elling with SVM while reducing the need to use large datasets.

1 Introduction

Natural disasters such as landslides are a global concern and they pose significant
threats to human life, economic developments, and environments. The basic defi-
nition of a landslide is the movement of earth, rock, or debris down a slope [1].
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Landslides are triggered by several factors such as heavy and prolonged periods of
precipitation, earthquakes, melting ice, and volcanic eruptions. On the other hand,
there are many controlling factors identified through extensive studies of landslides.
The most commonly studied factors include altitude, slope, aspect, curvature,
geology, land use, vegetation density, terrain roughness index (TRI), stream power
index (SPI), sediment transport index (STI), topographic wetness index (TWI), and
distance to streams, roads, and fault lines.

Landslide phenomena are modelled by establishing relationships between
landslide conditioning factors and landslide occurrence in a given area and time
period. There are a wide range of statistical, machine learning, and expert-based
models used for establishing such relationships. In each category, several algo-
rithms have been proposed and their performance across different datasets and
geographic locations has been well reported in recent decades. Among the rec-
ommended algorithms, the support vector machine (SVM) has shown excellent
accuracy and general performance. However, optimization of SVM parameters and
selection of the appropriate kernel function of SVM model remain a hot topic in the
field of landslide modeling research.

Several studies have reported satisfactory results of landslide susceptibility
assessment using the SVM model. [2] Compared the predictive ability of the model
with decision tree and neuro-fuzzy methods. The radial basis function (RBF) was
used as a kernel function for the SVM algorithm. The result of the study showed
that the SVM model can achieve satisfactory results (prediction rate = 0.82) and is
comparable to the other two models. Three data mining approaches (SVM, decision
tree, Naïve Bayes) for landslide susceptibility assessment were compared in [3] and
the results indicated that the SVM model has the highest prediction accuracy. In
addition, [4] studied the SVM model for earthquake-triggered landslide suscepti-
bility in the Jianjiang River watershed, China. The results of the paper showed that
the RBF and polynomial are the two most suitable kernel functions to use for
predicting landslides in the study area. A success rate of 79.20% and a predictive
accuracy of 79.13% with the RBF kernel function were obtained. Evaluation of the
SVM model for spatial prediction of landslides in Golestan Province, Iran was
reported by [5]. Results indicated that the SVM model with RBF (85%) and a
polynomial degree of three (83%) performed better than other types of kernel
(polynomial degree of 2 = 78%, sigmoid = 78%, polynomial degree of 4 = 78%,
and linear = 77%) model. Furthermore, in a case study in Italy, [6] showed that the
SVM model outperforms other techniques (Naïve Bayes and logistic regression) in
terms of accuracy and general capacity.

More recently, [7] compared four kernel functions of the SVM model for spatial
prediction of landslides. Their results showed that the RBF function (81%) out-
performs other kernel types (polynomial = 71.0%, sigmoid = 40%, and linear =
63%). Several other researchers such as [8–11] investigated the SVM model for
landslide susceptibility assessment and reported satisfactory results. However, the
variations in SVM prediction capability remain only partially understood and more
studies on its parameters and kernel functions could provide useful information for
advancing landslide modelling techniques.
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This paper presents a comprehensive evaluation of the rectified linear unit
(ReLU) kernel function for SVM-based landslide modelling. The kernel function,
ReLU is widely used in deep learning due to its advantages over other kernel types.
The rest of the paper presents the dataset used in this study, modelling methods and
procedures, and experimental results obtained.

2 Methodology

2.1 Study Area and Dataset Modelling

The study area selected was located in the Cameron Highlands in the northern
central part of Peninsular Malaysia. It is a tropical rainforest region, geographically
located at between 101° 24′ 00″ E and 101° 25′ 10″ E latitudes and 4° 30′ 00″ N and
4° 30′ 55″ N longitudes (Fig. 1). The topography of the area is described as hilly
and mountainous with land slope ranges of from 0 to 78 degrees. In addition, the
lithology in the Cameron Highlands mainly consists of Quaternary and Devonian
granite and schist. The granite is classified as megacrystic biotite granite.

The LiDAR data were acquired from an average flight height of 1510 m on
January 15, 2015. The data were acquired over the study area and resulted in nearly
8 points per square meter with a 25,000 Hz pulse rate frequency. The absolute
accuracy of the LiDAR data should meet the root-mean-square errors of 0.15 m in
the vertical axis and 0.3 m in the horizontal axis. The LiDAR data were used to
construct a very high-resolution (0.5 m) digital elevation model (DEM) of the area.
The DEM model was used to derive the main landslide conditioning factors such as
altitude, slope, aspect, curvature, and topographic roughness index (TRI). The
topographic map of the study area is presented by a hillshade map shown in Fig. 2.

In addition, the land use map was prepared by classifying a SPOT 5 image (10 m
spatial resolution) using a supervised classification method. The method also
included refinements and field verification and the final land use map consisted of
11 classes. Additionally, topographical databases were used to derive the road,

Fig. 1 Map of Cameron
Highlands located in the
Peninsular Malaysia
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stream, and lineament layers used to prepare the three factors related to these
datasets. Finally, vegetation density and normalized difference vegetation index
(NDVI) were derived from SPOT image and used as conditioning factors. Overall,
11 factors were prepared and used in the modelling framework (Fig. 3). These
factors were reclassified by the quantile classification method in an ArcGIS 10.4
environment.

2.2 Kernel Tricks of SVM

Given a landslide training dataset, the SVM [12, 13] model requires the solution of
the following equations:

min
w;b;n

1
2
wTwþC

Xl

i¼1

ni

subject to yi w
T; xið Þþ b

� �� 1� ni;

ni � 0

ð1Þ

Fig. 2 Topographic map of the study area, a subset from Cameron Highlands
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To solve non-linear problems, SVM maps training vectors xi into higher
dimensional space using the function ; called the SVM kernel trick. A SVM
algorithm searches for the optimum hyperspace that can separate the training
classes in the higher dimensional space. To allow some errors and to improve the
generalization capability of SVM, the penalty parameter C[ 0 is used. In addition,
K xi; xj
� � ¼ ; xið ÞT;ðxjÞ is called the kernel function. Several kernels (Table 1) have

been proposed for the SVM algorithm. In addition to standard kernels, researchers
also introduced several new kernels in an attempt to improve the SVM performance
for specific applications. This study tries to assess the commonly used ReLU
activation function in deep learning for SVM-based landslide modelling. The
details of this kernel are described in the following section.

Fig. 3 a Landslide conditioning factors, b Landslide conditioning factors

Manifestation of SVM-Based Rectified Linear Unit (ReLU) … 189



Table 1 Details of standard SVM kernel functions used for landslide susceptibility assessment

Kernel function Formula Parameters

ReLU fðxÞ ¼ maxð0; xÞ Penalty parameter (C)

Linear K xi; xj
� � ¼ xTi xj Penalty parameter (C)

Polynomial K xi; xj
� � ¼ c xTi xj þ r

� �d Penalty parameter (C)
Kernel width (c)
Polynomial degree (d)

RBF K xi; xj
� � ¼ e�c xi�xjð Þ2 Penalty parameter (C)

Kernel width (c)

Quadratic K xi; xj
� � ¼ c xTi xj þ r

� �2 Penalty parameter (C)
Kernel width (c)

Fig. 3 (continued)
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2.3 ReLU Kernel Function

The standard method is to model a neuron’s output (f) in deep learning as a function
of its input x is f ðxÞ ¼ tanhðxÞ. As part of improving the training time complexity of
deep learning while keeping the non-linearity nature of neural networks, the ReLU
activation function f ðxÞ ¼ maxð0; xÞ was introduced [14]. According to Nair and
Hinton (2010), deep convolutional neural networks with ReLU train several times
faster than their equivalents with tanh units. A smooth approximation to the ReLU
is the analytic function as shown in the following expression (called the softplus
function):

f ðxÞ ¼ ln 1þ exð Þ ð2Þ

Advantages of the ReLU function include fast and efficient computation,
scale-invariant, and sparsity. For further details of the ReLU function, the reader
can refer to the work of [15].

3 Results and Discussion

This study was aimed at evaluating the commonly used activation function (ReLU)
in deep learning as a kernel function for SVM-based landslide modelling. The
modelling procedure was implemented in a Matlab R2016b programming envi-
ronment using the built-in statistical and machine learning functions. A personal
computer with the following specification was used: Core i7 CPU @2.00 GHz,
16.0 GB installed memory (RAM), and a 64-bit Windows operating system.

The ReLU kernel function was compared with four other kernel functions
(linear, polynomial, RBF, and quadratic) in our experiments. To avoid an
over-fitting problem while evaluating the accuracy of each kernel function, different
subsets and cross-validation accuracy assessment were used. Overall, four subsets
with different factor subset percentages (100, 81, 54, and 27%) and fivefold cross
validation were used (Table 2).

When 100% (Subset 1) of the factors were used, results indicate that the linear
kernel function is the best in terms of accuracy Fig. 4, Table 3. The minimum,
maximum, and average accuracy achieved by this kernel function were 0.72, 0.87,
and 0.81 respectively. In addition, the standard deviation of the accuracies obtained
from 100 runs evaluated for the linear kernel function was 0.028. This indicates that
with all factors included in the SVM model, the linear kernel function could achieve
relatively stable accuracy. On the other hand, RBF and polynomial kernel functions
achieved higher average accuracy (0.79, 0.78) than ReLU and quadratic functions
(0.74, 0.72). The standard deviation statistics show that the RBF (0.030) is more
stable than ReLU and quadratic kernels. In the second subset, vegetation density
and NDVI factors were removed from the analysis and the accuracy of the SVM
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model with the five kernels was calculated. Similarly, results show that the RBF and
polynomial kernels outperform other kernels in terms of average accuracy.

The RBF function was found to be more stable with a standard deviation of
0.026 than other kernels. Using the third and fourth subsets of factors, results
indicate that the ReLU kernel outperforms other kernel functions. The average
accuracy of the SVM model with an ReLU kernel for the third and fourth subsets

Table 2 Subsets of landslide conditioning factors used to evaluate the kernel functions of the
SVM model for landslide modelling.6

Subset 1 (100%) Subset 2 (81%) Subset 3 (54%) Subset 4 (27%)

Altitude Altitude Altitude Altitude

Slope Slope Slope Slope

Aspect Aspect Aspect Curvature

Curvature Curvature Curvature

Land use Land use Land use

TRI TRI TRI

Distance to stream Distance to stream

Distance to road Distance to road

Distance to lineament Distance to lineament

NDVI

Vegetation density

Fig. 4 Prediction accuracy of the SVM model with various kernel functions assessed with
different factor subsets, a subset 1(100%), b subset 2 (81%), c subset 3 (54%), and d subset 4
(27%)
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was 0.76 and 0.73 respectively. In addition, the standard deviation statistics show
that the ReLU and RBF kernels are more stable than other kernels when third subset
of the factors was used. In contrast, when the fourth subset was used, the linear
kernel (0.023) was found to be more stable than other types of kernel functions.

The results presented in Fig. 2 and Table 3 show that the accuracy of the SVM
model was affected by the kernel function used and the factor subset used as
predictors. Experiments showed that the linear and polynomial kernels could
achieve better accuracies with a greater number of factors. Instead, with a lesser
number of factors, the ReLU and RBF kernel functions were found to be more
accurate and stable. A study by [16] showed that there is no need to map data to
higher dimensional space if the number of predictors is large and using the linear
kernel function can achieve satisfactory results. In other words, the non-linear
kernels do not improve the accuracy of the SVM model. Another advantage of
using the linear kernel is that one needs to search only for the optimum parameter
C. However, in modelling landslide phenomena, a large number of factors requires
costly data and further technical issues can arise. By using a large number of
factors, multicollinearity and noisy data problems can reduce the efficiency of
modelling performance [17, 18]. Therefore, using non-linear kernels in SVM-based
landslide modelling is important. The ReLU kernel function has a number of
advantages over the RBF kernel such as faster training, sparsity and a reduced
likelihood of a vanishing gradient.

Table 3 Summary statistics of SVM prediction accuracy assessment with various kernel
functions and four factor subsets

Factor
subset

Summary statistics
of accuracy

ReLU Linear Polynomial RBF Quadratic

100% Minimum 0.64 0.72 0.67 0.67 0.63

Maximum 0.87 0.87 0.85 0.85 0.82

Average 0.74 0.81 0.78 0.79 0.72

Standard deviation 0.034 0.028 0.031 0.030 0.036

81% Minimum 0.67 0.74 0.74 0.74 0.62

Maximum 0.82 0.89 0.87 0.86 0.82

Average 0.76 0.81 0.79 0.80 0.72

Standard deviation 0.029 0.026 0.026 0.024 0.035

54% Minimum 0.68 0.60 0.62 0.63 0.66

Maximum 0.81 0.78 0.75 0.78 0.81

Average 0.76 0.70 0.68 0.71 0.72

Standard deviation 0.027 0.031 0.031 0.027 0.028

27% Minimum 0.64 0.55 0.60 0.62 0.60

Maximum 0.79 0.67 0.77 0.77 0.78

Average 0.73 0.62 0.68 0.70 0.71

Standard deviation 0.030 0.023 0.029 0.030 0.032
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4 Conclusion

This study presented an assessment of the ReLU kernel function for SVM-based
landslide spatial prediction in a tropical region. To conduct the experiments, a very
high resolution DEM was constructed from LiDAR point clouds acquired over the
Cameron Highlands in Malaysia. Overall, 11 landslide conditioning factors were
used and to avoid an over-fitting problem, four subsets with differing numbers of
factors were used. Using overall accuracy calculated by fivefold cross validation,
the ReLU kernel was compared with linear, polynomial, RBF, and quadratic ker-
nels. Results showed that there is no need to map data into higher dimensional
space when using a large number of landslide factors (>8 factors). In contrast, with
a smaller number of factors (<6 factors), the ReLU achieved the best results and the
RBF kernel was found to be better than other types of kernel functions. These
results indicate that more attention paid to the development of new kernels for the
SVM algorithm should improve landslide susceptibility assessment techniques with
small datasets. This may also be useful for landslide modelling in data-scarce
environments. Although the results of this study are useful to the landslide research
community, further detailed assessments with various datasets from different geo-
graphic locations of ReLU kernel should be made.
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Subsurface Structural Pattern
Distributions of the Magnetic Anomalies
in Part of the Nigerian South-Western
Precambrian Basement Complex
for Sustainability

John Stephen Kayode, Mohd Nawawi Mohd Nordin
and Khiruddin Abdullah

Abstract A study using the subsurface structural patterns technique was carried
out to locate, classify and outline the magnetic anomaly source rocks underlying the
Omu-Aran Schist belt zone together with determination of the depth of these var-
ious source rocks within the study area for sustainability. The processes were
carried out through a series of E-W and N-S geomagnetic cross-sections of 58.70 by
56.8 km spread across the study area in part of the Nigerian South-western
Precambrian Basement Complex. The primary objective of this study was to use an
uncomplicated technique to locate these magnetic anomalies and identify the
mineralization potential in the area. The subsurface geological structural patterns in
this area were adequately mapped using the Oasis Montaj 2014 source parameter
imaging function integrated with Surfer 10 and euldph-x algorithms that auto-
matically compute the depths of the various magnetic anomaly sources using
aeromagnetic data acquired from the Nigerian Geological Survey Agency. These
anomaly sources as delineated, consist of arrays of north-north-east and
south-south-west influencing the underground structures that control the surface
geologic characteristics which determine the mineral potential in parts of the
north-east, the north-west and the south-western zones of the study area with very
low and high values of total magnetic intensity. The large dome-shaped structure
that overlies a buried block of inferred meta-sedimentary rocks in this area suggests
that subsurface mineral distributions in this area may perhaps be influenced by its
location in the highly mineralized Nigerian South-western Basement Complex
together with the rich mafic and ultramafic granitic-migmatite Basement Terrain
that also underlies the area.
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1 Introduction

Many scholars have defined and applied the subsurface structural patterns technique
in diverse ways. For example, [1, 2] used the approach on geophysical inversion
with the application of the neural nets to study the subsurface. Bois [3] applied the
technique to prospect for oil and gas and for the characterization of reservoirs. [4]
compared the advantages of wavelet transformation over the Fourier transforma-
tion. In furtherance to its application in geophysical methods, Keskes [5], used the
technique in his studies. The method is applicable in many fields of study [6].

The application of the subsurface structural patterns technique to establish,
classify and define the source rocks of magnetic anomalies in the study Omu-Aran
area got its impetus from the fact that the technique makes it possible for computers
to mathematically perform intelligent tasks from the aeromagnetic datasets and
thereby produce a representation of the integrated geologic structures and shapes of
the anomalies.

The magnetic anomalies within the area are the basis by which magnetic min-
erals are enclosed. These magnetic anomalies are frequently associated with core
subsurface basement rocks as the parent rocks. Interpretation of the data was aimed
at outlining the regional structural framework of the existing structural patterns of
the bedrocks, and at discovering systematic trends for shallow and near subsurface
geological features favouring mineralogy in the area [7].

The diversity in the distribution of the magnetization of the Earth crust’s is
responsible for the formation of the magnetic anomalies sources deep down in the
subsurface [8]. A particular magnetic mineral lies within the near surface and
produces the local effect of the anomalies [9] while those at a depth of several
kilometers—down to the Curie point—produce the regional magnetic effect [10,
11]. In potential fields mapping, lots of challenges confronted the map interpreters
and complicate issues such as the source geometries and the direction of magne-
tization [12].

A large quantity of high quality literature discussing various methods designed
for the estimation of the magnetic anomalies shaped by diverse sources has been
published with some remarkable achievements in the interpretations [13]. Many
studies applied the amplitude and energy spectra of the anomalous fields to effi-
ciently estimate depths to the source of magnetic anomalies, the horizontal and
vertical extents, and the magnetization contrasts of the causative bodies [11].
Application of the frequency-domain approach was established as a valuable tool in
the delineation of most of the geological features such as a two-dimensional slab
and so forth [11, 14]. The success achieved by the use of the techniques for
computation of the subsurface magnetic anomalies arises from a variety of models,
for instance a line of dipoles was made possible [13, 15].

Some of the literature has analytical assertions for a range of magnetic source
parameters such as the depth and so forth. The difficulties arising from the inverse
approach have also been resolved and made available via many journals, dividing
the techniques into two categories of classification: (i) frequency or spectral
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techniques and (ii) space domain methods [16]. On the other hand, existing modern
day space domain techniques are commonly establish on the developmental phi-
losophy. Spectral analysis techniques, though more recent, have made a significant
impact on the interpretations of potential field data [11, 17].

In this paper, geophysical and geological datasets were used to study the patterns
of the magnetic anomalies within the subsurface structures in the study area, and
proposed major mineralized controlling factors by gridding the data in the Omu-Aran
Schist belt. The magnetic data acquired was processed and interpreted with the
primary aim of defining the subsurface geological and magnetic anomaly structural
patterns across longitudes 4° 59′ 47.26″E and 5° 29′ 57.95″E, and latitudes 7° 59′
45.6″N and 8° 30′ 22.21″N bounded by a land area of about 3,334.16 km2 (Fig. 1).
Data enhancement processes with the application of various filtering techniques to
improve the data signals were carried out on the aeromagnetic data.

2 Methodology

2.1 Data Acquisition

The magnetic data was obtained at right angles to the prime local geological strike
alongside a sequence of NW-SE flight lines with a spacing of 0.5 km and an
average flight elevation of about 80 m, while the tie lines were recorded at average
intervals of about 2.0 km [7]. The data were recorded at average intervals of 0.1 s
using a Caesium Vapor magnetometer of 3_Sintrex CS3 specifications, with a
FASDAS magnetic counter and radar specifications of KING KR405/KING
KR405B altimeters. Fugro Airborne Survey Services and Patterson Grant and

Fig. 1 Detailed geological map of the study area
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Watson (PGW) from Canada carried out the data collection from 2007 to the end of
2009. Enviro Baro/Digiquartz barometric altimeter specifications were used to
cover the entire country. The aeromagnetic data was acquired with narrow line
spacing and subtle recording intervals that give the resolution of the magnetic
anomalies produced a better quality than that from general high-altitude surveys.
The data were made available for research purposes by the Nigerian Geological
Survey Agency. The huge technical hitches within the subsurface geology of the
Basement environments make subsurface structural delineation awkward for most
parts, especially the Nigerian Basement Complex [7].

Necessary data corrections were performed on the magnetic data using the
International Geomagnetic Reference Field (IGRS) of January 2005 to remove the
geomagnetic gradient from the data. The aeromagnetic data was georeferenced
using World Geodetic System 1984 ellipsoid zone 32 N and the Universal
Transverse Mercator (UTM) coordinate system for comparative study with the
geological map of the area.

2.2 Magnetic Method of Data Processing

In magnetic processing, application of the Fast Fourier Transformation to the data is
the first step to success. The method helps in the faster computation of the con-
tinuous and discrete potential field data and is less stressful than the Taylor Series
Method. Through this approach, the aeromagnetic data was transformed from the
space domain to the frequency domain [18].

Using the Fourier transform theory, any functions in the space domain are
represented in the frequency domain given by

f ðxÞ ¼ a0 þ
XN

n¼1
an cos

np
L
x

� �
þ bn sin

np
L
x

� �h i
ð1Þ

) a0 ¼ 1
2L

Z L

�L
f ðxÞdx ð2Þ

where, 2L = period.
Also;

an ¼ 1
L

Z L

�L
f ðxÞ cos np

L
x

� �
dx ð3Þ

and,

bn ¼ 1
L

Z L

�L
f ðxÞ sin np

L
x

� �
dx ð4Þ
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But n ¼ 1; 2; 3; 4; 5; . . .. . .. . .. . .fn�1

) f ðxÞ ¼
ZZ 1

�1
Rc xð Þ cos xx cos xyþ sin xx sinxyð Þþ

Ic xð Þ sin x cos xyþ cos xx sinxyð Þ
� �

dx ð5Þ

where Rc = Real Component; Ic = Imaginary Component; x = Coordinates along
the x-axis (Longitude), and y = Coordinate along the y-axis (Latitude).

) f(x)i;j ¼
X1

i¼1

X1
j¼1

ðam;nCnC�
m þ bm;nCnS�m þ cm;nSnC

�
m þ dm;nSnS�mÞ ð6Þ

)C�
m ¼ cos

2mpyj
s2

� �
ð7:1Þ

) Sn ¼ sin
2npxi
s1

� �
ð7:2Þ

) S�m ¼ sin
2mpyj
s2

� �
ð7:3Þ

Equation 6 is a series of simultaneous equations in a matrix. For gridded data,
the cross-product terms in the matrix are equal to zero. Hence, the diagonal terms
become the inverted matrix, (in other words an n-by-n matrix) [12]. The funda-
mental wavelength, s, is the length of the dataset along the x and y directions; that
is, s1 = N, along the x-direction, while s2 = M, along the y-direction. Then

am;n ¼ K
M;N

XN
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� �
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� �
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where K = 1, if n = 0 and m = 0, K = 2, if n = 0 or m = 0, but not both.
K = 4, if n > 0 and m > 0, n = harmonic number along x-direction
m = harmonic number along the y-axis.M = number of data points along y-axis,

and N = number of points along the x-axis. But n = N/2, and m = M/2.
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From Euler’s Equation

dB
ðx� x0Þ

dx
þ dB

ðy� y0Þ
dy

þ dB
ðz� z0Þ

dz
¼ SðL� BÞ ð9Þ

where B = the observed magnetic field at orthogonal points [19], in other words
statistically free points. In addition, (x0, y0, z0) = source of the anomali’ location,
namely depth. L = base level of the observed magnetic field and S = structural
index.

The depth of the magnetic anomaly is given by Eq. 10.

zb ¼ 2z0 � zt ð10Þ

where zb = depth to the bottom of the anomaly, z0 = depth to the deeper anomaly
bodies, and zt = depth to the shallow near-surface anomaly bodies. To avoid the
loss of many useful data points, a 3 � 3 window that gives a higher and better
resolution of the near-surface anomalies was selected and used for the data analysis
in this paper.

2.3 Method of Structural Index (SI) Determination

In the identification of the SI values using Eq. 9, the point source of the magnetic
anomaly burial is considered as a magnetic dipole located at the subsurface position
of xo, yo and zo, with the change in total magnetic intensity, DB, as given in Eq. 11.

DBðx; yÞ ¼ f ðx� x0Þ; ðy� y0Þ; z0½ � ð11Þ

Standard potential theory Eq. 9 was used to determine the gradients in the three
orthogonal directions, although the data that were processed in this paper are in
gridded form, but lines of parallel profiles, (i.e., Fig. 2) were created along the
horizontal East-West (six profiles), and the vertical North-South (six profiles)
directions as shown in Figs. 3 and 4 respectively before the application of the
equation to better map the subsurface of the area.

The x-coordinate in UTM corresponds to the distance along the x-axis. During
the analysis, the northings, i.e., the y-coordinate was set to zero to allow plotting of
the magnetic values recorded against the x-axis. If this process is applied to Euler’s
Equation in 9 above, it means the quantity

dB
ðy� y0Þ

dy
¼ 0 ð12Þ
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Fig. 2 E-W and N-S profiles of total aeromagnetic intensity of the study area

Fig. 3 A typical E-W profile
of the total aeromagnetic
intensity of the study area

Fig. 4 A typical N-S profile
of the total aeromagnetic
intensity of the study area
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This assumption is broadly accepted and implemented in potential field data
analysis and interpretations [19]. Putting Eq. 12 into Eq. 11 yields the following
expression

dB
ðx� x0Þ

dx
� dB

ðz0Þ
dz

¼ �SBðxÞ ð13Þ

Rearranging Eq. 13 helps in the determination of the derivatives from the
magnetic data. Therefore, Eq. 14 presents the required Equation given by
Thompson [20].

z0
dB
dz

þ x0
dB
dx

¼ x
dB
dx

þ SBðxÞ ð14Þ

where (x0, z0) = depth and source of the anomaly subsurface location, dB = the
magnetic field data recorded, and S = structural index of the magnetic anomaly
which invariably defined the type of the magnetic anomaly source rock.

The analytical signal allows the resolution of the dip angle, depths to the cau-
sative subsurface geological structures, and the magnetic susceptibility contrast
between the causative rock bodies. For a homogeneous function of the Nth degree
and also for the N + 1 degree of homogeneities, Euler’s Equation turns out to be

�AS ¼ ðx� x0Þ dAdx þðy� y0Þ dAdy þðz� z0Þ dAdz ð15Þ

where A = the analytical signal of the total magnetic intensity field and S = the
structural index. Therefore, to determine the source parameters, the analytical signal
over a magnetic contact is

Aðx; zÞ ¼ a
1

½ðx� x0Þ2 þðz� z0Þ2�
1
2

ð16Þ

where xo and zo are the position and depth of the magnetic contact and

a ¼ 2kFc sin d ð17Þ

where k = susceptibility of the magnetic structure, F = Earth’s magnetic field,
d = the angle declination, and c = constant for horizontal, total and vertical mag-
netic fields respectively.

Equation 16, therefore, is the expression for the determination of structural
indices for various subsurface models in the study area.
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2.3.1 Process of Structural Index (SI) Determination

The magnetic field data were processed through the applications of reduction to the
pole and digital convolution filtering processes for the removal of noisy signals,
thereby enhancing the quality of the data utilizing folding (Nyquist) frequency and
Kriging methods using the euldph-x algorithm developed to automatically calculate
depths to the various magnetic anomaly sources from the gridded aeromagnetic data.

Euler Deconvolution was used to calculate the various depths of the magnetized
rock bodies. On the other hand, a potential theory more often than not does not give
a single inverse explanation—especially with magnetic methods. The subsurface
distributions of the magnetic models are relatively distinctive. The shape and nature
of the source rocks of magnetic anomalies in this area is a function of the SI values
obtained. The depth solutions for all of the 12 traverses are presented in Figs. 5 and
6 with the various calculated SI values together with their corresponding depths.

Fig. 5 E-W profiles of plots 1-6 of the study area showing the structural indices with depths
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2.4 Subsurface Structural Pattern Analysis

For the purpose of this work the major steps adopted are: (i) Observation of the
magnetic anomaly patterns in the study area, (ii) Examination of the interactions
among the various subsurface magnetic anomaly structural patterns, (iii) Location
of the positions of the magnetic anomaly source rocks, i.e., depth determination of
the different structures in the area, (iv) Identification of the various structural shapes
and ascribing of colors (Table 1) to differentiate them, (v) Prediction of the sub-
surface structural patterns in the study area.

To make realistic solutions available for all potential inputs of the magnetic data,
and also to execute possibly similar output data to the inputs through the application
of statistical computations, the technique of subsurface structural patterns was
adopted and executed in this study. The processes enabled quick and accurate
identification of magnetic anomaly features; identification of structures to the
deepest point possible; correctly distinguished magnetic anomaly shapes at several
angles of observation; and correctly classified the various structural shapes. The
method helps in the generation of sets of solutions in order to identify the structural

Fig. 6 N-S profiles of plots 1-6 of the study area showing the structural indices with depths
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patterns and shapes. The interpreted SI are presented in Table 1. The approach is
very relevant to many general purpose uses, particularly for image classifications
analysis and structural analysis of various geological shapes, and it has been proved
to be better regarding the accuracy and speed of object classification [6].

3 Results and Discussion

3.1 Magnetic Data Interpretation

The magnetic method of geophysical prospecting is known to be the best method
capable of defining subsurface structural patterns in detail, irrespective of the area
of coverage [7]. The Total Magnetic Intensity Contour map shown in Fig. 7
illustrates the major subsurface structural units in the study area. The map delineates
an elongated ridge-like subsurface anomaly that trends predominantly in the
NNE-SSW direction. The other major anomalies trending in the most parts of the
NE, NW, NE-SW directions in the Omu-Aran area are recognised to be the granitic
boulder intrusions into the Basement Complex. The bulk of these anomalies
showed various linear structural patterns along the NNE-SSW directions.

The Analytical Signal map presented in Fig. 8 delineates a significant dislodg-
ment in the central part of the study area. The major offset as observed in the map
was delineated as the most fundamental subsurface geological structural features
controlling mineralization in the area [7]. The map clearly defined the displace-
ments of these structures and it represents the true features together with the rock
contacts as emplaced in the area. Through the analytical signal map the exact
subsurface geological structural patterns of the study area are exposed and it could
be used as the proper subsurface structural configurations of the area. The map
clearly distinguished the boundaries of the magnetic anomalies with the granitic
rocks terrain easily identify by the higher magnetic intensity values as indicated by
the red to magenta colors with white circles on the map.

The different subsurface geological terrains in the Omu-Aran Schist belt are as
presented in the E-W and N-S profile plots shown in Figs. 5 and 6. The results from
the depths against the x-axis in UTM show some beautiful patterns in the distri-
butions of various structures underlying the area. The range of SI obtained in the

Table 1 Structural Indices,
SI, of magnetic anomalies
obtained from the depth
solutions

SI Magnetic anomaly type Colour symbol

0.5 Rock contact

1.0 Dyke

1.5 Sill

2.0 Cylinder

2.5 Pipe

3.0 Sphere
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area through the applications of the solutions to Eq. 14, as implemented in the
euldph-x algorithm is as presented in Table 1. However, thorough examinations of
the clustering as indicated in the indices plotted in Figs. 5 and 6 enabled allotment of
SI value to a particular magnetic anomaly source. Although Euler’s Deconvolution
method involved difficult depths estimator, [7], it is the best of all magnetic methods
for depth determination. This study delineates six structural patterns in the
Omu-Aran Schist belt. Various geological source models such as rock contacts,
dykes, sills, cylinders, pipes and spheres were delineated in the study area.

The complexity of the structures gives rise to the clumsy nature of the Euler’s
solutions obtained. This research work was able to show the reality of the sub-
surface basement faults block patterns that control the mineralogy and lithology of
the area under investigation. These trends, in essence, are a function of the magnetic
susceptibility variations within the source rocks of the anomalies in the area. The
algorithm assigned the SI estimates to the different colours with the six E-W profiles
showing quite similar patterns. Figures 5 and 6 showed series of the structures
underlying the area with a maximum constrained depth of about 1.2 km. The
maximum depth constraint is necessary as the structures densely populate the near

Fig. 7 Aeromagnetic contour map of the study area, created using Surfer 10
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surface up to a depth of about 0.5 km, after that the structures become sparsely
distributed in a downward direction as shown in Fig. 5 with a north-south series of
continental crust magnetic anomalies. The induced magnetic and remnant magne-
tization in each of these structural blocks contribute to the magnetic inclination of
the source parameters across this area.

However, the results of the responses along the six N-S profiles presented in
Fig. 6 differed widely from the E-W profiles that showed the structural patterns of
the subsurface anomalies blocks distinctly. The grouping of the SI along these
north-south profiles could be seen as series of clusters of spherical-like shapes that
were vertically positioned with sparsely scattered pieces of anomalies around the
central part of each profile. The algorithm delineated magnetic anomalies up to
about 1.2 km identical with the E-W profiles. The information on the subsurface
structural patterns of Omu-Aran area as revealed in this work is precious to solid
minerals investors and mining engineering firms in their search for these precious
subsurface materials.

The subsurface activities of the ridge-shaped basement faults and the super firm
granitic rocks formed during the metasedimentary deposition of these rocks control
to a large extent most of the geological structural shapes and a huge amount of the
stratigraphic sequence in the Omu-Aran Schist belt segment of the Nigerian

Fig. 8 Analytical signal map of the study area created using Oasis Montaj 2014
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South-western Precambrian Basement Complex. These basement structural patterns
as presented in Fig. 9 correlate well with the patterns obtained in the Analytical
Signal method shown in Fig. 8, and also control to a great extent the topography
and lithology of the area as visibly observed at the ground surface. It is these
magnetic anomalies that on the whole further control the subsurface anomaly
patterns and surface stratigraphy at the time of the consolidated gravitational system
in this area.

The results of this work confirmed the emplacement of mineral occurrence in the
Omu-Aran Schist belt as extremely shallow and structurally controlled. In most
places of mining activities visited during the geological fieldwork, it was observed
that these precious materials were very close to the ground surface. The study of
this phenomena proved the usefulness of aeromagnetic methods of geophysical
prospection as the best tool for mapping the structural patterns of subsurface
anomalies that correlate well with the geological stratigraphic features in the area of
study that are critical to the exploration of solid minerals in the area.

Fig. 9 Map of the Omu-Aran Schist belt zone showing the structural patterns of the subsurface
magnetic anomalies
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4 Conclusion

The aeromagnetic data was used to define and delineate subsurface structural pat-
terns of the study area for sustainable development of this part of the Nigerian
South-western Precambrian Basement Complex. For ease of interpretation, the area
was divided into 6 � 6 E-W and N-S profiles respectively. Various filtering
techniques were applied to enhance the data to obtain the best results together with
sampling at a Nyquist frequency and the application of an ordinary Kriging method
of statistical analysis on the gridded data. The maps of magnetic anomalies gen-
erated for the area clearly delineate the subsurface structural patterns controlling the
stratigraphic, lithological and topography of the Omu-Aran Schist belt zone.
The granitic and metasedimentary terrains of the area are mostly characterized by
the high frequency and high amplitude magnetic anomalies. The large dome-shaped
structure overlying a buried block of inferred meta-sedimentary rocks in this area
suggests that subsurface mineralized distributions may perhaps be influenced by the
location of the area in the highly mineralized Nigerian South-western Precambrian
Basement Complex together with the rich shallow mafic and ultramafic
granitic-migmatite Basement Terrain underlying the area.

The discovery from the present results of the six structural indices is a departure
from previous studies that limited structural indices of magnetic anomalies to five.
The best estimator of the various values obtained gives the minimum
root-mean-square errors selected and grouped into SI values shown in Table 1. The
methods for the interpretation of magnetic anomalies adopted for this work helped
to better map the hidden subsurface structural anomaly patterns in the Omu-Aran
area for sustainability purposes. Though magnetic data are prone to noise, the
choice of a small window size together with the application of data enhancement
techniques gave high accuracy to the SI determination and the analytical signal
plots of the source parameters. Excellent results were achieved through the statis-
tical analysis as the aeromagnetic statistical properties greatly differ from the noise
signals properties, and separation of the two by the application of various filters
becomes a straightforward task. This research work has been able to shed great light
on the patterns of the anomalies emplaced in the Omu-Aran area. This research was
carried out to assist in the prevention of the depletion of subsurface natural
resources in order to preserve the ecological equilibrium of the area.
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The Measurement of Solar Ultraviolet
Ambient Dose Using EBT3 Film

Intan Nadia Mohammad Saleh, Ummi Shuhada Osman
and Ahmad Fairuz Omar

Abstract Gafchromic EBT3 films were analyzed for their response towards
ultraviolet UV-A and UV-B doses of solar radiation. This work was done to
investigate the ambient daytime UV dose through the color changes of external
beam therapy films, in other words EBT3 that was quantified using a visible
absorbance spectroscopy technique. The experiment was conducted by exposing
the EBT3 films to ambient solar radiation at several randomly selected places
around Universiti Sains Malaysia. The experiment was conducted at three different
times of the day (namely morning, noon and afternoon) and on two consecutive
days, named as Day 1 and Day 2. The results from Day 1 were later combined to
form a calibration dataset generating UV dose (mJ/cm2) measurement algorithms
while data from Day 2 were combined to form a prediction dataset. From the
experiment, the most important single wavelength in generating a highly accurate
calibration algorithm was 650 nm. The calibration algorithm was developed using
wavelengths of 536, 547, 550, 650 and 693 nm, and the coefficient of determination
R2 was recorded at 94.12% with a Root Mean Square Error of Prediction (RMSEP)
of 685.85 mJ/cm2. All the empirical results presented in this paper show that EBT3
film is capable of giving a good response in quantifying UV dose.

1 Introduction

Ultraviolet (UV) radiation consists of wavelengths between 100 and 400 nm and
can be further divided into Vacuum UV (k = 100–200 nm), UV-C (k = 200–
280 nm), UV-B (k = 280–315 nm) and UV-A (wavelength of 315–400 nm). The
sun is the earth’s main natural source of UV radiation [1, 2]. Though small amounts
of UV are beneficial in the production of vitamin D and can be used to treat diseases
including rickets, psoriasis, eczema and jaundice, continuous or overexposure
to solar UV radiation can cause various damaging effects to human such as
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degenerative effects to the eyes, sunburn and even skin cancer [3–5]. As the solar
UV radiation that reaches the earth contains mostly UVA and only a small portion
of UVB with no UVC [6], the study of solar UV radiation only focuses on UVA
and UVB. The measurement of solar UV radiation is essential in continuously
monitoring the level of UV dose in order to minimize human risk against the hazard
of UV overdose.

External Beam Therapy 3 (EBT3) film, despite mainly being used for X-ray dose
measurements during diagnostic radiology, including computed tomography (CT),
interventional radiology (IVR), and quality control (QC) and quality assurance
(QA) [7], has been indepedently tested by several researchers as to its efficiency in
measuring UV radiation dose. For example, Aydarous et al. [8] have applied EBT3
film in the measurement of UVA (365 nm), UVB (302 nm) and UVC (254 nm)
radiation doses. Their findings indicate that the color changes of the films were
dependent on UV intensity as well as wavelength. They also discovered that EBT3
films were approximately 10 times more sensitive towards UVA and UVB com-
pared to UVC. EBT3 films have also been used for the measurement of solar UVA
and UVB radiance dose. For example, Tajuddin and Omar [9] applied EBT3 films
to the measurement of solar UV (A + B). Through a visible absorbance spec-
troscopy technique, they discovered that the five best wavelengths that can be used
to develop a calibration algorithm for quantifying solar UV dose are 506.77,
604.68, 658.17, 692.99 and 699.83 nm and they managed to obtained the predicted
result with R2 = 98.3% and RMSEP = 381.92 mJ/cm2.

In another application of EBT3 films for the measurement of UV dose, Yusuf et al.
[10] applied EBT3 films in the measurement of radiation dose from UV LEDs with
peak emission wavelengths of 365 and 375 nm. Through the application of multiple
linear regression to the visible absorbance spectra of EBT3 films, they managed to
obtain high calibration accuracies with R2 = 98.3%, RMSEC = 687.116 mJ/cm2

and R2 = 98.8%, RMSEC = 470.721 mJ/cm2 for UV LED with peak emission
wavelengths of 365 and 375 nm respectively.

Osman and Omar [11] on the other hand have written a brief review of several
different techniques that can be used for the measurement of UV irradiance and
listed EBT films as one of the promising techniques in measuring UV radiation
dose. Hence, the objective of this research is to test the ability of EBT3 films to
retain their accuracy when used to measure the ambient solar UV dose at several
randomly selected open places around Universiti Sains Malaysia campus and at
three different time (namely morning, noon and afternoon).

2 Materials and Methods

2.1 EBT3 Films Exposure to Solar UV Radiation

The experiments for this research were conducted on two consecutive sunny days
namely Day 1 and Day 2. The experiments for both Day 1 and Day 2 were
conducted in three sessions; in the morning (from 8.30 am until 9.17 am), noon
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(from 11.50 am until 12.37 pm) and afternoon (from 4.00 pm until 4.48 pm) at
different randomly selected open places around Universiti Sains Malaysia. Data
from Day 1 were used for the development of a calibration algorithm while data
from Day 2 for the prediction accuracy of the developed algorithm.

A total of 46 pieces of EBT3 film was used for each session of the experiment.
The EBT3 film was cut into 3 cm � 2 cm pieces. All the films were placed on
mahjong (white) paper to ensure they did not have direct contact with the surface of
the measurement area. The UV meter (YK-35UV) was placed exactly next to the
EBT3 films during measurement. The UV meter has two ranges, namely 2 mW/cm2

(1.999 mW/cm2 � 0.001 mW/cm2) and 20 mW/cm2 (19.99 mW/cm2 � 0.01
mW/cm2) and has an effective detector spectrum between 290 and 390 nm thus
making it suitable for the measurement of UVA and UVB irradiance.

During the experiment, one film was taken from the paper every minute along
with the reading from the UV meter. After the exposed film was taken away, it was
immediately placed in a black envelope to avoid further exposure to UV radiation.
After 46 min, all the 46 EBT3 films were collected. A similar experimental setup
was used for Day 2 in order to obtain the prediction dataset. Figure 1 shows the
experimental setup during the exposure process of EBT3 films to the solar UV
radiation.

2.2 Visible Absorbance Measurement

As the accumulated dose is closely related to the color changes of the EBT3 films, a
visible absorbance spectroscopy technique was employed to represent the color of

EBT3 Films

Thermometer

UV meter

Fig. 1 Experimental setup
for solar UV exposures on
EBT3 films
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the films and was subsequently used to determine the measured UV dose. The
visible spectroscopy measurement was made using a Jaz spectrometer (Ocean
Optics Inc.) with an effective range of wavelength located within the visible
spectrum (*400–700 nm). A white LED was used as the illumination light source.

The Jaz spectrometer was connected to a LS-450 LED Light Source and a CUV
1 cm Cuvette Holder via optical fiber cables. The spectrometer was connected to a
computer that was equipped with SpectraSuite software. SpectraSuite is spec-
troscopy software which is used to capture and analyze spectral data from a
spectrometer. An unexposed EBT3 film was used as a reference instead of air to
ensure that the range of absorbance measured was smaller and acceptable for the
entire films used in the experiment. All the EBT3 films were placed in a CUV 1 cm
Cuvette Holder. The absorbance spectroscopy experimental setup is illustrated in
Fig. 2.

2.3 The Selection of Wavelengths

Based on the collected spectra and the nature of the films’ color transition, only
wavelengths between 500.13 and 700.16 contribute to useful information on the
color changes of the EBT3 films. One to five values of wavelengths were selected
from this region based on their ability to produce a measurement with the highest
accuracy (high R2 (Eq. 1) and low RMSE (Eq. 2) with a P-value preferably below
0.05). The purpose of selecting a different number of wavelengths is to justify the
rate of accuracy improvement when a higher number of wavelengths were selected
in the development of calibration algorithm. The absorbance for the selected
wavelengths was regressed with the measured UV dose (mJ/cm2) using Minitab
(Version 17) software to obtain a calibration algorithm. A coefficient of determi-
nation (R2) greater than 0.8 is generally described as strong, while a value of R2

lower than 0.5 is generally described as weak. This description however can differ
based on the nature of the data being examined.

R2 ¼ n
P

xy� P
xð ÞðP yÞ½ �2

n
P

x2 � ðP xÞ2
h i

n
P

y2 � ðP yÞ2
h i ð1Þ

White LED illumi-
nation source

EBT3 Film

Film holder

Spectrometer

Collimator Collimator

Fig. 2 Visible absorbance spectroscopy measurement of EBT3 film
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3 Results and Discussion

Throughout the experiment the weather was generally sunny in the morning and
afternoon. However, at times the sun was covered by rapidly moving clouds during
the noon sessions of the experiment. As a result, some drastic falls of UV irradiance
value were observed. Figure 3 shows the distribution of UV irradiance throughout
the six experimental sessions.

The highest recorded irradiance was 2.658 mW/cm2 at 12.22 pm. The lowest
recorded irradiance was 0.261 mW/cm2 at 8.30 am. The cumulative dose for Day 1
morning, noon and afternoon experimental sessionswas recorded at 1162.32 mJ/cm2,
5854.80 mJ/cm2 and 3032.82 mJ/cm2 respectively. On Day 2, the ambient temper-
ature was relatively higher than Day 1 with an average temperature throughout the
experiment of 34.7 °C in the morning, 42.6 °C at noon and 39.9 °C in the afternoon.
The highest irradiance value obtainedwas 3.970 mW/cm2 at 12.24 pmand 12.36 pm.
The lowest irradiance value obtained was 0.891 mW/cm2 at 8.35 am. The cumulative
doses for Day 2 morning, noon and afternoon experiments were 3138.72 mJ/cm2,
10474.80 mJ/cm2 and 4733.4 mJ/cm2.
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The visible absorbance spectroscopy analysis was first conducted in finding the
single wavelength that responds the best with the measured UV dose. Figure 4
shows the graph of R2 versus wavelength of the morning, noon and afternoon
sessions for Day 1 and Day 2.

The best R2 from the morning session were recorded at wavelengths of
580.25 nm and 640.24 nm for Day 1. For Day 2, the best R2 was recorded at a
wavelength of 640.24 nm. The best R2 values for the noon session were recorded at
wavelengths of 500.13 nm and 620.17 nm on Day 1. For Day 2, the best R2 were
recorded at wavelengths of 500.13 nm and 660.15 nm. The best R2 was recorded at
a wavelength of 640.24 nm on Day 1 for the afternoon session. For Day 2, the best
R2 was recorded at a wavelength of 600.28 nm. Generally, the difference in spectral
responsivity is directly related to the total measured dose for each session of the
experiment, which in turn is related to the final change in the color of the EBT3
films. It is also influenced by the linearity index or linear relationship between
absorbance and UV dose.

In order to obtain a high calibration accuracy, a multiple linear regression
technique is frequently employed. Similarly in this experiment, the entire data for
Day 1 were combined to form calibration algorithms using a different number and
combination of wavelengths. All the data from Day 2 were combined to form the
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prediction dataset. Equations 3–7 show the calibration algorithms obtained through
the multiple linear regression technique with the respective selected wavelengths.

UVDose ðmJ=cm2Þ ¼ � 98:2þ 6391A650 ð3Þ

UVDose ðmJ=cm2Þ ¼ 20:0þ 22656A650 � 23732A536 ð4Þ

UVDose ðmJ=cm2Þ ¼ � 108:4þ 20096A650

þ 25050A536 � 38822A547
ð5Þ

UVDose ðmJ=cm2Þ ¼ � 150:6þ 19191A650 þ 66495A536

� 71520A547 � 12274A693
ð6Þ

UVDose ðmJ=cm2Þ ¼ � 53:3þ 14679A650 þ 61177A536

þ 10085A547 � 17744A693 � 67293A550
ð7Þ

Figure 5 illustrates the increment of calibration and prediction accuracy (in other
words a higher value of R2) in relation to the higher number of selected wave-
lengths. For single wavelength calibration, which was calculated using absorbance
at a wavelength of 650 nm, the R2 obtained was recorded at 91.39% with RMSEC
of 526.78 mJ/cm2. The associated prediction result recorded R2 at 91.01% with
RMSEP of 777.92 mJ/cm2. The five wavelengths calibration algorithm, which was
calculated using wavelengths of 536, 547, 550, 650 and 693 nm, raised R2 to
94.12% with RMSEC of 442.45 mJ/cm2. The prediction result for the five wave-
length algorithm recorded R2 at 93.24% with RMSEP of 685.85 mJ/cm2.

From the results it can be observed that the higher number of wavelengths used
in the development of a calibration algorithm improves the accuracy of the
measurements.

Table 1 lists the other possible random combinations of closely related wave-
lengths and their respective results developed using the calibration (Day 1) dataset.
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All in all, the combination of random but closely related wavelengths (to the best
selected wavelengths as written in Eq. 7) may result in up to 1.7% deviation of
calibration R2 and approximately 60 mJ/cm2 of RMSE for calibration (RMSEC).

In addition, Fig. 6 shows results from other randomly selected wavelengths in
the development of the calibration algorithm. The graphs shows R2 and RMSEC for
the algorithm developed using two, three and four wavelengths which were ran-
domly selected between 500.13 and 700.16 nm.

From the graphs it can be seen that although the variation of R2 is within 3.33%,
there is still the possibility that incorrectly combined wavelengths may significantly
reduce the accuracy of the calibration algorithm. For instance, the lowest R2 in the

Table 1 Calibration results for different combinations of wavelengths

Wavelengths R2 (Calibration) % RMSEC (mJ/cm2)

485, 547, 580, 606, 693 92.39 503.49

536, 547, 550, 580, 605 92.80 489.81

485, 536, 547, 550, 580 93.07 480.55

485, 536, 606, 650, 693 93.76 455.93

485, 536, 547, 550, 650 93.78 455.06

536, 547, 606, 650, 693 93.96 448.42

536, 547, 605, 650, 693 94.00 447.25

580, 605, 606, 650, 693 94.09 443.59

Fig. 6 Calibration results for other randomly selected wavelengths
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graphs was recorded at 66.21% with RMSEC recorded at 1054.13 mJ/cm2 for
calibration algorithms developed using wavelengths of 632 and 641 nm. Also there
is no evidence from the graphs that a higher number of wavelengths used in
regression leads to better results. Carefully selected wavelengths in the development
of a calibration algorithm are the key to obtaining higher values R2 and lower
values of RMSE.

4 Conclusion

In this research, the measurement of ambient daytime UV dose through the color
changes of EBT3 films was successfully determined using the application of visible
absorbance spectroscopy. The accuracy of the developed spectroscopic-based
algorithm was tested with a prediction dataset obtained from a different day of solar
UV measurement. It was determined through experiment that the final cumulative
dose on the films, which is highly correlated to the darkest color of the films at the
end of the solar UV exposure time, can influence the spectroscopic analysis,
specifically the measurement responsivity within the visible region of wavelengths.
It was also identified that a higher number of selected wavelengths may improve the
accuracy of the developed calibration algorithms. However, this may not always be
economical if it is to be translated into product development, especially if the
additional number of variables (wavelengths) in the developed algorithm are only
capable of slightly increasing the accuracy of measurement. Hence, through the
experiment, EBT3 films have shown their consistency in retaining a high accuracy
in the measurement of solar UV dose even under ambient solar exposure.
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Open Platform Orbit Determination
Systems Using a Mixture of Orbit
Estimator and Orbit Propagator

Hilmi Sanusi and Wayan Suparta

Abstract This paper describes a flexible orbit determination method that uses a
mixture of orbit estimator and orbit propagator with the ability to perform cor-
rections if the ephemeris from GPS, ground track or other method is obtainable. The
satellite uses various sensors including Global Positioning Systems (GPS) or trusted
orbit propagator in order to obtain the orbital information with the minimum delay
and error at the lowest cost. Orbit propagator uses an orbital dynamic model where
the analytic form needs to be constantly updated in order to maintain its accuracy
and the integrator needs heavy computation but both constitute the error propa-
gation in which the accuracy depends on the complexity and selection of orbital
elements. Orbit estimator uses set of sensors data to produce an estimate where the
accuracy depends on measurement noise characteristic and the model used. To
avoid divergence, a sensible process and measurement noise model are selected.
The orbit estimate is derived from an Extended Kalman Filter (EKF) while the
Variation of Parameters (VOP) is used to propagate from one state to the other. Any
obtainable ephemeris will be used as an initial state. The EKF uses the Position and
Velocity elements as they possess dynamics that are beneficial to the estimator. The
propagator uses the Keplerian elements as it consists of slow varying elements [a, e,
i] and fast varying elements [x, X, t]. The EKF will be more difficult to diverge
towards any abrupt disturbance if the slow varying elements from the orbit prop-
agator are blended with the orbital elements produced by the orbit estimator and
prevent the estimator from diverging.
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1 Introduction

Emerging new technologies have allowed micro-satellites to carry out an increasing
range of functions. The compact size, lower power consumption and high com-
putation ability of microprocessor technology mean that it has been one of the
major breakthroughs that have allowed micro-satellites to perform more compli-
cated tasks in real time. As is the current trend, the sensor module itself has
computational capability whereby the data can be shared among the sensors.
Distributing the sensor data enables the satellite attitude sensors to generate the
orbit information without additional hardware by adding a new algorithm for that
purpose. Although Global Positioning Systems (GPS) have been used extensively
in micro-satellites for navigation purposes, the availability of a GPS signal cannot
be guaranteed. The method suggested in this paper is based on an open platform
concept whereby the estimator uses any available sensors even with only magne-
tometer data. The estimation is more effective if the GPS information is used to
initialize the estimator. In order to keep the accuracy as high as possible an orbit
propagator is also used in parallel with the orbit estimator and the ephemerides from
both are mixed. With further study, it seems possible that better orbital information
can be obtained using an augmentation of a geomagnetic model corrector for better
attitude information. As the satellite attitude and its orbit are interrelated, better
orbit information will allow greater pointing accuracy.

Previously, most microsatellites have had an orbit propagator for sensor orien-
tation and an orbit estimator for orbit determination. The orbital information is used
for orbit maintenance and for attitude determination. The propagator will provide
the rough information about the orbit while the orbit estimator will provide better
information through the updated measurements. The orbit propagator needs updates
as its accuracy degrades with respect to time. Initially, most micro-satellites used
SGP4 or Simplified General Perturbation onboard with sufficient accuracy for most
applications. Some used an analytical propagator for long-term accuracy such as the
Surrey Satellite Technology Ltd (SSTL) epicycle model [6]. Some satellites also
implement a High Precision Orbit Propagator, based on Cowell’s Method, which
requires rigorous computations and a long computation time in order to be prop-
agated—a risky option in a harsh environment [2, 16]. Concurrently, a
magnetometer-based orbit estimator was extensively studied using various orbital
elements [15]. Some researchers also combined it with other sensors for a better
estimate. The accuracy of the orbit estimator depends mainly on the measurement
and the model used [8]. Well-modelled sensor noise, along with a more accurate
system model and a high sampling rate of data (which need more computation
time), will give a good estimate [2]. The main concern is when the sensor noise
behaves beyond its modeled noise or the process noise does not include unmodeled
perturbation. This event is very likely to occur during high solar activity and might
cause divergence in the filter [3].

Countries in the Equatorial region would like to have their satellite in a
near-equatorial plane as it will increase the revisit frequency [14]. For example, a
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satellite at about 1000 km with 10° inclination will make about 8 passes a day. For
microsatellites with limited sensors, relying on magnetometer data for attitude
determination can create a problem during high solar activity, causing the earth
magnetic field vector to be offset by up to 15°, as observed by Oersted’s satellite [7,
9]. The introduction of the IGRF correction term is among the steps taken to
overcome this problem as few sensors are usable most of the time. Having a more
accurate attitude estimate means it will take less time for the filter to settle when
high accuracy sensors such as a star sensor are used as the filter innovation.

Well-judged selected orbital elements will reduce the amount of computation
needed and will optimize its performance. Keplerian Elements were selected and
divided into two parts based on common characteristics, namely Slow Varying
Elements (SVE), [a, e, i] and Fast Varying Elements (FVE), [x, X, t]. SVE, which
is less dynamic, varies slowly with time and is affected by certain perturbations
which are well documented in orbit propagator literature. In order to track this SVE
in an estimator, a very tight model must be used. Not only does it cause the problem
mentioned earlier, but it also restricts the number of a data sample used to update
the estimator due to the limited computation time in real time application. On the
other hand, the more dynamic FVE varies rapidly in time and can be tracked nicely
by a state estimator but is difficult to propagate by an orbit propagator for the same
reasons.

The magnetometer data, with a combination of other sensors will feed the
Extended Kalman Filter (EKF) to estimate the state of the satellite. Concurrently,
the orbital parameter is also generated by employing a Variation of Parameter
(VOP) as orbit propagator. The VOP needs current position, velocity and perturbs
accelerations at current position to generate the orbital parameter. An orbit prop-
agator based on VOP can yield moderate accuracy for a small time step. The result
from the orbit estimator and propagator is mixed with a weighting factor using a
multiplying vector K1 and K2. The new weighted value is used as a new estimated
value for both the estimator and propagator. By doing so, it enables the propagator
to use the measurement to update its orbit propagation. Complementing the
advantage offered by the orbit propagator and estimator, a new method of orbit
determination is presented in this paper as the initial step towards open platform
orbit determination systems.

2 Orbit Propagator and Estimator Model

Keplerian Elements [a, e, i, x, X, t] follow the standard notation; a is semi-major
axis, e is an eccentricity, i is an inclination, x is an argument of perigee, X is the
right ascension of ascending node (RAAN) and t is a true anomaly. The satellite
can also be represented in the I-J-K coordinate system where r is the position
vector, v is the velocity vector and f is the resultant of acceleration or perturbing
forces exerted on it. Since it easier to compute all perturbing forces in the I-J-
K coordinate system, Keplerian elements need to be transformed to Position and
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Velocity elements and all Variation of Parameters of Keplerian elements are
computed using r, v, and f vectors [1, 17] (Fig. 1).

The EKF is used as the state estimator to estimate the Keplerian Elements. Both
the estimator and propagator run in parallel and mix at the later stage as in Fig. 2.

The block diagram above can be described by defining both the orbit propagator
and state estimator that were used. Variation of Parameter is not the best alternative
for the orbit propagator but it serves its purpose well and with sufficient accuracy
but should be more accurate than the state estimator, which is a standard EKF-based
one [11]. The acceleration model will not be discussed in detail as it has been well
established in the literature, but the interested reader can refer to [16].

Fig. 1 Definitions of
Keplerian elements and
position and velocity vectors
[1]

Δt

GPS

Initial
Orbit

Orbit
Propagator

r, v, f
Δ[a, e, i, ω, Ω, υ]

[a, e, i, ω, Ω, υ]a

[a, e, i, ω, Ω, υ]e
EKFMagnetometer

Data

Fig. 2 Hybrid Orbit Propagator/Estimator block diagram [14]
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2.1 Variation of Parameters

The method of Variation of Parameter used in this study is adopted from [4]. For
this, it is assumed that the incremental of Keplerian elements is

D a; e; i;x;X; t½ � ffi d a; e; i;x;X; t½ �
dt

Dt ð1Þ

The d a;e;i;x;X;t½ �
dt is calculated from r, v, and f. The conversion from Keplerian

Elements to Position and Velocity is done using a transformation from Keplerian to
P-Q-W elements to I-J-K elements as below:

The transformation matrix:

C313 ¼
CxCX � SxCiSx �SxCX � CxCiSX SiSX
CxCX þ SxCiSx �SxCX þCxCiSX �SiCX

SxSi CxSi Ci

2
4

3
5 ð2Þ

where

Cð�Þ ¼ cos ð�Þ
Sð�Þ ¼ sin ð�Þ

The position and velocity in I-J-K are given by:

r ¼ C313

p cosðmÞ
1þ e cosðmÞ
p sinðmÞ

1þ e cosðmÞ
0

2
664

3
775 ð3Þ

v ¼ C313

ffiffiffiffiffiffi
l=p

q
sinðtÞffiffiffiffiffiffi

l=p
q

ðeþ cosðtÞÞ
0

2
664

3
775 ð4Þ

The acceleration or perturbation force exerted on the satellite is a
well-understood subject. The acceleration model used should be selected based on
the satellite altitude, inclination and year of operation as the accuracy of models
might vary. The selected models are set to be optimized in terms of the computation
time and the accuracy needed.

Tai and Noerdlinger [16] give a good guide to the acceleration models that need
to be accounted for. The significance of the acceleration models was judged by
switching off the function or altering the models and comparing them with the
reference satellite ephemerides that were simulated using Cowell’s method from
SUNSAT SLR raw data [3]. The acceleration models selected should include
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perturbation due to drag, geopotential, third body due to sun-moon, solar radiation
pressure and earth radiation pressure. The most significant factor in the accuracy of
the model is the acceleration due to drag, and is very much dependent on the
atmospheric model used. The atmospheric model should at least have the accuracy
of the Harris-Priester model. If the computation power is large, the Jaccia-Robert
atmospheric model will serve this purpose very well. Acceleration due to earth’s
gravitational force was set to the order and degree of 18 � 18. However, for any
analytical evaluation, the minimum order and degree should be at least 6 � 6. Low
precision sun and moon orbit propagators are sufficient for this purpose as there is
no propagated error. Perturbation forces due to solar radiation pressure and earth
radiation pressure are only significant in high elliptical orbit.

The perturbation forces are

f ¼ fd þ fg þ f tb þ fsrp þ ferp ð5Þ

where

fd is perturbation due to drag
fg is perturbation due to geopotential
f tb is perturbation due to the third body
fsrp is perturbation due to Solar Radiation Pressure
ferp is perturbation due to Earth Radiation Pressure

The Variation of Parameter is then defined by first evaluating the d a;e;i;x;X;t½ �
dt and

they are given by Eqs. (1)–(5) below by first defining the specific angular
momentum h and its magnitude as

h ¼ r� v ð6Þ

where h2 ¼ la ð1� e2Þ
Then, the d a;e;i;x;X;t½ �

dt are given by:

da
dt

¼ 2a2

l
ð7Þ

de
dt

¼ 1
lae

pa� r2
� �

v � fð Þþ r � vð Þ r � fð Þ� � ð8Þ

h sin i dXdt
�h di

dt
dh
dt

2
64

3
75 ¼

CX �SXCi SXSi
SX CXCi �CXSi
0 Si Ci

2
4

3
5
T

r � fð Þ ð9Þ

dt
dt

¼ 1
reh

p cos t r � fð Þ � pþ rð Þ sin t dh
dt

� �
ð10Þ
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dx
dt

¼ � cos i
dX
dt

� dt
dt

ð11Þ

2.2 State Estimator

This study uses the available literature [5, 13, 15] to select the main parameter that
will determine the performance of the filter. It also described the criteria for the
selection of [xk- 1/k-1, Pk-1/k-1, W, V] and the behavior of the selected parameters.
Several issues were taken into account during consideration of the selected state
vector. The state is the Keplerian Elements themselves and s defined as

XT ¼ a; e; i;x;X; t½ � ð12Þ

Even though another state can be selected and transformed into Keplerian
Elements, it will not serve the purpose well because of the loss of dynamic in the
true anomaly. The main reason is the separation of the Keplerian Elements into two
distinct parts. The materials used in the filtering of magnetometer data for navi-
gation can be referred to in [10, 11, 19]. For the purpose of the flow of this paper,
some materials from [15] will be presented here.

2.3 System Model

The system of the model is presented as

_XðkÞ ¼ FðXðkÞ; kÞþwðtÞ ð13Þ

The perturbation is considered as part of the process noise, w(t). The Jacobian
matrix FkðXÞ is described by an orbit generated by a central force only, based on the
following state equation [19]

_X ¼

0
0
0
0
0ffiffiffiffi

le
p ð1þ e cos tÞ2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

að1�e2Þ½ �3
p

2
66666664

3
77777775

ð14Þ

where le is the earth gravitational constant.
The Jacobian matrix is given by
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FkðXÞ ¼ @ð _XÞ
@X

¼ 05�6

F6;1 F6;2 0 0 0 F6;6

� �
ð15Þ

where

F6;1 ¼ 1:5
a

_X6
� �

F6;2 ¼ 3e
1�e2 � 2 cos t

1þ e cos t

h i
_X6
� �

F4;4 ¼ 2e sin t
1þ e cos t

_X6
� �

The measurement model used is given by

yk ¼ N BðtkÞð Þþ vk ð16Þ

where B(tk) = magnetic field vector propagated at time k from IGRF 2000 model,

and NðBÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2
r þB2

h þB2
/

q
, where vk = measurement noise, zero mean Gaussian

white noise.
The measurement matrix Hk:

Hk ¼
@N B RgðXÞ

� �� �
@X

				
X¼X̂k=k�1

ð17Þ

and can be computed by using a chain rule as

Hk ¼ @NðBÞ
@B

� @B
@Rg

� @Rg

@Ri
� @Ri

@X

				
X¼X̂k=k�1

ð18Þ

where

Rg ¼ r h /½ � or geographical coordinate.
Ri ¼ r a d½ � or inertial spherical coordinate

The selection of the initial parameter will determine the characteristic of the
estimator. The selection of initial position X0/0 and covariance matrix P0/0 will
mainly affect the convergence speed. However, the actual behavior of the estimator
depends on the process noise and measurement noise. As a guideline in this study,
perturbation forces were first calculated and summed. The standard deviation of the
process noise was chosen at slightly greater than the highest summed perturbation
force and integrated once for the velocity error and twice for the position as no
perturbations were included in the model.

The filter was initialized and tuned with the following:
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X0=0 ¼ CKE
IJK

r0=0
v0=0

� �
 �
ð19aÞ

P0=0 ¼ CKE
IJK

rr0=0
rv0=0

� �
 �
ð19bÞ

V ¼ CKE
IJK

rv � I6�6h i ð19cÞ

W ¼ CKE
IJK

rwrI3�3 03�3

03�3 rwvI3�3

� �
 �
ð19dÞ

where CKE
IJK

is the operation of converting the position and velocity to Keplerian
Elements.

For the sake of convenience, the significance of the number selected is easier to
evaluate by initializing the filter using position and velocity before conversion into
Keplerian Elements. In the case of SUNSAT, Jordaan [7] recommended that the
covariance matrix suitable for the accuracy of magnetometer sensor should be
180 km2 and 2500-km2/ h2 for position and velocity error. The selection of V and
W will determine the position error, steady state, and stability and therefore should
be tuned carefully. W was selected from the step mentioned earlier and the mea-
surement noise, V, is selected to be about ten times greater than W, as a baseline
assumption in a normal practice.

2.4 Mixed Orbit Propagator/Estimator

The idea of mixing both orbit propagator and estimator arises from the need for a
more accurate simple orbit propagator with no update requirement and a more
reliable orbit estimator free from divergence. The method proposed is intended for
the usage of micro-satellites that require precise information on satellite orbit.

An orbit propagator provides the orbit information analytically from a given
position and an orbit estimator supplies the orbit recursively from the collection of
input if mixed, and will incorporate the measurement into the orbit propagator. The
mixing was done by a weighting factor K1 and K2. K1 and K2 can be a weighting
vector that gives weight to the individual elements. The weight given in the mixing
vector, K, depends on which orbital elements are more reliable. If K1 = 0, K2 = 1
the system only trusts the orbit propagator. If K1 = 1, K2 = 0 the system only trust
orbit estimator. If K1 = 0.5, K2 = 0.5 the system trusts both equally. If the system
has equal trust, the propagator will incorporate the measurement for a closed-loop
system (Fig 3).

The concept of Split Keplerian Elements is also introduced in this paper. For the
reason mention earlier an orbit propagator can better depict the SVE and can
simplify the estimator model. At the same time, an orbit estimator can provide more
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information on the FVE through measurement update. This can eliminate the need
for a drag coefficient estimator as it can be calculated analytically and can be
corrected through the measurement. For that reason, the weighting multiplier K1

and K2 consist of a vector where

K1 ¼ k1;1 k1;2 k1;3 k1;4 k1;5 k1;6½ � ð20Þ

K2 ¼ k2;1 k2;2 k2;3 k2;4 k2;5 k2;6½ � ð21Þ

It is interesting to see that one can rely more on the propagator for SVE and rely
more on the estimator for FVE. Putting greater weight on the first three elements
and less weight on the last three elements of K2 make it able to perform the task.

2.5 Open Platform Orbit Determination Systems

The Guarding Parameter, which compares the propagated orbit for a delayed time,
N, with a mixed orbit which will be used later in the innovation of the filter.

X0/0

P0/0

W
V

Magnetometer
data

K2=[k21,k22,k23,k24,k25,k26]

[a, e, i, , , ]p

Guarding Parameter

[a, e, i, , , ]dp

N t

VOP t
Xk-1/k -1

r, v

EKF

Xk-1/k -1

[a, e, i, , , ]e

K1=[k11,k12,k13,k14,k15,k16]

Xk/k[a, e, i, , , ]m

IJK
KE

L

Fig. 3 Block diagram of Mixed Orbit Propagator/Estimator (MOPE)
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The other investigated method which is very useful for NEO satellites is the
event monitor that detects the entrance and exit points to the shadow zone during
satellite eclipse. The epoch time is used to give more information on eclipse
anomalistic time and satellite-sun angle to give better information on drag, satellite
height and earth’s horizon form factor. A differential correction method can be used
to make a better estimate of the epoch at entrance and exit of the eclipse.

3 Results

The simulation was done using MATLAB®, but an external program is used to
generate the satellite position and velocity vectors and set as a reference orbital
parameters. During the simulation, MATLAB utilized the stored orbital parameters.
The satellite ephemeris for a given epoch was used as an initial position for the orbit
generators. SGP4 was used to find the sensor error due to the inaccuracy of the orbit
propagator. The reference orbit generator was based on Cowell’s Method. The
results from SLR data were used to tune the reference orbit propagator. Both
Jacchia-Robert71 and (Mass Spectrometer Incoherent Scatter)-MSIS90 were used
as the atmospheric model but MSIS90 produced slightly better results when com-
pared to the SLR data and was therefore used as the reference orbit. The MSIS90
atmospheric model used solar flux published by JPL. The generated data was only
used to test the filter and its performance in tracking the artificial measurement noise.

The Extended Kalman Filter used is a standard EKF based on Eqs. (6)–(12).
Two state models are used in the EKF, one of the state models is a standard
two-body motion and the other one includes the J2 perturbation in the state model.
The generated magnetometer data is used to tune the filter so that suitable P0/0, V,
and W can be selected. The artificial data used 10 s or less of sampled data for this
purpose. The filter was able to converge and P was set to give the fastest settling
time because the available raw data were mostly less than ten orbits with a sam-
pling rate of 30 s and 60 s.

Various perturb acceleration models were used. The simplest, which is an
analytic acceleration model, was used first. It consists of geopotential perturbation
up J6, linear drag model and sun-moon perturbation. Other perturb acceleration
models used spherical harmonics with the order and degree of 18 � 18 for the
geopotential model. A Harris-Priester atmospheric model was used for the drag,
and Solar Radiation Pressure was also tried.

The EKF has a difficulty in estimating the satellite ephemeris without J2 (earth
oblateness perturbation) in the model and other investigators have confirmed this
situation. However, mixing the result with a good perturbation model can overcome
the problem. Even without using a Split Keplerian Elements approach the con-
vergence time is much better. Accommodating the J2 term in the model has less
significance to the system, but implementing a Split Keplerian Elements approach,
together with a good perturbation model is able to settle faster in under 3 orbits with
30 s of sampled data (Fig. 4).

Figure 5 below shows the ability of the EKF to track the orbital element in about
12 orbits. The filter has difficulty tracking slow varying elements such as
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Fig. 4 The position error of EKF with J2 with respect to a reference generated orbit. EKF with
process noise, Q, [0.4 km 1.7*10−6 km/s], measurement noise, R, 500nT and covariance matrix,
P, [180 km 1.8*10−3 km/s]
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Fig. 5 Keplerian Elements as estimated by the EKF with Q = [0.4 km 1.7 � 10−6 km/s],
R = 500nT and P = [180 km 1.8 � 10−3 km/s]
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semi-major axis, eccentricity, and inclination. In the RAAN, the estimate requires a
good initialization for quicker convergence. This is because the simulated orbit is
near equatorial so the magnetic variation is smaller and tracking the RAAN depends
mainly on the South Atlantic Anomaly. Since the orbital dynamic as in Eq. 8
depends only on the true anomaly, the RAAN and the argument of perigee will take
a longer time to converge (Fig. 6).

It is also interesting to see that the estimator convergence time can be accelerated
if a known position was used to initialize the orbit propagator. The gain vectors can
also give a different performance to the convergence of the estimator. If K2 is much
larger than K1, then a known initial position is a must.

The stability of the proposed method was also investigated. Injecting spikes in
the magnetometer raw data imitates the spurious noise that can cause divergence in
the estimator. The comparison was made between the EKF system and hybrid
system only. The divergence of the filter was based on the density of the spikes and
as the simulation can only be done for 8 orbits because of the availability of the
data, actual divergence problems can’t be addressed. In the hybrid system, however,
depending on the perturbation model used, the estimator shows no significant effect
from the disturbance. If the density of spikes is high, it means the spike is no longer
an intermittent noise but can be considered as measurement noise and therefore not
applicable.

Fig. 6 The position error of MOPE without initial value and with the mixture of K1 = [1 0.8 0.1
0.9 1 1] and K2 = [0 0.2 0.9 0.1 0 0] compared with EKF when a disturbance occurs after the filter
reaches steady state
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4 Conclusion

The mixture of Orbit Propagator and Estimator proposed in this study was able to
force the orbit estimator to be more robust and more stable with better accuracy. The
advantage posed in the proposed method can be used as a backup to the current
system. The mixed orbit generator also can easily replace widely used onboard orbit
propagator, such as SGP4 as it can act as an orbit propagator with infrequent updates.
Limited data duration hinders the investigation regarding the true capability and
limitations of the suggested method. The raw data has bias in its measurement and
other unexpected noise that is difficult to imitate. However, the behavior of the
system very much depends on the selected weighting factor. A conservative approach
with an equal multiplier shows significant improvement. Indeed, the advantages
gained in the mixed orbit generator only requires minimal computational load from
the current onboard orbit propagator, unlike other methods such as batch filter.

However, the Split Keplerian Elements approach poses a possible complication
when too much trust is put on the propagator. Even though it is more stable and can
be more accurate, the estimator acts to slow the reaching of a steady state. Optimum
coefficients are essentials to gain benefit from it. One can also use gain scheduling
so that this method can be fully utilized.

The global objective of this whole study is to come up with an IGRF correction
model that can be derived from the measurement vector innovation. This can be
achieved by the means of another sensor in order to give the attitude information of
the satellite.

Appendix

fd ¼ 1
2
CDA
m

qv2rel
~vrel
vrel

where

CD is the coefficient of drag. A dimensionless coefficient that can be adjusted to
suit the result of the orbit, which depends on the shape of the satellite and
materials used. A crude approximation, CD ¼ 2 for initial orbit determination.
Usually 2�CD � 2:3

A is the effective area of the satellite normal to velocity vector
m is the mass of the satellite
q is atmospheric density
~vrel is the relative velocity vector of the satellite to the atmosphere
vrel is the magnitude of the velocity vector
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The perturbation due to geopotential is given by:

fg ¼ D
GM
r

X1
n¼0

Xn
m¼0

Rn

rn
Pnm sin ð/Þ Cnm cosmkþ Snm sinmk

� �

where

Pnm is the Legendre polynomial
Cnm and Snm are the geopotential coefficient with degree n and order m, and the

detail can be represented as

f tb ¼ lM � ~s�~r

~s�~rj j3
 !

� learth
~r

~rj j3

where the mass of the satellite is negligible compared to earth and third body and

lM is the gravitational constant due to body M
s is the geocentric coordinate of body M
r is the geocentric coordinate of the satellite

fSRP ¼ �PSRcRA	
m

~r
~rj j

where

r is the radius of the satellite from the Earth
m is the mass of the satellite
cR 1 + e is the reflective coefficient (dependent on materials). 1:2� cR � 1:8
A	 is the area perpendicular to the sun or the acceleration can be expressed

as

fERP ¼
X

CR vjaj cos h
E
j þ

1
4
ej

� 
PSR

A
m
cos hSj

dAj

pr2j
ej
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Deployment Challenges and Co-tier
Interference Management Techniques
for Ultra-dense Femtocell Networks

Ibrahim Shgluof, Mahamod Ismail, Rosdiadee Nordin,
Nor Fadzilah Abdullah and Azizul Azizan

Abstract Network densification is one of the imperative mechanisms expected to
enable next generation 5G networks to meet the highly foreseen 1000-fold increase
in capacity. In this regard, densification of femtocells is a promising concept to meet
growing mobile service requirements and for sustainability of users’ Quality of
Service (QoS), especially for hotspots. In this context, this paper first investigates the
inter-cell interference scenarios within a typical small femtocell cluster and then
discusses the challenges facing femtocell densification in terms of co-tier interfer-
ence. Moreover, the concept of femtocell classification into different classes is
demonstrated. Finally, the article presents a case study where an interference and
resource management approach for ultra-dense femtocell networks (UDFNs) is
introduced. This proposal organizes the users in each femtocell into two categories,
where the first category is for critical users only and the second is for non-critical
users. A disjoint cluster is then formed for the first category within each femtocell
and its aggressor/s. Moreover, the approach implements a dynamic resource allo-
cation mechanism, based on the status of each user within each femtocell.
This mechanism allows ranging from the shared resources for the first category and
its aggressor/s, to the frequency reuse one for the second category. The simulation
results show that the proposal outperformed one of the prominent related techniques
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in the literature, namely the X2 with UE support (X2-UEs) for all deployment
density scenarios from sparse to ultra-dense. The evaluations were made in regard to
the users’ average throughput and the mean capacity of femtocells. The simulation
results show that the SCC technique outperformed its counterpart by an average gain
of 32.58% for the aforesaid first metric, and an average enhancement of 16.79 Mbps
for the later metric compared to only 6.26 Mbps achieved by the X2-UEs.

1 Introduction

Due to the advances in computing and communication technologies that enable the
processing of vast volumes of multimedia streams, Mobile Network Operators
(MNO) are able not only to increase their network capacity but also to deliver
multimedia streaming services in a sustainable manner. The spread of
Heterogeneous Networks (HetNets) has to some extent provided the required
QoS standards [1]. However, due to the immense growth in data usage, the con-
ventional methods to enhance system capacity will be lacking this massive growth
in data rate demands by 2020 [2]. The latest studies and research envision an
increase of 10 times the number of users and 100 times for the demand of data
traffic per user per day [3, 4]. As a result and with the users’ anticipations of higher
QoS, MNOs have been motivated to enhance the coverage and capacity of their
existing infrastructure. Consequently, their attention has recently shifted to network
densification.

Network densification simply means the deployment of more small cells to gain
more spatial reuse of the spectrum. Explicitly, the small cells can be equal to or
greater than the active users. Another definition is given merely in terms of the cell
density, regardless of the active users’ density [5, 6]. Nonetheless, efficient spectrum
management is one of the key aspects for the sustainability of future wireless net-
works. Network densification is emerging as one of the most efficient solutions to
deal with the exponentially increasing traffic demands and has the most potential to
provide user satisfaction with regard to QoS demands. Furthermore, it is a funda-
mental mechanism expected to enable next generation 5G networks and beyond. The
deployment of low-cost and low-power small cells is seen as the ultimate
cost-effective match for network densification, especially in hotspot zones where
traffic demand is high. Therefore, to meet users’ QoS, it is expected that densely
deployed femtocell networks, which can be referred to as ultra-dense femtocell
networks (UDFNs) will dominate the next generation of wireless networks.

2 Evolution Towards 5G Networks

Owing to the customary use of smart wireless devices like tablets and smartphones
in recent years, the demanding QoS applications and mobile traffic has substantially
increased over the last decade. This tendency is projected to continue, especially
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with the deployment of 5G and beyond networks. The evolution towards 5G net-
work deployments is expected to be heterogeneous and ultra-dense, chiefly through
the deployment of small cells such as femtocells. The deployment of a small
number of femtocells with regular macro-cells is designated in the literature and
standards as HetNet. However, HetNets in general represent an evolution from
homogeneous networks [7]. On the other hand, as illustrated in Fig. 1, UDFNs are
regarded as another evolution from HetNets in the race towards 5G networks.

2.1 Femtocell Densification

The growth of smart devices and applications in recent years have resulted in a
different approach to future wireless networks, one where the concept of Ultra-Dense
Network (UDN) represents a new paradigm shift [8–10]. Thus, UDFNs are endorsed
as one of the main technologies that can achieve the requirements of a 1000-fold
increase in mobile data throughput in contrast to LTE [11].

As mentioned earlier, the deployment of femtocells is seen as the most effectual
and realistic option for network densification, particularly in indoor and outdoor
hotspots where traffic is expected to be intensive. Network densification comes in
two different approaches, either horizontal or vertical. In horizontal densification,
the femtocells are densified in the horizontal plane, e.g. in the streets, on the roofs of
buildings or houses, on lamp-posts, and so on. In this approach, the femtocells are
deployed in a semi-planned manner by mobile operators and usually operate in
Open Subscriber Group (OSG) mode. However, in the vertical densification, the
femtocells are deployed by the owners or subscribers in apartments or small offices
within tower-type buildings. Contrary to horizontal densification, femtocells are
expected to be operated in either Closed Subscriber Group (CSG) mode or Hybrid
Subscriber Group (HSG) mode.

3GPP have considered the concept of femtocell deployment prior to Release 12.
The co-channel heterogeneous deployments of femtocells under the coverage of
macro-cells was considered by 3GPP in LTE Releases 10 and 11. Even so, these
deployments were limited to small clusters of femtocells only, to support “bursty”
traffic. However, the focus of Release 12 is now on denser deployment scenarios
and the requirement of several improvements at the physical layer such as co-tier
interference coordination amongst femtocells in order to envision throughput gains.

Fig. 1 The road to 5G networks: from homogeneous to UDFNs and beyond
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Furthermore, in Release 12, 3GPP considered three main possible femtocell
deployment scenarios for evaluation: Scenario 1: Femtocells deployed outdoors in
small clusters and operated in the same carrier frequency as the macro-cell.
Scenario 2: Femtocells deployed in indoor clusters and in a carrier different from
the macro-cell. Scenario 3: Standalone deployment of femtocell clusters without
macro-cell coverage. In this Scenario, the femtocell clusters can either be indoors or
outdoors. These studies and other technical requirements are detailed in a technical
report [12].

2.2 Challenges of Femtocell Densification

To achieve the evolutionary QoS requirements and capture the full benefits of
femtocell densification, there are a number of challenging issues that have to be
tackled. We briefly highlight some of these challenges as follows:

• As femtocells get denser, a plurality of non-serving femtocells are in the vicinity
of a given active user. In contrast to macro-cells, the inter-site distance would be
in the range of meters or tens of meters. Hence, this introduces a different and
challenging (especially in CSG and HSG modes) wireless coverage environ-
ment, where several non-serving femtocells would be in close proximity to other
users.

• The femtocells in close vicinity to each other in UDFNs generates severe
interference between neighbouring cells which is a limiting factor for capacity.
Therefore, the necessity of efficient interference management techniques is
unavoidable in order to mitigate the inter-femtocell interference [13–17].

• The coverage of femtocells in ultra-dense cellular networks is obviously less
than the macro-cell coverage of traditional cellular networks. Thus, for a
high-speed mobile user, the frequent handovers of this particular user not only
increase redundant overheads but also can decrease the user QoS.

• Backhauling in dense femtocell environments is another challenging issue. It
might be difficult for mobile operators to guarantee an ideal high-speed
low-delay backhaul for each femtocell. Besides, the backhaul of a femtocell can
be the bottleneck of its capacity, as the backhaul capacity would limit the
air-interface capacity, [6, 18–20].

2.3 Inter-femtocell Interference Scenarios

To meet growing requirements for higher capacities in LTE-A networks,
researchers have switched their studies towards dedicated deployments of small
cells with higher frequency bands [21]. Accordingly their focus has turned to
confront the co-tier interference between the same classes of nodes. Most of the
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research and studies on intra-layer interference between small cells in the literature
has considered femtocells as they can signify a high risk for co-tier interference
[22]. Therefore, inter-cell interference is one of the issues that arise as a result of
network densification through deployment of standalone femtocells in hot zones or
through their addition to current macro-cell infrastructure, particularly when they
operate in CSG mode [23]. As a result, downlink interference can become complex
with an ambiguous definition of victim, victim-aggressor and aggressor femtocells,
and some of the traditional interference mitigation technologies cannot be easily
exploited due to the large number of the deployed femtocells with unstructured
topology [16].

To design an efficient interference management technique, a thorough study of
the interference distribution between neighboring femtocells and users is needed.
Aggressors for a user equipment (UE) can be defined as the group of interferers
sorted in a descending manner. An active UE receives a number of power signals
from nearby non-serving femtocells in the form of interferers. The principal or
dominant interferer (DI) is the strongest amongst all the interferers to that particular
user. The dominant interference ratio (DIR), is quantified as the ratio between the
main interferer and the rest of the perceived interference and can be formulated as:

DIR ¼ I1P
n
In � I1 þN

; I1 � I2 � . . .� In ð1Þ

where I1, is the signal power received from the DI,
P
n
In designates the total amount

of received interference and N is the thermal noise power. Equation (1) indicates
that the gain in signal to interference and noise ratio SINRð Þ from ideal elimination
of DI is proportional to the DIR. Furthermore, this can give a sensible approxi-
mation of whether any interference management approach can focus solely on the
DI, or if it is necessary to exclude other weaker interferers as well. However, any
mitigation method must be dynamic in order to capture the variations in the
interference, which can be very evident in UDFNs where each femtocell serves a
low number of users.

3 Classification of Femtocells

In UDFNs, where more privately owned CSG femtocells are deployed and cells get
closer to each other, a different coverage environment is presented, which is
challenging in several ways. In UDFNs, even within the same femtocell, users can
capture different neighboring femtocells as their leading aggressors. Thus, one
victim femtocell can have a plurality of aggressors. Accordingly, the definition of
victim and aggressor femtocells is not apparent. Therefore, the key aspect of any
interference mitigation method is to organize femtocells into their different classes
of being either, victim, victim-aggressor, aggressor or neutral. The class of a
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femtocell depends on the status of each of its active users being either critical or
non-critical. However, it can also be influenced by its behavior towards other users
within its one-hop neighbor femtocells.

Figure 2 represents a typical small femtocell cluster, consisting of four femto-
cells with identities F1 to F4, from left to right. Each femtocell is serving a number
of users. Each user or UE has a two digit identity, with the second digit specifying
the identity of its respective serving femtocell. Assuming all users within each
femtocell in this cluster are in active mode, we can classify femtocells in terms of
interference into four Classes: Class 1: Victim femtocell, where at least one or more
of its users are above a predefined threshold value (UE 31) and regarded as critical
user(s) (F1). Class 2: Victim-aggressor femtocell, where one or all of its active users
are considered as critical (UE 32), and at the same time causes the metric to rise
above the threshold value for at least one or more of the users serviced by its
neighboring femtocells (F2). Class 3: aggressor femtocell, where all of its active
users are regarded as non-critical, but causing one or more of the users served by
one of its neighbor femtocells to be in the critical status (F3). Class 4: Neutral
femtocell where all of its active users are considered non-critical, while having no
effect on any of the users served by its one-hop neighbor femtocells and it is
considered neither victim nor aggressor (F4). The status of any user is time variant
and can switch from one status to the other (namely critical to non-critical) or vice
versa. Subsequently, the Class of any femtocell can switch from one Class to
another.

The weight or severity of interference depends on a number of aspects such as
the cell density, used bandwidth, transmitted power, and mechanism used for
channel access. However, there are a few mitigation techniques in the literature for
interference management such as beamforming, precoding techniques and adaptive
power. However, for the next generation of dense femtocell networks, cell clus-
tering has been proposed in several studies. Clustering techniques are based on
cooperation between one-hop neighboring femtocells for interference and resource
management. However, the cooperation between the entire members of the cluster
is not possible in large clusters, since this would require a lot of pilots and feed-
back signaling. Thus cell clustering has been recommended to integrate the coop-
eration between limited numbers of femtocells within specific areas.

Fig. 2 Interference scenario in a typical cluster of femtocells
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4 Case Study

In this case study, we introduce a new interference and resource management method
based on semi-clustering, namely the Semi-clustering of Cells for Interference and
Resource Management in Ultra-dense Femtocell Networks (SCC) scheme. The main
aim of the proposed SCC algorithm is to manage interference among femtocells
without the use of any initial fixed frequency planning procedure. The SCC algorithm
comprises five steps which can be detailed as follows:

Step 1: Once a femtocell is switched on, it immediately starts receiving the
measurement reports from its active users to identify aggressor femto-
cells within its one-hop neighbors. The measurements list is then shared
with its corresponding one-hop neighbors and also with the FGW via the
S1 interface. In our simulation, the user is considered critical if the value
of DIR is greater than 3 dB, and the ratio of the desired signal power to
the dominant interferer SDIR is less than 10 dB, otherwise the user is
regarded as non-critical.

Step 2: Once critical and non-critical users in all femtocells are distinguished,
the classification of femtocells takes place. In this procedure, a femtocell
can be a victim, victim-aggressor, aggressor or neutral, in other words
Class 1, Class 2, Class 3 or Class 4 respectively.

Step 3: Based on the Class of each femtocell, the SCC approach divides each
victim, victim-aggressor femtocell (Class 1 and Class 2) into two virtual
cells, otherwise it remains intact. The first virtual cell serves critical users
only, while the second serves non-critical users.

Figure 3 illustrates the concept of Step 3. Taking Fig. 1 as an example of a
typical cluster of femtocells (Fig. 3a), and as mentioned earlier, F1 and F2 are
members of Class 1 and Class 2 (victim and victim-aggressor respectively). F1
serves users (UE11, UE21 and UE31), while F2 serves users (UE12, UE22 and
UE32). Thus F1 is partitioned into F1A (Fig. 3b) where it serves critical user
(UE31), and F1B (Fig. 3d) serves non-critical users (UE11 and UE21). In addition,
F2 is split into F2A (Fig. 3c), with critical user (UE32), and F2B (Fig. 3d) with
non-critical users (UE12 and UE22). However, F3 and F4 remain intact and no
splitting takes place with them as they are both non-victims.

Step 4: Once all victim and victim-aggressor femtocells are split into pairs of
virtual cells, the FGW embarks on the clustering phase. The clustering
information is then sent to each victim and aggressor femtocell, again
through the S1 interface. The SCC scheme forms one cluster for each
virtual cell that serves critical users only and its aggressor/s, as was
shown in Fig. 3. Also from Fig. 3, it can be seen that no interference can
occur between any two neighboring femtocells in all clusters (b, c and
d). In other words, the SCC scheme can make all Class 1 and Class 2
femtocells switch to Class 4, in other words all femtocells become
neutral.
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Step 5: Once the clustering information is received from the FGW, resource
allocation is performed by each cluster based on the status of each active
user. The coordination between victim and aggressor femtocells within
each cluster regarding resource distribution can be reached through the
X2 interface. In this mechanism, all non-critical users within Class 1,
Class 2 and Class 4 can fully exploit the available radio resources.
However, critical users have to share the available resources with their
aggressors in frequency reuse 2 manner. Nonetheless, non-critical users
within Class 3 femtocells (aggressor) have to share the resources with
their victims since they still maintain their aggressiveness property
towards their victims.

Figure 4 depicts the notion of Step 5. Figure 4a, b, c and d represent the resource
management for the different clusters shown in Fig. 3a, b, c and d respectively. In

Fig. 3 The concept of femtocell splitting

246 I. Shgluof et al.



Fig. 4a, the scheduler allows sharing of the same resources to all femtocells
regardless of co-tier interference between femtocells. In this case, severe interfer-
ence occurs between F1 and F2, and also between F2 and F3 as was discussed
earlier in Sect. 3. However, the scheduler makes sure that the critical users in F1A
cannot obtain the same resources as the critical users in F2A. Moreover, the critical
users in F2A cannot obtain the same resources as users in F3 as they interfere with
each other as was shown in Fig. 3a. Nevertheless, non-critical users within these

Fig. 4 SCC resource
management
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two cells (F1B and F2B) along with users in F4 (neutral) can obtain all the
resources, and at the same time, regardless of any aggressors as shown in Fig. 4d.

It must be mentioned here that for simplicity reasons, virtual cells that are
serving critical users and their aggressors in this example share resources equally.
However, the SCC scheme adopts a dynamic mechanism for resource sharing
between the victim cells and their respective aggressor/s. For optimal utilization of
the available resources, the SCC takes into consideration two factors that are
inconstant and time variant.

The first factor is the ratio of the number of critical users within victim and
aggressor femtocells in the case of Class 2 (namely victim-aggressor). The second is
the total number of userswithin victim and aggressor/s. This factorwill ensure fairness
for non-critical users within Class 3 femtocells (namely aggressor). Thus, the resource
sharing between victim and aggressor femtocells can be formulated as follow:

FRB ið Þ ¼ Nuc;Fi

Tuc;Ci

þ NuS;Fi

TuS;Ci

� �
=2

� �
� RBTotal; ð2Þ

where Nuc is the number of critical users within femtocell Fi, and Tuc is the total
number of critical users within cluster Ci. NuS is the number of users (critical and
non-critical) within Fi and TuS is the total number of users (critical and non-critical)
within cluster Ci. RBTotal is the number of the available resource blocks.

Simulation models follow 3GPP specification [24], more specifically focusing
on the test case with an indoor cluster of femtocells, referred to as Scenario 3 by
3GPP. As a difference from [24], we consider a denser femtocell deployment
scenario with a quad-strip model. Femtocells and users are randomly dropped
according to a Poisson point process (PPP) in the restricted apartment area, with a
minimum distance to the inner walls of 25 cm and 10 cm respectively. The traffic
model assumed is full buffer, since it characterizes the worst case interference
environment and cannot be easily solved by straightforward scheduling techniques.
The available number of resource blocks is 25 RBs. Other important parameters in
the simulation can be found in [24].

5 Results Analysis

In this section, we analyze the performance of the proposal to investigate its effi-
ciency for different femtocell density and crowding scenarios. The first comparator
for the SCC scheme is one of the existing state of the art X2-based algorithms.
Explicitly, the comparison will be with the X2-UEs scheme. More details of this
technique can be found in [25]. Both SCC and X2-UEs are evaluated with respect
to frequency reuse 1, where no clustering takes place and all femtocells share all
available radio resources. This scheme will be referred to as the Non Inter-cell
Interference Coordination (Non-ICIC) method in the following discussion. All
schemes are evaluated in terms of two key system metrics; the average throughput
of users and the mean capacity of femtocells.
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Figures 5 and 6 show the percentages of different classes of femtocells with
regard to femtocell density. As femtocells get denser, the percentage of Class 2
(victim-aggressor) increases from 0% to more than 60%. On the other hand, a minor
decrease of only about 10% for Class 1 femtocells (victim) is depicted in Fig. 5.
Moreover, Class 4 has decreased from 50% to approximately 13% as shown in
Fig. 6. Finally, there is only a small change of 13% for Class 3. To sum up, in
sparse deployments, victims and aggressors are more or less equal, and each victim
femtocell has only one aggressor. Nevertheless, as femtocells get denser, they tend
to have the property of being victims and aggressors at the same time. Thus, one
femtocell would have more than one aggressor. Therefore, identifying dominant
interferers in dense femtocell networks is not a straightforward task and starts to
become a complex matter.

Fig. 5 Percentages of Class
3 and 4

Fig. 6 Percentages of Class
1 and 2
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Figure 7 illustrates the average throughput of users achieved by the SCC scheme
with different femtocell densities. It can be seen that the benefit of the SCC scheme
in terms of throughput begins with a single femtocells per floor and remains even
when the number of femtocells per floor increases to a density of 10 femtocells. The
average gain in the mean users’ throughput is approximately 1.79 Mbps or 32.58%
compared to the X2-UEs technique, with respect to a Non-ICIC scenario.

In Fig. 8, the average throughput of users with different crowding densities is
shown. The crowding density ranges from one user per femtocell to the maximum
of 10 users. The outperformance of the proposed scheme over its counterpart is
apparent in all crowding scenarios. This outperformance ranges from 8.10 Mbps for
a low crowding density to 0.81 Mbps when the crowding density is at its uppermost
of 10 users per femtocell.

Finally, Fig. 9 shows the overall achievement of both the SCC and X2-UEs with
respect to the average capacity of femtocells as a function of different deployment

Fig. 7 Mean throughput of
users with respect to femtocell
density

Fig. 8 Mean throughput of
users with respect to crowding
density
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Fig. 9 Average capacity of
femtocells with respect to
femtocell density

densities. From Fig. 8, it can be seen that the SCC managed to enhance the overall
capacity by an average of 16.79 Mbps, while the X2-UEs could only improve the
capacity by an average value of 6.26 Mbps.

6 Conclusion

Femtocell densification has been considered as an encouraging method to meet
ever-increasing mobile service requirements, particularly for hotspots. However,
some issues have to be addressed before the benefits of femtocell densification can
be realized. Of these issues, co-tier interference emerges with a new significance
and opens new opportunities for research and study. In this article, we have dis-
cussed the migration of homogenous networks to ultra-dense small cell networks.
We also addressed some of the challenges facing the deployment of ultra-dense
femtocell networks. Moreover, we presented a new concept of radio resource and
co-tier interference management based on the semi-clustering of cells (SCC). This
proposal was rehearsed in different femtocell density environments, ranging from
sparse to ultra-dense femtocell deployment. Simulation results show that the SCC
approach outperformed one of the state of art techniques, namely the X2-UEs, for
all deployment density scenarios. Both techniques were evaluated in term of the
average users’ throughput and the mean capacity of femtocells.
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Design and Analysis of an Optimized
S-shaped Resonator Based Triple Band
Microstrip Antenna for Satellite
Applications

Md. Naimur Rahman, Gan Kok Beng, Md. Samsuzzaman,
Touhidul Alam and Mohammad Tariqul Islam

Abstract This article presents the architecture and exploration of a compact
S-shaped resonator based triple band microstrip antenna for satellite applications.
The proposed antenna is modeled for use in C (4–8 GHz) band, X (8–12 GHz)
band, and Ku (12–18 GHz) band satellite applications. The antenna is composed of
a circular ring-shaped patch with an S-shaped resonator. The antenna size is
24 mm � 18 mm and the prototype is imprinted on Rogers RT/duroid 5880
materials with a depth of 1.57 mm. The substrate has a relative permittivity of 2.2
and a dielectric constant of 0.0009. The excitation is supplied through a 50 Ω
microstrip line. The performance of the presented antenna has been simulated and
verified using High-Frequency Structural Simulator (HFSS) and Computer
Simulation Technology (CST). The prototype has been measured after fabrication.
The results show that the antenna covers the frequency spectrum of 5.4–7.1 GHz
(C-band), 8.6–11.7 GHz (X-band), and 14.5–18 GHz (Ku band) with a 10 dB
return loss. The face-to-face and side-by-side fidelity factor of the proposed antenna
are 0.8195 and 0.7740 respectively. The antenna has a 6.60 dBi maximum gain
with stable radiation patterns throughout the operating bands which make the
proposed antenna compatible with satellite application in the C-band, X-band, and
Ku-band.
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1 Introduction

In recent times, the development of communication systems has seen gradually
increasing bandwidth and higher data rates. With the development of the technol-
ogy, the demand for short range and long range frequency spectrum coverage using
lightweight, compact wireless devices has also grown rapidly. With attractive
characteristics such as an uncomplicated design, low cost, low complexity, high
data rate, and larger bandwidth, microstrip technology is increasingly used in
today’s radar and satellite communication systems. The wider bandwidth provides
more channels for communications. Moreover, it also transmits data, sound, and
video at higher speeds. Despite having lots of positive features, this technology also
has some disadvantages such as its low efficiency and counterfeit feed radiations. It
is still a challenge to design an electronically small and efficient antenna to perform
multiple band communications. A lot of patch antenna has been proposed for use in
multiple service wireless communications such as radar and satellite communica-
tions, radio frequency identification (RFID), telemedicine, global positioning sys-
tem (GPS), mobile, and Wi-Max etc. Quite a few antennas which can be used for
multiple band satellite communications are reported and studied in [1–20].
A multiband patch antenna was reported in [1] which covers the C and X band
frequencies having a relatively larger size of 35.5 mm � 55 mm. In [2], a con-
ventional patch antenna having a rectangular shape and a larger size of
27.31 mm � 31.48 mm was presented which covers the S and X-bands. A dual
band microstrip patch antenna was presented in [3], which covers the C and
X-bands. In [4], a dual ultra-wideband antenna for C and X-band was presented
with a relatively large size of 30 mm � 21 mm. As reported in [5], a new model
concept has been adapted for dual band communication covering the Ku-band and
K-band, but this antenna has a large size of 40 mm � 40 mm. An inverted-A shape
multiband antenna was reported in [6] which can be used in WiMAX and C-band
applications. A dual band X shape patch antenna was presented in [7] which covers
the Ku-band and K band. A planar UWB antenna with multi-slotted ground was
reported in [8] which has a relatively large size of 30 mm � 22 mm and covers the
bandwidth from 2.57 to 16.72 GHz.

In [9], a multiband antenna for wireless handheld devices with a larger size of
41 mm � 14 mm was presented. A circularly polarized microstrip antenna was
presented in [10] for satellite applications. In [11], an X-band antenna aimed at
radar and satellite communications was rendered with a larger size of 30 mm
25 mm. A single layer, dual band patch antenna was reported in [12], which can be
used in Ku-band satellite applications. In [13], a split P-shaped antenna was pre-
sented for present-day communications. A genetic algorithm inspired tri-band patch
antenna was presented in [14] which can be used in WiFi, WiMAX, and
HiperLAN. The antenna reported in [15] has a larger size of 32.85 mm � 26.5 mm
and covers the channel for Ku-band satellite applications. An E-shaped microstrip
patch antenna was reported in [16] which covers the Ku-band frequencies having a
relatively larger size of 34 mm � 27 mm. In [17], a circular patch microstrip array
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antenna with a larger size of 72 mm � 72 mm was presented which covers the
Ku-band. A tri-band band antenna which was presented in [18], covers the C, X,
and Ku-bands. In [19], a slotted antenna for X-band application was reported.
As reported in [20], a dual band patch antenna was adapted for serving the Ku-band
and K-band satellite communications. Modern communication systems demand an
electronically small antenna instead of a traditional larger dish antenna for satellite
communications. A number of techniques have been adapted in the papers dis-
cussed in order to obtain multiband performances in a single wireless device. These
techniques include multi slot-loaded antennas, a multilayer stacked patch, and the
inclusion of resonators, etc.

In this article, an S-shaped resonator-based antenna with slotted partial ground
having a compact size of only 24 mm � 18 mm only is proposed. The results
reveal that the presented antenna covers the bandwidths 5.4–7.1 GHz (C-band),
8.6–11.7 GHz (X-band), and 14.5–18 GHz (Ku band) with a 10 dB return loss.
The antenna can be used for full-time satellite television networks as the C-band is
used for the open satellite communications. The antenna is suitable for military use
as the X-band has been employed in missiles, marine radar, tracking, and mapping,
etc. Due to it covering the Ku band, this antenna can be useful in satellite com-
munications as well as military applications because the Ku-band becomes the
I band in military countermeasure band designation. The proposed antenna has a
maximum gain of 6.60 dBi, considerable efficiency, and a stable radiation pattern
throughout the operating bandwidth.

2 Antenna Design and Parametric Study

It is a challenge to plan a compact and simple antenna which reveals little distortion
having a large frequency range as it is the basic component in wideband systems.
Figure 1 displays the proposed S-shaped resonator based microstrip patch antenna
with slotted partial ground. The antenna is made up of a circular patch within which
an S-shaped resonator exists, and a slotted partial ground plane.

The microstrip patch and the resonator of the proposed antenna are printed one
portion of Rogers RT/duroid 5880 substrate material. The material has a compact
size of 24 mm � 18 mm and a depth of 1.57 mm. The substrate has a relative
permittivity of 2.2 with a 0.0009 dielectric loss tangent. A feedline is impersonated
on the same portion of the material acting as the radiating component. The slotted
partial ground with length GL is impersonated on the opposite part of the material.
The length and width of the slot on the partial ground plane are SL and SW
respectively. The radiating patch of the antenna consists of a circular disc of
radius RO mm from which a circle of radius Ri mm is carved out. The parameters of
the antenna are: LS = 24 mm, WS = 18 mm, GL = 11 mm, GW1 = 9 mm,
SL = 1.5 mm, SW = 3.5 mm, RW1 = 4 mm, RL1 = 3.4 mm, Rg = 1.8 mm,
RO = 5.5 mm, Ri = 4.2 mm.
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To observe the specific design properties of the proposed antenna, a parametric
study was carried out. The electrical and geometrical parameters affect the antenna
performances. The parameters chosen were: ground plane length, the presence of
the slot on the ground, and the presence of the S-shaped resonator in the radiating
patch. The S-shaped resonator of the patch with slotted partial ground can produce
multiple resonances providing multiple bands. The effects of changing the ground
plane length, the presence of the slot on the ground, and the circular shape patch
with the S-shaped resonator were observed, and this has a significant role in
impedance matching. In the simulations, during the observation of one parameter,
the other parameters were kept constant.

The ground length is a very important parameter in wideband antenna design.
Figure 2 displays the reflection coefficient for the different ground plane lengths
during simulation. From the figure, it can be seen that the impedance bandwidth
depends on the ground length. The ground length is more significant at lower
frequencies where the current is concentrated more for impedance matching. By
varying the length of the ground from a certain value causes a reduction in band-
width. From the figure, it can be seen that the proposed ground plane with a length
of 11 mm with a slot has a better impedance bandwidth covering the C-band,
X-band, and Ku-band. Figure 3 shows the role of the slot on the ground plane in
impedance matching. The presence of the slot in the ground has a vital role in
increasing bandwidth. This is because of the mutual coupling among the slotted
ground and the radiating patch. Figure 4 displays the effects of the presence of the
S-shaped resonator within the circular radiating patch on impedance bandwidth.
From the illustration, it can be seen that the resonator within the patch has a

Fig. 1 Layout of the
presented antenna structure
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Fig. 2 Return loss
characteristics for different
lengths of the ground plane

Fig. 3 Return loss
characteristics for the
presence of the slot on the
ground

Fig. 4 Return loss
characteristics for the
presence of the S-shaped
resonator within the patch
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negligible effect at lower frequencies, but at higher frequencies above 8 GHz, the
effects are more significant. By inserting the resonator in the patch, the impedance
bandwidth can be increased as well as the resonance point.

3 Antenna Performance Analyses

The antenna performances were inspected and validated using High-Frequency
Structural Simulator (HFSS). The time domain characteristics were analyzed using
Computer Simulation Technology (CST). The prototype was fabricated on the
printed circuit board for the practical experiment. The measurement was performed
in the microwave laboratory at the department of Electrical, Electronic and Systems
Engineering (JKEES), UKM, Malaysia. For the measurement of the proposed
antenna, a N5227A PNA Microwave Network Analyzer (10 MHz–67 GHz) and a
Satimo Near Field Measurement Laboratory (measurement range 1.0–18.0 GHz)
were used.

Figure 5 shows the reflection coefficient in opposition to the frequency. The
antenna covers bandwidths from 5.4 to 7.1 GHz (1.7 GHz), 8.6 to 11.7 GHz
(3.1 GHz), and 14.5 to 18 GHz (3.5 GHz) with a 10 dB return loss corresponding
to the C-band, X-band, and Ku-band respectively. The gain of the proposed
S-shaped resonator based antenna is displayed in Fig. 6. The figure shows the gain
from 4 GHz to 18 GHz. It can be clearly seen from the figure that the antenna has
4.34 dBi average gain with a maximum gain of 6.60 dBi. Figure 7 shows the
efficiency of the proposed S-shaped resonator based microstrip patch antenna. The
presented antenna has an average efficiency of 83.67%. This higher radiation effi-
ciency means that more power is radiated in comparison with power that is retained
in the antenna. That means that the antenna will be cooler, and as a result will be
able to be used for longer periods without performance degradation.

Fig. 5 Reflection coefficient
of the presented antenna
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The current distributions on the surface of the resonator based antenna at three
resonance frequencies, namely 6.2, 11, and 15.6 GHz are illustrated in Fig. 8a–c,
respectively. To realize a multiband antenna design, it is necessary to overlap
adjacent modes with each other. The overlap of the resonance modes causes the
current distribution of several modes. The proposed antenna achieves the multiple
bands because of the current flow keeping up a harmonic order in both the radiating
patch and slotted partial ground. Figure 8a displays the distribution of current at the
first resonance at 6.2 GHz. The current distribution at 11 GHz is illustrated in
Fig. 8b, indicating a second order harmonic. The complicated current distribution at
15.6 GHz, corresponding to the third harmonic, is illustrated in Fig. 8c. According
to the figure, the current is mainly distributed along the microstrip feed-line, the
circular patch, and the resonator. The ground close to the feed-line and patch acts as
the radiating plane. From the figure, it can be seen that at lower frequencies the

Fig. 6 Peak gain of the
presented antenna

Fig. 7 Efficiency of the
presented antenna
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current maintains a symmetrical distribution on the radiator, but at higher
frequencies the current distribution is asymmetrical on the radiator.

The radiation pattern with co-polarization and cross-polarization of the proposed
S-shaped resonator based slotted partial ground microstrip patch antenna for the
same frequencies in xz-plane or E-plane (u = 0) and yz-plane or H-plane (u = 90)
are displayed in Fig. 9a–c. It was found that at 6.2 GHz, the radiation pattern of the
proposed prototype is omnidirectional both in the xz-plane and the yz-plane. At
frequency 11 GHz, the radiation pattern remains persistent enough to be omnidi-
rectional. The radiation pattern of the antenna turns directive at the higher fre-
quency of 15.6 GHz for the higher order current excitation. The omnidirectional
pattern becomes directive at higher frequencies due to several factors. Firstly, the
order of slot resonance becomes higher as the frequency increases. Secondly, at
higher frequencies, the patch and the resonator resonated by themselves. Thirdly,
the microstrip feedline resonates at the higher frequencies. The results of Fig. 9a–c
illustrate that the patterns are durable within the entire operating bands.

At the receiving antenna, the output pulse is the convolution of the transfer
function and the input pulse. By using the inverse Fourier transform, the transfer
function changes to the time domain. Figure 10 shows the input pulses and output

Fig. 8 Distribution of current of the at a 6.2 GHz b 11 GHz c 15.6 GHz
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xz-plane yz-plane

(a)

(b)

(c)

Fig. 9 Radiation Pattern at a 6.2 GHz b 11 GHz c 15.6 GHz
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pulses when the antennas are in face-to-face and side-by-side orientation. It is
clearly observed that in face-to-face and side-by-side orientation, the input pulse
and the received pulse are similar. As a result, the antenna can radiate short pulses
with negligible distortion. To estimate the signal distortion, the fidelity parameter
was used. Fidelity is the peak amplitude of the cross-correlation among the input
signal and the received signal. Equation 1 is used to find the fidelity factor.

F ¼ max
R þ1
�1 x tð Þy tþ sð Þdt

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R þ1�1 x tð Þ2�

�
�
�dt R þ1�1 y tð Þ2�

�
�
�dt

q ð1Þ

where x(t) and y(t) correspond to the input pulse and received pulse respectively.
The face-to-face and side-by-side fidelity factor of the proposed antenna were

0.8195 and 0.7740 respectively, found by using Eq. 1. The higher the fidelity factor
value, the lower the distortion of the pulse in the antenna.

4 Conclusion

In this article, a compact S-shaped resonator based slotted partial ground microstrip
antenna has been presented for satellite communications. High-Frequency
Structural Simulator (HFSS) and Computer Simulation Technology (CST) were
used to simulate and validate the antenna’s performance. The reflection coefficient
covers the C, X and Ku bands. The proposed antenna covers the frequency spec-
trum 5.4–7.1 GHz (C–band), 8.6–11.7 GHz (X-band), and 14.5–18 GHz (Ku band)
with a 10 dB return loss. The antenna has a maximum gain of 6.60 dBi and
considerable efficiency, providing durable radiation patterns. The face-to-face and
side-by-side fidelity factor are 0.8195 and 0.7740 respectively. Thus, these char-
acteristics make the proposed antenna suitable for C, X, and Ku triple band satellite
applications.

Fig. 10 Input and received pulses a Face-to-face orientation b Side-by-side orientation
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Negative-µ Metamaterial-Based Stacked
Antenna for 1U CubeSat Communication

Farhad Bin Ashraf, Touhidul Alam, Mengu Cho, Norbahiah Misran
and Mohammad Tariqul Islam

Abstract The 1U CubeSat is a well-known modern nanosatellite and has a typical
volume of 10 � 10 � 10 cm3 and weighs as little as 1.33 kg. Compact
high-performance antennas are used in CubeSats. This paper presents a low-profile
high-gain metamaterial-based stacked antenna for CubeSats. The antenna achieves
a fractional bandwidth of 11.48% with overall antenna dimensions of 0.84k
0.82k � 0.099k at the lower end frequency of 8.29 GHz. The realized gain was
increased to 37.32% (increased from 8.01 dB to 11 dB) by using a negative-µ
metamaterial ground plane. The antenna performance was also investigated using a
1U CubeSat body.

1 Introduction

Scientists are currently planning to send CubeSats to other planets for deep space
environment analysis. MarCo, a CubeSat is planned for launch in next year (2018)
to observe the Mars environment [1]. CubeSats require high gain antennas and in
previous years, many studies have been investigated the feasibility of their use in
satellites [2–7]. However, deployment of high gain antennas has experienced some
difficulty in space. To circumvent these limitations researchers have turned their
attention to patch antennas. Big challenges still have to be faced due to some patch
antenna characteristics such as low efficiency and the large size need to achieve-
ment high gain. In [5], Islam et al. proposed an S-band circular polarized antenna
for nanosatellite application.
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Metamaterials are artificially formed structures which have shown great potential
to exploit the unconventional properties of the materials. The unit cell forms a
two-layer metamaterial structure used as a substrate for gain enhancement of a
stacked antenna at 8.55 GHz [8]. In [9], a microstrip patch antenna acts as the
source and a metamaterial unit cell acts as a ground plane. The peak gain of the
antenna is 18.4 dBi at 10 GHz. A simple yet unconventional wideband resonant
cavity antenna with a high gain was presented in [10], and showed a bandwidth of
25% with a peak gain of 17.7 dBi.

In this paper, a high gain metamaterial-based stack antenna is proposed for 1U
CubeSat application. The antenna performance was investigated using a 1U
CubeSat structure. The operating range is from 8.29 GHz to 9.30 GHz in the
X-band microwave spectrum.

2 Design Methodology

The geometry of the proposed stacked antenna is presented in Fig. 1. The 1st layer
and 2nd layer of the proposed stacked antenna were designed using a Rogers
RT5880 substrate material having a relative permittivity of 2.2, and heights of
0.58 mm and 1.575 mm. Four spacers are used to separate the two layers. The
conventional ground plane of the 2nd layer is replaced by the metamaterial
unit-cells. The overall antenna dimensions are 29.80 � 30.30 � 2.66 mm3. A 1U
CubeSat was designed to analyze the antenna performance and was integrated with
the satellite body as shown in Fig. 2.

3 Metamaterial Characteristics

The proposed unit cell is shown in Fig. 1e. It uses Rogers 5880 as a substrate with a
thickness d of 1.575 mm. Perfect electric conductor (PEC) and perfect magnetic
conductor (PMC) boundary conditions are applied in the x and y planes respec-
tively. Two electromagnetic waveguide ports are placed between the unit cell, and
the propagating direction k is along the z-plane. To get the effective parameters,
reflection (S11) and transmission (S21) coefficients were calculated using CST
Microwave Studio 2017. Then effective parameters of the proposed unit-cell were
retrieved by using the following equation [11], and attained relative impedance z,
refractive index η and relative permeability µ.

z ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ S11Þ2 þ S221
ð1� S11Þ2 þ S221

s
ð1Þ
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Fig. 1 Schematic layout of the proposed antenna a Top view b Bottom view c Side view
d Ground plane and e unit cell
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g ¼ 1
kd

cos�1 1
2S21

ð1� S211 þ S221Þ
� �

ð2Þ

l ¼ gz ð3Þ

Based on the Eqs. (1, 2 and 3), the proposed stacked antenna exhibits relative
permeability (µ) from 5.78 to 11.4 GHz as shown in Fig. 3. The feeding potential

Fig. 2 1U satellite body with antenna attached

Fig. 3 Analytically
calculated relative
permeability of the unit cell
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difference between patch and ground was considered to be caused by an electric
field instead of a magnetic field.

4 Results and Discussion

The return loss of the proposed metamaterial antenna was analyzed and is shown in
Fig. 4. It can also be seen from Fig. 4 that the antenna achieves about 1 GHz of
−10 dB bandwidth. The operating range is 8.29 to 9.30 GHz. The antenna per-
formance was increased by using a metamaterial antenna. The main feature of the
proposed antenna is the increased gain through use of the metamaterial surface as
shown in Table 1.

The polar and 3D radiation patterns with and without the metamaterial are
shown in Figs. 5 and 6 respectively. From Figs. 5 and 6 it can be seen that by using
the metamaterial gain was increased by 37.32% at 8.55 GHz.

Fig. 4 Return loss of the
proposed stacked antenna

Table 1 Optimised antenna
design parameters

Parameters Value (mm) Parameters Value (mm)

l 29.8 c1 4.1

w 30.3 lo 4.8

a 6.5 wo 3.8

b 2.8 f 4.7

c 3.2 g 2.3

a1 6.5 h 3.6

b1 1.8

Negative-µ Metamaterial-Based Stacked Antenna … 269



The realized gain over frequency is shown in Fig. 7. From Fig. 7, it can be seen
that the antenna gain increased significantly over the operating range. In Fig. 8, the
total efficiency of the metamaterial antenna can be seen. The efficiency lies between
70 to 80%, which is quite efficient for nanosatellite application.

at 8.55 GHz                                     

at 9 GHz

(a) (b)

(c) (d)

With Metamaterial Without Metamaterial

Fig. 5 Farfield radiation patterns of the proposed stacked antenna (a), (b) at 8.55 GHz and (c),
(d) at 9 GHz
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at 8.55 GHz

at 9 GHz

(a) (b)

(c) (d)

With Metamaterial Without Metamaterial

Fig. 6 3D directivity patterns of the proposed stacked antenna (a), (b) at 8.55 GHz and (c), (d) at
9 GHz

Fig. 7 Realized gain of the
proposed antenna
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5 Conclusion

A negative-µ metamaterial-inspired high-gain stacked antenna is presented for 1U
CubeSat application. The realized gain of the proposed antenna was significantly
increased from 8.01 to 11.1 dB by using a metamaterial ground plane without
degrading other aspects of performance. The antenna occupies a small volume of
29.8 � 30.30 � 2.66 mm3 in the 1U satellite body. From above investigation, the
proposed antenna shows a satisfactory performance for x-band nanosatellite
application.
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Performance Analysis of an X-Band
Circular Polarized Antenna
for Nanosatellite Communication

Touhidul Alam, Mandeep Singh Jit Singh, Mengu Cho
and Mohammad Tariqul Islam

Abstract Nanosatellite are revolutionizing the modern satellite industry due to
their size, cost and shorter development time. CubeSats have limited communica-
tion ability due to their limited volume and power. As a result, their components
need to be very small. In this paper, a small circular polarized x-band patch antenna
is proposed for 1U nanosatellite applications. The antenna was designed and
characterized using CST microwave studio simulation software. This real-time
project used a truncated-shaped hexagonal slot rectangular patch antenna operating
in the 9.82 GHz to 11.68 GHz frequency bands, and integrated with a 1U satellite
body. The antenna shows 3 dB axial ratio at 10.15 GHz and achieved a maximum
realized gain of 8.11 dB at 11 GHz. The antenna has the potential to be used in
small satellites.

1 Introduction

CubeSats are a new type of small satellite, and are usually a fraction of the size of a
typical satellite [1, 2]. With the development of the modern satellite industry,
CubeSats are widely used for telecommunication systems, earth observation,
imaging and so on, as a substitute for a typical satellite. The antenna is a funda-
mental element of the satellite. For CubeSat application, the typical antenna system
must be able to fit within the limited volume and antenna researchers are working
on these challenges. Several types of antenna are being studied for satellite appli-
cation. A deployable antenna is one of the most widely-used antennas in
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nanosatellites [3–5], but the complexity of the deployment system is a big concern.
To avoid the problem of complex deployment, patch antennas were used on many
satellite missions [6]. Islam et al. proposed a circular polarized (CP) antenna for the
HORYU-IV nanosatellite, which operates at 2.4 GHz [6]. A right and left circularly
polarized antenna was proposed for small satellites by [7], which can operate in the
X-band. A monofilar spiral antenna was developed by Luo et al. for Ku-band
nanosatellite communication [8] with a size of 18 � 18 � 14 mm3. Moreover,
several circularly polarized antennas have been proposed for satellite applications
[9, 10]. Hodges et al. developed a folded-panel reflectarray antenna for the first
CubeSat mission to Mars [11]. The antenna was designed for Earth to Mars
communication at 8.425 GHz with dimensions of 10 � 20 � 34 cm3.

This paper addresses a circular polarized directional patch antenna for
nanosatellite application. The proposed antenna is customized from the established
CP antenna method for nanosatellites. The performance features of the antenna
were verified with it integrated with the satellite body

2 Antenna Design Methodology

The schematic layout of the proposed antenna is presented in Fig. 1. The proposed
antenna was designed on a Rogers RT5880 (lossy) substrate material having a
dielectric constant of 2.2 and a height of 1.575 mm. The overall antenna dimen-
sions are 25.955 � 25.95 mm2. The circular polarization of the proposed antenna is
achieved by using the established truncating opposite corners method. The
hexagonal slot is introduced to create capacitance in the radiating patch. The wide
operating frequency band is achieved by using a thick substrate material. The
antenna is fed using a 50Ω probe feeding technique. The optimized design

Fig. 1 Schematic layout of the proposed antenna a Top view b Bottom view

276 T. Alam et al.



parameters of the proposed antenna are listed in Table 1. A 1U CubeSat was
designed in order to analyze the performance of the antenna integrated with the
satellite body as shown in Fig. 2. The antenna is mounted in the +Z axis.

3 Results and Discussion

The performance of the CP antenna was analyzed using the commercial software
CST microwave studio. The reflection coefficient of the antenna is illustrated in
Fig. 3. It can also be seen from Fig. 3 that the antenna achieves a −10 dB reflection
coefficient from 9.82 GHz to 11.168 GHz, covering the x-bands. The antenna was
integrated with the satellite structure and its performance was analysed. Figure 3
shows that the antenna’s performance did not degrade when it was integrated with
the satellite structure.

The axial ratio of the proposed antenna is shown in Fig. 4. The axial ratio vs
frequency was plotted and the antenna shows a 0.8 normalized polarization level,

Fig. 2 Antenna integrated
with the 1U satellite body

Table 1 Optimised antenna
design parameters

Parameters Value (mm)

L 25.95
W 25.95
L1 6.86
L2 2.53
L3 1.49
G 0.13
H 1.575
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Fig. 3 Reflection coefficient of the proposed CP antenna

Fig. 4 Axial ratio of the proposed CP antenna
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where the 1 value referred to the perfectly circular polarized antenna. In addition,
the 3 dB axial ratio was also investigated and was found to be 10.2 GHz.

The surface current distribution at 10.2 GHz is shown in Fig. 5. It can be seen
that the majority current direction at 0° is upward, at 90° is left, at 180° is
downward and at 270° is rightward, in other words the current rotates in an
anti-clockwise direction. So, the antenna shows RHCP (Right Hand Circular
Polarization) at 10.2 GHz. The polar radiation patterns were also analyzed at four
different frequencies as shown in Fig. 6. From Fig. 6, it can be seen that at

0°                                                     90°

180° 270°

Fig. 5 Surface current distribution of the proposed CP antenna at 10.2 GHz
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10.0 GHz the realized gain main lobe magnitude is 7.2 dB and at 10.7 GHz the
main lode realized gain is 7.8 dB. The 3D radiation pattern is also shown in Fig. 7.
The farfield radiation pattern of the satellite antenna was investigated with the
satellite body as shown in Fig. 8. It can be seen from Figs. 7 and 8 that the antenna
shows a realized gain of 8.01 and 8.35 dB at 10.7 GHz with and without mounting
of the satellite body respectively. So, it can be said that the antenna radiates in the
+z direction without and degradation of its performance.

10.0 GHz                                                                   10.4 GHz

10.7 GHz                                                                   11.0 GHz

Fig. 6 Polar radiation pattern of the proposed antenna
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at 10.0 GHz                                                  at 10.4 GHz

at 10.7 GHz         at 11.0 GHz

Fig. 7 3D directivity pattern of the proposed antenna
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at 10.7 GHz

at 11.0 GHz

Fig. 8 3D directivity pattern of the proposed antenna integrated with the satellite body
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4 Conclusion

In this paper, a high gain circular polarized antenna is proposed for the 1U
nanosatellite space communication system. The proposed antenna achieved a
fractional bandwidth of 12.83% with an electrical size of 0.85 � 0.85 � 0.05 at a
lower frequency of 9.82 GHz. The antenna was mounted on a 1U satellite body in
order to investigate its performance. As a result, based on the antenna’s perfor-
mance, the proposed antenna could be used for future satellite application.

Acknowledgement This work is supported by the Kyushu Institute of Technology research grant
(KK-2016-007).
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A Reflector Type 3D Triband Directional
Antenna for CubeSat Applications

Md. Amanath Ullah, Farhad Bin Ashraf, Touhidul Alam,
Mohd Tarmizi Ali and Mohammad Tariqul Islam

Abstract In this paper, a three-dimensional antenna for CubeSat applications is
proposed. The proposed antenna achieved unidirectional radiation characteristics at
its operating bands. Different optimization techniques such as a folded radiating
structure, shorting wall and ground reflector are used to achieve a standard perfor-
mance from the antenna. The proposed antenna successfully achieved three oper-
ating bands: 1.55–1.67 GHz, 1.99–2.27 GHz and 2.53–3.58 GHz. A front-to-back
ratio of 15 authenticates its directive radiation pattern. The proposed antenna
achieved a peak gain of 4 dB. The antenna has been designed in such a way that it
can be fabricated for mass production easily from a single copper sheet using folding
technique. Computer Simulation Technology (CST) Microwave Studio software has
been used to design and perform the simulation work. A lower operating band,
unidirectional radiation characteristics, and a satisfactory amount of gain over the
operating frequency make the antenna a candidate to be used in CubeSats for space
communication purposes.

1 Introduction

Currently, Cube satellites (CubeSats) are becoming a popular option for space
research in universities due to their low cost, ease of construction and reduced
development time. Antennas are one of the most important components in CubeSat
development, and are used to provide uplink and downlink communication [1, 2].
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In recent years, three-dimensional antennas have attracted the attention of
researchers due to a lack of deployable antennas and low efficient patch antennas.
Moreover, 3D structures have some advantages over 2D structures, such as the use
of the whole volume of the structure for impedance matching and obtaining good
radiation characteristics [3, 4]. Several antennas have been used in different types of
modern nanosatellite [5, 6]. In [7–10], a printed circularly polarized patch antenna
was proposed for satellite application. Samsuzzaman et al. proposed an S-band
antenna for satellite applications, but the efficiency of the antenna is lower with the
satellite [8]. A circularly polarized S-band antenna has been developed; which
worked in nanosatellite HORYU-IV [9].

In this paper, a three-dimensional antenna with a unidirectional radiation pattern
is proposed. The antenna achieved three operating bands: 1.55–1.67 GHz (band-
width about 120 MHz), 1.99–2.27 GHz (bandwidth about 280 MHz) and 2.53–
3.58 GHz (bandwidth about 1.05 GHz). The antenna achieved a peak realized gain
of 4 dBi. Larger operating bandwidths can use the achieved gain effectively.
A unidirectional radiation pattern along the y axis, an operating bandwidth of less
than 4 GHz and a satisfactory gain make the proposed antenna suitable for us in the
field of CubeSat space communication.

2 Methodology

The design and simulation process was performed using commercially available
CST Microwave Studio software. The coaxial feeding method was used to reduce
the effect of spurious radiation. Figure 1a illustrates the 3D view of the proposed
antenna. Folding technique was employed to achieve a low frequency operating
band and to make the overall structure compact [1].

The folded radiating structure reduces the overall size of the antenna. The
reflector is used to get a unidirectional radiation pattern. The reflector wall also
helps to achieve a satisfactory gain. The inner folded radiating structures are
extremely helpful in attaining a better reflection coefficient at lower frequency. The
shorting wall technique is also effective in getting resonance at lower frequency and
a better reflection coefficient. The proposed radiating structure was kept as simple
as possible.

The design parameters of the proposed antenna are presented in Table 1. The
position of the shorting wall is crucial to the design as the aids the achieving of a
good reflection coefficient and resonance. The main radiating element is bent
through 90 degrees in order to achieve a better directive property which is per-
pendicular and parallel to the reflector depending on viewing angle.
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3 Results and Discussion

The simulated result of the reflection coefficient is illustrated in Fig. 2. The pro-
posed antenna obtained an operating bandwidth at three places, namely, 1.55–
1.67 GHz (bandwidth about 120 MHz), 1.99–2.27 GHz (bandwidth about
280 MHz) and 2.53–3.58 GHz (bandwidth about 1.05 GHz). However, it was most
resonant at 2.19 GHz. Figure 3 represents the peak gain of the proposed structure.
The antenna showed a maximum peak gain of 4 dB. The front-to-back ratio of the
proposed antenna is presented in Fig. 4. The antenna has a peak front-to-back ratio
of 15 dB (direction), which validates the directional radiation pattern. (Table 2)

Fig. 1 Geometric configuration of the proposed antenna a 3D view, b front view, c side view,
d placement of the proposed antenna with a typical 2U Cubesat body

Table 1 Parameters of the
proposed antenna

Parameters Value (mm) Parameters Value (mm)

L 50 d 22

W 29.8 e 24.8

a 5 f 13

b 3 g 11.9

c 30 h 15
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The antenna achieved a maximum radiation efficiency of about 95% in a sim-
ulation environment, as shown in Fig. 5.

The surface current distribution of the proposed antenna is shown in Fig. 6. It
can be seen that the folded radiating element exhibits a strong current and this is
responsible for the directive radiation characteristics.

Radiation characteristics of the proposed antenna are presented in Figs. 7, 8 and
9. The radiation patterns at the three resonant frequencies seem to be consistent.
The front-to-back ratio of Fig. 4 and the radiation patterns validate each other and
prove the directive property.

Fig. 2 Reflection coefficient
of the proposed antenna

Fig. 3 Peak gain of the
proposed antenna
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Fig. 4 Front-to-back ratio of
the proposed antenna

Table 2 Specifications of the proposed antenna

Specification Value (mm)

Operating band 1.55-1.67 GHz, 1.99-2.27 GHz and 2.53-3.58 GHz

Peak realized gain 4 dB

Directivity Unidirectional

Front-to-back ratio 15

Efficiency 95%

Fig. 5 Efficiency of the
proposed antenna
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At 1.6 GHz, the 3 dB angular width is 133 degrees and the main lobe magnitude
is 2.48 dB. At 2.19 GHz, the angular width decreases to 119 degrees and the main
lobe direction is 114 degrees. Finally at 2.8 GHz, the main lobe magnitude is
3.96 dB and the angular beam-width increases to 133 degree.

As mentioned earlier the presence of the shorting wall for the proposed antenna
is crucial. Figure 10 validates the statement and shows the reflection coefficients of
the proposed antenna with and without the shorting wall. It can surely be seen that,
the shorting wall made the reflection coefficient much better.

Fig. 6 Surface current distribution of the proposed antenna

Fig. 7 Radiation pattern of the proposed antenna at 1.67 GHz a Phi 90 degrees b Phi 0 degrees
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Fig. 8 Radiation pattern of the proposed antenna at 2.19 GHz a Phi 90 degrees b Phi 0 degrees

Fig. 9 Radiation pattern of the proposed antenna at 2.79 GHz a Phi 90 degrees b Phi 0 degrees
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4 Conclusion

The proposed three-dimensional structure has successfully achieved the basic
requirements to be applied in CubeSat applications. The larger bandwidths will
reduce the risk of frequency shifting in harsh environments. The antenna has a
realized gain of 4 dB and a front-to-back ratio of 15dBi. Radiation patterns
remained stable as the frequency changed.
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An Effective Medium Ratio Obeying
Wideband Left-Handed Meta-Atom
for Multiband Applications

Mohammad Jakir Hossain, Mohammad Rashed Iqbal Faruque
and Mohammad Tariqul Islam

Abstract A new wideband left-handed (LH) meta-atom based on planar modified
multiple hexagonal split ring resonators is described in this paper. The LHmeta-atom
was simulated to maintain left-handed properties at 9.40 GHz. Performance and
comparison of different structures were analyzed that follow better effective medium
ratio (EMR) and wideband (5.54 GHz) for multi-band operations in the microwave
spectra. The finite-difference time-domain (FDTD) method-based CST electromag-
netic simulator was implemented in order to observe the design of the meta-atom. The
meta-atom showed a multiband response in conjunction with wideband and LH
properties above the definite frequency band in the microwave spectra and EMR was
considerably improved compared to previously reported metamaterials.

1 Introduction

Left-handed meta-atoms (LHMs) are engineered metamaterials with simultaneous
relative negative permittivity (e less than 0) and permeability (µ less than 0), and
have exotic properties in terms of well-known phenomena like Cherenkov radia-
tion, Snell’s law, and the Doppler effect, etc. [1, 2]. Due to these exotic properties,
the scientific community has turned its attention to the meta-atoms for unusual
characteristics and diverse applications in energy harvesting, invisibility cloaking
[3, 4], filtering, electromagnetic absorbers [5] perfect lenses [6], and SAR reduction
[7]. Left-handed meta-atoms are typically periodically arranged at scales that
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maintain the subwavelength of the phenomena. Because of not having the LH
characteristics in natural materials, this aspect was given less important until 2003.
Negative permittivity properties of the materials could be found, but making an
engineered material with negative permeability was challenging work. US physi-
cists D.R. Smith et al. achieved success in developing a new man-made meta-atom
with peculiar characteristics, namely negative permeability and permittivity in 2000
[8]. The ratio between the wavelengths to unit-cell dimension is termed as the
effective medium ratio which is important to design compact meta-atom. Having
seen the LH characteristics in artificial structures, the Researcher showed more
attention at multi-band meta-atoms and arrays of the meta-atoms with high effective
medium ratio and wide negative index bandwidth. On the other hand, the inade-
quate design has been focused on constructing such metamaterials. Islam et al.
reported a 10 � 10 mm2 “P-shaped” meta-atom which was suitable for the
operation of electromagnetic invisibility cloaking in the X-band, whereas the
effective medium ratio was very small at 3.58 and the near-zero refractive index was
around 2 GHz [9]. A 25 � 25 mm2 rectangular “U-shaped” metamaterials was
shown to have double negative properties at different frequencies such as 5, 6, and
11 GHz for different array structures by Mallik et al. in [10]. Zhou et al. suggested a
“double Z-shaped” double negative metamaterial design constructed using coplanar
magnetic and electric resonators in which the EMR was 4.80 and the dimensions
were 8.5 � 8.5 mm2 [11]. Islam et al. recommended a metamaterial unit-cell
structure with 30 � 30 mm2 dimensions and an “H-shape” that was applicable to
the microwave regime. The negative refractive indices of the structure were
0.5 GHz and 0.3 GHz, and the EMR was 3.65 [12]. A left-handed “F-shaped”
metamaterial was designed by Rizwan et al. with a 2.3 GHz bandwidth of the
negative refractive index for the K- and Ka-bands [13]. Zhou et al. reported a
15 � 15 mm2 “S-shaped” chiral metamaterial for the X- and Ku- bands. On the
contrary the EMR of the metamaterial was very small at less than 4 [14]. A 5 � 5
mm2 “ring-shaped” meta-atom was designed by Yang et al. for cloaking effects in
the frequency range 8–13 GHz. Moreover, the EMR of the meta-atom was 6 [15].
Hossain et al. recommended a design structure of 12 � 12 mm2 “double
C-shaped” metamaterial for multiband operations and the reported EMR was 7.44
with a negative refractive index from 11.304 to 13.796 GHz [16]. The refractive
index bandwidths of an 8�8 mm2 “Hexagonal-shape” left-handed materials were
1.75 GHz and 0.96 GHz respectively that design was recommended by
Alam et al. [17].

In this paper, the modified multiple hexagonal-based meta-atom displays
multi-resonance at L-, S-, C-, X-, and Ku-bands with a bandwidth of 1.88–2.07 GHz
(0.19 GHz), 3.53–4.03 GHz (0.50 GHz), 7.22–7.66 GHz (0.44 GHz), 9.16–
11.91 GHz (2.76 GHz), and 13.96–14.67 GHz (0.71 GHz) respectively. The neg-
ative refractive indices of the proposed meta-atom are 5.64–7.36 GHz (1.72 GHz
bandwidth), 7.9–13.44 GHz (5.54 GHz bandwidth), and 14.09–15.65 GHz
(1.56 GHz bandwidth), that are greater in bandwidth than [16, 17]. In addition, the
size of the suggested meta-atom is 10 � 11 mm2, making it smaller than the
reported metamaterials unit-cell in [9, 11, 14–16] with the terms of EMR.
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Meta-atoms can operate in the subwavelength spectra if the EMR of the meta-atom is
greater than 4. In addition, the characteristics of left-handed metamaterials appear at
9.40 GHz for the meta-atom and the array of the meta-atoms. To compute the
scattering parameters such as the transmission coefficient (S21) and reflection
coefficient (S11), the commercially available CST electromagnetic simulator 2015
was used. The effective medium parameters, namely effective permeability, per-
mittivity, and refractive index were also retrieved using the well-established
Nicolson-Ross-Weir method.

2 Methodology

2.1 Design of Left-Handed Meta-Atom

A combination of multiple hexagonal split ring resonators with a meander line was
utilized to observe unconventional characteristics of metamaterials that were usually
not found in nature. The proposed meta-atom unit-cell structural parameters and
simulation setup are shown in Fig. 1. The dimensions of the substrate are
10 � 11 � 1.6 mm3, and the FR4 lossy material is used as the substrate material. All
elements of the resonators are made of copper with a conductivity of 5.8 � 107 S/m
and the thickness of copper resonators is 0.035 mm and is printed on the substrate
with standard relative permittivity ɛ = 4.3 as well as loss tangent d = 0.025.

In Table 1, the design specifications of the meta-atom are listed.
In this paper, the FDTD method-based CST simulator is adopted to examine this

design structure. The electric field and magnetic field polarized along the x-axis and
the y-axis respectively, whereas z-axis is utilized propagating the electromagnetic
wave. PEC- and PMC-type boundary conditions are applied along the x-axis and
y-axis respectively, and two waveguide ports are placed on the (+) ve and (−) ve

Fig. 1 a The proposed meta-atom structure; b Simulation setup of the proposed design
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z-axis. The simulation setup of the fabricated design is shown in Fig. 1b.
A frequency domain solver is utilized to find the transmission coefficient (S21) and
the reflection coefficient (S11) during simulation. Impedance matching was set at 50
ohms. To simulate the design of meta-atom, 1–18 GHz frequency ranges were
utilized.

2.2 Calculation of Effective Scattering and Medium
Parameters

The Nicolson-Rose-Weir (NRW) method [19] was utilized to determine the med-
ium parameters like effective permeability (µeff) and permittivity (eeff) from simu-
lated scattering parameters such as the transmission coefficient (S21) and reflection
coefficient (S11). The direct refractive index method [20] was applied to calculate
the effective refractive index (neff) from the complex scattering parameters. The
following equations are used to find out the effective medium parameters.

Effective permittivity,

εeff ¼ 2c
jx d

� 1� v2ð Þ
1þ v2ð Þ ð1Þ

Effective permeability,

leff ¼
2c
jx d

� 1� v1ð Þ
1þ v1ð Þ ð2Þ

Effective refractive index,

neff ¼ 2c
jx d

� S21 � 1ð Þ2�S211
S21 þ 1ð Þ2�S211

( )1=2

ð3Þ

The S-parameters were represented as the addition and subtraction terms as
given in Eqs. 4 and 5.

Table 1 Parameters of the
modified hexagonal
meta-atom

Parameters Dimensions (mm)

Lm 10

Wm 9.6

W1 0.7

W2 0.8

W3 0.8

G 0.4
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v1 ¼ S21 þ S11; ð4Þ

v2 ¼ S21 � S11; ð5Þ

Where S21 and S11 are the transmission coefficient and reflection coefficient of
the meta-atom. d is the thickness, c is the velocity of light of the slab and x is the
angular frequency.

2.3 Equivalent Circuit of the Proposed Meta-Atom

The proposed metamaterial structure comprises with inductance and capacitance.
The non-magnetic strip is considered as the inductive parameter, where the split or
gap is for the capacitive one. These structures manipulate incident electromagnetic
waves, thereby changing the effective medium parameters. The effective medium
parameters also depend on the passive capacitor and inductor. The hexagonal split
ring resonator displays electromagnetic resonance when electric and magnetic
energy are stored in the capacitor and inductors respectively. The changes in
capacitance and inductance due to electric dipole moment and magnetic dipole
moments form biomolecule that has the capability to handle the shifting of the
resonance frequency. The resonance frequency (fr) of the designed resonator is

fr ¼ 2p
p

LCð Þð Þ�1 ð6Þ

The capacitance and inductance are formed by slit and metal strip of meta-atom
for obtaining wideband. The split and gap between the hexagonal rings lead the
capacitive effects that are symbolized as C1, C2, C3, C4, C5, C6, and C7. On the
other hand, inductive effects are denoted by L1, L2, L3, L4, L5, L6, L7, L8, and L9.
Moreover, total capacitance and phase delay of the meta-atom depend on the
summation of more splits. The proposed metaatom structure’s equivalent circuit is
presented in Fig. 2.

L 4

L 5

L 6

L 7 L 9

L 8

C 7

C 1

L 2L 1

C 2

L 3

C 3

C 5C 6

C 4

Fig. 2 The equivalent LC
circuit of the proposed
meta-atom
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3 Results and Discussion

There are many methods that are used to extract effective parameters, namely the
Nicolson-Rose-Weir (NRW) method, the Direct-Retrieval method, the Transmission–
Reflection (TR) method, and Direct Refractive Index, etc. Both the real and imaginary
data of the permeability, permittivity, and refractive index are suitable to characterize
the proposed meta-atom. In this paper, a unit-cell with elevation angle was analyzed.

The simulation results of the modified hexagonal compact meta-atom are pre-
sented below. The simulated reflection coefficient (S11), and transmission coeffi-
cient (S21) of the unit-cell are demonstrated in Fig. 3. Figure 3a demonstrates the
mathematical values of the five frequency ranges of resonance frequencies to be
1.88–2.07 GHz, 3.53–4.03 GHz, 7.22–7.66 GHz, 9.16–11.91 GHz, and 13.96–
14.67 GHz designating L-, S-, C-, X-, and Ku-band applications. Figure 3a shows
the simulation results. Figure 3b demonstrations the instantaneous surface current
distributions at 9.40 GHz where the double negative properties are exposed. The
instantaneous surface currents move in the opposite direction in the copper strip of
the meta-atom structure because of the design structure of the meta-atom unit-cell.
The opposite direction of current flow makes the alternate rotating magnetic fields
that nullify each other. This is why the stop band is generated at this frequency. On
the contrary, the scattering parameters of simulation results for 0° have been
marginally shifted to the lower frequency and little bit shortened comparing with
90° results.

Figure 4a shows the values of the relative negative permittivity to be 1.901–
2.088 GHz, 3.159–4.179 GHz, 5.097–9.823 GHz, 10.384–10.520 GHz, and
12.441–13.087 GHz for the 00 elevation angle and 2.734–5.046 GHz, 5.743–
7.460 GHz, 7.936–9.466 GHz, 10.333–11.761 GHz, 17.507–18.000 GHz for the
900 elevation angle of the design structure of the meta-atom. The electric and
magnetic dipole moment also follow the applied electromagnetic field at lower

Fig. 3 a Simulated and measured S-parameters curve of meta-atom structure; b Instantaneous
surface current at 9.40 GHz
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Fig. 4 a Permittivity and b permeability data of real and imaginary curves for the elevation angle
of 00 and 900 of the meta-atom unit-cell

Fig. 5 Refractive index data
of real and imaginary curves
for the elevation angles of 00

and 900 of the meta-atom
unit-cell

frequencies. On the contrary, the dipole moment cannot contend with the applied
field. For that reason, the fluctuation of scattering parameters occurred at higher
frequencies. Figure 4b displays the values of the relative negative permeability at
8.718–17.677(8.959 GHz) and 8.497–17.762 (9.265 GHz) for the 00 elevation
angle and 900 elevation angle of the design structure of the meta-atom respectively.
The negative attributes of the permittivity and permeability have changed slightly
due to the polarization effect on the interior structure of the meta-atom. Anisotropic
materials contain an unequal lattice structure that manipulates the applied electro-
magnetic field due to the polarization of the dipole moment inside the materials.
Hence, a change of design structure also changes the properties of the effective
permeability and permittivity of the metamaterials

Figure 5 depicts the relative negative refractive index of 5.641–7.358
(1.717 GHz bandwidth), 7.902–13.444 (5.542 GHz bandwidth), 14.09–15.654
(1.564 GHz bandwidth) and 2.479–3.924 (1.445 GHz bandwidth), 6.032–6.899
(0.867 GHz bandwidth), 8.174–11.506 (3.332 GHz bandwidth), 16.028–17.66
(1.632 GHz bandwidth) for the 00 elevation angle and for the 900 elevation angle
of the design structure of the meta-atom. The curves of the effective refractive index
become negative when the curves of the permeability and permittivity are
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simultaneously negative. The design structure of the meta-atom showed left-handed
properties at 9.40 GHz because the permittivity, permeability, and refractive index
were simultaneously negative at that point, and this is presented in Table 2.

The comparison between the proposed meta-atom and other reported metama-
terials is shown in Table 2. The comparison parameters of the metamaterial con-
sidered here include the dimension of the applicable band, unit-cell shape,
characteristics of suggested metamaterials and effective medium ratio. From
Table 2, in Ref. [10], the author presented a U-shaped design and obtained 1.99
EMR. Another author in Ref. [12], analyzed an H-shaped configuration for DNG
metamaterials but he achieved lower EMR of 3.65. Hossain et al. [18] displayed a
modified hexagonal shape with NIM and a small EMR. On the other hand, the
author obtained a very small EMR with the single negative metamaterial property at
the resonance frequency. Finally, in this paper, a modified hexagonal shape was
analyzed and achieved a higher EMR (13.84) with a wideband refractive index
(5.542 GHz). In conclusion, The proposed meta-atom has a simple design with
wideband refractive index comparing to all mentioned references which are suitable
for microwave regime.

4 Conclusion

A new design of a modified hexagonal compact left-handed meta-atom and array of the
meta-atom structure were proposed for multiband applications in this paper. These
designs exhibited higher EMR (13.84), wider negative refractive index bandwidth
(5.542 GHz) and LHM characteristics. The CST electromagnetic simulator was utilized
to determine the metamaterial’s properties. The proposed meta-atoms are applicable for
military telemetry, GPS, GSM, radar and satellite communications, microwave com-
munications, wireless LAN, long-distance radio telecommunications, space commu-
nication and radar terrestrial broadband. A comparative analysis was also carried out on
unit-cell Shape, metamaterials characteristics and effective medium ratio for multi-band
applications. Hence, the meta-atom structure has wide bandwidth with better EMR
which is more suitable in the microwave regime.
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Table 2 Verification of previous array configurations and proposed array configurations

Properties Ref. 10 Ref. 12 Ref. 18 Ref. 16 Proposed Meta-atom

Applicable band (5–7) GHz (2–15) GHz (0.5–6) GHz (1–15) GHz (1–18) GHz

Unit-cell Shape U H G Double C Modified hexagonal

Meta-atom type LHM LHM NIM NIM LHM

EMR 1.99 3.65 11.90 7.44 13.84
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A Terahertz Meta-Surface
with Left-Handed Characteristics
for Absorbing Applications

Md. Mehedi Hasan, Mohammad Rashed Iqbal Faruque
and Mohammad Tariqul Islam

Abstract A meta-surface that absorbs waves from all directions of incidence can
be realized if the surface impedance is made to vary as a function of incidence in a
specific manner. In this paper, a terahertz meta-surface with left-handed charac-
teristics for high absorbing applications is discussed. The designed small absorber
unit was developed by cross-metallic connection of two metal strips printed on
epoxy resin fibre material. Finite integration technique-based electromagnetic
simulator Computer Simulation Technology Microwave Studio was utilized to
simulate and investigate the proposed design. The proposed meta-surface shows
resonance at 39.19 THz, 58.47 THz and 77.80 THz and left-handed characteristics
at 15.3 THz and 87.7 THz respectively. In addition, the structure of the absorber
shows the highest absorption peaks of 99.6% and 89.5% at 16.4 THz and 75.8 THz
respectively.

Keywords Absorption � Left-handed � Meta-surface � Terahertz

1 Introduction

In recent years, there has been a renewed interest from the scientific community in the
property of near-perfect absorption, originally used in stealth technology to reduce the
radar cross-section of objects at specific radar frequencies. The advent of a meta-surface
with unique properties played a key role in the development of high quality absorbers
ranging from microwaves to optical wavelengths and their integration in numerous
functional applications such as imaging, solar energy collection, medical applications,
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and optical applications, etc. In the past two decades, the field of terahertz technology
has experienced remarkable development due to advances in laser and semiconductor
technology. This has given rise to various potential applications including
sub-diffraction imaging, cloaking, and polarization conversion systems. Meta-surface
absorbers can be divided into two broad categories based on their principle of opera-
tion. The first category consists of devices impedance-matched to free space, while
simultaneously exhibiting large imaginary parts in their effective permittivity and
permeability. If the material is impedance-matched with large and lossy values of
permittivity and permeability, then the surface will reflection less at normal incidence
and the incident field will decay rapidly once inside. The second category of absorbers
is based on electrically responsive metamaterial elements closely coupled to a ground
plane in such a way that they resemble patch antennas. Such absorbers have been
experimentally demonstrated throughout the electromagnetic spectrum from radio to
visible frequencies. These absorbers typically involve a resonant structure and therefore
have a narrow frequency response. However, the remarkable property of these
absorbers is their ability to absorb TM polarization nearly perfectly over all angles of
incidence. For many applications, like thermophotovoltaic and microbolometer arrays,
the narrow frequency response is a benefit rather than a nuisance, since a deeply
sub-wavelength structure that provides a narrowband emission can be used in com-
bination with other narrowband structures to engineer an arbitrary absorption spectrum.
In these cases, the broad angular response becomes the limiting factor in the perfor-
mance of the device.

In 2003, Ziolkowski et al. [1] developed a metamaterial with capacitor loaded
strips and split-ring resonators, which exhibited negative permittivity and negative
permeability both at the X-band frequencies. In particular, meta-atom absorbers
have been studied since Landy et al. [2] introduced them in 2008. They generated
electric and magnetic resonances that were independently manipulated for effective
permittivity and effective permeability respectively. In 2016, Hasan et al. [3] pro-
posed a compact z-shaped double negative metamaterial for wideband applications.
The 10 � 10 mm2 structure of the metamaterial unit cell was applicable for C- and
X-band operations and the effective medium ratio was 4. In 2017, Hasan et al. [4]
projected a negative index meta-atom, resonances at C-, X- and Ku-band with a
wide negative refractive index bandwidth from 7.0 to 12.81 GHz. Negative index
characteristics, bandwidth, and compactness of the proposed structure are analysed
at the z-axis by propagating the electromagnetic waves. In addition, the meta-atom
presented negative index characteristics at X- and Ku-bands. In 2017, Karaaslan
et al. [5] introduced a multiband absorber based on a multi-layered square split-ring
structure. The multi-layered metamaterial structure was designed to be used in
frequency bands such as WIMAX, WLAN and satellite communication. The
absorption levels of the proposed structure were higher than 90% for all resonance
frequencies. A terahertz (THz) meta-surface, with the unit cells consisting of double
metal loops and a metallic back film on both sides of the dielectric layer was
investigated to find the connection between reflectivity and pattern geometry. The
absorber reached 0.102-THz bandwidth and the reflect array antenna gain reached
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22 dBi at 0.875 THz in 2017 [6]. Yao et al. [7] suggested a dynamically
lambda-tunable grapheme-based terahertz metamaterial absorber, which consists of
a single layer periodically patterned grapheme electric resonant structure and a
metal ground plane spaced by SiO2 dielectric layer. Numerical results revealed that
the absorption spectrum of the graphene-based structure displays two perfect
absorption values of 99% at 35 lm and 97% at 59 lm respectively. A microstrip
patch antenna was designed with an artificial magnetic conductor for telemedicine
applications by Sneka et al. [8] and it was observed that the antenna gain was about
6.21 dBi, directivity was around 6.37Bi, return loss almost −29 dB and the radi-
ation efficiency was 96.21%. Wang et al. [9] developed a dual-band terahertz
absorber formed by a U-shaped metallic ring and a metallic ground plane separated
by a dielectric layer, in 2016. The proposed absorber showed two separated
absorption bands and the peaks averaged over 98%. Yahiaoui et al. [10] in 2015
presented a multichannel metamaterial absorber with the aim of using it as a
label-free sensing platform in the terahertz regime. The results of the designed
metamaterial absorber showed at absorption frequencies of 0.22 THz, 0.48 THz,
0.72 THz and 0.76 THz, and the percentages of absorption were 79%, 80%, 76%
and 74% respectively. However, the sensitivity was highest at 139.2 (GHz/RIU). In
2016, Liu et al. [11] demonstrated a dual band metamaterial perfect absorber
composed of artificial dielectric molecules with high symmetry. The artificial
dielectric molecules consist of four atoms of two different sizes corresponding to
two absorption bands with near unity absorptivity. The experimental results showed
two reflection minimums with R = 3% at 9.4 GHz and R = 2.5% at 11.7 GHz, and
therefore two absorption peaks with A = 97% at 9.4 GHz and A = 97.5% at
11.7 GHz. Islam et al. [12] projected a new multiband split S-shaped metamaterial
for absorption analyses that shown resonance at the S-, X- and Ku-bands in
microwave spectra in 2015. The absorption spectra for the proposed metamaterial
was 45% achieved at S-band. Moreover, after reducing the coupling capacitance in
the z-axis, absorption reached 55% but in the y-axis absorption only reached 47%.
Despite the absorption, the proposed metamaterial could be used for various
applications like near-zero refractive index, epsilon negative, mu-negative, and
double negative metamaterials. Lee et al. [13] recommended a metamaterial
absorber for X-band applications. The proposed absorber had a square patch at the
center and four circular sectors were rotated around the square patch. The results
showed that when the inner angle of the circular sector was 90°, the absorptivity
was higher than 90% and the frequency variation was less than 0.96% for incident
angles up to 70°. The absorptivity at 10.44 GHz was close to 100% for all the
polarization angles under normal incidence. Hasan et al. [14] presented a micro-
wave metamaterial absorber with resonance at C-, X- and Ku-bands with double
negative characteristics as well as absorption peaks that were 82%, 67%, and 93%
at 6.22 GHz, 8.76 GHz, and 13.05 GHz respectively.

A new 3D meta-surface absorber at terahertz frequency has been designed in this
study, with a working frequency range from 0 THz to 100 THz. The proposed
meta-surface shows resonance at 39.19, 58.47 and 77.80 THz. The met-surface
exhibits left-handed characteristics at 15.3 and 87.7 THz, whereas the permittivity,

A Terahertz Meta-Surface with Left-Handed Characteristics … 307



permeability and refractive index are −25.21, −177.5, −68.28 and −42.38, −0.78,
−8.12 respectively. The absorber structure showed absorption and the resonance
peaks are 99.6% and 89.5% at 16.4 THz and 75.8 THz respectively. The paper is
laid out in the following order: The design of the proposed meta-surface absorber
with schematic and 3d views is in Sect. 2 and the methodology is explained in
detail with a simulated diagram, retrieval methods of effective medium parameters
and an equivalent circuit model of the proposed meta-surface absorber in Sect. 3.
Analysis of the results is in Sects. 4 and 5 completes the paper.

2 Design of the Proposed Meta-Surface Absorber

The schematic view, top view and 3D view of the proposed meta-surface absorber
are shown in Fig. 1a–c. The designed absorber small unit was developed by
cross-metallic connection of two metal strips printed on the dielectric substrate
material. Epoxy resin fibre is used as substrate material, in which the dielectric
constant and loss tangent are 4.5 and 0.002 respectively. The thickness of the
substrate material is considered to be 0.1 lm. The total dimensions of the designed
meta-surface absorber are 5.1 � 5.15 lm2, whereas the small single unit cell is
1 � 1.1 lm2 (Table 1).

3 Methodology

Finite integration technique-based commercially available CST Microwave Studio
was adopted for all the numerical investigations. Boundary conditions were usually
used in most of the computer simulations to speed up the computation process. In
the simulation from 0 to 100 THz, the electromagnetic waves are propagating along
the z-axis, whereas the x- and y-axis are considered as a perfect electric conductor
(PEC) and perfect magnetic conductor (PMC) boundaries respectively. The
retrieving procedure of the effective parameters is given as follows [15, 16],

Impedance; Z � � 1þ S11ð Þ2 þ S221
1� S11ð Þ2 þ S221

" #1=2

ð1Þ

Permittivity; er � neff =Z
� � ð2Þ

Permeability;lr � neff � Z
� � ð3Þ

S11 �
R1 1� e�j2h

� �
1� R2

1e
�j2h

� �
ð4Þ
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Similarly,

S21 �
1� R2

1

� �
e�j2h

1� R2
1e

�j2h

� �
ð5Þ

where, h ¼ fd and f is the propagating constant. Moreover, T is defined as expo-
nential transmission.

Fig. 1 Schematic view of: a unit cell, b top view of the designed structure, and c proposed
meta-surface structure

Table 1 Design parameters
of the proposed meta-surface
absorber unit cell

Parameters L W p M N

Dimensions (lm) 5.4 5.1 0.95 5.5 5.15

Parameters l w d T h

Dimensions (lm) 1 1.1 0.1 0.1 0.017
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Similarly; T ¼ e�j2h ¼ S21 þ S11 � R1

1� R1ðS21 þ S11Þ
� �

ð6Þ

R1 ¼ T � S21 þ S11
1� TðS21 þ S11Þ

� �
ð7Þ

k � 1
jd

� ð1� S21 � S11Þð1þR1Þ
1� R1ðS21 þ S11Þ

� �
ð8Þ

k � 2pf
c

� �
erlrð Þ1=2� k0 erlrð Þ1=2 ð9Þ

geff �
k
k0

� �
ð10Þ

From Eq. (4–10), it can be written that

Refractive Index; geff �
2
jkd

S21 � 1ð Þ2�S211
S21 þ 1ð Þ2�S211

( )1=2

ð11Þ

The equivalent circuit of Fig. 2a is a pie-shaped circuit, where the shunt branches of
the proposed meta-surface absorber circuit model are purely inductive. The
inductive effect raises for the metal part shifted resonance to the lower frequency,
whereas the gaps are accountable for capacitive effect. The inductive and capacitive
effect are minimized together and set up resonance at a fixed point. In addition,
there is a parasitic coupling effect for the mutual inductance and capacitance of the

Fig. 2 a Boundary condition and simulated structure in the CST Microwave Studio, b equivalent
circuit of the proposed meta-surface structure
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designed structure. However, Ceq; Leq;V1 are represented as capacitance, inductance
and external source of the lumped LC-circuit model respectively [17].

4 Results Analysis

The excited surface current distribution on the absorber at 77.8 THz is shown in
Fig. 3a. The arrows show the direction of the currents and colour expresses the
intensity. As expected, two dominating current paths were found, which primarily
cause three resonant modes in the z-axis. The current path is clearly seen by the
intensity of the currents. In Fig. 3a the currents are flowing in opposite directions
and nullify each other at a certain frequency, creating stop bands. However, the
electric field density at 77.8 THz is shown in Fig. 3b.

Figure 4a depicts the magnitudes of the reflection (S11) and transmission (S21)
coefficients. The figure shows the resonance at 39.19 THz (magnitude of −41.90),
58.47 THz (magnitude of −48.18) and 77.80 THz (magnitude of −51.93).
Figure 4b shows the real magnitude of the effective permittivity curves, while the
negative peaks are from 4.4 THz to 46.9 THz and from 87.6 THz to 100 THz. From
Fig. 4c the negative permeability curve is from 14.7 THz to 18.8 THz and from
45.7 THz to 89.6 THz. In Fig. 4d, the negative refractive index is from 6.4 THz to
9.2 THz, 13.1 THz to 18.7 THz, 44.2 THz to 46.8 THz and 85.5 THz to 90 THz. If
the permittivity and permeability are simultaneously negative, then the refractive
index is also negative. Here at 15.3 and 87.7 THz, the designed meta-surface
absorber exhibits permittivity, permeability and refractive index parameters of
−25.21, −177.5, −68.28 and −42.38, −0.78, −8.12 respectively. As a result, the
meta-surface structure can be characterized as a left-handed meta-surface at 15.3
and 87.7 THz (Table 2).

Fig. 3 a Surface current distribution and b Electric field at 77.8 THz of the designed meta-surface
absorber
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Figure 5 shows the reactance impedance curve and at the resonance point the
values of the reactance impedance are 5.26–10.13i and 60.5–67.95i.

The electromagnetic wave incident on the absorber and the absorption can be
calculated from the reflection and the transmission coefficients,

Absorption;A � 1� S11j j2� S21j j2
h i

ð12Þ

In Fig. 6, the result of the absorption is shown. Absorption at the resonance
peaks is 99.6% and 89.5% at 16.4 THz and 75.8 THz respectively. However, the
nature of the absorption can be easily understood by observing the current density
in the absorber structure from the surface current distribution curves (Table 3).

Fig. 4 a Reflection and transmission coefficients, Effective: b permittivity, c permeability, and
d refractive index, of the suggested meta-surface

Table 2 Value of effective medium parameters of the meta-surface for the left-handed
characteristics

Resonance frequency (THz) Permeability (µ) Permittivity (e) Refractive index (ƞ)

15.3 −25.21 −177.5 −68.28

87.7 −42.38 −0.78 −8.12
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Fig. 5 Reactance impedance of the meta-surface absorber

Fig. 6 Calculated absorption of the recommended meta-surface absorber

Table 3 Percentage of
absorption of the proposed
meta-surface absorber

Resonance of the reflection (S11) (THz) Absorption rate (%)

16.4 99.6

75.8 89.5
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5 Conclusion

This paper focused on a new left-handed meta-surface absorber for absorption
applications. The dielectric material of epoxy resin with woven glass fabric com-
posite was used as substrate material to construct the meta-surface absorber
structure. The designed structure exhibited left-handed properties at 15.3 and
87.7 THz. The absorber structure also showed the highest absorption peaks of
99.6% and 89.5% at 16.4 THz and 75.8 THz respectively. In addition, the finite
integration technique used to analyse the proposed design was explained in detail
with the numerical retrieval method of the effective medium parameters. The
equivalent lumped inductance-capacitance circuit model was also illustrated in this
paper. The proposed design is an ideal candidate for terahertz and
energy-harvesting applications.
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Microstrip Feed Slotted Ground Antenna
with Parasitic Element for UWB
Applications

Girish Awadhwal and Ali Bostani

Abstract A novel method to develop an Ultra-Wide Band (UWB) antenna is
proposed in which a defected ground structure technique is employed. The pro-
posed design is excited via a microstrip feed line which is optimized for the best
impedance matching performance. The slotted ground is to enhance the UWB
performance. The design parameters of the antenna have been optimized using high
frequency finite element-based simulation software for the best gain, bandwidth and
efficiency performance. The final design successfully meets the requirements of the
UWB and even exceeds them, having a bandwidth of 2.55 to 10.85 GHz. The
design parameters and the simulation results are reported in this paper and include
the radiation pattern at different frequencies within the operating band.

1 Introduction

Higher data transmission rates and expanding high speed communication involving
a lot of multimedia data transfer require the trajectory of technological advancement
to take a detour along the path of bandwidth enhancement. The large amount of
attention that has been devoted to the design and expansion of ultra-wide band
(UWB) antennas was a response from scientists in the fields of RF and microwave
studies to this demand from the market. These days, UWB antennas have several
applications in radar communication such as RF identification devices, high-tech
sensor networks, positioning and tracking systems, and in many other wireless
communication fields.
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To meet the needs of modern compact portable devices, the best choice for the
design of UWB antennas would be a low profile and lightweight option such as
printed antennas. This is the reason that we see all kinds of microstrip designs of
UWB antenna reported in publications [1–3]. In 2002, the federal communication
commission (FCC) allocated a frequency band from 3.1 to 10.6 GHz for com-
mercial applications of UWB [1]. Since then, several designs for UWB antennas
[4–6] have been proposed using several different shapes such as square [1], circular
[7], pentagonal [2], hexagonal [4], elliptical [5], ring [6] and trapezoidal [8]. There
are also various configurations and design techniques, which includes monopoles
[1, 2, 5], dipoles and slot antennas [4] and various feeding techniques such as
micro-strip [1, 5–7], co-planar-waveguide (CPW) [7]. Lin and Wong [4] and
Morioka et al. [8] also used coaxial [9] all those mentioned were successfully
employed in UWB applications.

Amongst all the mentioned designs and techniques, printed monopole antennas
have received much more attention due to their wideband characteristic,
Omni-directional radiation patterns, high radiation efficiency, and compact size [8,
10]. Recent technological advances in the size reduction of electronic circuits have
changed wireless communications and sensor network design specifications. In
particular, they have exposed the need for electrically small antennas that are
efficient and have significant bandwidths. The standard electrically small antenna
designs are known to be inefficient due to their large reactance and low resistance,
which leads to the poor match to a given source. However, to compensate the
impedance mismatch and additional bandwidth, researchers have already intro-
duced the concept of defected ground structure (DGS), defected micro-strip
structure (DMS) and other types of defect either in the feed line or in the body of
the antenna itself.

On the other hand, the finite element method has been successfully employed to
analyze and optimize the design of UWB antennas because of its accuracy and
ability to handle the unconventional geometries [11, 12].

In this paper, a defected ground antenna is proposed which is designed based on
the DGS concept and optimized for the best performance in terms of impedance
matching within the UWB band and the radiation pattern and the gain using high
frequency full wave finite element simulation software.

Details of the design concept of the antenna and simulation results are described
in Sects. 2 and 3 respectively, as discussed in this section, and the conclusions are
described in Sect. 4.

2 Antenna Design

Figure 1 shows the configuration of the proposed wideband antenna which consists
of a slotted ground feed by micro-strip line. The proposed antenna, which has
compact dimensions of 28 � 32 mm2 is constructed on an FR4 substrate with a
thickness of 1.6 mm and relative dielectric constant of 4.4. The width of the
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micro-strip feed line is fixed at 2 mm and has a length of 14 mm. The downside of
ground slot has an upper side length D = 5 mm and a lower side length of
Lp = 4 mm. The direction of the Z axis is out of the plane. To achieve the maxi-
mum impedance bandwidth all the proposed antenna design parameters are opti-
mized by HFSS software. The optimal dimensions of the designed antenna are as
follows: W = 32 mm, L = 28 mm, Lp = 4 mm, Wp = 3.5 mm, R = 8.75 mm,
D = 5 mm, Wf = 2 mm, Lf = 14 mm, Ws = 24.25 mm, Ls = 12.8 mm,
Wp1 = .875 mm, Lp1 = 19 mm, Wp2 = 4.5 mm, Lp2 = 12.5 mm, W3 = 6 mm,
L3 = 14.5 mm.

The antenna was modeled on a 3D cad and was simulated using high frequency
full wave finite element based simulation software. The tetrahedral elements were
chosen to make sure that there are no singularities within the entire geometry and
the mesh is fine enough to ensure the accuracy of the obtained results. Several
passes of the finite element solver confirmed that the designed antenna satisfies all
the requirements in the UWB frequency band and show that the impedance
matching bandwidth of the antenna can cover a range of 2.58 to 10.74 GHz.

3 Results and Discussions

A parametric study of the proposed antenna was carried out in order to achieve UWB
operation. The slots on the ground plane are optimized to make sure that the antenna
meets the UWB requirement. To reduce the complexity of the design, some antenna

Fig. 1 Top view of the proposed microstrip feed slotted ground antenna
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parameters were selected to be fixed as shown in Fig. 1. In this section the effects of
the parameters Wf, Lf, Ws, Wp1, Lp1, Wp2, Lp2, W3, L3 on the antenna’s perfor-
mance are reported in detail (Fig. 2).

3.1 Parametric Study of the Effects of Variation of the Feed
Line Width (Wf)

Figure 3 illustrates the return loss (S11) plot of the UWB antenna for different
values of Wf. It can be seen that the resonant frequencies and operating bandwidth
depend on this parameter. The optimized value of Wf was found to be 2.2 mm.

3.2 Parametric Study of the Effects of Variation of the Feed
Line Length (Lf)

Figure 4 illustrates the return loss (S11) plot of the UWB antenna for different
values of feed line length Lf. It can be seen that the upper cutoff frequency and
operating bandwidth depend on this parameter. The optimized value of Wf was
found to be 14 mm.

Fig. 2 Bottom view of the
proposed microstrip feed
slotted ground antenna
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3.3 Parametric Study of the Effects of Variation
of the Ground Slot Parameter Ws

Figure 5 illustrates the return loss (S11) plot of the UWB antenna for different
values of slot parameter Ws. It can be seen that the upper cutoff frequency,
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Fig. 3 Simulated return loss against frequency for the proposed antenna with varying feed line
width Wf; other parameters are same as in Fig. 2
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Fig. 4 Simulated return loss against frequency for the proposed antenna with varying feed line
length Lf; other parameters are same as in Fig. 2
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resonance frequency and operating bandwidth depend on this parameter. The
optimized value of Ws was found to be 24.25 mm.

3.4 Parametric Study of the Effects of Variation
of the Ground Slot Parameter Wp1

Figure 6 illustrates the return loss (S11) plot of the UWB antenna for different
values of parameter Wp1. It can be seen that the resonance frequency, upper cutoff
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Fig. 5 Simulated return loss against frequency for the proposed antenna with varying ground slot
parameter Ws; other parameters are same as in Fig. 1
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Fig. 6 Simulated return loss against frequency for the proposed antenna with varying ground slot
parameter Wp1; other parameters are same as in Fig. 1
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Frequency and operating bandwidth depend on this parameter. The optimized value
of Wp1 was found to be 0.875 mm.

3.5 Parametric Study of the Effects of Variation
of the Ground Slot Parameter Lp1

Figure 7 illustrates the return loss (S11) plot of the UWB antenna for different
values of parameter Lp1. It can be seen that the upper cutoff frequency depends on
this parameter. The optimized value of parameter Lp1 was found to be 19 mm.

3.6 Parametric Study of the Effects of Variation
of the Ground Slot Parameter Wp2

Figure 8 illustrates the return loss (S11) plot of the UWB antenna for different
values of parameter Wp2. It can be seen that the resonance frequency depends on
this parameter. The optimized value of parameter Wp2 was found to be 4.5 mm.

3.7 Parametric Study of the Effects of Variation
of the Ground Slot Parameter Lp2

Figure 9 illustrates the return loss (S11) plot of the UWB antenna for different
values of parameter Lp2. It can be seen that the resonant frequency depends on this
parameter. The optimized value of parameter Lp2 was found to be 6.25 mm.
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Fig. 7 Simulated return loss against frequency for the proposed antenna with varying slot
parameter Lp1; other parameters are same as in Fig. 1
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Fig. 8 Simulated return loss against frequency for the proposed antenna with varying ground slot
parameter Wp2; other parameters are same as in Fig. 1
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Fig. 9 Simulated return loss against frequency for the proposed antenna with varying slot
parameter Lp2; other parameters are same as in Fig. 1
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3.8 Parametric Study of the Effects of Variation
of the Parasitic Element Parameter W3

Figure 10 illustrates the return loss (S11) plot of the UWB antenna for different
values of parameter W3. It can be observed that the lower cutoff frequency, upper
cutoff frequency and resonant frequency depend on this parameter. The optimized
value of parameter W3 was found to be 6 mm.

3.9 Parametric Study of the Effects of Variation
of the Parasitic Element Parameter L3

Figure 11 illustrates the return loss (S11) plot of the UWB antenna for different
values of parameter L3. It can be seen that the resonance frequency depends on this
parameter. The optimized value of parameter W3 was found to be 14.5 mm.

3.10 The Optimized Structure

Figure 12 illustrates the return loss plot of the simulated optimized structure of the
micro-strip feed slotted ground antenna which covers the UWB. Figure 13 illus-
trates the VSWR (1) plot of the simulated optimized structure of the micro-strip
feed slotted ground antenna, which is less than 2 above the UWB.
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Fig. 10 Simulated return loss against frequency for the proposed antenna with varying parameter
W3; other parameters are same as in Fig. 1
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The radiation characteristics were also investigated. Figures 13, 14, 15, 16, 17,
18, 19 present the far field 10 dB normalized radiation patterns of the E plane and
the H plane for the designed antenna at 2.7, 3.5, 4.31, 5.57, 6.55, 7.25, 9.7 and
10.54 GHz. The radiation pattern is directive for both E_plane and H_plane withing
the whole frequency band. (Figs 20, 21, 22, 23).
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Fig. 11 Simulated return loss against frequency for the proposed antenna with varying parameter
W3; other parameters are same as in Fig. 1
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Fig. 12 Simulated return loss against frequency for the proposed optimized micro-strip feed
slotted ground antenna
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Fig. 13 Simulated VSWR against frequency for the proposed optimized micro-strip feed slotted
ground antenna
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Fig. 14 Radiation pattern for
2.7 GHz. Solid line shows E
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Fig. 17 Radiation pattern for
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Fig. 20 a 3.3 GHz. b 4.3 GHz
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Figure 30 shows the current density at different frequencies on the micro-strip
feed line, parasitic element and slotted ground. At 3.3 GHz and10.4 GHz the
current density is concentrated on the slotted ground, parasitic element and feed line
but for the remaining frequency current density is high on the feed-line and slotted
ground compared to the parasitic element (Figs. 24, 25, 26, 27, 28, 29, 30).

Fig. 21 a 5.1 GHz. b 6.06 GHz

330 G. Awadhwal and A. Bostani



Figures 24, 25, 26, 27, 28, 29, 30 show the total gain for different frequencies. At
frequency 3.05 GHz, the total gain is maximum for h = 180°. At frequency 7, 4.1
and 10.4 GHz the total gain is maximum for h = 0° and h = 180°. At frequency
5.5 GHz total gain is maximum for all values of h.

Fig. 22 a 7 GHz. b 8 GHz
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Fig. 23 a 9 GHz. b 10.4 GHz

332 G. Awadhwal and A. Bostani



Fig. 24 Gain Total in dB at
3.05 GHz

Fig. 25 Gain Total in dB at
4.1 GHz
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Fig. 26 Gain Total in dB for
at 5.5 GHz

Fig. 27 Gain Total in dB at
7 GHz
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Fig. 28 Gain Total in dB at
8.3 GHz

Fig. 29 Gain Total in dB at
9.28 GHz
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4 Conclusion

A micro-strip feed slotted ground antenna was proposed and demonstrated in this
study. According to the simulation results, the UWB band can be obtained by
properly selecting the variable parameters of the antenna and optimizing the values.
The return loss is below –10 dB for the whole band and the radiation pattern was
monitored within the band and showed an acceptable omnidirectional pattern.
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Bee-Comb-Shape Left-Handed
Metamaterial for Terahertz Application

Md. Mehedi Hasan, Mohammad Rashed Iqbal Faruque,
Mohammad Tariqul Islam and Sikder Sunbeam Islam

Abstract A bee-comb-shaped left-handed metamaterial for terahertz frequency
applications is presented in this paper. The proposed metamaterial is designed on an
epoxy resin composite with woven glass fiber in a complex structure and is driven
by the average connectivity of the metallic strips formed in a honeycomb shape.
The finite integration technique-based electromagnetic simulator Computer
Simulation Technology Microwave Studio was used to design simulation purpose
of the proposed design. The structure exhibits resonance at 36.82, 57.71 and
74.23 THz and left-handed characteristics at 81.79 THz, whereas the electromag-
netic waves are propagated along the z-direction. The structure was also analyzed
by propagating the electromagnetic waves in the x- and y-directions through the
metamaterial structure to observe the rotation effects of the direction of wave
propagation on the reflection and transmission coefficients.

1 Introduction

Metamaterials are artificially structured sub-wavelength elements that manipulate
light differently to other natural materials. These materials achieve their electro-
magnetic properties from their geometry rather than their chemistry or band
structures. Moreover, metamaterials have attracted increasing attention due to their
exotic electromagnetic properties that do not occur in nature such as negative
refractive index, invisibility, perfect lensing, and perfect absorbing. In addition,
metamaterials have been used to facilitate a wide range of applications including in
satellites, microwave filter applications, optics lenses, electromagnetic cloaks,
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electromagnetic absorption, hyper-spectral imaging, medical imaging, SAR
reductions, energy harvesting, and high power applications, etc. In 2000, Smith
et al. [1] presented a material that showed negative permittivity and permeability at
the same time with some unique properties. In 2003, Ziolkowski et al. [2] devel-
oped a metamaterial with capacitor loaded strips and split ring resonators, which
exhibited negative both permittivity and permeability at X-band frequencies. In
2015, Galinski et al. [3] suggested a new complex structures were driven by the
average connectivity of the metallic network to focus on the use of metallic
nano-scale networks, sustaining plasmonic resonances. At variance with classical
meta-surfaces, which are mostly lattice-based structures, the key element of the
network architecture was the local connectivity between different elements. In
2016, Hasan et al. [4] proposed a compact z-shaped double negative metamaterial
for wideband applications. The 10 � 10 mm2 structure of the metamaterial unit cell
was suitable for C- and X-band operations and the effective medium ratio was 4. In
2016, Faruque et al. [5] presented a compact square split z-shaped meta-atom with
left-handed features, and wide bandwidth for S-, C-, X- and Ku-band applications.
The presented meta-atom was investigated at 0°, 15°, 30°, 45°, 60°, 75° and 90°

(xy-axis) rotation angles. The designed structure showed resonances at the S-, C-,
X-, and Ku-bands with 5.67 GHz wide bandwidth. The compact meta-atom had an
effective medium ratio of 9.1 and exhibited left-handed characteristics at 8.50 GHz.
In 2017, Hasan et al. presented a metamaterial structure that was a combination of
split-ring and square-shaped split-ring resonators and had an effective medium ratio
of 8.90. The proposed structure showed resonance at 3.36, 5.98, 9.83, and
13.10 GHz with negative index characteristics at 8.25 GHz [6]. In 2016 Mulla et al.
[7] presented a design composed of three layers in which the interaction among
them gave rise to plasmonic resonances for the harvesting of solar energy in the
visible frequency regime. It was found that the proposed metamaterial absorber had
98.2% absorption capability at 445.85 THz and 99.4% absorption capability
between 624 and 658.3 THz. In 2017, a negative index metamaterial with two
component analysis for the C- and X-bands was presented by Islam et al. [8]. The
structure had two arrows and a metal arm that connected the two arrows and looked
like a double-arrow shape printed on the epoxy resin fiber. The epoxy resin for-
mation processes were also explained step by step. In 2017, a broadband terahertz
metamaterial absorber was developed, in which the unit cell was made up of two
circular split rings, a dielectric substrate and a metallic ground was presented by
Pan et al. [9]. The simulation results showed that the absorber achieved a broadband
absorption from 0.85 to 1.926 THz with an absorptivity beyond 90% at normal
incidence, and the bandwidth was 1.076 THz. Sreekanth et al. [10] suggested a
coupled hyperbolic perfect absorber for high flexibility in electromagnetic
absorption and applicable for polarization independence, wide angle range, and
both broadband and narrowband modes, etc. The absorption spectra of Pd-GC
HMM for different angles of incidence (30 to 60 degrees) showed above 98%
absorption. Zhong et al. [11] in 2017, proposed a simple multiple-metal metama-
terial perfect absorber. The size of the proposed design was only 221 nm for the
visible wavelength range from 400 to 700 nm. A titanium (Ti), nickel (Ni), and
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aluminum (Al) triple-metal configuration was used to demonstrate the concept
experimentally. Hu et al. [12] in 2016, presented a six-band terahertz perfect
metamaterial absorber composed of a metal U-shaped closed-ring resonator, a
dielectric spacer, and a metal back plate. The results demonstrated that it can be
performed absorption peaks at six resonant frequencies with average peaks of
97.3%.

In this paper, a honeycomb-shaped metamaterial at terahertz frequency is pro-
posed, which exhibits resonance at 36.82, 57.71 and 74.23 THz. The metamaterial
shows left-handed characteristics at 81.79 THz, whereas the permittivity, perme-
ability and refractive index are −0.37, −43.64 and −5.16 respectively, when the
electromagnetic waves are propagated in the z-direction through the metamaterial
structure. The designed structure was also investigated by incident the electro-
magnetic waves along the x- and y-direction pass through the metamaterial in order
to observe the direction of wave propagation effects on the result of the reflection
and transmission coefficients. The paper is arranged as follows: In Sect. 2, the
methodology is explained in detail with a schematic view, simulation process,
retrieval methods of the effective medium parameters and an equivalent circuit
model of the proposed metamaterial. The results are analyzed in Sect. 3 and the
effects of wave propagation along the x-, y- and z-axes on the scattering parameters
are also explained. Finally, Sect. 4 concludes the paper.

2 Methodology

The proposed honeycomb-shaped metamaterial is developed by a complex struc-
ture, which is driven by the average connectivity of the metallic strips formed a
honeycomb-like shape. Epoxy resin fibre is used as substrate material, in which the
dielectric constant and loss tangent are 4.5 and 0.002 respectively. The thickness of
the substrate material is considering as 0.1 lm. The total dimensions of the
designed metamaterial structure are 5.1 � 5 lm2, whereas the small single unit cell
is 1.0 � 0.85 lm2. The schematic view, top view and the 3D view of the proposed
metamaterial structures are shown in Fig. 1a–c (Table 1).

Finite integration technique was applied in the simulation of the mentioned
metamaterial, which helped to compute the scattering constitutive parameters. This
is a spatial discretization method used to solve electromagnetic field problems
numerically in both frequency and time domains. The commercially available CST
Microwave Studio was adopted for all the numerical investigations. Boundary
conditions were used in most computer simulations to speed up the computation
process. The electromagnetic waves were propagated along the z-axis, whereas the
x-axis and the y-axis were considered as a perfect electric and magnetic boundary
respectively. A frequency domain solver with a standardized impedance of 50Ω
was set for simulation from 0 to 100 THz as shown in Fig. 2a. Moreover, the
retrieving procedure of the effective parameters is given as follows [13, 14],
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Fig. 1 Schematic view of: a single unit cell, b top view of the designed structure, and c 3D view
of the proposed honeycomb-shaped metamaterial structure

Table 1 Design specification
of the proposed network
structure

Parameters L W p q M N

Dimensions
(lm)

5.0 5.1 0.65 0.35 5.1 5.1

Parameters L w d g t h

Dimensions
(lm)

1.0 0.85 0.1 0.35 0.1 0.017
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The equivalent circuit of the proposed metamaterial structure unit cell is shown
in Fig. 2b, where Ceq; Leq;V1 represent capacitance, inductance and external source
of the lumped circuit model respectively. Moreover, metal strips are formed
inductive effects, whereas the gaps are accountable for the capacitive effect [15, 16].

3 Analysis of Results

Surface current distribution is shown in Fig. 3a, where the opposite current is
flowing in the two opposite side arrow of the honeycomb structure. The arrows show
the directions of the current and the colour express the intensity. However, the

Fig. 2 a Simulated view with boundary condition in the CST-MWS in the z-direction of wave
propagation, b equivalent lumped circuit model of the honeycomb-shaped metamaterial structure
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Fig. 3 a Surface current distribution, b Electric field distribution at 36.82 THz
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current is flowing in opposite directions nullify each other at a certain frequency and
establish the stop band. The electric field density at 36.82 THz is shown in Fig. 3b.

In Fig. 4a, the transmission (S21) and reflection (S11) coefficients for the pro-
posed metamaterial are shown. It demonstrates that the extent of transmission
coefficient display resonance frequencies at 36.82, 57.71 and 74.23 THz. The
obtained permittivity (e) and permeability (µ) against frequency are depicted in
Fig. 4b and c separately. In the Fig. 4b, the real magnitude of the permittivity
displays a negative value from 1.0 to 22.29 THz, and 26.47 to 82.78 THz and the
permeability curves show a negative region from 22.69 to 26.10 THz and 81.6 to
92.54 THz in Fig. 4c. Figure 4d depicts the refractive index of the material, and the
curve displays a negative peak from 26.47 to 31.84 THz, 49.6 to 61.29 THz and
67.66 to 85.77 THz. Moreover, at 81.79 THz frequency zones of the refractive
index curve, permeability curve and permittivity curve also display a negative peak.
This is why the material can be characterized as a left-handed metamaterial in this
region (Table 2).

Further analysis was done on the honeycomb-shaped metamaterial by placing it
at the x- and y-axes and propagating the electromagnetic waves through the
metamaterial in those directions. The electromagnetic waves were propagating
through the metamaterial along the x-axis as in Fig. 5a. The resonances of the
transmission (S21) coefficient are 16.82 THz (magnitude of −40.38 dB) and

Fig. 4 Results of: a Reflection and transmission coefficients, b Effective permittivity, c Effective
permeability, and d Effective refractive index, of the proposed metamaterial with wave
propagation in the z-direction
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78.89 THz (magnitude of −65.66 dB) as shown in Fig. 5b. In addition, from
Fig. 5c, the electromagnetic waves were propagated through the proposed structure
in the y-direction and the results are displayed in Fig. 5d, where the resonances of
the transmission (S21) coefficient are 20.26 (magnitude of −20.49 dB) and
30.24 THz (magnitude of −24.11 dB).

Table 2 Value of effective medium parameters for the left-handed characteristics

Resonance frequency Permeability (µ) Permittivity (e) Refractive index (ƞ)

81.79 THz −0.37 −43.64 −5.16

Fig. 5 a Simulated view with boundary condition at the x-axis, b Reflection and transmission
coefficient amplitude with wave propagation in the x-direction, c Simulated view with boundary
condition at the y-axis, d Reflection and transmission coefficient amplitude of the proposed
metamaterial with wave propagation in the y-direction
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4 Conclusion

A new honeycomb-shaped left-handed metamaterial is presented for terahertz fre-
quency applications. The metamaterial exhibits left-handed characteristics for z-axis
wave propagation at 81.79 THz. The designed structure was also investigated by
propagating the electromagnetic waves along the x- and y-axes to observe the
effects of the direction of wave propagation on the result of the reflection (S11) and
transmission (S21) coefficients. The proposed structure is developed from the
lumped model of inductance-capacitance resonators and could find a wide range of
applications in terahertz absorption, terahertz cloaking, terahertz filter and optical
applications, etc.
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