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Preface

Please accept our warmest welcome to the seventh International Conference on
Emerging Databases: Technologies, Applications, and Theory (EDB 2017) which
was held in Busan, Korea, on August 7–9, 2017. The KIISE (Korean Institute of
Information Scientists and Engineers) Database Society of Korea hosts EDB 2017
as an annual forum for exploring technologies, novel applications, and researches in
the fields of emerging databases. We have thrived to make EDB 2017 the premier
venue for researchers and practitioners to exchange current research issues, chal-
lenges, new technologies, and solutions.

The technical program of EDB 2017 has embraced a variety of themes that fit
into seven oral sessions and one poster session. We have selected 26 regular papers
and 9 posters with high quality. The following sessions represent the diversity
of themes of EDB 2017: “NoSQL Database,” “System and Performance,” “Social
Media and Big Data,” “Graph Database and Graph Mining,” and “Data Mining and
Knowledge Discovery.” In addition to the oral and poster sessions, the technical
program has provided one keynote speech by Dr. Mukesh Mohania (IBM Academy
of Technology, Australia), two invited talks by Prof. Alfredo Cuzzocrea (University
of Trieste, Italy) and Prof. Carson Leung (University of Manitoba, Canada), and
one tutorial by Prof. Jae-Gil Lee (KAIST, Republic of Korea).

We would like to give our sincere thanks to all our colleagues who served on the
Program Committee members and external reviewers. The success of EDB 2017
would not have been possible without their dedication. We would like to thank
Bong-Hee Hong (Pusan Nat’l Univ., Korea), Young-Kuk Kim (Chungnam Nat’l
Univ., Korea), Young-Duk Lee (Korea Data Agency, Korea), Hiroyuki Kitagawa
(Tsukuba University, Japan), and Sean Wang (Fudan University, China) (Honorary
Co‐Chairs); Jinho Kim (Kangwon Nat’l Univ., Korea) and Wookey Lee (Inha
Univ., Korea) (General Co‐Chairs); and Youngho Park (Sookmyung Women’s
Univ., Korea), Wonik Choi (Inha Univ., Korea), and James Geller (NJIT, USA)
(Organization Committee Co-Chairs) for their advices and supports. We are also
grateful to all the members of EDB 2017 for their enthusiastic cooperation in
organizing the conference.
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Last but not least, we would like to give special thanks to all of the authors for
their valuable contributions, which made the conference a great success.

Sungwon Jung
Min Song

Program Committee Co-chairs
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Optimizing MongoDB Using
Multi-streamed SSD

Trong-Dat Nguyen(B) and Sang-Won Lee

College of Information and Communication Engineering,
Sungkyunkwan University, Suwon 16419, Korea

{datnguyen,swlee}@skku.edu

Abstract. Data fragmentation in flash SSDs is a common problem that
leads to performance degradation, especially when the underlying stor-
age devices become aged by heavily updating workloads. This paper
addresses that problem in MongoDB, a popular document storage in
the current market, by introducing a novel stream mapping scheme that
based on unique characteristics of MongoDB. The proposal method has
low overhead and independent with data models and workloads. We use
YCSB and Linkbench with various cache sizes and workloads to evalu-
ate our proposal approaches. Empirical results shown that in YCSB and
Linkbench, our methods improved the throughput by more than 44%
and 43.73% respectively; reduced 99th-percentile latency by up to 29%
and 24.67% in YCSB and Linkbench respectively. In addition, by tuning
the leaf page size in B+Tree of MongoDB, we can significantly improve
the throughput by 3.37x and 2.14x in YCSB and Linkbench respectively.

Keywords: Data fragmentation · Multi-streamed SSD · Document
store · Optimization · MongoDB · WiredTiger · Flash SSD · NoSQL ·
YCSB · Linkbench

1 Introduction

Flash solid state drives (SSDs) have several advantages over hard drives e.g. fast
IO speed, low power consumption, and shock resistance. One unique character-
istic of NAND flash SSDs is “erase-before-update” i.e. one data block should be
erased before writing on new data pages. Garbage collection (GC) in flash SSD
is responsible for maintaining free blocks. Reclaiming a non-empty data block
is expensive because: (1) erase operation itself takes orders of magnitude slower
than read and write operations [1], and (2) if the block has some valid pages,
GC first copy back those pages to another empty block before erasing the block.

Typically, locality of data access has a substantial impact on the performance
of flash memory and its lifetime due to wear-leveling. IO workload from client
queries has skewness i.e. small proportion of data that has frequently accessed
[10,11,15]. In flash-based storage systems, hot data identification is the process of

c© Springer Nature Singapore Pte Ltd. 2018
W. Lee et al. (eds.), Proceedings of the 7th International Conference
on Emerging Databases, Lecture Notes in Electrical Engineering 461,
https://doi.org/10.1007/978-981-10-6520-0 1



2 T.-D. Nguyen and S.-W. Lee

distinguishing logical block addresses (LBAs) that have frequently accessed data
(hot data) with the others less frequently accessed data (cold data). Informally,
data fragmentation in flash SSD happens when writing data pages with different
lifetimes to a block in an interleaved way. In that case, one physical block includes
hot data and cold data which in turn increases the overhead of reclaiming blocks
significantly. Prior researchers solved the problem by identifying hot/cold data
either based on history address information [12] or based on update frequency
[13,14]. However, those approaches had a degree of overhead for keeping track
of metadata in DRAM as well as CPU cost for identifying hot/cold blocks.
Min et al. [16] designed a Flash-oriented file system that groups hot and cold
segments according to write frequency. In another approach, TRIM command
is introduced to aid upper layers in user space and kernel space notifying flash
FTL which data pages are invalid and no longer needed, thus reducing the GC
overhead by avoiding unnecessary copy back of those pages when reclaiming new
data blocks [18].

Recently, NoSQL solutions have become popular and been alternatives to
traditional relational database management systems (RDBMSs). Among many
NoSQL solutions, MongoDB1 is one of the representative document stores with
WiredTiger2 as the default storage engine that shares many common charac-
teristics with traditional RDBMS such as transaction processing, multi-version
concurrency control (MVCC), and secondary index supporting. Moreover, there
is a conceptual mapping between MongDB’s data model and traditional table-
based data model in RDBMS [7]. Therefore, MongoDB is interested not only
by developers from industrial but also from researchers in academia. Most of
the researchers compared between RDBMSs and NoSQLs [3,4], addressing data
modeling transformation [8,9] or load-balanced sharding [5,6].

Performance degradation due to data fragmentation also exists in NoSQL
solutions with SSDs as the underlying storage devices. For example, NoSQL
DBMSs such as Cassandra and RocksDB take the log-structured merge (LSM)
tree [21] approach have different update lifetime for files in each level of LSM
tree. Kang et al. [10] proposed a Multi-streamed SSD (MSSD) technique to solve
data fragmentation in Cassandra. The key idea is assigning different streams to
different file types then groups data pages with similar update lifetimes into same
physical data blocks. Extended from the previous research, Yang et al. Adopting
file-based mapping scheme from Cassandra to RocksDB is inadequate because
in RocksDB, there are concurrency compaction threads that compact files into
several files. Therefore writes on files with different lifetime are located in the
same stream. To address that problem, Yang et al. [11] extended the previous
mapping scheme with a novel stream mapping with locking scheme for RocksDB.

To the best of our knowledge, no study has investigated on data fragmenta-
tion problem in MongoDB using multi-streamed SSD technique. Nguyen et al.
[17] exploited TRIM command to reduce overhead in MongoDB. However, TRIM
command does not entirely solve data fragmentation [11]. WiredTiger uses

1 https://www.mongodb.com/mongodb-architecture.
2 http://source.wiredtiger.com/2.7.0/index.html.

https://www.mongodb.com/mongodb-architecture.
http://source.wiredtiger.com/2.7.0/index.html.
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B+Tree implementation for its collection files as well as index files. However,
the page sizes of internal pages and leaf pages in collection files are not equal
i.e. 4 KB and 32 KB respectively. Meanwhile, the smaller page size is known to
work better for flash SSD because it can help reducing write amplification ratio
[2], so we can further improve throughput in WiredTiger by tuning smaller leaf
page size.

In this paper, we propose a novel boundary-based stream mapping to exploit
the unique characteristic of WiredTiger. We further extend the boundary-based
stream mapping by introducing an on-line high efficient stream mapping based
on data locality. We summarize our contributions as below:

– We investigated WiredTiger’s block management in detail and pointed out
two causes for data fragmentation: (1) writing on files have different life-
times, and (2) there is internal fragmentation in collection files and index
files. We adopt a simple stream mapping scheme based on those observa-
tions that map each file types with different streams. Further, we proposal
a novel stream mapping scheme for WiredTiger based on the boundaries
on collection files or index files. This approach improves the throughput in
YCSB [19] and Linkbench [20] up to 44% and 43.73% respectively, improved
the 99th-percentile latency in YCSB and Linkbench up to 29% and 24.67%
respectively.

– We suggested a simple optimization of changing the leaf page size in B+tree
from its default value 32 KB to 4 KB. In combination with the multi-streamed
optimization, this simple tuning technique improved the throughput by three-
fold and 2.16x for YCSB and Linkbench respectively.

The rest of this paper is organized as follow. Section 2 explains the back-
ground of multi-streamed SSD and MongoDB in detail. Proposal methods are
described in Sect. 3. We explain the leaf page size optimization in Sect. 4.
Section 5 discusses evaluation results and analysis. Lastly, the conclusion is given
in Sect. 6.

2 Background

2.1 Multi-streamed SSD

Kang et al. [10] originally proposed the idea of mapping streams to different files
so that data pages with similar update lifetime are grouped in the same physical
block. Figure 1 illustrates how different between regular SSD and multi-streamed
SSD (MSSD) work. Suppose that the device had eight logical block addresses
(LBAs) and divided into two groups: hot data (LBA2, LBA4, LBA6, LBA8),
and cold data are remains. There are two write sequences for both regular SSD
and MSSD. The first sequence is written continuously from LBA1 to LBA8, and
then the second write sequence only includes hot LBAs i.e. LBA6, LBA2, LBA4,
and LBA8.

In regular SSD, after the first write sequence, LBAs are mapped to block
0 and block 1 according to write order regardless of hot or cold data.
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Fig. 1. Comparison between normal SSD and multi-streamed SSD

When the second write sequence occurs, new coming writes are done in empty
block 2, corresponding old LBAs become invalid in block 0 and block 1. If the
GC process reclaims block 1, there is an overhead for copying back LBA5 and
LBA7 to another free block before erasing block 1.

The write sequences are similar in MSSD; however, in the first write sequence,
LBAs assigned to a corresponding stream according to their hotness values.
Consequently, all hot data grouped into block 1. After the second write sequence
finished, all LBAs in block 1 become invalid and erasing block 1 in such case is
quite fast, due to the copying back overhead is eliminated.

2.2 MongoDB and WiredTiger

MongoDB and RDBMS. Document store shares many similar characteris-
tics to traditional RDBMS such as transaction processing, secondary indexing,
concurrency controlling. MongoDB has emerged as standard document stores
in NoSQL solutions. There is a conceptually mapping between the data model
in RDBMS and the one in MongoDB. While database concept is same for both
models; tables, rows, and columns in RDMBS can be seen as collections, doc-
uments, and document fields in MongoDB, respectively. Typically, MongoDB
encodes documents as BSON3 format and uses WiredTiger as the default stor-
age engine since the version 3.0. WiredTiger uses B+Tree implementation for
collection files as well as index files. In collection file, maximum page sizes are
4 KB and 32 KB for internal pages and leaf pages respectively. From now on,
we use WiredTiger and MongoDB interchangeably unless there is some specific
distinguishes.

Block Management. Understanding internal block management of
WiredTiger is the key to optimizing the system using MSSD approach.
3 http://bsonspec.org/spec.html.

http://bsonspec.org/spec.html.
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WiredTiger uses extents to represent location information of data blocks in mem-
ory i.e. offsets and sizes.

Each checkpoint keeps track of three linked lists of extents for managing
allocated space, discard space, and free space, respectively. WiredTiger keeps
only one special checkpoint called live checkpoint in DRAM that includes block
management information for the current working system. When a checkpoint is
called, before writing the current live checkpoint to disk, WireTiger fetches the
previous checkpoint from the storage device to DRAM; then merges its extent
lists with the live checkpoint. Consequently, reused allocated space from the
previous checkpoint after the merging phase finished. During the checkpoint
time, WiredTiger discards unnecessary log files and the reset the log write offset
to zero.

An important observation is that, once a particular region of the storage
device is allocated in a checkpoint, it is reused again in the next checkpoint.
That forms an internal fragmentation in the storage device that leads to the
high overhead of GC process if the underlying storage is SSD. Next section
discusses this problem in detail.

3 Boundary-Based Stream Mapping

3.1 Asymmetric Amount of Data Written to File Types

The amount of data written to files is a reliable criterion to identify the bottle-
neck of the storage engine and the root cause of data fragmentation that leads
to high overhead in GC process.

Table 1. The proportions of data written to file types with various of workloads

Benchmark Operation ratio Colls Pri. 2nd indexes Journal

C:R:U:D Indexes

Y-Update-Heavy 0:50:50:0 93.6 n/a n/a 6.4

Y-Update-Only 0:0:100:0 89.6 n/a n/a 10.4

LB-Original 12:69:15:4 58.6 3.1 37.22 1.08

LB-Mixed 12:0:84:4 66.1 0.5 31.13 2.27

LB-Update-Only 0:0:100:0 67.6 0.02 30.2 2.18

Table 1 shows the proportions of data written to collection files, index
files and journal files under various workloads with different operations i.e.
create, read, update, delete (CRUD). For simple data model, YCSB work-
load A (Y-Update-Heavy), and YCSB only update workload (Y-Update-Only)
are carried out. To experiment more complex data model, we use original
Linkbench workload (LB-Original), mixed operations workload (LB-Mixed), and
only update Linkbench workload (LB-Update-Only). Write ratios to other files
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e.g. metadata, system data, are too small i.e. less than 0.1%, that can be excluded
from the table.

As observed from the table, write distributions to file types are different
depending on the CRUD ratios of the workload. In YCSB benchmark, since the
data model is simple key-value with only one collection file and one primary
index file, almost writes are on collection file, and there is no update on primary
index file. In Linkbench, however, collection files and secondary index files are
hot data which have frequency accessed, primary index files and journal files are
cold data that receive the low proportion of writes i.e. less than 5% in total. This
observation implicates that difference written ratios in file types lead to hot data
and cold data locate in the same physical data block in SSD that result in high
overhead in GC process as explained in the previous section.

To solve this problem, we use a simple file-based optimization that assigns
different streams for different file types. To minimize the overhead of the system,
we assign a file to a corresponding stream only when open that file. Table 3 in
Sect. 5 describes the detail of stream mapping in file-based method.

3.2 Multi-streamed SSD Boundary Approach

We further analyze the write patterns of WiredTiger to improve the optimiza-
tion. We define write region (region in short) is the area between two logical
file offsets that data is written on in a duration of time. Figure 2 illustrates the
written patterns of different file types in the system under Linkbench benchmark
with LB-Update-Only workload in two hours using blktrace. The x-axis is the
elapsed time in seconds, the y-axis is the file offset. DirectIO mode is used to
eliminate the effect of Operating System cache. Collection file and secondary
index file have heavily random write pattern on two regions i.e. top and bottom
that separated by a boundary in dashed line as illustrated in Fig. 2(a), and (c).
In the other hand, the primary index file and journal file follow sequence write
patterns as illustrated in Fig. 2(b), and (d) respectively.

Fig. 2. Write patterns of various file types in WiredTiger with Linkbench benchmark,
(a) Collection file, (b) primary index file, (c) secondary index, and (d) journal file
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Algorithm 1. Boundary-based stream mapping
1: Require: boundary of each collection file and index file has computed
2: Input: file, and offset to write on
3: Output: sid - stream assign for this write
4: boundary ← getboundary(file)
5: if file is collection then
6: if offset < boundary then
7: sid ← COLL SID1
8: else
9: sid ← COLL SID2

10: else if file is index then
11: if offset < boundary then
12: sid ← IDX SID1
13: else
14: sid ← IDX SID2
15: else � Other files i.e. metadata
16: sid ← OTHER SID

One important observation is that, at a given point of time, the amount
of data written to two regions i.e. top and bottom is asymmetric and switches
after each checkpoint. In this paper, we call that phenomenon is asymmetric
regions writing. Due to the asymmetric regions writing phenomenon, for a given
file, there is an internal fragmentation that dramatically affects to the overhead
of GC in SSDs. Obviously, file-based optimization is inadequate to solve the
problem. In this approach, writes on one file are mapped with one stream, thus
inside that stream, internal fragmentation still occurs. Therefore, we proposal a
novel stream assignment named boundary-based stream mapping. The key idea
is using the file boundary that separates the logical address of a given file to
the top region and the bottom region. As described in Algorithm 1, firstly, the
boundary of each collection and index file is computed as the last file offset after
the load phase finished. Then in query phase, before writing a block data on a
given file, the boundary is retrieved again as in line 4, based on the boundary
values and the file types, the stream mapping is carried out as in line 7, 9, 12,
14, and 16. After stream id is mapped, the write command to the underlying file
is given as posix fadvise(fid, offset, sid, advice), where fid is file identify, offset
is the offset to write on, sid is stream id mapped and advice is passed as a
predefined constant.

4 B+Tree Leaf Page Size Tuning

WiredTiger uses B+Tree to implement collection files and index files. Accesses to
internal pages are usually more frequent than leaf pages. Due to page replacement
policy in the buffer pool, internal pages are kept in DRAM longer than leaf pages.
So there is an asymmetric amount of data written to components of B+Tree as
presented in Table 2. We keep track of the number of writes on each component
of B+Tree by modifying the original source code of WiredTiger. Exclude from
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typical components i.e. root page, internal page, and leaf page, extent page is
a special type that only keeps metadata for extent lists in a checkpoint. For
only update workload, while writes only occur on collection file in YCSB, both
collection files and index files in Linkbench are updated. Because root pages and
internal pages are accessed more frequent than leaf pages, WiredTiger keeps them
in DRAM as long as possible and mostly writes them to disk at the checkpoint
time belong with extent pages. In the other hand, leaf pages are flushed out not
only at the checkpoint time but also at the normal thread through evicting dirty
pages from buffer pool in the reconciliation process. Therefore, more than 99%
of the total writes occur on leaf pages.

Table 2. Percentage of writes on page types in collection files and index files in YCSB
and Linkbench

Benchmark Collection (%) Index (%)

Root Int. Leaf Ext. Root Int. Leaf Ext.

page page page page page page page page

YCSB 5e−5 0.27 99.72 9.3e−5 0 0 0 0

Linkbench 7e−5 0.61 39.86 14e−5 13e−5 0.28 59.23 26e−5

Note that the default sizes for internal pages and leaf pages are 4 KB and
32 KB respectively. Large leaf page size leads to high write amplification such
that some bytes update from workload lead to whole 32 KB data page written out
to disk. It becomes worse with heavy random update workload such that almost
99 percent of writes occur on leaf pages. We suggest a simple but effective tuning
that decreases the leaf page size from its default 32 KB to 4 KB. This changing
improves the throughput significantly as discussed in the next section.

5 Evaluation and Analysis

5.1 Experimental Settings

We conducted the experiments with YCSB 0.5.04 and LinbenchX 0.15 (an
extended version of Linkbench that supports MongoDB) as the top client layer
and used various of workloads as illustrated in Table 1. We use 23 million 1-KB
documents in YCSB and maxid1 equal to 80 million in Linkbench respectively. In
the server-side, we adopt a stand-alone MongoDB 3.2.16 server with WiredTiger
as storage engine. Cache sizes vary from 5 GB to 30 GB, other settings in
WiredTiger are kept as default. To enable multi-streamed technique, we use a
modified Linux kernel 3.13.11 along with customized Samsung 840 Pro as in [11].

4 https://github.com/brianfrankcooper/YCSB/releases/tag/0.5.0.
5 https://github.com/Percona-Lab/linkbenchX.
6 https://github.com/mongodb/mongo/archive/r3.2.1.tar.gz.

https://github.com/brianfrankcooper/YCSB/releases/tag/0.5.0.
https://github.com/Percona-Lab/linkbenchX.
https://github.com/mongodb/mongo/archive/r3.2.1.tar.gz.
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To exclude the network latency, we setup the client layer and the server layer on
the same commodity server with 48 cores Intel Xeon 2.2 GHz processor, 32 GB
DRAM. We execute all benchmarks during 2 hours with 40 client threads.

5.2 Multi-streamed SSD Optimization Evaluation

To evaluate the effect of our proposal multi-streamed SSD based methods we con-
ducted experiments with different stream mapping schemes as shown in Table 3.
In the original WiredTiger, there is no stream mapping; thus all file types use
stream 0 that reserve for files in Linux Kernel as default. In file-based stream
mapping, we used total four streams that map each stream to a file type. In
boundary-based stream mapping, metadata files and journal files are mapped
in the same way with the file-based approach. The different is that there is two
streams map with collection files, one for all top regions and another for the
bottom regions. We map streams for index files in the same manner without
considering primary index files or secondary index files.

Figure 3 illustrates the throughput results for various benchmarks and work-
loads. Note that in Linkbench benchmark with maxid1 equals to 80 million, the
total index size is quite large i.e. 33 GB that requires the buffer pool size large
enough to keep almost index files in DRAM. In addition, in LB-Original work-
load that exist read operations, pages tend to fetched in and flush out buffer

Table 3. Stream mapping schemes

Method Kernel Metadata Journal Collections Indexes

Original 0 0 0 0 0

File-based 0 1 2 3 4

Boundary-based 0 1 2 3,4 5,6

 2000
 4000
 6000
 8000

 10000
 12000
 14000

5 15 30

(a) Y-Update-Heavy

Th
ro

ug
hp

ut
 (O

PS
/s

)

Cache size (GB)

 2000
 4000
 6000
 8000

 10000
 12000
 14000

5 15 30

(b) Y-Update-Only

Th
ro

ug
hp

ut
 (O

PS
/s

)

Cache size (GB)

 1000
 1500
 2000
 2500
 3000
 3500
 4000
 4500

20 25 30

(c) LB-Original

Th
ro

ug
hp

ut
 (O

PS
/s

)

Cache size (GB)

 1000
 1500
 2000
 2500
 3000
 3500

5 15 30

(d) LB-Mixed

Th
ro

ug
hp

ut
 (O

PS
/s

)

Cache size (GB)

 1000
 1500
 2000
 2500
 3000
 3500

5 15 30

(e) LB-Update-Only

Th
ro

ug
hp

ut
 (O

PS
/s

)

Cache size (GB)

Original File-based Boundary-based

Fig. 3. Throughput of optimized methods compared with the original
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pool more frequent hence we use large cache sizes i.e. 20 GB, 25 GB, and 30 GB
in LB-Original workload. In general, multi-streamed based methods have greater
throughput than the original. The more frequent writing the workload has, the
more benefit multi-streamed based approaches gain.

In YCSB benchmark, boundary-based shows the throughput improve up to
23% at 5 GB cache size and 44% at the cache size is 30 GB in Y-Update-
Heavy and Y-Update-Only workload respectively. For Linkbench benchmark,
the boundary-based method has throughput improve up to 23.26%, 28.12%, and
43.73% for LB-Original, LB-Mixed, and LB-Update-Only respectively. In the
YCSB benchmark, the percentage of throughput improvement of the boundary-
based method has remarkable gaps compared with file-based that up to approx-
imate 14% and 24.4% for Y-Update-Heavy and Y-Update-Only respectively.
However, those differences become smaller in Linkbench that just 6.84%, 11%
and 18.8% for LB-Original, LB-Mixed, and LB-Update-Only respectively. For
NoSQL applications in distributed environment, it is also important to con-
sider the 99th-percentile latency of the system to ensure clients have accept-
able response times. Figure 4 shows the 99th-percentile latency improvements of
multi-streamed based methods compared with the original. Overall, similar with
throughput improvement, 99th-percentile latency correlates with the overhead
of the GC hence the better one method solve data fragmentation, the lower
99th-percentile latency it reduces.
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Fig. 4. Latency of optimized methods compared with the original

Boundary-based is better than file-based method. In YCSB, compared
with the original WiredTiger, the boundary-based method reduces the 99th-
percentile latency 29.3%, 29% for Y-Update-Heavy, Y-Update-Only, respectively.
In Linkbench, it reduces up to 24.13%, 16.56%, and 24.67% for LB-Original, LB-
Mixed, and LB-Update-Only respectively. Once again, boundary-based benefits
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in reducing the latency in simple data model i.e. YCSB decrease a little in com-
plex data model i.e. Linkbench.

5.3 Leaf Page Size Optimization Evaluation

To evaluate the impact of leaf page size we conducted the experiment on orig-
inal WiredTiger as well as our proposal method with YCSB benchmark and
Linkbench using various workloads and cache sizes for 32 KB leaf page size
(default) and 4 KB leaf page size. For the space limitation in the paper, we
only show the throughput results of the heaviest write workloads i.e. Y-Update-
Only and LB-Update-Only as in Fig. 5. Overall, compared with the original
WiredTiger 32-KB as the based line, Boundary-based-4 KB leaf page shows dra-
matically improvement of throughput that up to 3.37x and 2.14x for Y-Update-
Only and LB-Update-Only respectively. In YCSB, with the same method, chang-
ing leaf page size from 32 KB to 4 KB increase the throughput sharply triple or
double. In Linkbench, however, reducing leaf page size from 32 KB to 4 KB has
the maximum throughput improvement are 1.96x, 1.4x, and 1.5x for the original
method, the file-based method, and the boundary-based method respectively.
Note that in Linkbench, small leaf page size optimization lost its effect with
small cache size i.e. 5 GB. The reason is with the same maxid1 value, reducing
the leaf page size from 32 KB to 4 KB increases the number of leaf pages and the
number of internal pages in the B+Tree that lead to collection files and index
files become larger and require more space from the buffer pool to keep the hot
index files in DRAM.
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6 Conclusion

In this paper, we discussed data fragmentation in MongoDB in detail. The file-
based method is the simplest one that solves the data fragmentation due to
the different lifetime of writes on file types but remains internal fragmentation
caused by asymmetric regions writing. For simple data model in YCSB, the
boundary-based approach is adequate to solve the internal fragmentation that
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shows good performance improvement but lost its benefits with the complex
data model in Linkbench. In addition, reducing the maximum leaf page size in
collection files or index files from 32 KB to 4 KB can gain significant improvement
in throughput in both YCSB and Linkbench. In general, our proposal approaches
can adopt to any storage engine that has similar characteristics with WiredTiger
i.e. asymmetric files writing and asymmetric region writing. Moreover, we expect
to further optimize the WiredTiger storage engine by solving the problem of
boundary-based with complex data model i.e. Linkbench in the next research.
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Abstract. HBase is one of the most popular NoSQL database systems. Because
it operates on a distributed file system and supports a flexible schema, it is
suitable for dealing with large volumes of semi-structured data. However,
HBase only provides an index built on one dimensional rowkeys of data, which
is unsuitable for the effective processing of multidimensional spatial data. In this
paper, we propose a hierarchical index structure called a Q-MBR (quadrant
based minimum bounding rectangle) tree for effective spatial query processing
in HBase. We construct a Q-MBR tree by grouping spatial objects hierarchically
through Q-MBRs. We also propose a range query processing algorithm based
on the Q-MBR tree. Our proposed range query processing algorithm reduces the
number of false positives significantly. An experimental analysis shows that our
method performs considerably better than the existing methods.

Keywords: HBase � NoSQL � Spatial data indexing � Q-MBR tree � Range
query

1 Introduction

In recent years, a number of studies have attempted to use Hadoop distributed file
system and MapReduce framework to deal with spatial queries on big spatial data
[1–3]. However, these methods suffer from a large amount of data I/O during query
processing because of a lack of spatial awareness of the underlying system. In order to
overcome this problem, there have been attempts to distribute spatial data objects over
cloud infrastructure by considering their spatial proximity [4–7]. SpatialHadoop [4] and
Hadoop-GIS [5] observe the spatial proximity of data, and store adjacent data into same
storage block of Hadoop. They provide global index to retrieve relevant blocks for
query processing and also provide local index to explore data in each blocks. Dragon
[6] and PR-Chord [7] use similar indexing techniques on P2P environment. The lim-
itation of these methods is that they are vulnerable to update. When the updating is
issued, distribution of data is changed and entire index structure should be modified.

As an alternative to methods based on the Hadoop system, there have been several
studies have enhanced the spatial awareness of NoSQL DBMS, especially HBase
[8–10]. HBase provides an effective framework for fast random access and updating of
data on a distributed file system. Because HBase only provides an index built on one
dimensional rowkeys of data, most studies attempt to provide a secondary index of

© Springer Nature Singapore Pte Ltd. 2018
W. Lee et al. (eds.), Proceedings of the 7th International Conference
on Emerging Databases, Lecture Notes in Electrical Engineering 461,
https://doi.org/10.1007/978-981-10-6520-0_2



spatial data in the HBase table format. However, because these are not designed to fully
utilize the properties of HBase, inefficient I/O occurs during spatial query processing.

In this paper, we propose indexing and range query processing techniques to
efficiently process large spatial data in HBase. Our proposed indexing method adap-
tively divides the space into quadrants like a quad tree, by reflecting the data distri-
bution, and creates an MBR in each quadrant. These MBRs are used to construct a
secondary index to access spatial objects. The index is stored as an HBase table, and
accessed in a hierarchical manner.

This paper is organized as follows. Section 2 describes our data partitioning
method, named Q-MBR, and the index structure that employs it. Section 3 describes
the algorithms for insertion and range query using the Q-MBR tree. In Sect. 4, we
experimentally evaluate the performance of our index and algorithms. Finally, Sect. 5
concludes the paper.

2 Spatial Data Indexing Using Quadrant-Based MBR

2.1 Data Partitioning with Quadrant-Based MBR

We split the space using a quadrant based minimum bounding rectangle, named a
Q-MBR. To construct the Q-MBR, we divide the space into quadrants, and create an
MBR for the spatial objects in each quadrant. If the number of spatial objects in an
MBR exceeds a split threshold, then the quadrant is recursively divided into
smaller-sized sub-quadrants and MBRs are created for each sub-quadrant. Note that
this partitioning method can create an MBR containing only a single spatial object.
Figure 1 shows an example of the Q-MBR. The table shown in the figure is a list of
Q-MBRs generated by the points on the left side of the figure. In this example, we
assume that the capacity of the Q-MBR is four.

As shown in Fig. 1, Q-MBR contains both information about the quadrant and the
MBR. The reason for maintaining information on both is to store the Q-MBR in the
HBase table and use it as the building block of our hierarchical index structure.

Fig. 1. An example of quadrant-based MBR
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The quadrant information is used as the rowkey, in order to reduce the cost of updating. If
the preciseMBR information is used as a rowkey, thenwe frequently have to create a new
rowkey, becauseMBR information is update-sensitive. In the worst case, we create a new
rowkey and redistribute every spatial object when each update occurs. Hence, the MBR
information is stored in a column, which is relatively inexpensive to update. This MBR
information is used for distance calculations in spatial query processing.

2.2 Hierarchical Index Structure

The spatial objects in Q-MBR are accessed in a hierarchical manner through an index
tree. This index tree, named a Q-MBR tree, is implemented in an HBase table format.
The structure of a Q-MBR tree is similar to that of a quad-tree. The properties of a
Q-MBR tree are as follows. First, while related techniques sort spatial objects in z-order
and group objects according to the auto-sharding of the table, Q-MBR can group
spatial objects into smaller units as the user requires. The next property is that a
Q-MBR tree does not require an additional index structure, such as a BGRP tree or the
R+ tree of KR+ tree, in order to build and maintain itself. The structure of a Q-MBR
tree node is described in Table 1.

An internal node consists of the quadrant information of the node, the MBRs of the
child nodes and the number of objects included in their sub-tree. The quadrant infor-
mation of the node can be represented by binary values. When we split a node, the
newly created sub-quadrants can be enumerated according to the z-order. For example,
if partitioning occurs at the root node, then the sub-quadrants are named using two-bit
values, such as 00, 01, 10 and 11. If the sub-quadrant is recursively partitioned, then the
name of the sub-quadrant is created by concatenating the name of their parent with the
newly created two-bit name.

A leaf node consists of a quadrant, a list of spatial objects, and the number of
objects in this leaf node. The quadrant information and number of objects are similar to
their counterparts for an internal node. The difference lies in the list of spatial objects.
HBase provides a function of data filtering in order to only transmit data of interest to a

Table 1. Structure of a Q-MBR tree node

Type Component Description

Internal
node

Quadrant The binary values of quadrant information
MBRs of
children

The coordinates of the lower left and the upper right corners of
the MBR

Number of
objects

Number of objects in sub-tree

Leaf node Quadrant The binary values of the quadrant information
Data objects The list of spatial objects in this node
Number of
objects

Number of objects in this node
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client. We define the filtering function as computing the distance between a query point
and a spatial object. Therefore, the list of spatial objects contains their coordinates and
ids. Figure 2 shows an example of a hierarchical Q-MBR index structure for spatial
objects shown in Fig. 1. In this example, we assume that capacity of a leaf node is four.

2.3 Representation of a Q-MBR Tree in HBase

In order to store a Q-MBR tree in an HBase table, it is necessary to design a schema
that supports effective I/O considering the characteristics of HBase. In particular,
because leaf nodes storing a group of spatial object have a large number of entries,
designing table schema for efficiently loading leaf nodes from the table is important to
improve the overall performance of index traversing. Due to the flexibility in schemas
of HBase, a table of HBase can take one of two forms: tall-narrow and flat-wide.
A tall-narrow table has a large number of rows with few columns, and a flat-wide table
consists of a small number of rows with many columns.

Fig. 2. An example of a Q-MBR tree

Fig. 3. Response time for loading spatial objects from an HBase table
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The format of wide table is more appropriate for loading a large-sized leaf node
from the HBase table. Because the spatial objects stored in a single row have the same
rowkey, the time required for data fetching from a wide table is shorter. Figure 3 shows
the response times for loading spatial objects from a tall-table and a wide-table. The
x-axis of the graph indicates the number of spatial objects loaded from the HBase table
at each time. In the case of the tall-narrow table, a desired number of rows are read at a
time through a scan operation. In the flat-wide table, the number of spatial objects read
at a time is stored in a single row, and these are obtained through a get operation. As
shown in the figure, loading objects from the wide table delivers a better performance.
Based on this observation, we store the spatial objects in each leaf node in a single row,
and add a new column entry whenever a spatial object is inserted.

Figure 4 presents the table of the Q-MBR tree for the example in Fig. 2. An
internal node, such as the root or 10, has a column family of MBRs that indicates the
MBR information of its children. On the other hand, leaf nodes contain a column
family of data objects, which maintains a list of spatial objects. For the purpose of
illustration, the column qualifier of each spatial object is enumerated from d1 to d4.
However, in order to use column filtering, each spatial object should have a unique
column qualifier consisting of their coordinate values. The splitting threshold of a leaf
node is determined according to the batch size of the RPC in the HBase system. The
batch size is the unit size of a transmission in the HBase system. This can be defined
according to the requirements of the user.

Fig. 4. Table for a Q-MBR tree node
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3 Algorithms of Spatial Data Insertion and Range Query
Processing

3.1 Insertion Algorithm for a Q-MBR Tree

Algorithm 1 presents the insertion algorithm for a Q-MBR tree. The algorithm inserts a
spatial object into the leaf node whose quadrant covers the location of the spatial
object. To find the appropriate leaf node, the algorithm retrieves the Q-MBR tree using
the quadrant information for each node. This searching process is described in lines 2 to
7. The MBR information of children and the number of spatial objects are updated
when the internal nodes are traversed. After updating the information of the current
traversed node, the algorithm calculates the rowkey of the next node, and loads this
from the table for the next iteration. If the appropriate leaf node is found, then the
spatial object is added to the dataFamily of the leaf node. When the number of spatial
objects in a leaf node exceeds the split threshold, the function SplitNode() is called to
split the leaf node. The function SplitNode(node) returns an internal node that is the
result of partitioning. The splitting process creates new children by dividing the
quadrant into four sub-quadrants, and redistributes the spatial objects into newly cre-
ated leaf nodes.

Figure 5 present an example of insertion. Suppose that the spatial object p1,
marked with a star in the figure, is inserted in the Q-MBR tree from Fig. 5(a). The
algorithm starts with an examination of the root node R0. Because the quadrant of R2
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covers the location of p1, the algorithm updates the MBR of R2 in the root node, and
loads R2 from the index table. The next step is to insert the object p1 into R2.
However, the number of objects in R2 exceeds the split threshold after this insertion.
Therefore, R2 is split into sub-quadrants, and the spatial objects in R2 are redistributed
to the children. As a result, the new leaf nodes R8, R9 and R10 are inserted into the
index table, as shown in Fig. 5(b).

3.2 Range Query Algorithm for a Q-MBR Tree

The range query receives a query point q and query radius r as input, and returns a set of
data points whose distance from the query point is less than r. Our algorithm for
processing a range query is presented in Algorithm 2. The proposed algorithm explores
the Q-MBR tree in BFS (breadth-first-search) order, and reads as many rows from the
index table as possible at each time, in order to reduce the number of data requests to the
region server. Two sets, named Nt and Rk in the algorithm, are maintained for this
processing. The first, Nt, stores the nodes that are required to be traversed in the current
iteration. Rk is a set of rowkeys to be loaded from the index table for the next iteration of
the algorithm. The algorithm is terminated if there are no more nodes in either of the sets.

The algorithm starts by inserting rowkey of the root node into Rk, and loading it
from the index table. If the current traversed node is an internal node, then the algo-
rithm calculates the minimum distance between the MBRs of its children and the query
point q. The rowkeys of the child nodes with distance less than the query radius r are
inserted into Rk. After all of the nodes in Nt have been traversed, the algorithm loads
nodes from Rk from the index table, and stores the result into Nt for the next iteration.
When the current traversed node is a leaf node, the algorithm calculates the distance
between the spatial objects and the query point in order to answer the query. If the
distance between a spatial object p and the query point q is less than or equal to the
query radius r, then the algorithm inserts p into the result set R.

(a) Q-MBR index before insertion of p1 (b) Q-MBR index after insertion of p1

Fig. 5. An example of insertion algorithm
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Figure 6 shows an example of a range query. The algorithm starts by inserting
therowkey of R0 into Rk and loading it into Nt. There are two children, R2 and R3,
which overlap with the query range. Therefore, the rowkeys of R2 and R3 are inserted
into Rk at the first iteration, and loaded together from the index table. Similarly, the
rowkeys of R9 and R6 are inserted and loaded at the second iteration. Because R9 and
R6 are leaf nodes, the next loop inspects the data objects of R9 and R6 in order to
answer the query. As a result, the result set R contains the two points, p1 and p2, and
the algorithm is terminated, because there are no more nodes to traverse.

Fig. 6. An example of a range query
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4 Performance Analysis

4.1 Experimental Setup and Datasets

We use synthetically generated databases, to control the size and distribution of the
data. The first synthetic database contains two-dimensional uniformly distributed data,
and the second contains two-dimensional data that follows a normal distribution. We
implemented our method on a pseudo-distributed HBase cluster of four nodes, using
HBase 0.98.0 and Hadoop 2.4.0 as the underlying system. Our experiments were
performed on a physical machine that consists of a 2.5 GHz quad-core, 32 GB
memory, and a 1 TB HDD, and runs 64bit Linux.

For all of the experiments, we compare our method (labeled as Q-MBR tree in the
graphs) with MD-HBase [8] (labeled as MD-HBase in the graphs), and KR+ tree [9].
The average response time of 100 random queries is used for comparison. We set the
parameters of MD-HBase and KR+ tree according to the analysis of [9]. MD-HBase
must determine the capacity of the grid cell to group spatial objects. We set the
threshold to 2500. The parameters of KR+ tree consist of the lower and upper bounds
of the rectangle, and the order of the grid. We set the boundary of rectangle to (100,
50), and the order to eight. Q-MBR tree also uses the capacity of the Q-MBR as the
parameter. In varying the capacity, there is a trade-off between the complexity of the
index and the selectivity. We set the capacity of Q-MBR to 1024 after measuring the
performance of a range query for one million datasets.

4.2 Performance Evaluation for Range Query

Effect of Query Radius
For these experiments, the database size was fixed at 10 million. Figure 7 plots the
response times of range queries with a query radius increasing from 0.5% to 5% of the
space. As shown in Fig. 7, Q-MBR tree outperforms MD-HBase and KR+ tree. In
particular, when the size of the retrieved data increases, Q-MBR tree achieves a better
performance than the other two methods because the time for loading data objects from
the table is shorter. Although the table structure of KR+ tree is similar to that of
Q-MBR tree, the performance of KR+ tree is inferior to that of Q-MBR tree. The
reason for this is that the range query algorithm of KR+ tree is based on a key table
produced by grid partitioning.

Effect of Database Size
For this set of experiments, the database size was increased from one million to 10
million points. The query radius was set as constant. Figure 8 shows that as the
database size increases, the response time also increases for all methods. However, as
can be seen from the figure, the rate of this increase in the response time of the Q-MBR
tree is lower than for the other two methods. Because the three parameters required by
KR+ tree are sensitive to the data distribution, this method shows the worst perfor-
mance in this experiment.
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5 Conclusion

In this paper, we have presented Q-MBR tree, an efficient index scheme for handling
large scale spatial data on an HBase system. The proposed scheme recursively divides
the space into quadrants, and creates MBRs in each quadrant in order to construct a
hierarchical index. Q-MBR provides better filtering power for processing spatial
queries than existing schemes. A Q-MBR tree is stored in a flat-wide table, in order to
enhance the performance of index traversal. Algorithms for range queries using
Q-MBR tree have also been presented in this paper. Our proposed algorithms signif-
icantly reduce the query execution times, by prefetching the necessary index nodes into
memory while traversing the Q-MBR tree. Experimental results demonstrate that our
proposed algorithms outperform those of the existing two methods, MD-HBase and KR
+ tree. We are currently developing an effective kNN query algorithm suitable for
Q-MBR tree.

(a) Dataset with uniform distribution (b) Dataset with normal distribution

Fig. 7. Effect of query radius on the response time

(a) Dataset with uniform distribution (b) Dataset with normal distribution

Fig. 8. Effect of database size on the response time
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Abstract. Migration from RDBMS to NoSQL has become an important topic
in a big data era. This paper provides a comprehensive study on important issues
in the migration from RDBMS to NoSQL. We discuss the challenges faced in
translating SQL queries; the effect of denormalization, secondary indexes, and
join algorithms; and open problems. We focus on a column-oriented NoSQL,
HBase, because it is widely used by many Internet enterprises such as Facebook,
Twitter, and LinkedIn. Because HBase does not support SQL, we use Apache
Phoenix as an SQL layer on top of HBase. Experimental results using TPC-H
show that column-level denormalization with atomicity significantly improves
query performance, the use of secondary indexes on foreign keys is not as
effective as in RDBMSs, and the query optimizer of Phoenix is not very
sophisticated. Important open problems are supporting complex SQL queries,
automatic index selection, and optimizing SQL queries for NoSQL.

Keywords: Migration � RDBMS � NoSQL � HBase � Phoenix �
Denormalization � Secondary index � Query optimization

1 Introduction

NoSQL databases have become a popular alternative to traditional relational databases
due to the capability of handling big data, and the demand on the migration from
RDBMS to NoSQL is growing rapidly [1]. Because NoSQL has different data and
query model comparing with RDBMS, the migration is a challenging research problem.
For example, NoSQL does not provide sufficient support for SQL queries, join oper-
ations, and ACID transactions.
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In this paper, we provide a comprehensive study on important issues in the
migration from RDBMS to NoSQL. We make three main contributions. First, we
investigate the challenges faced in translating SQL queries for NoSQL. Second, we
evaluate the effect of denormalization, secondary indexes, and join algorithms on query
performance of NoSQL. Third, we identify open problems and future work. We focus
on HBase because it is widely used by many Internet enterprises such as Facebook,
Twitter, and LinkedIn. Because HBase does not support SQL, we use Apache Phoenix
as an SQL layer on top of HBase.

Experimental results using TPC-H show that column-level denormalization with
atomicity significantly improves query performance, the use of secondary indexes on
foreign keys is not as effective as in RDBMSs, and the query optimizer of Phoenix is
not very sophisticated. Important open problems are supporting complex SQL queries,
automatic index selection, and optimizing SQL queries for NoSQL.

The remainder of this paper is organized as follows. Section 2 presents background
and related work. Section 3 discusses important issues in the migration from RDBMS
to column-oriented NoSQL. Section 4 presents experimental results on the issues and
open problems. Section 5 provides conclusions.

2 Background and Related Work

HBase is a column-oriented NoSQL and uses Hadoop Distributed File System (HDFS)
as underlying storage for providing data replication and fault tolerance. HBase does not
support SQL queries and secondary indexes. Apache Phoenix works as an SQL layer
for HBase by compiling SQL queries into HBase native calls and supports secondary
indexes.

Reference [1] proposed a denormalization method called CLDA that avoids join
operations and supports atomicity using the notions of column-level denormalization
and atomic aggregates. The CLDA method improves query performance with less
space compared with table-level denormalization methods [2–8], which duplicate
whole tables. For a column-oriented NoSQL, [9] proposed a column partitioning
algorithm. Reference [10] studied the implementation of secondary indexes for HBase.

3 Migration from RDBMS to Column-Oriented NoSQL

In this section, we provide a comprehensive study on important issues in the migration
from RDBMS to HBase with Phoenix. The issues are exemplified and discussed using
a case study on TPC-H.
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3.1 Translating SQL Queries

Phoenix does not provide sufficient support for complex SQL queries with complex
predicates, subqueries, and views. To migrate such complex queries, we need to
simplify complex queries using query unnesting techniques [11–14] and temporary
tables.

For example, benchmark queries of TPC-H are very complex, and Phoenix does not
sufficiently support queries Q11, Q15, Q18, Q19, and Q21. For Q11, we unnest the
subquery in the HAVING clause because Phoenix does not support it. For Q15, we
store the result of a view into a temporary table because Phoenix supports only a view
defined over a single table using a SELECT * statement. For Q18, we unnest the
subquery with the GROUP BY and HAVING clauses because Phoenix produces
wrong results. For Q19, Phoenix does not efficiently evaluate a complex predicate of
the disjunctive normal form, which is a disjunction of multiple condition clauses. For
the query, Phoenix does not push down predicates. To efficiently evaluate the query,
we compute results for each condition clause and union the results using temporary
tables. For Q21, we unnest the subqueries because Phoenix does not support non-equi
correlated-subquery conditions.

3.2 Denormalization

Because NoSQL systems do not efficiently support join operations, we need denor-
malization, which duplicates data so that one can retrieve data from a single table
without joining multiple tables. To denormalize relational schema, we use the method
called Column-Level Denormalization with Atomicity (CLDA) [1], which is the
state-of-the-art denormalization method. Although CLDA was originally proposed for
a document-oriented NoSQL, it is general enough to be applied to other types of
NoSQL. CLDA avoids join operations without denormalizing entire tables by dupli-
cating only columns that are accessed in non-primary-foreign-key-join predicates.
CLDA also combines tables that are modified within the same transaction into a unit of
atomic updates to support atomicity.

For example, Fig. 1 shows TPC-H Q8 where non-primary-foreign-key-join predi-
cates are shaded. If we add r_name to orders and p_type to lineitem, we can
avoid “orders ⋈ customer ⋈ nation ⋈ region” and “lineitem ⋈ part.”
Table 1 shows the columns duplicated by CLDA for the 22 TPC-H queries. The name
of each column contains the names of the foreign keys. The number of duplicated
columns is small because there are common columns appearing in multiple
non-primary-foreign-key-join predicates. According to the TPC-H specifications, the
lineitem and orders tables should be modified within the same transaction. To
support transaction-like behavior, CLDA combines the lineitem and orders
tables into a single table. Thus, we can avoid “orders ⋈ lineitem” with atomicity.
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Fig. 1. TPC-H Q8.

Table 1. Columns duplicated by the CLDA method for the 22 TPC-H queries.

Table Duplicated columns

supplier s_nationkey_n_name

partsupp ps_partkey_p_brand
ps_partkey_p_type
ps_partkey_p_size
ps_suppkey_s_nationkey_n_name
ps_suppkey_s_nationkey_n_regoinkey_r_name

orders o_custkey_c_nationkey
o_custkey_c_mktsegment
o_custkey_c_nationkey_n_name
o_custkey_c_nationkey_n_regoinkey_r_name

lineitem l_partkey_p_name
l_partkey_p_brand
l_partkey_p_type
l_partkey_p_size
l_partkey_p_container
l_suppkey_s_nationkey
l_suppkey_s_nationkey_n_name
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3.3 Secondary Indexes

Phoenix offers a secondary index on top of HBase using an index table, which consists
of index columns and the primary key of the indexed data table. The query optimizer of
Phoenix internally rewrites the query to use the index table if it is estimated to be
beneficial. If the index table does not contain all the columns referenced in the query,
Phoenix accesses the data table to retrieve the columns not in the index table. Phoenix
also offers a covered index, which is an index that contains all the columns referenced
in the query. Using a covered index, we can avoid the costly access to the data table,
but the overhead of data synchronization and space consumption increase.

3.4 Join Algorithms

Phoenix supports a sort-merge join and a broadcast hash join. The broadcast hash join
first computes the result for the expression at the right-hand side of a join condition and
then broadcasts the result onto all the cluster nodes; each cluster node has a partition of
the table at the left-hand side and computes the join locally. When both sides of the join
are bigger than the available memory size, the sort-merge join should be used. Currently,
the query optimizer of Phoenix does not make this determination by itself. We can force
the optimizer to use a sort-merge join by using the USE_SORT_MERGE_JOIN hint.

4 Experimental Evaluation

4.1 Experimental Setup

For the migration from RDBMS to HBase with Phoenix, we evaluate the effect of
denormalization, secondary indexes, and join algorithms on query performance. Using
the TPC-H benchmark with scale factors (SFs) 1 and 10, we measure the average query
execution time for the TPC-H queries. For each query, we first run the query once to
warm up the cache and then measure the average execution time for two subsequent runs.

We use HBase 0.9.22, Phoenix 4.8.1, and MySQL 5.7.18. All experiments were
conducted on a cluster of four PCs with an Intel Core i5-6600 CPU, 16 GB of memory,
Samsung 850 PRO256 GBSSDs, andUbuntu 16.04.We set the JVMmemory to 12 GB.
One PC is a master, and the other three PCs are slaves. For MySQL, we use only one PC.

We conduct the following experiments.

Experiment 1: The effect of denormalization
To see the effect of denormalization, we compare query performance for the denor-
malized schema generated by the CLDA method and for the normalized schema, which
has a one-to-one correspondence with the relational schema. We also compare database
size. We use secondary indexes on foreign keys and the USE_SORT_MERGE_JOIN
hint for all the queries.

Experiment 2: The effect of secondary indexes on foreign keys
To see the effect of secondary indexes on foreign keys, we compare query performance
for databases with and without secondary indexes on foreign keys. We use the nor-
malized schema and the USE_SORT_MERGE_JOIN hint for all the queries. We also
run the same test for MySQL to see the effect of secondary indexes on RDBMS.
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Experiment 3: The effect of join algorithms
To see the effect of join algorithms, we compare query performance with and without
the USE_SORT_MERGE_JOIN hint. We exclude queries that are failed due to
out-of-memory errors if the USE_SORT_MERGE_JOIN hint is not used. We use
foreign key indexes and the normalized schema.

4.2 Experimental Results

Experiment 1: The effect of denormalization
Figure 2 shows that the CLDA method significantly improves query performance at the
expense of using more space compared with the normalization method that uses the

(a) Query performance with/without CLDA 

  
(b) Database size with/without CLDA 

Fig. 2. The effect of column-level denormalization with atomicity
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relational schema as it is. This is because the CLDA method reduces the number of
joins by duplicating columns. For SF 1, the CLDA method is 2.7 times faster, but uses
2.0 times more space. For SF 10, the CLDA method is 2.7 times faster, but uses 2.3
times more space. We note that, for SF 10, queries Q2, Q7, Q8, Q9, Q17, and Q21
failed for the normalization method; queries Q9, Q13, Q17, Q18, and Q21 failed for the
CLDA method. Queries Q2, Q7, Q8, Q9, Q13, and Q18 failed due to out-of-memory
errors; queries Q17 and Q21 failed due to HRegionServer failures. We exclude the
failed queries.

Experiment 2: The effect of secondary indexes on foreign keys
For MySQL, secondary indexes on foreign keys are very effective. Without secondary
indexes, 73% of queries (16 queries) takes more than one hour, and the average query
execution time of the other 27% (6 queries) is 5.4 s even for SF 1. With secondary
indexes, the average query execution time of all queries is 0.2 s for SF 1. Figure 3
shows that for HBase with Phoenix, the average query execution times with and
without secondary indexes are almost the same for both SFs 1 and 10. For SF 10, we
exclude the failed queries.

Experiment 3: The effect of join algorithms
The broadcast hash join incurs out-of-memory errors for 27% of queries (6 queries) for
SF 1 and 59% of queries (13 queries) for SF 10. For the other queries without any
errors, the broadcast hash join improves the average query execution time by 2.0 times
for both SFs 1 and 10 compared with the sort-merge join as shown in Fig. 4.

Fig. 3. Query performance with/without secondary indexes on foreign keys
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4.3 Discussion

Column-level denormalization with atomicity proposed for a document-oriented
NoSQL is also effective for a column-oriented NoSQL. Because the secondary index is
implemented outside HBase, it is not as efficient as in RDBMSs. We should use
covered indexes for performance. Because the query optimizer of Phoenix does not
consider the case where the broadcast hash join incurs out-of-memory errors, we often
need to manually specify to use the sort-merge join. For a large database, many queries
are failed due to out-of-memory errors or HRegionServer failures.

5 Conclusions

We summarized the challenges faced, lessons learned, and open problems for the
migration from RDBMS to HBase with Phoenix. We addressed important issues of
query translation, denormalization, secondary indexes, and join processing. Extensive
experiments show that column-level denormalization with atomicity improves query
performance by up to 2.7 times, the use of secondary indexes on foreign keys is not as
effective as in RDBMSs, and the query optimizer of Phoenix is not very sophisticated.
Important open problems for future work are supporting complex SQL queries, auto-
matic index selection, and optimizing SQL queries for NoSQL.
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Abstract. As SNS is widely spreading on the development of internet and
smart phones, many users are able to share various forms of social media such as
texts, photos, and videos on the social network. The user context such as
interest, relationship, or emotion exists in the social media contents. So it is very
meaningful to analyze and use the information from the social media contents.
In this paper, we propose personalized social search mechanism which is
designed to provide the search results to the user based on user context analysis.
We extract the user’s information such as social relationship, interest, emotion,
and the correlation of hashtags by user’s social context. The proposed search
system utilizes the analyzed results. To verify the performance of the proposed
system, we have implemented to show the experiment results.

Keywords: Personalized social search � User context � Social search system �
Social media mining

1 Introduction

Social Networking Service (‘SNS’) has started to spread widely due to many reasons
such as the development of internet, spread of mobile devices, demand of users, and so
on. SNS is of great research value because it possesses social data that the users make
on their own and SNS is actually being actively studied at this time [1–4]. While the
previous social networks were mostly text-oriented ones, the present social networks
are mainly the multimedia-oriented ones that help to share various media such as
photos and videos. Accordingly, the analysis of users’ interest on social networks also
should be focused on media such as photos or videos in addition to the texts as the
subject of analysis.

We can figure out user’s characteristics by analyzing contents because a large
amount of social media contents on the social media sites are created by users. So many
researches have been performed with social media contents analysis, analysis frame-
work or tools.

As SNS is composed of the data that the users have created on their own, such
characteristics of SNS should be taken into account in classifying the categories. For
this reason, the Facebook category classification to which such characteristics seem to
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be applied has been reclassified by ODP (DMOZ ODP) basis which is the largest
classification standard. We have defined this as a social category in [5]. In this study, in
order to add category characteristics of multimedia data to the existing social category,
the categories of iTunes and YouTube have been analyzed and adopted to enlarge the
existing social category.

However, it is difficult to exactly figure out the user’s characteristic only with
interests. Lots of information is exposed or imposed on the contents through various
methods. It is also important to analyze the social relationships and the interests as well
as the user’s emotions. The existing analysis frameworks analyze only the contents. To
utilize the analyzed data in various ways, we need to make another framework or
system.

It is possible to utilize the analyzed results of the social media contents in various
ways such as recommendation or search. It is possible to aware user’s social contexts.
If we apply user’s social contexts to search system, we could get personalized search
results. For social search, it is important to aware about the unstructured data and apply
user’s social contexts on ranking algorithm.

In this study, we propose personalized social search mechanism based on user
context analysis. The existing researches for the traditional search focus on ranking
algorithm using the correlation between a query and data. Unlike this, we extract social
contexts such as social relationship, interests, and emotions from user-generated social
media contents and utilize the extracted features on ranking algorithm for the per-
sonalized search. We have validated the proposed system through implementation and
experiments.

2 Social Context: Social Media Contents Analysis

The data extracted from the social media sites are used in many areas like multimedia
recommendation or advertisement of books or goods by analyzing them. However, the
gathered data are atypical because in the social media sites, the users are able to create
contents without formality and constraint. As the sites have strengthened their privacy
statement, we can only gather limited data. Under this restricted condition, we pro-
posed a social context based personalized search system that can analyze the user’s
social relationships, interests, emotions, and association of hashtags on the social media
contents.

2.1 Overall Structure

The social media content analysis is based on the contents that are created and shared
by the users on the social media sites. Users share their interests and emotions by
sharing contents with others and freely taking actions on each other. Analyzing the
user’s social relationships, interests, and emotions can be helpful to be utilized as a
service for understanding the user’s characteristics and providing the personalized
search results.
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Figure 1 shows the structure of personalized social search system based on user
context analysis. It is composed of 3 modules: preprocessing module, analyzing
module, and search module. The preprocessing module collects the social media con-
tents from the sites and filters the gathered data. The analyzing module analyzes the
user’s social relationships, interests, emotions, and hashtag correlation. And the search
module computes the contents score using the analyzed results.

2.2 Preprocessing Module

Users express their thoughts, interests, or social issues in various ways through the
social media sites. Because the freedom of expression is guaranteed, the form of data
exists as different kinds such as text, image, audio and video, etc. To utilize these
atypical data, the process of handling atypical data to the fixed data is necessary.

In this study, we chose Twitter and gathered the tweet data to verify our proposed
social search system which is using user’s social contexts. We collected tweet data at
random, and treated all data with tweet ID, date, text, and user’s ID, etc. as shown in
Table 1. We chose the most necessary features in a number of tweet data and used them
for filtering to analyze the user’s social relationships, interests, and emotions.

Fig. 1. Overall structure of personalized social search system based on user context analysis

Table 1. Abbreviations

Abbr. Descriptions

DOCID ID of document (Tweet)
Date Tweeted date (YYYYMMDDHHMMSS)
TXT Tweeted text
INRPLTOSTTSID ID of original tweet (−1 if this is original tweet)
INRPLTOUSRID Users’ ID of original tweet (−1 if this is original tweet)
USRID User’s ID of tweet
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2.3 Data Analyzer

The most important part in the social search system in this study is the analyzing
module. To grasp the user’s characteristics reflected in the social media contents, it is
necessary to analyze with more diversity and accuracy. For this reason, we chose the
user’s social relationships, interests, emotions, and hashtag correlation. The analyzing
module can be divided into the parts of analyzing social relationships, interests,
emotions, and related hashtags. The stages of social relationship analysis, interest
analysis, emotion, and hashtag correlation analysis as key parts of analyzing user’s
characteristics from the social media contents will be specified.

Social Relationship Analysis. Social media sites have definitive friendships like the
friendship in Facebook or the Follower/Followee in Twitter. However, these lists of
friends are protected with the policy and the relationships exist without communication.
For these reasons, there are some limits on analyzing the social relationship by just
depending on the user’s friends list. Therefore, we need to analyze new social rela-
tionships based on the social media contents and make a new list for social relation-
ships. Although there have been studies on how to establish the social relationship
network already, we made a different analysis of social relationship which is cus-
tomized for our proposed system.

For the calculation of social relationship, it is necessary to calculate the weight
based on the shared behavior between the user and the user’s friends. Especially in case
of [5], we can calculate how much weight a user assigns to a certain friend, based on
the mutual behaviors like text, tag, or comment between the user and the friend using
Eq. 1, where uactions indicates the number of user u, and u � vactions represents the
number of interactions between the user u and the friend v.

SR u; vð Þ ¼ U � VactionsPUactions
ð1Þ

The interaction which is used for calculating social relationships varies depending
on the social media sites and exists as several different forms. If a user shares one
content, other users show actions such as ‘Likes’, comments or sharing the content with
others. Then we can regard these actions as the interactions between the user and other
users. Especially in Twitter, we consider ‘RT (retweet)’ and ‘Mention (message)’ as
interactions.

Interest Analysis. The user’s interest is one of the most important features in the field
of recommendation. On social media sites, the user’s interests are reflected on the
contents created by the users so that we analyze the user’s interests by analyzing the
data. There are many ways to analyze interests, but we will expand and use the
analyzing method using the social category which is used in [5] for a simpler and easier
analysis.

The category classification list as a basis of category classification is needed to be
changed in compliance with the features of YouTube mentioned above. The category
classification list for [5] was made by combining Facebook as a text-only based site
with the ODP (Open Directory Project) of DMOZ as the largest classification site since
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[5] was related to the text-based system. In this study, two more category lists (You-
Tube category list as a representative multimedia-based system plus iTunes category
list as a representative site of Podcast enabling to share the user’s self-video) have been
added to the category classification list used in [5]. The same category classification list
used in [13, 14] was selected for the Podcast category classification list. As a result,
Facebook classification, ODP classification, Podcast classification, and YouTube
classification have been integrated into a new classification list which is applicable to
both texts-based and multimedia-based categories.

KOMORAN(v2.0.4), a Korean morpheme analyzer, provided by Shineware, has
been used to classify the texts on the preprocessed social media contents into each
word. Then the most frequently shown words from each category have been identified
and ranked. The final category classification list has been created eventually. To evenly
apply all properties of ODP, Facebook, YouTube, and Podcast, we made some rules for
creating the new social category classification list. First, we use the category which is
commonly used in more than 3 places. Then, we unite the similar categories into one
category. For the example, the category ‘Arts’ is commonly used in ODP, Facebook,
and Podcast while ‘Animals’ is only used in YouTube. So we select ‘Arts’ for our new
social category list and do not choose ‘Animals’. The final 15 classification categories
are as follows: Arts, Business, Comedy, Education, Games, Health, Kids/Home,
Movies, Music, New, Science, Society, Sports, Technology, and ETC.

Extracting the user’s interests using social category is based on the data shared or
generated from the users. It is the way of expressing the user’s interests to generate
contents or take action on other users such as comments or sharing. So it is possible to
extract the category of user’s interests by collecting contents and analyzing them.

Emotion Analysis. Many studies for analyzing emotions have been made since the
user’s emotions can change easily for many reasons such as their surroundings or
mood, and these emotions are reflected in the life style. So we use the emotion analysis
to analyze more accurately to be utilized in many areas. For the digitization of emo-
tions, we use the Arousal-Valence model proposed by [15], the user’s social rela-
tionship and text analysis. Since most users express emotions to their acquaintances for
the most part, using this can be a meaningful analysis.

In this study, we have analyzed the user’s emotions using the extraction method of
MOAF proposed in [16]. To digitize and calculate the user’s emotions, we have used
the Arousal-Valence model. ‘Arousal’ represents the intensity of emotion. The higher
the score of ‘Arousal’ is, the brighter the emotion is. And the lower the score is, the
calmer the emotion is. ‘Valence’ represents the degree of positivity-negativity.
A higher score means positivity, and a lower score means negativity. Also, we use
ANEW [17] and WordNet [18] to create the emotion dictionary. With the emotion
dictionary, we analyze the words, and digitize the emotions using an emotion model.
Using this method, we can analyze user’s emotions.

Hashtag Association Analysis. On social media sites, hashtags which are formed of
‘#+word’ are widely used to express the topic of contents or user’s interests and to
provide faster retrieval. Using hashtags makes it easier to search on social media sites
and to be connected with other unconnected users who have similar interests. Due to
these advantages and usability of hashtags, they are used commonly.
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Users could use one hashtag on one content, however, it is more general to use two
or more related hashtags simultaneously because there is no limitation on the number of
hashtags. Several hashtags are usually presented on one content, so it might be true that
cooccurred hashtags have association. Analyzing correlation of hashtags could give an
effect of related search and make it possible for users to get more various and accurate
information.

In this paper, we compute hashtag association with ‘Apriori’. However, it is easy to
analyze and figure out the association using Apriori, it is necessarily required to filter
hashtags. There are many typographical errors because of the characteristic of
user-generated contents. Also there are many hashtags which are related to gambling
and advertisement, so it is very important to filter these tags.

3 Social Search System

The analyzed social contexts of user’s social relationships, interests, emotions, and
hashtag correlation are used for searches. In this paper, we propose social search
system using user’s contexts. Unlike the existing traditional search engine, the pro-
posed social search system has put goal to provide the personalized retrieved results to
users by extracting imposed contexts in social media contents. We use social context
which analyzes user’s social relationship, interests, emotions, and hashtag association
for searching.

The social search system provides the search results which are applied to ranking
algorithm with analyzed social contexts such as social relationship, interests, and
related hashtags. One of the most important elements in the search system is ranking
algorithm. Most users of a search system want to access the necessary information
faster with the minimum click. Because of these reasons, ranking algorithm which
determines order of the results is very important. In this paper, we rank the search
results using the analyzed social contexts, user’s social relationship, interests, and the
related hashtags.

rank u; qð Þ ¼
X

aS uð Þþ bG uð Þþ cT qð Þð Þ ð2Þ

Equation 2 computes the rank of each retrieved result if a user u enters a query q. a,
b, and c are the weight for social relationship, interests based group, and related
hashtags of the query respectively. The sum of three weights is 1. These weights are
used to emphasize the importance of each factors. If the user searches with the query,
we assort users with the categories of interests and social relationships. Users could get
more useful information in the shared contents which are generated by users who have
similar interests. Also if there are associated hashtags of the query, users could access
the related information easily.
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4 Experiments

To verify the performance of the proposed mechanism, we have implemented to show
the experiment results. We have implemented the system of analyzing and recom-
mending social media contents. Then we have chosen Twitter for experiments to prove
the validation of our proposed framework.

4.1 Experiment Method

In this study, we propose a social context based search system through analyzing user’s
social relationship, interests, emotions, and hashtag association. The social search
system could not only analyze various social contexts of users, but also provide the
retrieved results based on the analyzed results. In order to prove the validation on how
our proposed system can be effective, Twitter has been used for experiments. We have
collected 1 million tweet data for 15 days. For the experiments, we have used 1 million
tweets and 53,064 users.

Also, we have used the biggest classification site called ODP as the base in addition
to the categories of Facebook, YouTube, and iTunes Podcast to build a social category
classification list which is used in the category extractor. About 1330 data of Facebook
pages, 600 data of YouTube videos, and 4400 data of Podcasts have been collected for
the social category classification list.

To implement the search system based on the gathered tweet data, we have used
JAVA. First, we have preprocessed the gathered data by filtering through the prepro-
cessing module, computed the user’s social relationships using ‘RT’ and ‘Mention’
based on the preprocessed data. Then we have analyzed the user’s interests and
emotions after applying the text mining to tweet data. We have used the visualization
toolkits to make the users check the analyzed and retrieved result more easily.

We have applied the analyzed results on the ranking algorithm of the social search
system. We have used three quarters of the gathered tweet data as training data, and the
rest have been used as testing data to verify the ranking algorithm of our proposed
system. To confirm the accuracy of our search results, we have calculated NDCG@10.
NDCG [20] is the method to evaluate the quality of ranking, and it could calculate the
average performance of ranking algorithm. It is very important for a search system to
provide well ranked results, so we use NDCG.

4.2 Results

As the given query, social searchers find out the matched results on Twitter, Instagram,
and YouTube, then show the ranked results based on the analyzed user’s social con-
texts. Because it reflects user’s features, the user could access data which he/she wants
faster and more accurate. We also provide contents on Twitter, Instagram, and You-
Tube, so users can get broad data.

To normalize the rank score, we set the sum of three weights as 1. The weight of a
which is for user’s social relationship shows that the higher the weight, the higher the
accuracy is. The score of the social relationship is based on the actions what the user act
directly, so it works as an important feature in ranking algorithm. Following the
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experiment result, we set a as 0.5 to give more portion to social relationships. We also
set the weight of user’s interests, b and the query related hashtags, c as 0.3 and 0.2,
respectively.

We also experimented the comparison result with the existing research. Reference
[11] proposed a social search method which could show every object of document,
person, and tag when users enter queries. Reference [12] proposed a social search
engine called Aardvark which indexed using persons not documents. We compared
these two existing researches with our proposed results of social search.

Table 2 shows the comparison result with the existing two researches and our
proposed research with variations. S refers to social relationship, and G refers to the
group based on user’s interests. T indicates the related hashtags. ‘Social Search with S’
indicates the experiment result of our proposed system which applies user’s social
relationship only. Our proposed social search system shows 0.746 as the experiment
result. When we compared with these two existing researches, we verified that the
social context based ranking algorithm has relatively higher performance.

5 Conclusion

On the social media sites, lots of information, emotions, or contents are generated and
shared. So we propose a system for analyzing and retrieving the social media contents.
The existing social search system had been focused on user’s social relationship or
frequently used words. But we have preprocessed the gathered social media contents to
extract the data needed for analyzing to analyze the user’s social relationships, interests
based on the social categories, digitized emotions as well as the correlation of hashtags.
Also, we have consolidated analyzed results to apply on the ranking algorithm of social
search. We have implemented the user’s social context based personalized search
system and also performed an experiment to verify the possibility of more useful
retrieval if social context is applied to ranking algorithm.
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Table 2. Comparison result

Test case NDCG@10

Amitay et al. [11] 0.703
Horowitz et al. [12] 0.715
Social search with S 0.734
Social search with S and G 0.763
Proposed social search (with S, G, and T) 0.746
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Abstract. In this paper, we propose a dynamic partitioning scheme of RDF
graph to support load balancing in the dynamic environment. It generates
clusters by grouping RDF subgraphs with high use frequencies while generating
subclusters with RDF subgraphs with lower use frequencies. These clusters and
subclusters perform load balancing based on the mean frequency of queries for
the distributed server. In addition, the number of edge-cuts connected to clusters
and subclusters is minimized to minimize the cost of communication between
servers.

Keywords: Dynamic partition � RDF � Cluster � Load balancing

1 Introduction

The Semantic Web can define meaningful relationships among information and gen-
erate new knowledge through reasoning [1, 4]. As metadata and ontology play an
important role in the semantic web, the World Wide Web Consortium (W3C) has
proposed the Resource Description Framework (RDF) to describe web data formally
[4, 5, 7, 9]. Recently, RDF data are growing continuously with the advent of big data
and the spread of the semantic web. When processing large-scale RDF data in a single
server, it becomes difficult to provide services to many users due to the decrease in
performance in terms of processing storage and speed [2, 3]. Therefore, RDF data
partitioning schemes are required to store and manage data using multiple servers.

The existing RDF partitioning schemes focus on minimizing the number of
edge-cuts generated by partitioning [6, 8]. However, since these schemes store data by
partitioning entered data based on predetermined criteria, data may become concentrated
to specific servers. In addition, a variety of query requests from users increase com-
munication costs among certain servers. For example, when RDF graph data are par-
titioned in distributed servers and join queries on partitioned edges occur, the
communication cost between servers increases, and the reply time for the query becomes
delayed [8, 11]. To address this problem, research has been conducted on dynamic
partitioning schemes [10–12]. The existing schemes are not suitable for dynamic
RDF data environments in terms of data storage, load balancing, and query processing.
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In the existing dynamic partitioning schemes, the communication cost between servers
increases when join queries are processed.

In this paper, we propose an RDF partitioning scheme to provide load balancing to
a distributed server without data replication in a dynamic RDF data environment.
Clustering is performed based on the query data frequently used by users. A parti-
tioning minimizes the number of edge-cuts among partitions. In addition, partitioning
by calculating the mean data use frequency for the distributed server provides load
balancing.

2 Related Work

SPAR is a social portioning and replication middleware that leverages the social graph
to achieve data locality while minimizing replication [11]. When a new sever is added,
SPAR perform force redistribution of the master replicas from the other servers to the
new one to immediately balance all servers or wait for new arrivals to fill up the server.
When the exiting server is removed, the master replicas are redistributed to the other
servers equally.

Sedge use two-level partition architecture with complementary partitions and
on-demand partitioning [12]. Complementary partitioning generates multiple partitions
such that their partition boundaries do not overlap. On-demand partitioning uses two
partitioning scheme such as partition replication and dynamic partitioning to deal with
internal hotspots and cross-partition hotspots. Partition replication replicates the same
data in multiple servers to share the workload on these partitions. Dynamic Partitioning
reconstruct new partitions to serve cross-partition queries locally.

Hermes proposed a lightweight repartitioner for distributed social graph [10]. The
initial partition generated by Metis [6] is repartitioned by a lightweight repartitioner.
Each server maintains auxiliary data to perform repartitioning. The repartitioning
process has two phases. In the first phase, each server runs the repartitioner algorithm
using the auxiliary data to indicate some vertice in its partition that should be migrated
to other partitions. These vertice are logically moved to their target partitions until no
further vertice are chosen for migration. In the second phase, physical data migration is
performed. Vertice and relationships that were marked for migration by the reparti-
tioner are moved to the target partitions.

3 The Proposed Dynamic Partitioning Scheme

3.1 Architecture

In this paper, we propose an RDF dynamic partitioning scheme considering load
balancing by analyzing the query data frequently used by users. The proposed scheme
provides load balancing by grouping considering the use frequency of the data used by
user-requested queries. The query frequency is defined as the use frequency of the data
used by queries. The RDF subgraphs with high query frequency are grouped to gen-
erate clusters, and the RDF subgraphs with relatively lower query frequency compared
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to the clusters are grouped to generate subclusters. In addition, it minimizes the
communication cost between servers during join processing by minimizing the number
of edge-cuts connected to partitions.

Figure 1 shows the processing process of the proposed dynamic partitioning
scheme. If the queries are concentrated on a particular server and the communication
cost are increased between servers during query processing, the proposed scheme
repartitions RDF graphs through the following three steps. The first stage is the cluster
generation stage, in which RDF subgraphs that are frequently used in queries are
grouped to generate clusters. The clusters are the criteria for data partitioning for load
balancing and are generated with RDF graphs with high query frequency. The second
stage is the subcluster generation stage, and the subgroups are generated with data with
lower query frequency than the clusters. The last stage is the graph partitioning stage,
and partitions are generated by considering data size, query frequency, and the number
of edges.

3.2 Cluster Generation

To process user-requested queries quickly in a dynamic distributed environment, a
scheme to minimize join processing between servers and communication cost is
required. The proposed scheme stores the queries frequently requested by users in the
past in their same servers, expecting them to be requested again in the future. There-
fore, the data with high query frequency are grouped into clusters. The clusters are
composed of RDF subgraphs that have been frequently requested by users. To meet
users’ constantly changing diverse needs, clusters are generated based on the queries
that have been frequently used by users.

Grouping is performed in such a way that the frequency of the query data is close to
the mean value of the cluster frequency. In addition, clusters are used as a reference
point in each server to perform equal load balancing among servers, and as many
clusters are generated as there are servers. By grouping the query data that used to be
stored in multiple different servers into the same server, this scheme can minimize the

Fig. 1. The processing process of the proposed RDF dynamic partitioning scheme
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communication costs that occur during query processing and provide fast query
responses.

Equation (1) is the mean cluster frequency (AvgCF) which is the criterion used to
generate a cluster in each server, where SumofHighQF is the sum of the high frequency
values. NumofServer is the number of servers in the distributive server. In the cluster
generation stage, the data with query frequencies higher than AvgCF are grouped into
clusters. The data with query frequencies lower than AvgCF are grouped into
subclusters.

AvgCF ¼ SumofHighQF
NumofServer

ð1Þ

3.3 Subcluster Generation

To perform equal load balancing among servers, query frequency is used based on the
mean query frequency of the distributed server. The mean query frequency of the
distributed server is the mean query frequency value as the criterion to perform equal
load balancing during data partitioning. It is calculated based on the query frequency
from statistical data. Specifically, each server uses one cluster, and subgroups with
query frequencies lower than the cluster frequency perform load balancing of the
distributed server by adding the mean query frequency of the clusters to the subgroups.
In other words, in the subcluster generation stage, subclusters are generated by
grouping data with low query frequencies, excluding the clusters generated in the
cluster generation stage.

Subclusters refer to the subgroups that are grouped based on query data as in
clusters but that have lower query frequencies than those of clusters. These are used to
perform equal load balancing among servers, and subclusters are distributed around a
cluster in each server to perform efficient load balancing. In other words, subgroups are
used to improve the efficiency of load balancing. In addition, subclusters calculate hops
in distance using connecting edges based on clusters generated in the cluster generation
stage, and they perform distribution based on the range of threshold values established
by users. Furthermore, to minimize communication cost between servers, the data that
are never requested by users are not included in the grouping. This prevents the
collapse of the previously partitioned graph data structure and reduces additional
repartitioning cost through distribution based on the prediction of the range of queries
that can be requested by users in the future.

3.4 Graph Partitioning

This is the last stage of the three-stage processing process in the proposed scheme and
the stage that partitions the graph data. In this stage, partitioning is performed by
considering the size of the partitions to solve the problem of data concentration to
specific servers due to a dynamic RDF data environment. In addition, to solve the
problem of load balancing in existing dynamic partitioning schemes, the mean query
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frequency of the distributed server is calculated. Finally, to minimize communication
cost between servers, a scheme to minimize the number of edge-cuts is employed.

The edge-cut minimization scheme performs cuts not based on the edges connected
between vertices in RDF data but based on the edges connected between clusters and
subclusters. First, the candidate subclusters to be moved to another server for edge
cutting are selected based on the criteria that few edges are connected to the subclusters
within each server and many edges are connected to the subclusters in other servers.
Edge-cut minimization is performed by relocating selected cluster candidates. By
relocating the selected candidates to the servers with which they have many connec-
tions, the number of edges cuts can be minimized.

The proposed scheme considers the size of the partitions to solve the problem of
data concentration to specific servers. Therefore, it offers the minimum partition size
(PSizemin) and the maximum partition size (PSizemax). The partition size means the
number of vertice in a RDF subgraph to be stored in each server. Equation (2)
describes the minimum partition size (PSizemin) to be stored in each server, and Eq. (3)
describes the maximum partition size (PSizemax) to be stored in each server. Here,
Nodecnt is the number of servers in the distributed server system, Sizefull is the total size
of the data that is stored or needs to be stored in the distributed server. a and b are
parameters for adjusting the minimum partition size and the maximum partition size to
be stored in each distributed server, respectively.

PSizemin ¼ Sizefull
Nodecnt

� a ð2Þ

PSizemax ¼ Sizefull
Nodecnt

� b ð3Þ

4 Performance Evaluation

To demonstrate the superiority of the proposed scheme, a performance evaluation was
conducted by comparing it with Sedge and Hermes, which showed high performance
among recently studied schemes. The evaluation was conducted in the cluster envi-
ronment with an Intel® Core™ i3 CPU 540 processor with 4G memory, 1 TB hard
disk, and eight distributed servers. Table 1 shows dataset used in the performance
evaluation.

Figure 2 shows the storage ratio of data stored across distributed servers when
performing RDF graph data partitioning. In the proposed scheme, the storage ratios of
distributed servers are almost similar since it considers both a cluster size and the

Table 1. Dataset

Classification DBLP

Number of vertices 317 thousand
Number of edges 1 million
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edge-cut ratios between clusters and subclusters. Figure 3 shows the results of com-
parison in query response time of Sedge, Hermes, and the proposed scheme using eight
different queries. The proposed scheme performs grouping based on the query data
with high data use frequency, and was designed to generate partitions in the size within
the range of threshold values specified by users. Performance evaluation results showed
the query response time of the proposed scheme was improved by approximately 10%
than Sedge, and approximately 3% than Hermes.

5 Conclusions

In this paper, we proposed an RDF dynamic partitioning scheme considering load
balancing in the dynamic RDF data environment. The proposed scheme addressed data
concentration to specific servers by performing grouping based on frequently used
query data. In addition, it performed graph data partitioning by minimizing the number

Fig. 2. Ratio of distributed storage

Fig. 3. Query response time
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of edge-cuts to reduce communication cost between servers. These allowed the pro-
posed scheme to outperform existing systems by maximizing the advantages of parallel
systems and providing fast query responses. In a future work, we will apply the
dynamic partitioning scheme to an actual distributed environment.
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Abstract. For big data security, high-speed arithmetic units are needed.
Finite field arithmetic has received much attention in error-control codes,
cryptography, etc. The modular exponentiation over finite fields is an
important and essential cryptographic operation. The modular expo-
nentiation can be performed by a sequence of modular squaring and
multiplication based on the binary method. In this paper, we propose a
combined algorithm to concurrently perform multiplication and squar-
ing over GF (2m) using the bipartite method and common operations.
We expect that the architecture based on the proposed algorithm can
reduce almost a half of latency compared to the existing architecture.
Therefore, we expect that our algorithm can be efficiently used for var-
ious applications including big data security which demands high-speed
computation.

Keywords: Finite fields · Multiplication · Squaring · Exponentiation ·
Cryptography

1 Introduction

As data is growing exponentially in big data environment, data security and
privacy has been considered major issues for the growth of big data technology.
When the volume of data has a dramatic growth, it means that the amount of
data that needs to be encrypted and decrypted also increases. If the amount of
data cannot be reduced, the best solution is to develop methods to speed up
computation time of encryption and decryption.

The arithmetic over finite fields GF (2m) is very important for many practical
applications in error-correcting codes and cryptography [1,2]. Among the arith-
metic operations over finite fields, the multiplication is an important operation.
This is because the time-consuming operations such as exponentiation, divi-
sion, and multiplicative inversion can be performed by repeated multiplications.

c© Springer Nature Singapore Pte Ltd. 2018
W. Lee et al. (eds.), Proceedings of the 7th International Conference
on Emerging Databases, Lecture Notes in Electrical Engineering 461,
https://doi.org/10.1007/978-981-10-6520-0_6
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Thus, an efficient multiplication algorithm with low complexity and latency, high
throughput rate, and short computation delay is required.

The modular exponentiation is one of the important and essential crypto-
graphic operations. The modular exponentiation can be performed by a sequence
of modular squaring and multiplication based on the binary method. There are
two modular exponentiation schemes: least significant bit(LSB)-first and most
significant bit(MSB)-first modular exponentiation, where LSB and MSB are the
LSB and MSB of the exponent. For fast LSB-first modular exponentiation, mod-
ular squaring and multiplication can be performed in parallel [3–5]. Using the
common operations from multiplication and squaring, Choi and Lee [6] proposed
the combined systolic multiplier/squarer that computes modular squaring and
multiplication concurrently instead of computing them separately for the LSB-
first exponentiation.

In this paper, we propose an efficient combined algorithm to concurrently
perform multiplication and squaring over GF (2m) using the bipartite method
and deriving common operations. The proposed algorithm enables multiplica-
tion and squaring to operate in pipelined computation in parallel. Also, our
algorithm can lead to a low-latency hardware architecture for the multiplication
and squaring over GF (2m). The remainder of this paper is organized as follows.
In Sect. 2, we review a modular exponentiation algorithm. In Sect. 3, we pro-
pose an efficient combined algorithm to concurrently perform multiplication and
squaring over GF (2m). Finally, Sect. 4 gives our conclusions.

2 Modular Exponentiation

The exponentiation is a crucial part of modern cryptographic algorithms. The
most commonly used algorithms for exponentiation are the binary methods (also
called square-and-multiply methods) [7]. Its basic idea is to compute modular
exponentiation by using the binary expression of exponent E and the exponenti-
ation operation is broken into a series of squaring and multiplication operations.
The modular exponentiation has two methods: LSB-first and MSB-first modular
exponentiation, where LSB and MSB are the LSB and MSB of the exponent. The
LSB-first modular exponentiation can be used to compute modular squaring and
modular multiplication concurrently. The LSB binary modular exponentiation
algorithm is represented as Algorithm 1 which computes the modular exponen-
tiation starting from the LSB of the exponent and proceeding to the left.

Algorithm 1. LSB binary modular exponentiation algorithm in GF (2m)

Input : M , E =
∑m−1

i=0 ei2i (where ei ∈ {0, 1}), G
1 C = 1
2 S = M
3 for i = 0 to m − 1 do
4 if (ei = 1) then C = C × S mod G
5 S = S × S mod G
6 end for
7 return C
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Note that modular squaring and multiplication can be performed concur-
rently to improve speed of exponentiation [3–6]. Using the common-multiplicand
method [4,5], Choi and Lee [6] proposed the combined systolic multiplier/squarer
that computes modular squaring and multiplication concurrently instead of com-
puting them separately for the LSB-first exponentiation.

3 Proposed Combined Algorithm for Multiplication
and Squaring

In this section, we propose a new combined algorithm to compute multiplica-
tion and squaring over GF (2m) in parallel. We can adopt the bipartite concept
[8–11] to decrease the latency required for calculating multiplication and squar-
ing over finite fields. In [8–11], they have used the Montgomery multiplication
algorithm [12,13] for deriving a bipartite structure. The bipartite multiplication
using Montgomery multiplication algorithm requires converting the operand to
Montgomery representation and final result to the original representation. Our
proposed algorithm does not require additional conversion operations because
we adopt the bipartite concept not using Montgomery multiplication algorithm.
Also, we decrease the space complexity by deriving common operations from
bipartite parts like common-multiplicand method [4–6].

Let the finite field over GF (2m) be defined, in general, by an irreducible
polynomial of degree m, given by G = xm +

∑m−1
j=0 gjx

j , where gi ∈ GF (2). The
polynomial basis {1, x, · · · , xm−2, xm−1} is used to represent the field elements,
so that any two arbitrary elements A and B in GF (2m) can be represented in the
form of polynomials of degree (m− 1) as A =

∑m−1
j=0 ajx

j and B =
∑m−1

j=0 bjx
j ,

where aj and bj ∈ {0, 1}, for 0 ≤ j ≤ m − 1.
Since x is a root of G(x), i.e. G(x) = 0, xm mod G and xm+1 mod G are as

follows:

xm mod G =
m−1∑

j=0

gjx
j , (1)

xm+1 mod G =
m−1∑

j=1

(gm−1gj + gj−1)xj + gm−1g0 ≡ G′ =
m−1∑

j=0

g′
jx

j . (2)

Assume that G′ = xm+1 mod G is given in advance. Let k = �m/2� and l =
�m/2�. The multiplication and squaring of A and B, P = AB mod G, S =
AA mod G can be expressed as follows:

P = AB mod G =
m−1∑

i=0

biAx
i mod G

=
l−1∑

i=0

b2iAx
2i mod G + x

k−1∑

i=0

b2i+1Ax
2i mod G, (3)
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S = AA mod G =
m−1∑

i=0

aiAx
i mod G

=
l−1∑

i=0

a2iAx
2i mod G + x

k−1∑

i=0

a2i+1Ax
2i mod G. (4)

From (3) and (4), we can see that P and S can be divided into two parts,
respectively. We define P and S as follows:

P = Q + xR mod G, (5)

S = T + xU mod G, (6)

where

Q =
l−1∑

i=0

b2iAx
2i mod G, (7)

R =
k−1∑

i=0

b2i+1Ax
2i mod G, (8)

T =
l−1∑

i=0

a2iAx
2i mod G, (9)

U =
k−1∑

i=0

a2i+1Ax
2i mod G. (10)

We can observe that the computations of Q, R, T , and U require Ax2i mod G
in common. We define A(i) = Ax2i mod G, for 0 ≤ i ≤ l−1. Then, the equations
can be expressed as A(i) =

∑m−1
j=0 a

(i)
j xj mod G, where A(0) = A. Then, based

on (1) and (2), A(i) can be expressed as

A(i) = A(i−1)x2 mod G

=
m−1∑

j=0

a
(i−1)
j xj+2 mod G

=
m−3∑

j=0

a
(i−1)
j xj+2 + (a(i−1)

m−2 x
m + a

(i−1)
m−1 x

m+1) mod G

=
m−3∑

j=0

a
(i−1)
j xj+2 +

m−1∑

j=0

a
(i−1)
m−2 gjx

j +
m−1∑

j=0

a
(i−1)
m−1 g

′
jx

j

=
m−1∑

j=0

(a(i−1)
j−2 + a

(i−1)
m−2 gj + a

(i−1)
m−1 g

′
j)x

j , (11)

where A(0) = A, a(i−1)
−2 = a

(i−1)
−1 = 0, and 1 ≤ i ≤ l − 1.



54 K.-W. Kim et al.

From (11), we can obtain the coefficient of A(i) as follows:

a
(i)
j = a

(i−1)
j−2 + a

(i−1)
m−2 gj + a

(i−1)
m−1 g

′
j , (12)

where a
(0)
j = aj , a

(i−1)
−2 = a

(i−1)
−1 = 0, and 1 ≤ i ≤ l − 1.

Using A(i), Q, R, T , and U from (7) to (10) are represented as follows:

Q =
l∑

i=1

b2(i−1)A
(i−1), (13)

R =
k∑

i=1

b2i−1A
(i−1), (14)

T =
l∑

i=1

a2(i−1)A
(i−1), (15)

U =
k∑

i=1

a2i−1A
(i−1). (16)

From above equations, the recurrence equations of Q, R, T , and U can be
formulated as

Q(i) = Q(i−1) + b2(i−1)A
(i−1), (17)

R(i) = R(i−1) + b2i−1A
(i−1), (18)

T (i) = T (i−1) + a2(i−1)A
(i−1), (19)

U (i) = U (i−1) + a2i−1A
(i−1), (20)

where Q(0) = R(0) = T (0) = U (0) = 0, Q(i) =
∑m−1

j=0 q
(i)
j xj , R(i) =

∑m−1
j=0 r

(i)
j xj ,

T (i) =
∑m−1

j=0 t
(i)
j xj , and U (i) =

∑m−1
j=0 u

(i)
j xj are ith intermediate results.

Therefore, the coefficients of Q(i), R(i), T (i), and U (i) can be represented as
follows:

q
(i)
j = q

(i−1)
j + b2(i−1)a

(i−1)
j , for 1 ≤ i ≤ l, (21)

r
(i)
j = r

(i−1)
j + b2i−1a

(i−1)
j , for 1 ≤ i ≤ k, (22)

t
(i)
j = t

(i−1)
j + a2(i−1)a

(i−1)
j , for 1 ≤ i ≤ l, (23)

u
(i)
j = u

(i−1)
j + a2i−1a

(i−1)
j , for 1 ≤ i ≤ k, (24)

where q
(0)
j = r

(0)
j = t

(0)
j = u

(0)
j = 0 and 0 ≤ j ≤ m − 1. The equations from (13)

to (16) can be simultaneously executed because there are no data dependency
between computations of Q, R, T , and U .
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After computing Q(l), R(k), T (l), and U (k), we finally require computing
Eqs. (5) and (6) in order to obtain the result of multiplication and squaring.
Therefore, the Eqs. (5) and (6) are represented as follows:

P = Q(l) + xR(k) mod G

=
m−1∑

j=0

q
(l)
j xj + x

m−1∑

j=0

r
(k)
j xj mod G

=
m−1∑

j=0

q
(l)
j xj +

m−2∑

j=0

r
(k)
j xj+1 + r

(k)
m−1x

m mod G

=
m−1∑

j=0

(q(l)j + r
(k)
j−1 + r

(k)
m−1gj)x

j , (25)

S = T (l) + xU (k) mod G

=
m−1∑

j=0

t
(l)
j xj + x

m−1∑

j=0

u
(k)
j xj mod G

=
m−1∑

j=0

t
(l)
j xj +

m−2∑

j=0

u
(k)
j xj+1 + u

(k)
m−1x

m mod G

=
m−1∑

j=0

(t(l)j + u
(k)
j−1 + u

(k)
m−1gj)x

j , (26)

where r
(k)
−1 = 0 and u

(k)
−1 = 0.

By above equations, we can derive Algorithm 2 for the efficient combined
multiplication and squaring for fast exponentiation over GF (2m). As can be seen
in Algorithm 1, a(i)j , q(i)j , r(i)j , t(i)j , and, u(i)

j can be executed simultaneously and
can be induced very similarly. The proposed algorithm is regular and simple and
is well-suited to implementing systolic architecture by fully exploiting inherent
parallelism of the input datum. Based on the proposed Algorithm 2, the hardware
architecture can be efficiently composed.

The systolic array for multiplication and squaring of Choi and Lee [6] has
the latency of 3m clock cycles. We expect that the architecture based on the
proposed algorithm can reduce almost a half of latency compared to the Choi
and Lee’s architecture.
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Algorithm 2. Proposed combined algorithm for multiplication and squaring
Input : A,B ∈ GF (2m), G, G′

Output : P = AB mod G, S = AA mod G

1 A(0) = A, Q(0) = 0, R(0) = 0, T (0) = 0, U (0) = 0
2 for i = 0 to �m/2� do
3 a

(i−1)
−2 = 0, a(i−1)

−1 = 0
4 for j = 0 to m − 1 do
5 in parallel do:
6 a

(i)
j = a

(i−1)
j−2 + a

(i−1)
m−2 gj + a

(i−1)
m−1 g

′
j

7 q
(i)
j = q

(i−1)
j + b2(i−1)a

(i−1)
j

8 r
(i)
j = r

(i−1)
j + b2i−1a

(i−1)
j

9 t
(i)
j = t

(i−1)
j + a2(i−1)a

(i−1)
j

10 u
(i)
j = u

(i−1)
j + a2i−1a

(i−1)
j

11 end do
12 end for
13 end for
14 r

(k)
−1 = 0, u(k)

−1 = 0
15 for j = 0 to m − 1 do
16 in parallel do:
17 pj = q

(l)
j + r

(k)
j−1 + r

(k)
m−1gj

18 sj = t
(l)
j + u

(k)
j−1 + u

(k)
m−1gj

19 end do
20 end for
21 return P, S

4 Conclusion

In this paper, we have proposed a combined algorithm for multiplication and
squaring for fast exponentiation over finite fields. We have induced an efficient
algorithm which is highly suitable for the design of pipelined structures. The
proposed algorithm enables finite field multiplication and squaring to operate
in pipelined computation. Also, our algorithm has low latency. Moreover, our
algorithm enables the computation to share the hardware architecture so that
we expect that it reduces not only time complexity but also hardware complexity
compared to the recent study. Therefore, we expect that our algorithm can
be efficiently used for various applications including big data security which
demands high-speed computation.
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Abstract. Alternating least squares (ALS) is one of the algorithms
widely used in recommendation systems. In this paper, we propose a
method to perform ALS on a graph engine on a single machine. We
employ our graph engine, RealGraph, to handle big graphs and develop
ALS efficiently performed on top of it. Real-world graphs in performing
ALS follow the power-law degree distribution, specifying that a few nodes
have a lot of edges while a lot of nodes do only a few edges. Prior graph
engines do not consider this important characteristic, which slows down
their performance. According to our extensive performance evaluation,
our ALS running on RealGraph significantly outperforms those on other
engines up to 2.5 times.

Keywords: Alternating least squares · Graph engine · Performance

1 Introduction

Collaborative filtering (CF) is the underlying technique for recommendation sys-
tems that recommend items to a target user by referring to a group of users
whose preferences are similar to that of him/her. Many companies such as Ama-
zon, Netflix, and TiVo have adopted this technique to their business [1,2]. In
order to realize this technique, the algorithms based on the matrix factorization
(MF) have been widely used [3,4]. MF approximates large sparse matrix R rep-
resenting users and items by two low-rank matrices U and V (R ≈ U ×V ). Here,
the matrices U and V represent the users with latent factors and the items with
latent factors, respectively. Alternating least squares (ALS) is a typical algorithm
based on MF. The recommendation system based on this algorithm showed the
best-performance in Netflix’s movie rating prediction [3,5].

Matrix R can be defined as the bipartite graph for the users with the items.
In this graph, each edge indicates an element in matrix R. A row in matrix U
and a column in matrix V can be defined as a set of latent factors of a user and
an item, respectively. Thus, ALS can be interpreted as a graph algorithm [6–8].

As recommendation systems have been widely used, the number of users and
items gets larger and larger in the online world so that the graphs representing

c© Springer Nature Singapore Pte Ltd. 2018
W. Lee et al. (eds.), Proceedings of the 7th International Conference
on Emerging Databases, Lecture Notes in Electrical Engineering 461,
https://doi.org/10.1007/978-981-10-6520-0 7
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them have also increased dramatically. In order to efficiently perform the rec-
ommendation algorithms with such large-scale graphs (i.e., big graphs), various
graph engines on a single machine have emerged [7,8]. In this context, we have
also developed RealGraph [9], a graph engine that can handle big graphs with
the limited computing resources. RealGraph bases its design on the principles
adopted in well-known database storage systems such as WiSS [10], Exodus [11],
and Shore [12] that efficiently store/retrieve big data. RealGraph consists of four
layers: a storage management layer, a buffer management layer, an object man-
agement layer, and a thread management layer.

We aim at the development of ALS running on RealGraph and demonstrate
its superior performance. The graphs generally used in ALS are real-world ones
following the power-law degree distribution [13], which specifies that a few nodes
have a lot of edges while a lot of nodes have a few edges as shown in Fig. 1. Exist-
ing graph engines use the node- or edge-based workload assignment to threads
without taking this important characteristic into consideration [7,8]. This leads
to load imbalance across threads or frequent thread confliction which slows down
the performance of graph engines.
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Fig. 1. Power-law degree distribution.

Considering this characteristic, we use a segment-based workload distribution
that assigns each thread a storage segment whose size is fixed and also matched to
a standard I/O unit. A storage segment could have multiple nodes with different
degrees or a single node whose degree is so large. We note, However, the sum of
total degrees in a storage segment is almost the same. Thus, this approach leads
to the uniform distribution of workloads to threads and also infrequent thread
confliction, which help achieve higher performance of ALS.

We compare the performance of ALS on RealGraph with those on existing
graph engines such as GraphChi [7] and X-Stream [8] whose codes are available.
They also employ the external-memory model like RealGraph. The experimental
results show that the performance of ALS on RealGraph outperforms substan-
tially those on other graph engines up to 2.5 times.
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The contributions of this paper are as follows. We develop ALS to be effi-
ciently performed on RealGraph by adopting the characteristic of real-world
graphs. We evaluate the performance of ALS in various graph engines through
extensive experiments with changing parameters of graph engines and ALS to
demonstrate the superiority of our ALS on RealGraph.

The organization of the paper is as follows. Section 2 overviews RealGraph.
Section 3 introduces the procedures of MF and ALS, and also presents how to
implement the ALS of RealGraph. Section 4 shows and analyzes experimental
results. Finally, Sect. 5 summarizes and concludes the paper.

2 RealGraph

This section introduces our graph engine, RealGraph [9], running on a single
machine. It adopts the vertex-centric model as the programming model and the
external-memory model as the memory model [7]. RealGraph aims at efficiently
handling big graphs with the limited computing resources as well as applying
itself to various graph algorithms.

2.1 Overview of Architecture

The underlying architecture of RealGraph is based on well-known database stor-
age systems, such as WiSS [10], EXODUS [11], and Shore [12] to efficiently
store/access the data. We modify this architecture and develop the layers for
processing graphs on top of it to efficiently handle big graphs. We describe the
role and structure of each layer.

(1) Storage management layer: as the lowest layer, it manages the space in
the secondary storage which is partitioned into the fixed-size storage segments
matching a standard I/O unit defined by the graph engine. In RealGraph, we
set the size of storage segment as 1MiB. The role of this layer is to allocate and
release the space for each storage segment in the secondary storage, and also
perform their I/Os.

(2) Buffer management layer: it manages the space of the main memory. Its
role is to allocate/load/release storage segments in the main memory. There
exist a buffer and a buffer index. The buffer is space for maintaining the storage
segments in the main memory. The buffer index is to index the storage segments
currently loaded in the buffer to quickly access to them.

(3) Object management layer: it manages the objects in storage segments.
Each storage segment is composed of multiple objects. If the length of an object
exceeds the size of a storage segment, it is stored across multiple storage seg-
ments. In RealGraph, we represent a graph by adjacency lists, each of which is
composed of a node and its adjacent nodes with their weights. Then, we con-
struct an adjacency list as an object in a storage segment. There are two types
of an object such as an incoming object regarding to incoming edges of a node
and an outgoing object regarding to outgoing edges of a node. This layer has
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the object index which is to index the objects in all storage segments to identify
the object corresponding to a specific node.

(4) Thread management layer: it manages threads and accesses/processes the
graph data via multi-threading. In RealGraph, there are two types of threads:
a main thread and a worker thread. The main thread controls a number of
worker threads, each of which executes a certain job. This layer provides an
attribute vector containing final (or intermediate) computation results obtained
while running graph algorithms. It also has indicators to identify those nodes to
be processed in each iteration.

2.2 Processing Procedure

RealGraph performs graph algorithms as follows:

– Step 1: the main thread searches for the nodes to be processed in the current
iteration by scanning the indicator

– Step 2: the main thread identifies the objects corresponding to the required
nodes from the object index in the object management layer

– Step 3: the main thread verifies whether the storage segment containing the
objects exists in the buffer by using the buffer index in the buffer management
layer

– Step 4: the main thread assigns the objects thus found to worker threads
– Step 5-1: if the objects exist in the buffer, each worker thread performs the

job for the objects
– Step 5-2: otherwise, each worker thread requests the storage segment con-

taining the objects to the buffer management layer which requires the stor-
age segment to the storage management layer. It processes the job after the
storage segment being loaded

3 Development of ALS on RealGraph

This section introduces the matrix factorization (MF) and alternating least
squares (ALS) with their procedures, and explains how to implement ALS to
be efficiently performed on RealGraph.

3.1 Alternating Least Squares

Figure 2 shows the matrix factorization (MF). It is a matrix operation that
large-sparse matrix R is approximated by the matrix multiplication of two low-
rank matrices U and V (R ≈ U × V ). In matrix R, a row indicates a user, a
column does an item, and each element means a rating of the item given by the
user. In matrices U and V, a row/column indicates a user/item, respectively, a
column/row means a latent factor, and each element has a latent value.
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Fig. 2. Matrix factorization (R ≈ U × V ).

ALS is one of the algorithms for MF whose steps are as follows:

– Step 1: initialize matrix V with random values between 0 and 1
– Step 2: hold matrix V constant, and solve matrix U by minimizing Eq. (1)
– Step 3: hold matrix U constant, and solve matrix V by minimizing Eq. (1)
– Step 4: repeat steps 2 and 3 until the objective function converges

objectivefunction =

√
1
n

∑
|p(u, v) − r(u, v)|2 (1)

where p(u, v) and r(u, v) are predicted and observed ratings for user u and
item v, respectively [5].

Matrix R can be defined as the bipartite graph for users with items. Each
edge indicates a rating that each user gives to an item. A row in matrix U and
a column in matrix V can be defined as a set of latent factors of a user and an
item, respectively. ALS can be seen as a graph algorithm by computing a set of
latent factors using graph R, thus it is performed in graph engines.

3.2 Realization of ALS on RealGraph

In this section, we address how to implement ALS to be efficiently performed on
RealGraph. We first convert bipartite graph R to a set of objects in the secondary
storage. Each user is represented as an outgoing object which is composed of a
user with his or her ratings to items. Each item is represented as an incoming
object which consists of an item with its ratings from users.

The values of the elements of matrices U and V continuously change during
performing ALS. In order to store these changing values, we represent matrices
U and V as attribute vectors. That is, matrices U and V consist of attribute
vectors as many as the number of latent factors, whose size is the number of
users and items, respectively.

The real-world graphs follow the power-law degree distribution [13] that a few
nodes (i.e., hub nodes) have a lot of edges while a lot of nodes have only a few
edges as shown in Fig. 1. In other words, it means that a few items are rated by
a lot of users while most items are rated by only a few users.

The existing graph engines use the node- or edge-based workload distribution
across threads which do not leverage this characteristic. Here, the node-based
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approach means that a thread processes a single node and its adjacent nodes [7].
It incurs the skewed distribution across threads by the power-law degree distrib-
ution. The edge-based approach means that a thread processes a single edge [8].
In a graph engine using this approach, the result of a hub node is updated from
its incoming edges processed by multiple threads. This leads to thread conflic-
tion. In conclusion, such workload distributions used in existing graph engines
cause to slow down their performance.

We employ the segment-based workload distribution to solve these observed
problems. The segment-based approach has each thread assigned with a storage
segment as a workload. A storage segment, as mentioned in Sect. 2.1, has multiple
objects in general or a partial object rarely, but the total size of object(s) in a
storage segment is almost constant. Thus, threads can be assigned with similar
workloads.

This distribution can also incur the thread confliction as in the edge-based
approach, in the case that the result of a (hub) node is updated from its adjacent
nodes stored across storage segments (e.g., updating the rank value in PageRank)
by multiple threads concurrently. However, this case happens very rare. In real-
world datasets, such objects stored across multiple storage segments (i.e., hub
objects) exist only about 0.0027% of the total objects in the case of 1MiB of
storage segment in RealGraph1. That is, the occurrence of the thread confliction
is negligible.

4 Evaluation

This section compares and analyzes the performance of ALS running on graph
engines through extensive experiments.

4.1 Experimental Setup

We conducted the experiments on the system equipped by Intel Core i7-4770
3.40Ghz, Samsung SSD 850 PRO, 32GiB main memory and installed on Ubuntu
16.4 64bit. We used three graph engines such as RealGraph [9], GraphChi [7],
and X-Stream [8]. Although there are more graph engines on a single machine,
GraphChi and X-Stream are the graph engines whose source codes and ALS
implementation are available in public. The three graph engines adopt an
external-memory model [7] as the memory model to handle big graphs. Real-
Graph and GraphChi adopt the vertex-centric model while X-Stream does the
edge-centric model as the programming model [8].

We used the Netflix dataset which consists of about 2,649 K users and 17 K
items. The number of ratings between users and items is 100,480K. It is widely
used to evaluate recommendation systems [7,8,14].

We set the default parameters of graph engines as follows: threads to 4 and
memory size to 4GiB. Other than these, there are two more parameters in terms

1 Existing graph engines use more than 1MiB for a storage segment.
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of ALS: (1) D, the number of latent factors, and (2) the number of iterations.
We set the number of latent factors as 10 and the number of iterations as 10 as
default settings.

4.2 Experimental Results

We measured the overall execution time including I/O and processing times
and verified the performance of ALS on the three graph engines with changing
parameters. In Fig. 3, the y-axis indicates the execution time and the x -axis
does parameters in terms of computing resources in graph engines. In Fig. 4, the
y-axis also denotes the execution time and the x -axis does parameters related
to ALS.

Varying the Number of Threads. This experiment verifies the performance
of ALS running on three graph engines, with changing the number of threads
from 2 to 8 with other parameters fixed as mentioned above. Figure 3a shows
the results that ALS on RealGraph outperforms those on other graph engines
regardless of the number of threads.

We note that the performance of ALS on RealGraph and GraphChi gets
improved as the number of threads increases while that on X-Stream has no
change. RealGraph and GraphChi use the segment- or node-based workload dis-
tribution, which causes extremely rare or no thread confliction. However, a lot of
thread confliction occurs in X-Stream using the edge-based approach due to the
computations of some hub nodes. This is a main bottleneck of the performance.
Although the number of threads increases to 8, the performance gain is achieved
with up to four threads because our system has only four physical cores inside.
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Fig. 3. The execution time of ALS running on graph engines with changing parameters
related to graph engines



Efficient Processing of ALS on a Single Machine 65

5 10 20
0

200

400

600

800

1,000

1,200

a) Number of iterations

E
x
ec

u
ti

o
n

ti
m

e
(s

ec
.)

5 10 20
0

200

400

600

800

1,000

1,200

1,400

b) Parameter D

E
x
ec

u
ti

o
n

ti
m

e
(s

ec
.)

Fig. 4. The execution time of ALS running on graph engines with changing parameters
related to ALS

Varying the Size of Memory. As the second experiment, we measured the
performance of ALS, changing the given memory size from 2GiB to 8GiB with
other parameters fixed. In Fig. 3b, the performance of RealGraph is also better
than that of others, but its execution time is not changed. This is due to the graph
representation, the way to store the graph into the storage. RealGraph requires
the smallest space to store the graph by employing efficient graph representation
while GraphChi does the largest space.

For this reason, there is no change with the execution time in RealGraph
because ALS is performed at the situation that the whole graph can reside in
main memory. Other graph engines, however, require frequent I/Os from the
storage because they can not load the graph into the memory at once. As the
memory size increases to 8GiB, the execution time of X-Stream decreases because
the I/O requirement reduces. Interestingly, the execution time of GraphChi even
slightly grows up due to write operation to store the intermediate results by its
graph representation although the given main memory gets larger.

Varying the Number of Iterations. In the third experiment, we measured
the performance of ALS, varying the number of iterations from 5 to 20 with
parameters related to graph engines fixed. Figure 4a shows that the execution
times of ALS on all graph engines linearly grow up with the increasing number of
iterations. ALS on RealGraph still outperforms significantly those on the other
engines as in the previous experiments.

Varying Parameter D. As the last experiment, we measured the performance
of ALS, varying parameter D (i.e., the number of latent factors) from 5 to 20
with other parameters fixed. Figure 4b shows that the execution times of ALS
on the three graph engines are all grown up rapidly as parameter D increases.
This is because the number of latent factors affects the amount of computations
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of ALS considerably. In the case of parameter D set to 20, the execution time
of ALS on X-Stream exceeds that on GraphChi because more frequent thread
confliction occurs by rapidly increasing the amount of computations. Of course,
our proposal also performs better than the others in this experiment.

5 Conclusion

ALS is a representative algorithm widely used in recommendation systems [3].
We developed an efficient method to perform ALS on top of RealGraph. We
first observed and analyzed ALS running on the existing graph engines. Existing
graph engines cause the load imbalance and frequent thread confliction because
they use node- or edge-based workload distribution among threads without tak-
ing the power-law degree distribution of real-world graphs into consideration.
After all, their performances are degraded. We used segment-based workload
distribution leveraging this important characteristic. It helps distribute the work-
loads evenly to threads and achieve higher performance of ALS.

Through extensive experiments, we demonstrated that ALS on RealGraph
outperforms ALS significantly on the other graph engines up to 2.5 times. By
virtue of the results, we expect that our proposal improves the performance of
various recommendation systems. As our future work, we consider to develop
additional algorithms on RealGraph to contribute the recommendation systems
domain.
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Abstract. Large graphs such as social network, web graph, biological network,
are complex and facing the challenges of processing and visualization. Moti-
vated by such issues, Taivonen et al. [1] proposed models and sequential
algorithms for weighted graph with the intentions to generate a candidate
compress graph. The proposed compression algorithm is expensive in terms of
computation time because of the sequential process. The weighted graph com-
pression algorithms can be made faster while adopting parallel processing
technique. In this paper, we adopt parallel processing technique for weighted
graph compression problem while using multi-selection nodes to perform
merge-able technique with various graph clustering algorithms to avoid over-
lapping between nodes from different threads. For the performance evaluation
purposes of the proposed method, we carry out series of tests on the real net-
works. We perform extensive experiments on parallel graph summarization
while using different graph clustering algorithms. Our results demonstrate their
effectiveness for parallel graph compression on real networks.

Keywords: Weighted graph � Network � Graph compression � Graph
clustering � Parallel processing � Graph mining

1 Introduction

Real-world data are transformed to graph structure with the intention to extract hidden
knowledge while exploiting the linked structure. This linked structure is playing a vital
role in various domains ranging from Web structure to the data generated by scientists.
In the graph structure, the node represents the entities e.g. person, Web page, module
etc., and the link is the relationship between entities such as a friend link, hyperlink etc.
Below, we look at some of these application domains:

World Wide Web. The web-graph describes the directed links between webpages of the
World Wide Web. The link structure of Web has been playing a significant role in the
search engine such as aGoogle, where quality of search has been improved.Web-graph is
a prime example of large-scale graph. Google estimates the total number of Webpages
exceeds one trillion; experimental graphs of the World Wide Web contain more than
twenty billion nodes (pages) and one hundred and sixty billion edges (hyperlinks) [2].

Social Networking Graph. In the context of the internet, social graph signifies relations of
internet users where node and edge represent users and relations among them respectively.

© Springer Nature Singapore Pte Ltd. 2018
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Best known examples of social graphs are the Twitter graph and the Facebook graph, with
millions of users. The social networks give birth to various groups and communities of
interests, for example, music, car, school, work andmuchmore. Communications between
users of such associations are quite strong that allows identifying them easily [3].

Biological Network. In the biological domain, the nodes represent entities such as
genes, proteins, and enzymes, whereas the edges encode the relationships, such as
control of the reaction and the correlation, between these objects [4]. The graph gen-
erated in such domains consists of million and billions of nodes and edges. Performing
various data mining operations on such huge graph are quite challenging and expensive
in terms of memory, processing and time.

Contributing in the area of graph summarization Toivonen et al. [1] proposed the
randomized semi-greedy method [1] that computes possibility of all pairwise merges
and then recursively performs the best merge until the required compression ratio is
reached. To understand this approach, we remind that graph is contained many pairs of
nodes that gives reduction in cost by merging operation. However, this algorithm is
expansive in terms of execution time, because of sequential selection of nodes during
graph compression. Therefore, the algorithm [1] can be made more efficient in terms of
execution of time adopting the concept of parallelism. To achieve better performance,
we use different clustering algorithms to cluster a large graph in to small independent
graphs so that to be executed independently.

In this paper, we exploit different clustering algorithms to create independent small
graph and then we apply the algorithm of [1] for compression. Then, we compare the
performance of each clustering algorithms in the context of graph compression.

2 Related Work

Graph Compression. The problem of graph compression is relevant in the study of
graphs. Most of the works have been done based on common ideas and theories of
graph analysis. In fact, those researchers are proposing to utilize similar connections to
merge graph nodes. Navlakva et al. [5] and Tian et al. [6] made a fundamental con-
tribution to the graph compression research. They have proposed a compact graph as a
major summary model, where nodes represents a set of nodes and edges are the
relationships among of the nodes. Moreover, the original graph can be recreated from
summary graph by employing the set of edge corrections. The sum of size of the edge
correction set and size of the summary graph is minimized by the principle of the
Minimum Description Length (MDL) [7]. The most related methods to our work have
been proposed by Toivonen et al. [1]. They apply several methods to determine the
efficiency of compressing large graphs such as co-authorship graphs. According to the
experiments, the randomized semi-greedy method, that is a generalized version of the
randomized algorithm of [5] can efficiently compress a weighted graph with a little
effect on the node clustering. The authors present notions of supernodes and superedges
by 2-hops optimization. The selected node merges a suitable nodes with minimized
mean weight in its 2-hop neighborhood to produce a smaller graph [1].

Parallel Compression of Weighted Graphs 69



The above-mentioned works have been focused on sequential data processing for graph
representation, therefore we have explored parallel data processing and graph parti-
tioning for better performance.

Parallelization. Parallel algorithms on graphs [8] are used in various scientific and
practical applications. Multi-core systems, provide good localization of data and pro-
vide good acceleration with an increase in the number of cores. Acceleration of
application processing strongly correlates with the used memory bandwidth. Therefore,
parallel processing plays a significant role in many areas of scientific computing. The
graph represents the vertex-centric view in the case of parallel processing. Parallel
processing of graphs occurs by partitioning the graph data through processing resources
and resolving dependencies along edges through iterative computation and
communication.

Graph Clustering Algorithms. We mainly reviewed the clustering algorithms such as
MCODE, Graph entropy, IPCA, and COACH that have performed well in previous
surveys [9].

Molecular complex detection (MCODE) is well studied method for finding dense
regions of the network. Dense regions are determined based on the connectivity data in
the network. This algorithm works in three ways: (1) node scoring; (2) cluster finding;
and (3) post processing is repeated and clusters that do not contain the maximum
connected subgraph are filtered out in the resulting subgraphs.

Proposed by Li et al., Identification of protein complexes (IPCA) algorithm is
focused on vertex distance and density subgraphs. The algorithm can be managed by
two equations the shortest path between a pair of vertices, and the vertex interaction
probability, both in subgraph level. There are four dominant divisions in the algorithm:
(1) weighting vertex and computing the weight for every edge and vertex; (2) selecting
seed, where the highest weighted vertex is selected as the seed; (3) extending cluster,
working on extension of some cluster K; and (4) extending judgment. The IPCA
algorithm requires more time to process the data, since it is related to the number, as
well as the size of the created clusters.

Core-attachment based method (COACH) operates in two phases; detection a
strongly connected area, which calls the “preliminary cores” of the network, and the
expansion of regions by highly connected neighbors. The COACH algorithm begins
from discovering cores and end with formation complexes from the graph. If the core
graph is not dense enough, core nodes will be removed from the core graph. The
extended graph can contain a number of connected elements and recursively perform
this process to obtain strongly connected sub-graphs in each connected elements. The
deleted cores are recursively added back into resulting sub-graph. Then, applying the
post-processing of the discovered cores, the maximal dense form can be obtained.

Kenley and Cho presented a novel theoretical term, “Graph entropy” that measures the
structural complexity of the given graph. The algorithm includes the method of seed
increment. Moreover, this method not requires threshold, due to it searches through
examination, representing advantageous solution by reducing graph entropy. This tech-
nique based on searching locally themost favorable clusters,which have aminimal value of
a graph entropy. Parallelization and clustering algorithms is related to each other because
they have the same properties of data partitioning for solving the time complexities.
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However, the task of clustering is expensive, since many of algorithms require iterative or
recursive procedure, and most of real-world networks are huge. Consequently, the paral-
lelization of clustering algorithms should not be avoid.

3 Preliminary

We denote some basic graph notations, which can be useful for understanding this
paper. Let G = (V, E, w) be a directed weighted graph, where V is the set of vertices,
E � V � V is the set of edges, and w: E ! R+ assigns positive weight to each edge e2
E. S ¼ ðV 0;E0;w0Þ is defined as a compressed weighted graph of G if V 0 is a partition of
V, where nodes v0 2 V 0 are grouped to supernodes, and edges e0 2 E0 are grouped to
superedges. A supernode is a node v 2 VS, correspond to a set of Av nodes in G, and
each edge (u, v) 2 ES is called a superedge, which represents the edges between all
pairs of nodes in Au and Av [5].

4 Parallel Compression of Graphs Using Clustering
Algorithms

In this section, we introduce a parallel graph compression approach to improve the
existing work [1].

4.1 Using Graph Clustering Towards Summarization

Graph clustering is the clustering of data in the form of graphs. The graph clustering
algorithms are focused on summarization graph nodes by their similarities. The main
purpose of clustering is the division of the graph into two or more partitions based on
the similarity of objects. Clustering affects the simplification of extracting the mean-
ingful information from the graph. The clustering algorithm generates clustering for
any input data taking into account the fact that not all graphs have natural clusters. The
discovery of clusters makes it possible to identify certain hidden structures in the graph.

4.2 Proposed System Overview

The task of our parallel algorithm is to divide the problem into sub-problems and
executed in parallel to obtain outputs independently. For our implementation, we use
more than one processor cores to run a program for processing computational intensive
jobs. The program is split and executed by several CPUs at the same time, where
processed results are then recombined.

The parallel compression on a single system can be achieved by using two different
approaches. In the first approach, parallel processing can be performed on a single large
graph. The idea is to select multiple nodes according to the available CPU cores and
then merge it with a suitable node in its 2-hop neighborhood. In the second approach,
the large graph can be partitioned into independent subgraphs and then can be executed
in parallel by compressing each sub-graph independently. In this paper, we use the
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graph partitioning technique for parallel graph compression while leaving the former
one for future work.

In order, to avoid the node’s overlap among the nodes in the procedure of 2-hop
optimization in parallel processing and generating independent sub-graphs, we use
available graph clustering algorithms which we mentioned in above section. Once we
generate independent sub-graphs, then we randomly choose subgraphs accordingly to
the number of CPU cores and process them in parallel.

The architecture of the proposed parallel graph compression is shown in Fig. 1. In
the first stage, we partation a large graph into small independent subgraphs. Then we
apply above algorithms. There are well-known methods attempt to detect highly
interconnected subgraphs within the datasets. It can be applied to various datasets such
as social networks, literature and other interaction network.

After this step, we select randomly different number of subgraph according to the
number of available CPU cores and execute for compression independently.

4.3 The Proposed Algorithm

Algorithm 1 is the proposed algorithm for parallel compression of the weighted graph.
The input to the algorithm is G where the output is S. The proposed algorithm consists
of four main parts. In the part first part, we set the main required variables i.e.
graphPartitioner (select the algorithm to partition the graph), cpuCount (get the
numbers of processes), and executeService (create a thread pool according to the
available CPUs). In the second part of the algorithm, we call a function called
graphPartition which is responsible to partition the graph according to the
graphPartitioner parameter (being set in step 1) while returning the numbers of par-
titions numOfPartitions.

One of the challenges in parallel processing is load balancing. In our algorithm,
step 5 solves the problem of load balancing with the aim to utilize the resources
efficiently. Step 1 gives us the number of processors (cpuCount) while step 4 returns
the number of graph partitions (numOfPartations). We divide the numOfPartations by
cpuCount and get the partationSlab which means that how many numbers of partitions
should be executed per CPU. Finally, the submit function is used to assign the number
of partitioned graphs to each processor and execute in parallel.

Fig. 1. Architecture of the proposed solution.
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5 Experiments

In this section, we describe the experimental setup being used for the evaluation of the
proposed algorithm. Furthermore, we present results showing favorable performance
for weighted graph compression in parallel processing.

5.1 Experimental Setup

The purpose of our experimental study is to show the effectiveness and compare the
scalability of various methods. For the evaluation purpose we have implemented our
approach as an extension to the compression graph. We used four different clustering
algorithms that are intended for partitioning the huge amount of data that is needed for
parallel processing.

All the algorithms have been implemented framework program by using Java (JDK
1.7) by using NetBeans IDE 8.2 and Python 27, and all experiments were run on a
standard PC with 8 GB of main memory and Intel Core i3-4130 3.40 GHz CPU
processor.

12084
19784

7687 10690

0 

10000

20000

30000

CoAch IPCA MCODE Graph entropy

Number of clusters of dataset with 50.000 nodes &764032 edges

Fig. 2. The number of clusters generated by different algorithms

Algorithm 1 Parallel Compression of Weighted Graph

S (V', E', w') ← G (V, E, w)
Requires: 

1: graphPartitioner = {CoAch, IPCA, MCODE, GraphEntropy} 

2: cpuCount ← Runtime.getNumOfProcessors ()
3: executorService ← Executors.newFixedThreadPool (cpuCount)

Partition Selector: 
4: numOfPartitions ← graphPartition (graphG, graphPartitioner) 

Load Balancing:
5: partitionSlab ← numOfSubGraphs/ cpuCount

Parallel Execution: 
6: for i=0 to cpuCount

executorService.submit (start, partitionSlab,randSemiGreedyAlgo) 
start ← start + slab

end for
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5.2 Datasets

The following Table 1 introduces the datasets for our experiments. We used four
real-world networks i.e., Web graph, Social Networking graph and Biological graphs
[10]. The size of graph increases from 1000 to 50000 nodes. The dataset of 1 K consist
of 1000 nodes and 7692 edges. The dataset of 10 K has 10000 nodes and 153308
edges, whereas 20 K dataset has 20000 nodes and 164586 edges. The biggest dataset
consist of 50000 nodes with 764032 edges. Each edge of graphs has an associated
numerical value as a weight. The weighted graphs are used to represent structures,
where pairwise connections have some numerical value.

5.3 Results

In this section, we present experimental results of our proposed data cauterization
techniques for parallel processing of compression of weighted graphs with real data
sets.

Depending on algorithms properties number of generated clusters might be dif-
ferent. In our proposed algorithm, each thread store almost equal number of clusters.
The Fig. 2 illustrates the number of clusters from datasets with 50000 nodes and
764032 edges generated by various algorithms. It can be seen that MCODE algorithm
produced only 7687 number of clusters, whereas IPCA has comparable number of
clusters with 19784. By contrast, the algorithms of CoAch and Graph entropy produce
approximately the same amount of clusters 12084 and 10690 respectively.

In Fig. 3, we compared the results of supernodes obtained by the sequential method
and our parallel cluster approach for compressing the weighted graph. It can be
observed that the outperforming results for graph compression are from MCODE and
Graph entropy clustering algorithms. There are less number of supernodes than existing
work. The minimum number of supernodes leads to the fact that the compressed graph
will be small. A small size of graph allows users to better understand and analyze the
graph. Whereas, the MCODE algorithm has a directed node that allows fine-tuning of
clusters of interest without considering the rest of the network and allows examination
of cluster interconnectivity. The graph entropy produce a high quality clusters that can
be evaluated by connectivity. A cluster has a higher quality if it has denser
intra-connections within the cluster and sparser interconnections to vertices outside of
the cluster. The graph entropy definition is formulated to measure the cluster quality
effectively. A graph with lower entropy indicates that the vertices in the cluster have
more inner links and less outer links. The IPCA and CoAch methods detect the clusters
from each node and it has high probability of overlapping. In comparison with the

Table 1. Datasets.

S# Name Nodes Edges

1 1 K 1000 7692
2 10 K 10000 153308
3 20 K 20000 164586
4 50 K 50000 764032
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previous listed algorithms, they produce more number of clusters due to the fact that
some predicted clusters are similar and match the same benchmark clusters. However,
MCODE and CoAch algorithms lost many nodes by reducing nodes, which do not
have any relations. IPCA and CoAch clustering algorithm have higher number of
supernodes from existing work in every dataset. Based on the given results, we can
conclude, that MCODE and Graph entropy algorithms is more suitable for our
approach of parallel graph partitioning and show the improvement for graph com-
pression method of existing work.

In Fig. 4, we have been illustrated the comparison of running time (sec) of existing
work with sequential compression and parallel compression. There is significant dif-
ference of computational time between sequential and four threads in parallel pro-
cessing, so it is clearly seen the efficiency of parallel compression method.

Fig. 3. Comparison of existing results of supernodes with our approach parallel graph clustering
method

94.945

45.297
23.527 17.82

0 

100

Sequential compression Thread 2 Thread 3 Thread 4

Full Sized Graph

Fig. 4. Comparison of running time (in sec) between sequential compression and parallel
compression
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Additional scalability experiments were run with different dataset size and different
number of threads from one to four. As our system has four threads for each clustering
algorithm, it have been a maximum number of threads in our experiments in Fig. 5.

A comparative experiment conducted between a parallel processes with opti-
mization of cluster algorithms shows that the running time decreases by more than two
times compared to a sequential process with the same clustering algorithms.

6 Conclusion

In this paper, we compared the methods of sequential data processing and parallel data
processing, as well as comparison of four clustering methods in a parallel process, to
analyze a large-scale of real graph dataset. We have presented the problem of parallel
compression graph and gave the solution by means of graph clustering algorithms and
experimental results on multiple graph datasets. In this work, we have expanded the
existing work by parallel processing, which shows significant difference between
sequential and parallel processing for graph compression. Our experiments illustrates
that MCODE clustering method processed 764032 edges graph in 15 s in parallel, and
Graph entropy method processed same size of data in 22 s, which are suitable for our
approach.

Our proposed method has several advantages such as, notable results in saving the
memory space and reducing the computational time. However, during multiple
selection nodes in parallel, it is possible, that same nodes can be selected and for some
of the query node, all CPU cycles will be wasted, but, the probability of this scenario is
very low.

Fig. 5. Running time of parallel graph clustering algorithm for graph compression
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Abstract. Many join-based graph mining algorithms such as triangle
listing and clique enumeration output a large size of intermediate or final
data that sometimes dominates the mining cost. A few researches high-
lighted on the size of output data. However, those techniques have limi-
tation that they are highly specific to their corresponding graph mining
algorithms. In this paper, through the careful observations of the output
patterns, we propose a general compression solution that can be applied
to any join-based graph algorithm. It first categorizes the overlapping
and non-overlapping vertices in a resultant subgraph set of a join-based
graph mining algorithm. Then it compresses the output data by removing
the redundancy from the overlapping vertices and by encoding the non-
overlapping vertices using a non-aligned hybrid bit vector compression
technique. Our proposed technique performs the compression on-the-fly
and can easily be adopted by the join-based graph mining algorithms.
Experiments on the real datasets show that our proposed technique,
which is adopted in a triangle listing algorithm, reduces the size of the
output data and the running time by three times and more than two
times, respectively. The proposed technique also reduces the I/O cost
for a maximal clique listing algorithm.

Keywords: Graph I/O compression · Bitmap compression · Graph min-
ing algorithms

1 Introduction

The join-based graph mining algorithms, which perform join among the list of
vertices in iterations, usually focus on the efficient accessibility of the input graph
to reduce the I/O cost. However, the intermediate or the final output data of
these graph mining algorithms can be too large compared to the input graph.
For example, the size of the output of a triangle listing algorithm for the WebUK
dataset is over 52 times higher than the dataset size, which dominates the cost
of triangle listing algorithm.

c© Springer Nature Singapore Pte Ltd. 2018
W. Lee et al. (eds.), Proceedings of the 7th International Conference
on Emerging Databases, Lecture Notes in Electrical Engineering 461,
https://doi.org/10.1007/978-981-10-6520-0 9



An Efficient Subgraph Compression-Based Technique 79

The output of a join-based graph mining algorithm contains many overlap-
ping vertices. The I/O cost of such an algorithm can be reduced by removing
the redundancy in the output. Some of the existing join-based graph mining
algorithms reduce the I/O cost by merging the redundant patterns or vertices in
the output. For example, the clique listing algorithms [8,10] proposed to merge
some smaller structural patterns into a larger structural pattern to reduce the
I/O cost for the intermediate output. However, their compression approach is
dependent on the technique of their proposed clique listing algorithm.

We observe that the join-based graph mining algorithms output a set of
subgraphs from a join of multiple adjacency lists and/or subgraphs. We also
observe that the overlapping vertices share and connect to a significant number
of non-overlapping vertices in each set of subgraphs. For example, a join of a
triangle listing algorithm finds the common neighbors between the adjacency
lists of vertices 0 and 1 of a graph in the Fig. 1 and outputs the triangles �012,
�013, and �014. Note that the three triangles have the overlapping vertices 0
and 1, which share and connect to the non-overlapping vertices 2, 3, and 4. The
given example indicates that the number of required words to represent each set
of subgraphs, which are produced from each join, can be reduced by removing
redundancy from the overlapping vertices. The I/O cost of a join-based graph
mining algorithm can be further reduced by compressing the non-overlapping
vertices with a less number of encoded words. However, the compression must be
performed on-the-fly to overcome the possible delay caused from the encoding
cost. We note that a general compression solution for reducing the I/O cost
should easily be adopted to compress the set of resultant subgraphs of each
join. The solution also needs to categorize and list the overlapping and non-
overlapping vertices among each set of subgraphs and then encode the non-
overlapping vertices on-the-fly with less number of encoded words.

0

1

2 3

4

5

A graph, G

Fig. 1. A graph G that con-
tains the triangles �012, �013,
�014, �043, �045, and �025.

WAH encoded words
1) Run-length of 0-fill words
2) A literal word for 35 and 45
3) Run-length of 0-fill words
4) A literal word for 112
5) Run-length of 0-fill words
6) A literal word for 201

→ 10000000000000000000000000000001
→ 00010000000001000000000000000000
→ 10000000000000000000000000000001
→ 00000000000000001000000000000000
→ 10000000000000000000000000000010
→ 00000000010000000000000000000000

Fig. 2. A list of WAH encoded words which are
encoded for the vertices 35, 45, 112, and 201.

The traditional graph compression algorithms such as [1,4,5] usually reorders
the vertices for a better compression ratio. However, the vertex reordering is
expensive and applied on all vertices of a graph. Therefore, we cannot compress
on-the-fly the non-overlapping vertices of a set of subgraphs using a traditional
graph compression technique. We observe that the non-overlapping vertices can
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be represented using a bit vector1 and then compressed on-the-fly by the bitmap
compression algorithms such as [3,9] since they do not reorder vertices. Note that
the bitmap-based compression algorithms compress a bit vector in the unit of
word by encoding the 0-fill, 1-fill, and literal2 words. However, since the bitmap-
based compression algorithms contains the run length of the 0-fill words, the
sparsity in the non-overlapping vertices sometimes increases the size of the com-
pressed data. For example, the Fig. 2 shows that if a list of four non-overlapping
vertices 35, 45, 112, and 201 is represented by a bit vector, the WAH [9] bitmap
compression algorithm requires six words to encode them.

Based on our observation, we propose an effective compression technique that
represents a set of subgraphs by the overlapping and non-overlapping vertices,
where the non-overlapping vertices are encoded using the non-aligned hybrid
words. The proposed technique does not encode the 0-fill words. In the com-
pressed data, a word represents either a single vertex or a group of vertices.
We introduce the S-word, M-word, and F-word to encode the non-overlapping
vertices. Since the proposed technique does not require any preprocessing such
as vertex reordering, the join-based graph mining algorithms can easily adopt
our compression technique and perform the compression on-the-fly.

The rest of the paper is organized as follows. Section 2 discusses the related
studies. We present the proposed compression technique in Sect. 3. Section 4
analyzes the results of the experiments. Finally, Sect. 5 concludes the paper.

2 Related Works

Only a handful number of graph mining algorithms focused on reducing the size
of output data. These researches looked for the patterns or redundancy among
the data to reduce the number of items. Xie et al. [10] compressed the inter-
mediate candidates while discovering the large sized cliques in the graphs. To
reduce the size of the candidate item patterns, they merged several small item
patterns to a large one. However, the item patterns still contain redundant ver-
tices. Wang et al. [8] focused on the redundancy among the group of cliques
and represented each group using a maximal clique to reduce the space. These
techniques consider the redundancy among the different structural patterns in
the graph and are applicable only for those specific graph mining algorithms.
However, our proposed technique is a general solution that categorizes the over-
lapping and non-overlapping vertices the resultant subgraphs and encodes the
non-overlapping vertices to reduce the required space.

The bitmap compression algorithms, such as WAH [9], and some of the vari-
ants of WAH, such as PLWAH [3], can represent the neighbors of a vertex in
a bit vector and compress them on-the-fly. We note that the encoded data of
these techniques includes the literal word and the run-length of the 0-fill or 1-bit

1 A bit vector represents the neighbors of a vertex in a graph using the bits 0 or 1.
2 A 0-fill or 1-fill or literal word refers to a word that contains all 0-bits or all 1-bits

or both 0 and 1-bits, respectively.
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words. Because of the sparsity of the non-overlapping vertices, the bitmap com-
pression algorithms have to include several words to encode the run-length of
0-fill words which increases the size of the encoded data. The encoding technique
used in [7] prunes all 0-fill words and used word ids that increases the size of
encoded data for some cases. However, our proposed technique neither encodes
the 0-fill words nor uses the word ids.

3 Proposed Non-aligned Hybrid Compression Technique

Our proposed technique is adopted in a join-based graph mining algorithm and
compresses the resultant subgraphs of each join on-the-fly. The proposed tech-
nique performs the compression in two different steps: (i) Vertex Categorization
prepares the lists for overlapping and non-overlapping vertices from each join of
a graph mining algorithm, (ii) Non-aligned Hybrid Encoding compresses the non-
overlapping vertices by a list of hybrid encoded words. We define the overlapping
and the non-overlapping vertices of join result as follows.

Definition 1. Overlapping Vertices. We define the vertices as overlapping that
are common in the resultant subgraphs of a join.

Definition 2. Non-overlapping Vertices. We define the vertices as non-
overlapping that are not common in the resultant subgraphs of a join, but con-
nected to all overlapping vertices.

We denote the lists of the overlapping and non-overlapping vertices as Lo

and Ln, respectively.

3.1 Vertex Categorization

Each join of the join-based graph mining algorithms outputs a set of subgraphs
by joining multiple neighbor lists. For example, a join-based triangle listing algo-
rithm performs a join between the lists of neighbors of an edge. We consider the
vertices of that edge as Lo and the common neighbors of that Lo as Ln. Notice
that the triangle listing algorithm creates a triangle for each non-overlapping
vertex, which is connected with both of the overlapping vertices.

However, a join-based clique listing algorithm finds the common neighbors
in the neighbor lists of either an edge or a smaller clique and outputs a set of
subgraphs, which are also cliques. We consider the vertices of that edge or clique
as Lo and the common neighbors of that Lo as Ln. Notice that we can represent
a resultant clique by Lo and a vertex of Ln, since each vertex of Ln is connected
to all vertices of Lo. We note that if the output cliques from a join do not have
same number of vertices, we use a (key, value) pair to represent Lo and Ln for a
set of subgraphs. In this approach, we consider the first m−1 number of vertices
of each m sized subgraph as the key and the mth vertex as the value. If a key
already exists, then the new value is appended with the previous value.
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Triangles Overlapping, Lo Non-overlapping, Ln

�012, �013, �014 0, 1 2, 3, 4
�025 0, 2 5

�043, �045 0, 4 3, 5

Fig. 3. The list of overlapping and non-
overlapping vertices to represent the tri-
angles �012, �013, �014, �043, �045, and
�025 of the graph G in Fig. 1.

We illustrate the Algorithm 1 to show the joining process of a triangle listing
algorithm. The algorithm takes as input a graph G(V,E) and an edge (u, v) ∈ E,
where V and E denotes the vertices and edges, respectively. In the line 3, the
triangle listing algorithm performs join to find the common neighbors from the
neighbor lists adj(u) and adj(v) of u and v, respectively. The triangles are output
in the lines 4 to 6 as the joining results. A clique listing algorithm performs
similar joins that takes as inputs a graph G and a clique Q, which finds the
common neighbors from the neighbor lists of Q. The Fig. 3 shows an example of
the vertex categorization process in a triangle listing algorithm for a graph G
given in Fig. 1. The algorithm finds the triangles �012, �013, and �014 from the
first join between adj(0) and adj(1). Therefore, we categorize the overlapping
vertices 0 and 1 in Lo and the non-overlapping vertices 2, 3, and 4 in Ln. The
second join is performed between adj(0) and adj(2) to produce �025. Finally, the
triangle listing algorithm can produce the triangles �043 and �045 by performing
the join between adj(0) and adj(4). Note that a triangle listing algorithm outputs
18 words for the six triangles for the graph G of the Fig. 1. However, the list
of Lo and Ln in the Fig. 3 shows that the algorithm can reduce the number of
words to 12 by applying vertex categorization.

The total size of the join results can be too large to affect the efficiency
of a join-based graph mining algorithm. To reduce the size of this output, we
categorize and merge the vertices attended in each join as overlapping and non-
overlapping. The join-based graph mining algorithms can adopt our proposed
merging concept in Algorithm 1 to categorize the vertices as the overlapping
and non-overlapping for each join and reduce the size of output.

3.2 Non-aligned Hybrid Encoding (NHE)

The proposed compression algorithm performs a non-aligned hybrid bit vector
compression technique to encode each Ln. The encoded data contains a list of
words, where each word represents either a non-overlapping vertex or a set of
non-overlapping vertices in bits. We define the S-word, M-word, and F-word to
encode the non-verlapping vertices.

Definition 3. S-word. We define a word as S-word that represents a single ver-
tex. The first bit of a S-word is set to 0.
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Definition 4. M-word. We define a word as M-word that represents multiple
vertices, where each high bit (1-bit) of that word is corresponded to a vertex.

Definition 5. F-word. We define a word as F-word that represents a single
vertex and indicates that the next word is an M-word. The first bit of a F-word
is set to 1.

The proposed NHE starts by considering the first vertex c of Ln as a candi-
date of F-word. Then every (v−c)th bit of a l-length word w is set to high, where
{v ∈ T |c < v ≤ c + l} and T ⊂ Ln. If |T | > 1, then we convert c to a F-word
and consider w as a M-word. The next (c+ l+1)th vertex is again considered as
the new candidate of F-word. However, if |T | == 1, then c is encoded as S-word
and the single vertex in T is considered as the new candidate for F-word. We
illustrate the hybrid encoding technique in the Algorithm 2.

The algorithm takes as input the non-overlapping vertices Ln and the word
length l and returns a list of words W that encodes Ln. For each vertex v ∈ Ln,
the algorithm decides at lines 4 − 7 whether v should be set as a candidate of
F-word c or be inserted into a temporary list T . If c is already set and v does not
satisfy c < v ≤ c + l, the algorithm applies the hybrid encoding at lines 9 − 16
and insert the encoded c and T into W . After encoding, the new vertex v is set
as the new candidate for F-word at line 17 and T is set to empty at the line 18.
Before returning W at the line 22, the algorithm repeats the lines 9 − 16 at the
line 21 to encode the last c and T . We note that the length of a word l must
be longer enough to represent a vertex id using (l − 1) number of bits since a
F-word in the encoded data holds a vertex id. The Fig. 4 shows an example of
hybrid encoding of a list of non-overlapping vertices.

Lemma 1. The two steps of the non-aligned hybrid vector compression always
reduces the size of the output data.
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Encoded words

Encoded words, W =

37
45, 46, 65
112
117
201
207, 211, 225, 228

→ 10000000000000000000000000100101
→ 00000001100000000000000000010000
→ 00000000000000000000000001110000
→ 00000000000000000000000001110101
→ 10000000000000000000000011001001
→ 00001000100000000000001001000000

Fig. 4. The figure shows the NHE encoding of a list of non-overlapping vertices, Ln to
the 32-bit words. The words containing the first bit bold encode only a single vertex.
If the first bit of a word is 1, then the next word represents multiple vertices.

Proof. The vertex categorization merges the Lo of multiple resultant subgraphs
of a join into a single list, which requires less number of words compared to
represent the subgraphs separately. The hybrid encoding ensures that each word
represents either a non-overlapping vertex or a list of multiple non-overlapping
vertices, which also requires less number of words. Since both of the steps reduce
the number of words to represent the Lo and Ln, the proposed technique always
reduces the size of output data.

Our proposed hybrid approach is an incremental compression technique that
compresses on-the-fly for every join of a join-based graph mining algorithm.
Therefore, the proposed technique can easily be adopted by any join-based graph
mining algorithm by replacing the lines 4 to 6 of the Algorithm 1 with the
Algorithm 2.

3.3 Decoding the Compressed Data

We describe the decoding technique to get the list of non-overlapping vertices
Ln from the encoded data W as follows,

– For each word wi ∈ W
• If the first bit of wi is 0, then insert wi into Ln

• Otherwise,
∗ Set the first bit of wi to 0 and insert wi into Ln

∗ Calculate v = wi + p for each 1-bit of word wi+1 and insert v into Ln,
where p denotes the position of a bit in w.

We note that the output of each join of a clique listing algorithm may contain
the candidates to find larger cliques. Therefore, a clique listing algorithm has to
revisit the previous outputs. Since our proposed technique reduces the size of
the output data, the input cost of a join-based clique listing algorithm is also
reduced.
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3.4 Complexity Analysis

The vertex categorization can categorize the vertices directly from each join of
the neighbor lists in a join-based graph mining algorithm. Therefore, the cost
for the categorization comes only from the sorting of the output cliques. The
cost for the NHE comes from the probing of each non-overlapping vertex v into
the range of c < v ≤ c+ l. Therefore, the cost is equal to Ln for each join. Since
an encoded word does not surpass the position of a corresponding vertex in Ln,
we reuse the words in Ln to represent the encoded words. Therefore, we do not
need the extra memory to store the encoded data.

4 Experimental Studies

The experimental environment comprised a 64-bit Intel Core i5 3.3 GHz CPU
with eight cores and 8 GB RAM. We implemented the algorithms in C language
on a Linux (Ubuntu 16.04) operating system.

We used three real world datasets, Road Network (RN), Live Journal (LJ),
and Web links of UK (WebUK), which have different characteristics. The RN
dataset represents the road network information for California in the USA, where
each vertex and edge represent a junction and a road connected to two junc-
tions, respectively. LJ is a social network (http://www.live-journal.com) where
vertices and edges represent the members and the friendships between members,
respectively. In WebUK, vertices represent the pages and edges represent the
hyperlinks. The statistical information of the datasets, which are used in out
experiments, are given in Table 1.

Table 1. Dataset Information

Datasets # of Nodes # of Edges Avg. degree Graph size

RN 1,965,207 5,533,217 2.8 37.9 MB

LJ 4,847,571 86,220,867 17.8 383.7 MB

WebUK 18,747,771 810,803,733 43.25 3.4 GB

We implemented the proposed vertex categorization and NHE technique in
a triangle listing algorithm, iTri [6] and in a maximal clique listing algorithm,
FMC [2] and performed the categorization and NHE to compress the output
triangles and cliques, respectively. We compared the running time and the size
of the output data of the iTri algorithm with and without applying the proposed
technique for all datasets. We also compared compression ratio and time with the
WAH [9] algorithm. In all cases, the output triangles or cliques are represented
by the lists of 32-bit words, where the first word of a list represents the number
of words in that list.

http://www.live-journal.com
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We plot the experimental results for the output size () of iTri in the Fig. 5 in
the percentage compression ratio. The figure includes the output data size with-
out compression (Original), after categorization (CAT), after encoded by WAH,
after encoding by NHE. The figure shows that our proposed compression tech-
nique reduces the size of output data by three times in case of WebUK dataset
and more than two times in case of LiveJournal dataset. We observed that the
number of non-overlapping vertices among the triangles in WebUK dataset is
higher than the LiveJournal dataset. Therefore, the compression ratio is higher
for WebUK dataset. However, there is no overlapping among the triangles in
RN dataset. Therefore, the proposed algorithm does not gain any compression
for this dataset. We observe that the average degree of the dataset affects the
number of triangles as well as the occurance of number of overlapping. We also
observe that WAH algorithm compresses better than the proposed NHE for LJ
and WebUK dataset since WAH encodes the run length of 1-fill words. However,
in case of RN dataset, WAH takes larger space compared to NHE since WAH
requires extra 0-fill word to encode the single vertex of each Ln.
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Fig. 5. The sizes of the out-
put data in different format
are plotted in the percentage
of compression ratio.

Fig. 6. The running time of the iTri algorithm for dif-
ferent types of output format.

The overall times of the iTri algorithm with and without applying the com-
pression technique are plotted in the Fig. 6. We also included the encoding cost
for both WAH and NHE. The figure shows that the running time of iTri is
reduced to 1

2 times when the compression technique is applied. We observed
that the reduced number of I/O requests reduces the running time. However,
overall running time for WAH is higher than the proposed NHE since the com-
pression cost for WAH is higher.

We performed the experiment for the FMC algorithm on the LiveJournal
dataset. In the experiment, the memory bound and the upper bound for the
number of B-vertices were set to 64 MB and 20, respectively. We categorized the
overlapping and non-overlapping vertices from the maximal cliques for the first
57 in memory seed sets and measured the size of the output data. The sizes of the
output data are 18.8 GB and 33.3 GB with and without applying our proposed
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technique on the FMC, respectively. We observed that our proposed categoriza-
tion technique reduces the data size by removing the redundant vertices among
the output cliques.

We observed that NHE outputs larger sized of compressed data for the 64-bit
words compared to the 32-bit words, however the algorithm does not affect much
on the compression time. We also observed that larger size of buffer does not
affect the proposed algorithm since the vertex categorization and non-aligned
compression are performed on each join result, which is assumed to be fit in the
available memory, rather than the combination of multiple join-results. Due to
the space limit, we did not include the resultant data for the experiments on
word and buffer size.

The experimental results approve that our proposed technique can signifi-
cantly reduce the output data size of the graph mining algorithms by applying
our proposed compression. The compressed data also improve the running time
of the mining algorithms by reducing I/O requests.

5 Conclusion

The join-based graph mining algorithms have to handle a large size of inter-
mediate or final output data. The cost to handle the large output sometimes
dominates the cost of the mining algorithms. Existing solutions for reducing
the data size are specific to the graph mining algorithm. Moreover, we can not
apply the traditional graph compression techniques to compress the output data
of a graph mining algorithm on-the-fly. In this paper, we proposed an on-the-
fly compression technique, which can be easily adopted by the join-based graph
mining algorithms. The proposed technique first categorizes the vertices in the
resultant subgraphs of a join into overlapping and non-overlapping. Then the
non-overlapping vertices are encoded using a non-aligned hybrid compression
technique. The proposed technique significantly reduces the required space and
I/O cost. In future, we aim to generalize our compression technique to be adopted
in any graph mining algorithms.

Acknowledgments. This research was supported by the National Research Foun-
dation of Korea (NRF) grant funded by the Korea government (MEST; No.
2015R1A2A2A01008209).
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Abstract. The existence of an outlying trajectory, which is a trajectory
that contains significant noise, can affect the quality of the movement
analysis result. However, some outlying trajectories are repairable by
detection and removal of noise. We propose trajectory-smoothing algo-
rithms for automatic outlying trajectory repair, followed by application
of various outlier detection algorithms to redetect outlying trajectories
from among the smoothed trajectories. Our proposed approach was vali-
dated in a case study using real-life trajectories from a shipyard in South
Korea.

Keywords: Smoothing trajectory · Outlier detection · GPS · Movement
analysis · Shipyard

1 Introduction

The rapid growth of emerging technologies such as Global Positioning System
(GPS) has increased awareness of the necessity for mining and analysis of trajec-
tory data [1,2] by means such as outlier detection [3]. During data acquisition,
noise, a random error, can occur under any of several circumstances, one of
which is environment interference [4]. The existence of noise creates an outly-
ing trajectory that affects the quality of data analytics results [5]. Some of the
outlying trajectories are repairable, which is to say that they can be rendered
normal, and thus useful for analytics by detection and removal of noise. The key
problems remain how to repair the trajectories and detects outlier among them.

The objectives of this paper are as follows: (1) to propose an outlying
trajectory-detection framework that entails preparatory smoothing of trajec-
tory; (2) to propose t-fixed partition (TFP) and k-ahead artificial arc (KAA)
algorithms for smoothing of trajectory data, and (3) to benchmark statistical,
distance and density-based outlier detection algorithms for detection of outlying
trajectories on the basis of a real-life case study of a shipyard in South Korea.

c© Springer Nature Singapore Pte Ltd. 2018
W. Lee et al. (eds.), Proceedings of the 7th International Conference
on Emerging Databases, Lecture Notes in Electrical Engineering 461,
https://doi.org/10.1007/978-981-10-6520-0 10
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The remainder of this paper is organized as follows. Section 2 illustrate the
problem using a running example; Sect. 3 provices a problem statement; Sect. 4
presents the proposed trajectory-smoothing approach; Sect. 5 reports an experi-
mental evaluation based on a real-life case study; Sect. 6 discusses several related
studies; Finally, Sect. 7 concludes the paper.

2 Running Example

In the shipbuilding industry, GPS technology has been adopted for monitoring
movement of block transporters. Blocks are properly sized parts of ships that
are worked on in any of several workareas called factories. Each block require a
sequence of work including cutting and forming, block assembly, pre-outfitting
and painting, pre-erection, erection, and quay in a specific factory. Because a
factory is designed for a fixed-position layout, a block has to be moved from
one location to another location to change a type of work. According to safety
regulation, every block transporter can move at a maximum speed of 30 km per
hour. Nonetheless, since many shipbuilding projects run simultaneously, a block
transporter must operate on a tight schedule. Thus, monitoring and analysis of
block transporter movement patterns become necessary. Figure 1 shows how one
company chooses to adopt GPS technology for tracking of such patterns.

Fig. 1. GPS framework for monitoring of block transporter movement

Every block transporter is equipped with a GPS receiver device. A signaler,
the person who will move along with the block transporter to guide the route,
uses a mobile application that is connected wirelessly to the GPS receiver device.
The application will send position data periodically to the application server in
the company headquarters. The sequence of the position data collected during
the movement of a block from the start location to the end location forms a
trajectory. However, due to the many steel works and high buildings in the envi-
ronment, the GPS signal often is deflected to another location, thereby leaving
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(a) Normal trajectory (b) Outlying trajectory

Fig. 2. Examples of normal and outlying trajectories

noise in the trajectory [6]. A trajectory that contains a significant amount of
noise rendering it useless for movement analysis is called an outlying trajectory.
Figure 2a provides a visualization of a trajectory, while Fig. 2b shows an exam-
ple of an outlying trajectory, respectively. An outlying trajectory is repairable
to the extent that the noise within it can be detected and removed. For those
purposes, a trajectory-smoothing algorithm must be applied before initiation of
movement analysis. The issues to be resolved prior to smoothing however, are
how, exactly smoothing is to be accomplished and the choice of algorithm for
most efficient detection of outlying trajectories.

3 Problem Statement

We developed trajectory-smoothing algorithms for automatically detection and
removal of noise from trajectories. Given a set of trajectories T = {t1, . . . , tn},
our algorithm discovers a corresponding set of smoothed trajectories
S = {s1, . . . , sn} then, an outlier algorithm can discover the set of outlying
trajectories O = {o1, . . . , ow} from among the smoothed trajectories S such that
O ⊆ S and w ≤ n.

We adopted the definition of trajectory from [3]; a sequence of multi-
dimensional points denoted as ti = p1, . . . , pm. In our case, point pj is a tuple
pj = 〈lat, lng, ts〉 is location data presented as a latitude (lat) and longitude
(lng) pair with its corresponding timestamp (ts). Noise is a set of points qj ∈ ti
classified as random error, which is significantly unhelpful to analytics. An out-
lier among trajectories, or an outlying trajectory ok, is a trajectory that contains
a significant amount of noise.

For detection of outlying trajectories; a number of researches in the field
of data mining has been conducted. Figure 3 schematizes the three popular
approaches to outlier detection. (1) Statistical-based outlier detection [7], utilizes
the statistical properties of data for outlier detection. This approach can work
on a single object based on the threshold parameter outlier factor of and the
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extreme value factor ef ; however, it cannot check whether it was significantly
different from the other objects. (2) Distance-based outlier detection [8], detects
an outlier by calculating its distance relative to the other objects. This approach
can detect a significant global outlier among all data based on the parameter
distance threshold r and the outlier fraction threshold; but it cannot detect a
local outlier from a cluster, (i.e., a set of object that is closer to the others).
(3) Density-based outlier detection [9], detects a local outlier by detecting a sig-
nificant object that is far from the others among a set of closely related objects
based on the parameter number of the closest-neighbor kn (we use the label kn
instead of the usual k or n in order to avoid confusion with our k parameter
approach).

(a) Statistical-based (b) Distance-based (c) Density-based

Fig. 3. Three outlier detection algorithms

Instead of using raw data, an outlier detection algorithm usually derives a
feature vector from data. A feature vector is a set of values that can represent the
characteristics of data denoted as fki = {vl, . . . , vx}. Here, we use three kinds
of feature vectors: (1) distance between two points, (2) delta time between two
points, and (3) bearing or heading angle calculated from two points. Figure 4
demonstrates feature vector fki extraction from trajectory ti.

(a) Features between two pointsa (b) Trajectory-features extraction

Fig. 4. Extraction feature vector from trajectory
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4 Proposed Approach

If noise can be removed from an outlying trajectory, it can be a normal trajectory
that is useful for analysis. We propose an approach for smoothing of trajectory
data such that only ‘real’ outliers are detected during subsequent outlier detec-
tion. Figure 5 illustrates that our framework entails two steps: (1) smoothing
of trajectories using a trajectory-smoothing algorithm; (2) application of the
outlier-detection algorithm for detection of outlying trajectories.

Fig. 5. Proposed outlier detection framework

4.1 t-fixed Partition (TFP) Trajectory-Smoothing Algorithm

Inspired by the work of [3] for detection of outliers from sub-trajectories, We
herein propose the t-fixed Partition (TFP) smoothing algorithm for smoothing
of a trajectory by partitioning every trajectory into a fixed t number of partitions.
The algorithm works by reducing the number of points in a trajectory to t + 1
number of points, these being the first point and the last one from each partition.
If the length of trajectory n is less than t, we duplicate the last point from the last
partition until the length of smoothed trajectory ns is equal to t. The advantage
of this approach is the fact that the length of a smoothed trajectory will be equal
to t; this means that the calculation of the distance between its corresponding
feature vectors will be more objective (since the lengths of the trajectories are
equal). However, parameter t should be tuned in respect of the average trajectory
length. If the value of t is too low, there are too many points that are removed
from the trajectory; and if t is too high, most of the smoothed trajectories will
be equal in length to the trajectory. Figure 6 illustrates how TFP smoothing
algorithm works to smooth a trajectory.

4.2 k-ahead Artificial Arcs (KAA) Trajectory-Smoothing Algorithm

We additionally propose a trajectory-smoothing algorithm called k-ahead Arti-
ficial Arcs (KAA). It wo works as follows: first, we convert the trajectory into a
graph that contains only a single path from the starting point to the end point;
second, for every point in the trajectory, we create artificial arcs to the k number
of points ahead from the current point; third, we apply a path-finding algorithm
such as developed by Dijkstra [10] to find the shortest path from the starting
point to the end point; finally, the smoothed trajectory s is a the sequence of
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Fig. 6. t-fixed Partition (TFP) Trajectory-Smoothing Algorithm

points that is included in the shortest path. Like the t parameter in TFP, the
k parameter here needs to be tuned carefully with respect to the average tra-
jectory length. Figure 7 illustrates how the KAA smoothing algorithm works to
smooth a trajectory.

Fig. 7. k-ahead Artificial Arcs (KAA) Trajectory-Smoothing Algorithm

5 Experimental Results

We verified the proposed approach by performing experiments using a real-life
case study of a shipyard in South Korea. The dataset employed contains 331
trajectories with 21,376 points in total recorded from five days of observations
of block transporter movement. For every trajectory, the domain expert from
a shipbuilding company manually identified 274 outlying trajectories from the
data. However, only 106 outlying trajectories were unrepairable which is to say
‘true’ outlying trajectories that are useless for movement analysis. Figure 8 shows
the outlying trajectories identified by the domain expert.

The experiments were conducted in order to benchmark the outlier-detection
algorithms after trajectory smoothing using the proposed approach. The follow-
ing three outlier detection algorithms were tested against the configurations
respectively specified: (1) statistical-based outlier detection, with outlier factor
of = 1.5 and extreme value factor ef = 3; (2) distance-based outlier detection,
with distance radius r = 1000 and non-outlier fraction π = 0.75, and (3) density-
based outlier detection, with kn = 10 for selection of kn-NN nearest neighbor
objects. Then, the accuracy for each experiment wes calculated by comparing the
outlier-detection result with the domain expert’s manual identification result.



Smoothing of Trajectory Data Recorded 95

(a) 274 outlying trajectories (b) 106 unrepairable outlying trajecto-
ries

Fig. 8. Outlying trajectories identified by domain expert

5.1 Testing t Parameter of TFP

The first experiments aimed to test the sensitivity of the t parameter used in the
TFP trajectory-smoothing algorithm. Figure 9 plots the performance results for
the various outlier-detection algorithms after trajectory preprocessing with the
TFP smoothing algorithm.

Fig. 9. TFP trajectory-smoothing algorithm: experimental results

Figure 10 shows the outliers detected with the t-parameter in experiments
to determine give the best accuracy for each outlier detection algorithm after
trajectory preprocessing with the TFP trajectory-smoothing algorithm.

The results after application of the TFP trajectory-smoothing algorithm
for statistical-based outlier detection indicated poorer outlying-trajectory-
recognition performance compared with the other outlier-detection algorithms.
Whereas the density-based algorithm yielded similar results to those of our
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(a) Statistical-based (b) Distance-based (c) Density-based

Fig. 10. Outlier detection experimental results after smoothing using TFP algorithm

domain expert’s identification, the distance-based outlier-detection algorithm
delivered the best overall results, since it maintained both accuracy and a lower
number of recognized outlying trajectories.

5.2 Testing k Parameter of KAA

The second experiments aimed to test the sensitivity of the k parameter used
in the KAA trajectory-smoothing algorithm. Figure 11 plots the performance
results from the various outlier detection algorithms after trajectory preprocess-
ing with the KAA smoothing algorithm.

Fig. 11. KAA trajectory-smoothing algorithm: experimental results

Figure 12 shows the outliers detected with the k-parameter is configured in
experiments to determine the best accuracy for each outlier-detection algorithm
after trajectory preprocessing with the KAA trajectory-smoothing algorithm.

The results after application of the KAA trajectory-smoothing algorithm
are quite interesting; all of the outlier-detection algorithms yielded almost the
same results. In terms of accuracy, the statistical-based outlier-detection perfor-
mance tended to degrade when we increased the k-parameter, while the number
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(a) Statistical-based (b) Distance-based (c) Density-based

Fig. 12. Outlier detection experimental results after smoothing using KAA algorithm

of recognized outlying trajectories was increased. However, the distance-based
outlier detection algorithm showed results opposite to those of statistical-based
outlier detection. Density-based outlier detection, meanwhile, yielded the worst
performance, since the accuracy and detection results became unstable when
we tried to increase the k-parameter of the KAA algorithm. The distance-based
outlier-detection algorithm was the clear winner in terms of accuracy and low
number of recognized outlying trajectories.

6 Related Work

Some excellent works on smoothing of trajectories has already been done. Zhou
et al. [11] proposed a novel method for smoothing of trajectories using linear
regression to approximate traces under system errors, and utilizing road infor-
mation to map points to the closest adjacent roads. However, it requires prior
knowledge of road information that might not be available in some cases, (includ-
ing our present case study). Knapen et al. [12] matched the GPS route to a map
and decomposed the path into several sub-paths. By joining the a sub-paths, the
shortcut route could be found. In fact, we employed the same approach for our
trajectory-smoothing algorithms.

7 Conclusions

According to our experimental results, smoothing of trajectory data and sub-
sequent repairing of outlying trajectories can improve outlier detection. The
KAA trajectory smoothing yields better results than does the TP algorithm due
to it tendency to recognize more points. Subsequently, the distance-based out-
lier detection algorithm provides stabler performance than can the other outlier
detection algorithms in terms of the number of outlying trajectories detected
and accuracy of detection.
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Abstract. Frequent itemset mining is widely used as a fundamental
data mining technique. Recently, there have been proposed a number of
disk-based methods. However, the existing methods still do not have a
good scalability due to large-scale intermediate data and non-trivial disk
I/Os. We propose SSDMiner, a new fast and scalable disk-based method
for frequent itemset mining that is based on Apriori-like method and
has no intermediate data and small disk I/O overheads by exploiting
SSD. We propose a concept of bitmap chunks for storing transactional
database in disks and a fast support counting based on bitmap chunks.
Through experiments, we demonstrate that SSDMiner has the enhanced
scalability and the good performance similar to that in memory-based
methods with robustness.

Keywords: Frequent pattern mining · Scalable algorithm · SSD · Disk-
based algorithm

1 Introduction

Frequent itemset mining has been widely used as a fundamental data mining
tasks in a wide range of applications such as recommendation systems, social
network analysis, web usage mining, bioinformatics, and market basket analysis.
For example, a number of commercial recommendation systems exploit frequent
itemset mining as a key module including retail stores [9,12].

However, deluge of data in order of terabytes generated by automated sys-
tems for analysis purpose makes it difficult or impossible to apply the frequent
itemset mining to real world applications. The existing methods easily fail to
find frequent patterns from such big data due to lack of memory, since most of
the existing methods are memory-based. Therefore, developing scalable frequent
itemset mining methods is still challenging problem that has not been completely
solved.

c© Springer Nature Singapore Pte Ltd. 2018
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There have been a number of disk-based frequent itemset mining methods.
To the best our knowledge, the disk-based methods are categorized by two
groups: (1) partitioning-based methods [10,13] and (2) projection-based methods
[2,3,6,10]. The partitioning-based methods first divide an input database into
a number of partitions, which are stored in a secondary memory, perform in-
memory based methods, e.g., FP-Growth [7], Apriori [1], Eclat [15], on a par-
tition at a time, and then aggregate the partial results. The projection-based
methods project an input database, build independent conditional databases,
e.g., conditional FP-Trees in FP-Growth, equivalence classes in Eclat, and store
them to a secondary memory. Then, they perform frequent itemset mining on
the conditional databases one by one without aggregating the partial results.

Although the existing disk-based methods solve the limit on scalability par-
tially, almost methods still have the following two problems. First, they do not
have a good scalability due to a tremendous amount of intermediate data gener-
ated during mining tasks. The existing methods generally store the intermediate
data with respect to short length of itemsets for computing the supports of their
supersets. For example, in the AprioriTid [1] method, it generates and keeps the
transactions in bitmaps or lists of (k-1)-itemsets for finding frequent k-itemsets.
However, this approach easily fails to perform mining operations even though
an input database fits into main memory, since the size of intermediate data
increases more rapidly. The whole mining tasks fail when the size of intermediate
data on any partition is larger than the amount of memory. Second, they do not
have good performance due to non-trivial I/O cost. Especially, the projection-
based methods generate conditional databases for each 1-itemset and so require
lots of disk space. As a result of the large size of conditional databases, such
methods cause non-trivial I/O costs. In addition, since the sizes of conditional
databases are significantly different, it requires a number of random accesses
to disks and degrades the performance more and more. The partitioning-based
methods also suffer from I/O costs, and considering such a performance ten-
dency becomes important when handling large-scale datasets, since the number
of disk I/Os becomes large as the size of datasets becomes large within a limited
size of memory.

For solving the above problems, we propose a fast and scalable disk-based fre-
quent itemset mining method, called SSDMiner. SSDMiner solves the above two
problems, and so, can find frequent patterns on much larger input and interme-
diate data compared with the existing memory-based methods. For solving the
problem of large-scale intermediate data, SSDMiner generates equal-sized sub-
databases called bitmap chunks in the bitmap format and performs the entire
mining tasks only using bitmap chunks and bitwise AND operations instead of gen-
erating intermediate data during mining tasks. Therefore, SSDMiner avoids the
failure of mining tasks caused by the lack of memory. For solving the problem of
non-trivial I/O costs, SSDMiner avoids random I/Os by storing bitmap chunks in
a contiguous disk space and fully utilizes SSD by asynchronously performing disk
read and mining tasks. In addition, we use the SSD storage for storing large-scale
transactional database (in a vertical format in bitmaps). Nowadays, SSDs are
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widely exploited from servers, e.g., Intel’s SSD, to laptops, e.g., Apple’s SSD,
Samsung’s SSD, and so on, as a secondary storage, since it supports faster and
larger capacity SSDs based on the PCI-E interface. As a result, SSDMiner shows
the much better scalability than the existing memory-based methods. In addi-
tion to the good scalability, SSDMiner significantly improves the speed of support
counting by exploiting bitwise AND operations on bitmap chunk and shows the
similar performance comparing to memory-based methods.

The main contributions of this paper are the following:

– We propose SSDMiner, a new fast and scalable disk-based method for frequent
itemset mining that is based on Apriori-like methods and has no intermediate
data and small disk I/O overheads.

– We propose a concept of bitmap chunks for storing transactional database in
disks and a fast support counting based on bitmap chunks.

– Through experiments, we demonstrate that SSDMiner has the enhanced scal-
ability and the similar performance compared with memory-based methods
with robustness.

The rest of this paper is organized as the following. Section 2 reviews the
related work. Section 3 proposes the SSDMiner method. In Sect. 4, we present
the detailed algorithm of SSDMiner. Then, we present the experimental results
in Sect. 5 and conclude this paper in Sect. 6.

2 Related Work

The problem definition of the frequent itemset mining problem is to determine
all itemsets F that occur at least a pre-defined minsup as a subset of transactions
in a given transaction database D = {t1, t2, ..., tn}, where ti is a subset of distinct
items from D. In this paper, we mainly consider the number of occurrences as
the meaning of support of an itemset.

Since SSDMiner is based on the Apriori-like methods, we briefly give a review
mainly focusing on the Apriori-like methods. The Apriori method is based on the
anti-monotone property which if a k-itemset is not frequent, then its supersets
never become frequent itemsets. Based on such a property, the Apriori method
generates a smaller number of candidate itemsets than those of the previous
methods. The Apriori method is performed as the following. In the first process,
it counts the supports of 1-itemsets in the database and then discards infrequent
1-itemsets. Then, in the subsequent processes, it repeatedly generates the can-
didate k-itemsets Ck by joining frequent (k-1)-itemsets Fk−1 and computes the
supports of Ck over the database D. However, the Apriori method suffers from
two performance bottlenecks. First, it requires non-trivial overheads with respect
to repeatedly scanning the whole database. It means that if there is any frequent
k-itemset, this method scans the database k times. Second, its support counting
is quite inefficient, and so its overall performance is significantly degraded.



102 K.-W. Chon and M.-S. Kim

In order to overcome the performance bottleneck, Agrawal et al. propose
AprioriTid [1] that exploits vertical format in bitmaps or lists for representing
transactions and does not require to repeatedly scan database. AprioriTid finds
frequent itemsets by repeatedly performing candidate generation and testing
steps as in the Apriori method. In the k-th iteration, it generates candidate
k-itemsets and efficiently performs their supports by set intersections between
lists or bit vectors loaded in main memory. It outperforms the original Apriori
method. However, since AprioriTid generates and keeps the transactions of a
large number of itemsets in bitmaps or lists, the overall mining operation could
fail when the size of intermediate data is larger than the amount of memory. This
performance tendency is more marked for mining large-scale datasets, since the
amount of memory usage is proportional to the number of transactions in the
database.

3 SSDMiner Method

SSDMiner performs two phases. The first phase of SSDMiner finds a set of item-
sets up to Q levels in an enumeration tree, generates their transactions in bitmap
format, and stores the itemsets with their transactions in disks (SSD). It stores
the transactions of itemsets as a vertical layout in a bitmap format for fast
support counting. For handling large-scale datasets, we propose a new format
of transaction bit vector, called bitmap chunk, in Sect. 3.1 The second phase of
SSDMiner iteratively performs two steps, i.e., candidate generation and test-
ing steps, as in the Apriori method. For efficiently mining large-scale database,
we propose a new disk-based itemset mining technique, called streaming bitmap
chunks, in Sect. 3.2.

3.1 Pre-computing Bitmap Chunks

For reducing computational overheads in finding frequent patterns, most of the
existing methods generate the transactions with respect to intermediate levels
while using more memory usage. For example, AprioriTid generates the trans-
actions in bitmaps or lists. It generates the transactions for Fk−1 and exploits
them for finding Fk. However, this approach easily fails the entire mining tasks
as the size of an input database increases, or minsup decreases, since keeping
the intermediate data is able to require a huge amount of memory usage in such
cases.

For overcoming the above problem, we propose the pre-computing bitmap
chunks, which generates the transactions in bitmaps for the itemsets up to the
length Q, where Q is a user-specified parameter. Then, it finds all other long
frequent itemsets only using the bitmap chunks instead of generating the trans-
actions for the itemsets longer than Q in an online fashion. However, it is not
practical to generate all the transactions of the itemsets shorter than Q, since this
approach requires a huge amount of space. For instance, we assume that the num-
ber of transactions in an input database is 10 millions, |F1| = 500, and Q = 3.
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Then, the size of transactions in bitmap is (
(
500
1

)
+

(
500
2

)
+

(
500
3

)
) × 10,000,000 ≈

23 TB. We note that there are superset and subset relationships between all the
itemsets, and such relationships are the form of a lattice structure. Therefore,
we could perform the entire mining tasks by partially generating transactions of
the itemsets shorter than Q and exploiting them in subsequent mining processes.
Our idea is based on the shell fragment approach for Online Analytical Process-
ing (OLAP) [8]. Our technique generates transactions in a fragmented manner
and exhausted manner. The fragmented manner means that it divides F1 into
multiple fragments, each of which includes Q 1-itemsets, and generates transac-
tion bitmaps for only an itemset x within a fragment. The exhausted manner
means it generates transactions for an itemset x although x is not determined
to frequent. Hereafter, we refer such itemsets as false-positives. The reason why
we generate transactions in the exhausted manner is due to the high cost of
removing the transaction bitmap of false positives and a relatively small space
cost of keeping transactions of false positives. Our technique creates a total S

fragments, S = |F1|
Q , and, for each fragment, creates the transaction bitmaps

with respect to all possible itemsets, i.e., 2|Q| − 1 bit vectors. Hereafter, we
denote the union of all the possible itemsets within fragments as a set of pre-
computed itemsets P . As a result, it requires a small amount of space. For
instance, suppose that the number of transactions in an input database is 10
millions, |F1| = 500, Q = 3. Then, our technique requires the space of up to
(7× 167)× 10,000,000 = 1.46 GB, while fully generating the transactions of the
itemsets shorter than Q requires 23 TB. In order to store the result of our tech-
nique, we propose a data format called bitmap chunk. Suppose that the input
database D is divided to {D1,D2, ...,Dn}. Then, it loads a partitioned data-
base Di to memory at a time, generates the transaction bitmaps regarding to
Di, which is regarded as a bitmap chunk BCi, and stores BCi in disks. Here,
we note that all the bitmap chunks BC1:n are stored to a contiguous space in
disks. As a result, our method could avoid random disk I/Os in the subsequent
mining tasks and get the performance benefits compared with other disk-based
methods, which might require lots of random disk I/Os.

Figure 1 shows an example of generating bitmap chunks. Here, it per-
forms four steps. We suppose that there are two partitions D1 and D2, F1 =
{A,B,D,E}, and Q = 2. Step 1 generates fragments by dividing F1. Here, there
are two fragments {A,B} and {D,E}, and then it enumerates all possible item-
sets for each fragment. Step 2 copies a partition Di to DataBuf in main memory,
and Step 3 generates bitmap chunks by scanning Di. That is, for each transac-
tion, if an itemset x is contained in the transaction, it sets the corresponding
bit in the bit vector of x to 1. After processing all the itemsets in P , it copies
BCBuf to disks. A bitmap chunk BCi includes the bit vectors of the length
|Di|, where bit vectors are corresponding to the pre-computed itemsets P . We
denote a bit vector of x within BCi by BCi[x]. We define a concept of a set of
physical pointers to the bit vectors for an itemset x in BCi in Definition 1.

Definition 1 (Relative address). We define a relative address of an itemset
i, denoted by RA(i), as the difference of offsets in bytes between the starting
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Fig. 1. Example of generating bitmap chunks.

address of BCk and that of BCk[i], for a bitmap chunk BCk. Then, we define a
set of relative addresses of the itemset x, referred as RA(x), as {RA(i)|i ∈ P},
where P is a set of pre-computed itemsets.

This concept is able to quickly access to a memory location of bit vectors
corresponding to an itemset within a single bitmap chunk on main memory. We
regard RA(x) as an ID for an itemset x. Let the number of 1-itemsets of x be
|x|, and the number of distinct addresses of RA(x) be |RA(x)|. We note that in
all the bitmap chunks BC1:n, an itemset x has the same relative address RA(x),
because our method generates the bitmap chunks of the same size.

3.2 Streaming Bitmap Chunks

SSDMiner finds frequent patterns using the candidate-generation-and-testing
approach with the BSF traversal as in the Apriori method. We refer a single
series of candidate generation and testing steps as an iteration. The existing
methods following the Apriori method with vertical format hinder from mining
large-scale datasets due to a huge amount of intermediate data.

Our proposed technique solves the above issue, i.e., finding frequent itemsets
from large-scale datasets without degrading the performance within limited main
memory. The proposed technique tests all candidate itemsets longer than Q only
using the bitmap chunks, which include the transaction bit vectors of the itemsets
shorter than Q+1 and so does not generate any intermediate data during the
mining tasks.

We also propose a new disk-based itemset mining technique, called stream-
ing bitmap chunks, for reducing the disk I/O overheads. At the L-th itera-
tion, this technique copies the bitmap chunks from secondary memory (SSD) to
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main memory via the PCI-E bus asynchronously in a streaming way. SSDMiner
exploits two CPU threads, i.e., read thread and process thread, for streaming
bitmap chunks. Here, the read thread continuously copies bitmap chunks in
secondary memory (SSD) to the bitmap chunk buffers in main memory if the
buffers are available. The process thread performs two operations, (1) computing
the partial supports on a bitmap chunk BCi and (2) aggregating the computed
partial supports on BCi and the partial supports previously computed. Figure 2
shows the timeline of SSDMiner. In the figure, BCi and Counti indicate the time
for copying BCi to main memory and the time for support counting on BCi,
respectively. In general, since frequent itemset mining is computation intensive,
the time to compute the partial supports is longer than that to copy bitmap
chunks. Therefore, copying bitmap chunks and processing bitmap chunks are
overlapped without copying the first bitmap chunk.

Definition 2 (Partial support). We define σx(BCk) as the partial support of
an itemset x within a given bitmap chunk BCk. The support of x on the whole
bitmap chunks BC1:n becomes σ(x) =

∑n
k=1 σx(BCk).

Fig. 2. Asynchronous processing of SSDMiner.

When SSDMiner calculates partial supports, our method does it very effi-
ciently by exploiting bitmap chunks. Given a candidate itemset x, we eas-
ily partition x into multiple non-overlapping sub-itemsets P (x), where each
sub-itemset is within in a fragment completely and then compute the relative
addresses of P (x). For instance, when a candidate itemset x = {A,B,E}, P (x)
= {{A,B}, {E}} and then RA(P (x)) = {2, 6} in Fig. 3. Then, it could access the
transaction bit vectors for P (x), i.e., BCi[{A,B}] and BCi[{E}]. Afterwards,
it could calculate the partial support for x by performing bitwise AND between
BCi[{A,B}] and BCi[{E}] |RA(P (x)) − 1| times and counting the number of
1 s in the resultant bit vector, i.e., BCi[{A,B,E}].

Here, it is obvious that there is a trade-off between disk (memory) usage
and performance (i.e., support counting time). It means that as Q increases,
the number of pre-computed itemsets and the space usage become large. As a
result, the amount of computations, i.e., bitwise AND operations, and the elapsed
time decrease. In Sect. 5, we present such a performance tendency by showing
experiment results.



106 K.-W. Chon and M.-S. Kim

Fig. 3. Example of SSDMiner method.

4 SSDMiner Algorithm

In this section, we present the algorithm of the SSDMiner framework. We first
describe the overall procedure of the algorithm using an example in Fig. 3. Then,
we explain the details of SSDMiner with the pseudo code.

Our method performs a total of five steps. We refer a set of candidate itemsets
at the current level L as CL. In Step 1, it converts CL to RA by mapping each
itemset x in CL to its relative address RA(x) with dict, which is a dictionary
for mapping an itemset x ∈ P to RA(P (x)). In Step 2, it copies a bitmap
chunk BCi to BCBuf on main memory in a streaming fashion. Step 3 and
Step 4 calculate the partial supports of CL by bitwise AND operations and store
them PSBuf , respectively. In Step 5, it aggregates partial supports to those
computed with other bitmap chunks. After processing all the bitmap chunks,
SSDMiner finds frequent L-itemsets FL whose supports are larger than or equal
to a given minsup.

Algorithm 1 shows the pseudo code of the algorithm. As an initialization
step, it divides a transaction database D into non-overlapping partitions D1,
D2,...,Dn, allocates DataBuf , BCBuf , and PSBuf on MM (Line 1–2). Then,
it finds a set of pre-computed itemsets P by using F1 (Line 3). Afterwards, it
builds the dictionary dict (Line 4). We note that it is not necessary to rebuild
dict after building dict once, since it is not changed during the subsequent mining
tasks. Then, for each partition Di of an input transaction database, it generates
the corresponding bitmap chunk BCi (Line 5). The main loop is composed of
candidate generation step (Line 9–10) and testing step (Line 11–16). Especially,
Line 11–13 efficiently calculate the partial supports by asynchronously copying
bitmap chunks and computing partial supports.
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Algorithm 1. The framework of SSDMiner
Input : D; /* transaction database */
Input : F1; /* a set of frequent 1-itemsets*/
Input : minsup; /* minimum support */
Output : F ; /* frequent itemsets */

1 Divide D into D1, D2,...,Dn;
2 Allocate {DataBuf, BCBuf, PSBuf} on MM ;
3 P ← find a set of pre-computed itemsets using F1;
4 dict ← dictionary mapping x to RA(x)(x ∈ P );
5 Build BC1:n using D1, D2,...,Dn on MM ;
6 L ←1;
7 while |FL| > 0 do
8 L ← L + 1;

/* Candidate generation */

9 CL ← generate candidate itemsets using FL−1;
10 Convert CL to RA(CL) using dict;

/* Testing */

11 for j ← 1 to n do
12 Copy BCj into BCBuf of MM ;
13 PSBuf [j] ← compute the partial supports of CL on BCj ;

14 σ(c) ←∑n
k=1 PSBuf [c][k], for ∀c ∈ CL;

15 FL ← {c|c ∈ CL

∧
σ(c) ≥ minsup};

16 F ← ⋃FL;
17 Return F ;

5 Performance Evaluation

In this section, we perform the experimental evaluation of SSDMiner compared
with memory-based Apriori-like methods. We present experimental results in two
categories. First, we show that SSDMiner significantly outperforms the existing
memory-based methods using a real dataset while varying minsups. Second, we
present various kinds of characteristics of SSDMiner. In detail, we present the
effect of pre-computation technique while varying Q.

5.1 Experimental Setup

Datasets For experiments, we use the largest real dataset of FIMI
Repository [4], called Webdocs [11]. It has been widely used for performance eval-
uation among the frequent itemset mining methods. Webdocs includes 1,692,082
transactions and 5,267,656 distinct items.

Environments We compare SSDMiner with two memory-based Apriori-
like methods. One uses a horizontal format for representing transactions,
and its implementation is from [5]. We refer this method as M horizontal.



108 K.-W. Chon and M.-S. Kim

Another Apriori-like method uses a vertical format in bitmap for represent-
ing transactions, and we implement this method as it materializes intermediate
data in an online fashion. We refer this method as M vertical. For SSDMiner,
we set a fragment size Q to ten as a default and the number of transactions in
each partition Di to 131,072. In addition, for evaluating the effect of the stream-
ing bitmap chunks, we compare the performance between SSDMiner with the
streaming bitmap chunks denoted as SSDMiner (W streaming) and SSDMiner
without the streaming bitmap chunks denoted as SSDMiner (W/O streaming).
We conduct all the experiments on the same workstation equipped with two
Intel 8-core CPUs of 2.90GHz, 128 GB main memory, and one Intel SSD. All
the experiments are performed on the same OS, Ubuntu 14.04.3 LTS. All the
methods are implemented in C++ and are copiled with the same optimized
option of -O3.

5.2 Experimental Results

Performance Comparison Fig. 4 presents the elapsed times of four meth-
ods, M horizontal, M vertical, SSDMiner (W streaming), and SSDMiner (W/O
streaming) for Webdocs while varying minsups. We use the same range of X-axis,
i.e., minsups, with the previous work [14]. In the figure, O.O.M. indicates out of
memory error.

Fig. 4. Performance comparison using Webdocs.

In the figures, SSDMiner consistently and significantly outperforms
M horizontal for the entire range of minsups by a factor of 21.5–80 times due
to the fast support counting. With respect to M vertical, our method shows the
similar performance in a range of minsups 0.08-0.2, even though M vertical does
not include the disk I/O overheads. This performance tendency is mainly due
to fast disk read by exploiting SSD and asynchronous processes of copying the
data from SSD to main memory and processing mining tasks. In addition to the
performance, SSDMiner shows the better scalability than that of M vertical.
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That is, SSDMiner could find frequent patterns at the minsup 0.06, while
M vertical shows O.O.M. in the same minsup due to the large size of inter-
mediate data.

With respect to the effect of the streaming bitmap chunks, the performance
gaps between SSDMiner (W streaming) and SSDMiner (W/O streaming) get
larger as the minsup decreases. This is because the number of iterations becomes
large as the minsup decreases. As a result, the amount of data read from the
disks and the number of disk I/Os become large.

Characteristics of SSDMiner Fig. 5(a)-(c) present the performance tendency
while varying the size of bitmap chunks. In this experiment, we adjust the
size of bitmap chunks by varying the fragment size Q. Here, we use Webdocs
with minsup = 0.08. First, Fig. 5(a) shows that the space usage increases as Q
increases as explained in Sect. 3. As Q increases by 1, the space usage exponen-
tially increases. Second, Fig. 5(b) shows the elapsed time of generating bitmap
chunks as Q increases. It is obvious that this time is proportional to the fragment
size. Third, Fig. 5(c) shows that the elapsed time of mining time including the
candidate generation and testing steps decreases as Q increases. The number
of bit vectors in bitmap chunks becomes large as Q increases. Due to decreas-
ing in the number of bitwise AND operations, the mining time decreases as well.
Therefore, there is a trade-off between space usage and performance (i.e., mining
time).
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Fig. 5. Performance tendency while varying fragment size Q.

6 Conclusions

In this paper, we propose SSDMiner, a scalable disk-based method for frequent
itemset mining. We carefully design SSDMiner so that it scales well with respect
to the size of intermediate data and input data with the small disk I/O overheads
by exploiting SSD as a secondary storage, which would be useful for big data
mining. Through experiments, we demonstrate that SSDMiner has the enhanced
scalability and the similar performance compared with memory-based methods
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with robustness. Future research directions include extending the work to more
accelerate the computation intensive parts using the computing power of GPUs.
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Abstract. Recently, Kinect sensors have been used in many applications.
Among them, there have been numerous studies that used Kinect sensors to
improve efficiency of piano education. However, one of the main disadvantages
of existing methods is that they did not take into consideration a dissimilarity
measure that can occur when comparing the students’ and educator’s data. In
addition, manually adjusting these settings can be cumbersome as for each case,
there must be a set of optimal settings that match learner’s and educator’s data.
In this paper, we propose a method to automatically set the piano learning stage
by automatically adjusting the dissimilarity measure. Automatically adjusting
the dissimilarity measure enables a gradual piano education and ultimately
enhances the educational effect of the piano.

Keywords: Kinect sensor � Piano education � Dissimilarity measure

1 Introduction

Recently, Kinect sensors have been used in many applications, rehabilitation [1],
robotics [2] and education [3–6]. Among them, there have been numerous studies that
used Kinect sensors to improve efficiency of piano education. The implementation of
Kinect-enabled systems can be efficient in piano education, as these devices are
inexpensive and accurate comparing to other wearable and multi-camera motion cap-
ture systems. However, one of the main disadvantages of existing methods is that they
did not take into consideration a dissimilarity measure that can occur when comparing
the students’ and educator’s data. More specifically, dissimilarity measure is a
numerical measure of how different two data objects are, is fixed to determine whether
the educator and the learner data match.

Park et al. [3] proposed a method to solve a dissimilarity measure problem of
Kinect sensors. The authors manually adjusting every student’s and educator’s data.
However, manually adjusting these settings can be cumbersome as for each case, there
must be a set of optimal settings that match learner’s and educator’s data. In this paper,
we propose a method to automatically set the piano learning stage by automatically
adjusting the dissimilarity measure. Automatically adjusting the dissimilarity measure
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enables a gradual piano education and ultimately enhances the educational effect of the
piano. More precisely, we make the following contributions in this paper:

• We define the level of learning, the dissimilarity measure by level, and the timing of
level up.

• We introduce a method that automatically sets the piano learning level when the
program is first accessed.

• We propose a method that automatically sets the piano learning level by auto-
matically adjusting the dissimilarity measure.

The paper proceeds as follow. Section 2 introduces the related study that used
Kinect sensors to provide efficiency for piano education. In Sect. 3, we introduce
preliminaries for our research. Section 4 describes an adjustable dissimilarity measure
for efficient piano learning. Here, we first describe a method for calculating an average
dissimilarity measure for joints, adjusting initial and automatic piano learning level.
Section 5 discusses conclusion and future work.

2 Related Study

Kinect sensors have been used in many educational applications, such as golf [7], ballet
[8] and piano [3–6]. Among them, there have been numerous studies that used Kinect
sensors to improve efficiency of piano education. In this section, we briefly describe
them.

Payeur et al. [4] studied feasibility of using a Kinect sensor for a piano education,
and performance evaluation when somatic training methods are used. Beacon [5]
conducted a study on efficiency of using a motion-tracking tracking technologies, such
as Dartfish and Kinect sensor for pianist posture. Hasdjakos [6] proposed a method of
capturing the motion of a pianist using a depth camera of a Kinect sensor, and detecting
body landmarks. The experiments conducted by [4–6] demonstrate that Kinect sensors
can be efficient in piano education, as these are inexpensive and accurate comparing to
other wearable and multi-camera motion capture systems. However, one of the main
disadvantages of existing methods is that they did not take into consideration a dis-
similarity measure that can occur when comparing the students’ and educator’s data.

Park et al. [3] proposed a method to solve a dissimilarity measure problem of
Kinect sensors. Specifically, the authors proposed a piano posture training system that
compares data of learners and educators and provides feedback based on the com-
parison results. In addition, research has been conducted on whether Kinect sensor can
be used as a tool to measure the effectiveness of piano education. Here, the dissimilarity
measure problem is solved by manually adjusting every student’s and educator’s data.
However, manually adjusting these settings can be cumbersome as for each case, there
must be a set of optimal settings that match learner’s and educator’s data. Thus,
comparing to [3], in this paper, we propose a method for automatic adjustment of
dissimilarity measure. Automatically adjusting the dissimilarity measure enables
gradual piano education and ultimately enhances the educational effect of the piano.
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3 Preliminaries

This section describes the proposed method for adjustable dissimilarity measure. For
this, we first describe preliminaries, including notations and definition on piano
learning level in Sect. 3.1. We further describe a method for calculating average dis-
similarity measure for joints in Sect. 4.1. In Sect. 4.2, we describe a procedure to
initially adjust piano learning level, and in Sect. 4.3, we describe how to set piano
learning level by automatically adjusting dissimilarity measure.

3.1 Notations

The notations that are used throughout this paper are summarized in Table 1. Here, J is a
joint and All_J is all joints. JM is a joint measure, which indicates coordinate or angle of
a joint. LJM is a learner’s joint measure, such as angle or coordinate. Av_LJM is an
average of learner’s joints measure which is calculated in units of one second. EJM is an
educator’s joints measure. Av_EJM is an average of educator’s joints measure which is
also calculated in units of one second. DM is a dissimilarity measure i.e., the allowable
error range, is fixed to determine whether the educator and the learner data match.
Av_DM is an average dissimilarity measure. LL is learner’s level which exists from level
1 to level 10. PLL is a piano learning level. Total_PT is a total performance time.

3.2 Definition of PLL and Scope of DM

Effective piano education requires gradual learning. In the piano textbook called the
piano adventure, they divided the learning stage according to the difficulty of the song
[11, 12]. In addition, a composer named Carl Czerny provided the students with a
textbook that they could practice in sequence according to the difficulty of the song for
technical practice [13–15]. The previous methods divided the level according to the
difficulty of the song. In this paper, we divided the learning level according to the

Table 1. The notations.

Symbols Definitions

J Joint
All_J All joints
JM Joint measure
LJM Learner’s joint measure
Av_LJM Average of learner’s joint measure
EJM Educator’s joint measure
Av_EJM Average of educator’s joint measure
DM Dissimilarity measure
Av_DM Average dissimilarity measure
LL Learner’s level
PLL Piano learning level
Total_PT Total performance time
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accuracy of the learners’ movement recognized by the Kinect sensor. Before explaining
in detail, we will explain the basic concept of the dissimilarity measure.

The Dissimilarity Measure measures how A and B are different. The concept of
measuring how different between two models is used in many papers [9, 10]. In this
paper, we compare educator data with learner data and how educator data and learner
data differ. The final goal is to build a system that provides learners with feedback for
correct piano education by using a system that automatically adjusts the error rate.

We define piano learning level by its range of Av_DM and practice repeat time.
More specifically, Table 2 describes the followings. At level 1, if Av_DM is more than
0.4, less than 0.5 during 5times, it goes up to level 2. Levels 2 to 8 are performed in the
same way as in the previous step. At level 9, if Av_DM is more than 0.0, less than 0.1
during 10times, this stage is passed. If the user plays at two or more higher levels than
the current level, it is raised up two levels above the current level.

4 Adjustable Dissimilarity Measure for Efficient Piano
Learning

This section describes the proposed method for adjustable dissimilarity measure. For
this, we first describe a method for calculating average dissimilarity measure for joints
in Sect. 4.1. In Sect. 4.2, we describe a procedure to initially adjust piano learning
level, and in Sect. 4.3, we describe how to set piano learning level by automatically
adjusting dissimilarity measure.

4.1 Calculating Average Dissimilarity Measure of Joints

In this section, we introduce a method called CalculateAv_DM, which calculates
Av_DM of JM. Specifically, for comparing learner’s and educator’s data in piano
education, Kinect sensors output 30 frames on average. CalculateAv_DM calculates
the average value of learner’s movements in 30 frames, and then, compares it with
educator’s data and detects dissimilarity measure.

Table 2. Definition of PPL and scope of DM.

PLL Scope of Av_DM Repeat times

1 0.4 <= Av_DM < 0.5 3
2 0.4 <= Av_DM < 0.5 5
3 0.3 <= Av_DM < 0.4 3
4 0.3 <= Av_DM < 0.4 5
5 0.2 <= Av_DM < 0.3 3
6 0.2 <= Av_DM < 0.3 5
7 0.1 <= Av_DM < 0.2 5
8 0.1 <= Av_DM < 0.2 10
9 0.0 <= Av_DM < 0.1 5
10 0.0 <= Av_DM < 0.1 10
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The input of this function is LJM and the output is Av_DM of ALL_J during
Total_PT. Pseudo code is as follows. First, we calculate Av_DM of DM during
Total_PT. The proposed method contains two phases. There are following steps in first
phase. Step 1.1 calculates Av_LJM in every second. Step 1.2 compares LJM with EJM
in every second. Step 1.3 calculates Av_DM in every second. Step 1.4 calculates the
Av_DM during Total_PT. Repeat step 1.1 – 1.4 on learner’s All_J. Results of Step 1.1,
1.2, 1.3, 1.4 are stored in databases. In the second phase, we calculate Av_DM of All_J
during Total_PT. Result of step 2 is stored in databases (Fig. 1).

4.2 Adjusting Initial PLL

In this section, we describe AutoSetFirstPLL, which sets PLL automatically when the
program is first accessed. It is important to note that piano learning level is decided by
the average dissimilarity value. For example, the more learner makes mistakes, the
lower his level goes down. Thus, in order to execute AutoSetFirstPLL, we need to
know the result of CalculateAv_DM.

The input of this function is JM and the output is LL. Pseudo code proceeds as
follows. Step 1 sets position of Kinect Sensor. Position of Kinect sensor consists of 5
types, 0 degree, 45 degree, 90 degree, 135 degree and 180 degree. In step 2, the system
starts producing events as a learner starts playing the piano. Step 3 sets the first PLL
automatically in two steps. Step 3.1 calls function ‘Calculate the Av_DM(LJM)’.
Step 3.2 set the LL of learning based on the result of step 3.1 (Fig. 2).

Fig. 1. Pseudo code for calculateAV_DM.
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4.3 Adjusting PLL by Automatic Configuring DM

In this section, we propose AdaptiveSetPLL method which sets the PLL by adjusting
DM automatically. Specifically, using AdaptiveSetPLL, we overcome the limitations of
the existing work by automatically adjusting a piano learning level without interrupting
the piano education process and manually adjusting the dissimilarity measure.

We assume that the automatically set LL from a AutoSetFirstPLL method in
Sect. 4.2 is Level 1, and the EJM is already stored in the database. The input of the
AdaptiveSetPLL is LL and the output is a text which outputs a message, such as “Pass
the stage”. Here, passing a stage means passing from level 1 to level 10. Pseudo code
proceeds as follows. In step 1, learner starts playing the piano. Step 2 sets PLL
adaptively by adjusting DM automatically. Step 2 consists of following two steps. Step
2 repeats Step 2.1 and 2.2 until a learner passes the stage. Step 2.1 calls Calcu-
latetheAV_DM(LJM) function. In step 2.2, if value of DM is more than 0.4 and less
than 0.5 in 3 times, upgrade to Level 2 (Fig. 3).

Fig. 2. AutoSetFirstPLL method

Fig. 3. AdaptiveSetPLL method
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5 Conclusion and Future Works

In this paper, we have proposed an adjustable dissimilarity measure for efficient piano
education. The existing work on piano education did not take into consideration a
dissimilarity measure that can occur when comparing the students’ and educator’s data.
Thus, we have proposed a procedure that can adjust dissimilarity measure and auto-
matically set piano learning level for a learner. For this, we first describe preliminaries,
including notations and definition on piano learning level. We further describe a
method for calculating average dissimilarity measure for joints. Then, we describe a
procedure to initially adjust piano learning level. Finally, we describe how to set piano
learning level by automatically adjusting dissimilarity measure.

However, it is important to note that we report our initial observations without
experiment results. In future work, we are planning to compare the proposed method
with state-of-the-art methods in terms of accuracy and efficiency in piano education.
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Abstract. Following current trends in language learning applications, a
context-based language generating application was developed to aid learners in
effective language acquisition. In an effort to not only match the user’s situation
with a relevant sentence, but also combine context information to create
heterogeneous sentences, a new data model was devised. This paper describes
the structure of this model based on a sensing data classifier as well as the
corresponding language database. It also depicts a usage scenario with a pro-
cedural description of the underlying processes.

Keywords: Context awareness � Context-based learning � Experiential
awareness � Mobile phone sensing � Ubiquitous learning

1 Introduction

As technology in the modern society develops, language learning is following suit. With
the help of mobile technology, ubiquitous learning has become a new educational
paradigm [1], allowing language learners to take a more personal approach towards
learning. Moreover, situational approach to learning has shown that context is a crucial
factor in language learning since it enhances learning motivation as well as efficiency [2].
According to [3], context is defined as information which can be used to characterize the
situation of a person, place, or object relevant to the interaction between a user and an
application, including the user and application themselves. Some of the types of context
that are important for characterizing the situation of a particular entity include location,
identity, time and activity. Vygotsky, who is considered to be the father of social con-
structivism, stressed that social context helps shape the construction of knowledge and is
therefore an integral part of language learning [4].

Mobile technologies are now able to deliver learning materials which are time-,
location-, and person-relevant [5]. With the use of sensors embedded in mobile devices,
it is now easier to personalize language learning by transforming the learner’s situa-
tional as well as social context into a context-aware learning environment. [6] defines
context-aware software as one that adapts according to the current context. Such
system is capable of examining the computing environment as well as reacting to its
changes. In a language learning application, these responses may include displaying
context-based language content to the user.
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Following this new trend in language learning, a new application called EXALL
(Experiential Awareness Language Learning), which provides real life situational
English, has been developed. With the EXALL application, learners can now experi-
ence language learning based on their immediate environment and the utilization of
their personal information. This is achieved by sensing the learner’s whereabouts,
physical activity, current time and weather conditions, as well as data regarding the
learner’s plans, personal information, and English level of proficiency. Using big data
analysis, all the gathered information is analyzed and processed in order to determine
the learner’s current situation. The application will then periodically offer the user a
sentence related to the user’s current experience in the form of a message. The user can
not only read the sentence, but also listen to it using the built-in text-to-speech func-
tionality. The design of the application resembles familiar chat services, such as
KakaoTalk or Line.

This paper presents the data model applied in this project, which enables the
generation of context-based sentences. This paper’s contribution is threefold. First, it
proposes a sensing data classifier, which classifies sensing data into heterogeneous
groups based on their relatedness to the user’s environment, situation, and personal
information. Second, it defines a model that groups the classified data in order to create
heterogeneous sentences based on multiple types of sensing data. Third, it provides a
database model that includes sentence patterns with two types of variables. This novel
technique allows the recombination of various types of sensed information and the
mapping of full heterogeneous sentences that are based on the user’s current situation.
This data model can be easily used for languages other than English. The data model
and the database structure would remain the same and only the actual language content
in the database would have to be replaced. Therefore, this model is not only practical
but also versatile.

2 Related Work

This paper draws upon several previous studies. [7] identified five sub-categories of
context: environmental context, which captures the user’s surroundings; personal
context, which includes information about the user; social context, which describes the
social aspects of the user; task context, which describes the user’s activities and goals;
and spatio-temporal context, which is concerned with time, location, and movement.

ZOE [8] is a continuous sensing wearable application. ZOE aims to continuously
sense a comprehensive set of user behaviors and situational contexts. It does so by
implementing a set of algorithms that analyze data from the accelerometer, gyroscope,
WiFi, and microphone. These algorithms are capable of inferring three key areas of
everyday life: Personal Sensing includes the actions, behaviors and the status of the
user; Social Sensing monitors the user’s social interactions; and Place Sensing tracks
important locations for the user.

[9] proposed a system that produces context-aware English vocabulary. Language
learner’s context is defined here as current location, time, learning abilities and leisure
degree. The system is composed of several agents. The learner locating agent first
detects the user’s location. Based on the user’s location, the context analysis agent
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analyzes the user’s learning requirements and determines learning parameters that are
consistent with the user’s current context. The English learning materials searching
agent then selects context-based learning materials from the database. Finally, the
content delivery agent displays the contents to the user.

In [10], the language learning application named PALLAS was introduced. In this
work, personalization is considered to be a part of contextualization, which is achieved
using the learner’s profile and environmental parameters. The profile includes personal
information such as age, skill level, native language, etc. Environmental parameters
comprise of location, time, day, and the user’s mobile device. The application will
notify the user of their target language-related events in their location. The users can
also query the application’s built-in dictionary to look up vocabulary of interest, which
will display a related text accompanied by a glossary. The difficulty of the presented
text is based on the user’s profile, which is automatically built through the user’s
interactions with the application.

Our work builds upon these previous studies in terms of context data classification.
Our model improves upon the previous models in two ways. First, our model allows
combinations of context categories, thus creating heterogeneous context awareness that
enables the system to produce content that is more specific to the user’s current situ-
ation. Second, unlike the other aforementioned context-aware language learning
applications, which only display context-based vocabulary, our model supports the
generation of full sentences based on several types of context by incorporating vari-
ables in the sentences to fill in content with different types of context.

3 ESP Data Model

This section introduces the ESP model, explains ESP data classification with concrete
examples, and describes how the model is implemented in the language database.
Finally, it mentions what kind of applications this model is constrained to.

3.1 ESP Model Overview

The sensing data is classified into 3 categories: E (Environment), S (Situation), and P
(Person). For each type of sensing data, a respective subcategory is created. The
Environment category includes data based on the user’s current location obtained from
the Google Places API, current date and time obtained from the mobile, as well as
weather and seasonal information, which is obtained through a Korean weather API.
Subcategories for Location are selected based on the most common place types
obtainable from Google Places, such as School, Airport, and Bus Station. Subcate-
gories for Date include days of the week and some major holidays, such as Weekend,
Christmas, and Valentine’s Day. Subcategories for Time are predefined based on the
time section of the day: Morning, Afternoon, Evening, and Night. Subcategories for
Weather are either directly based on the information available from the API, such as
Sunny, Rainy, and Cloudy, or they are based on predefined raw data ranges that
determine whether the weather is Warm, Hot, Cold, Windy, or Humid.
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The Situation category includes information about the user’s scheduled plans
obtained from the user’s Google Calendar, as well as the user’s physical activity, which
is determined through an analysis of sensor data gained from the GPS, gyroscope and
accelerometer embedded in the mobile phone. One of ten predefined subcategories is
assigned to every Google Calendar entry that the user inputs through the application,
such as Doctor’s Appointment, Business Meeting, and Movie. As for the Activity data,
there are five user activities that can be detected: Walking, Running, Still, in a Vehicle,
or on a Bicycle. If the user’s current movement is not identified as one of these five
types of activity, the user’s Activity is labeled as Unknown.

Finally, the Person category includes personal information about the user, such as
the user’s gender, age, line of work, and other personal information about the user
gathered through the application’s Settings panel. Based on the information provided
by the user, the model can offer more personal language content that is relevant to the
user’s current situation. There are fifteen predefined types of jobs the user can select
from, such as Educator, Student, and Medical Professional. The user’s gender is stored
in subcategories Male and Female and the user’s birth date is stored in a subcategory
named Birthday.

The abovementioned categories are grouped into combinations of two categories or
a joint group of all three categories through the use of variables in the language
database. The combination of Person and Environment categories forms an PE group
that can cover topics that include personal as well as environmental information; the
combination of Situation and Environment categories forms an SE group that can cover
topics that include situational as well as environmental information; and the combi-
nation of Person and Situation categories forms and PS group that can cover topics that
include personal as well as situational information. Examples of concrete data com-
binations for each group can be seen in Table 1. Furthermore, a joint group of Envi-
ronment, Situation and Person is a combination of personal, situational, and
environmental information, which covers all relevant topics. This combination of the
basic categories creates a heterogeneous bundle that becomes the basis for sentence
formation.

3.2 Language Database Structure

The language data is stored in a language database, or corpus. The ESP model is
reflected in the corpus structure. The corpus has a hierarchical structure that enables the
application to find the most appropriate sentence for the user’s situation. At the top of
the hierarchy, the corpus contains a sentence pattern section, a sensing data section, and
a hyponym section, all of which are divided into E, S and P categories. These are
further divided into sections based on the type of the sensing data, such as Location,
Time, Weather, Calendar, Activity, etc., which were enumerated in Sect. 3.1. These
sections are further divided into subcategories based on the actual data that can be
sensed. Examples of these subcategories can also be found in Sect. 3.1 as well as in
Table 1.

When the current sensing data input is classified according to the ESP model, it is
mapped to the relevant corpus subcategory, from which it will randomly draw a sen-
tence pattern. For instance, let us say that the user is currently on the move and it is
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determined that the user is, in fact, walking. That corresponds to the Walking corpus
subcategory, which belongs to the S category of the ESP model. From this subcategory,
a random sentence pattern related to walking is drawn.

The sentence pattern can be combined with one hyponym and/or one sensing data
value, thus creating SE, PS, PE, or ESP category combinations. Figure 1 shows a
visual representation of this process. The joining of sentence patterns, hyponyms, and
sensing data is achieved through the use of variables within the sentence patterns.
Sentence patterns contain a # symbol, which acts as a placeholder for a hyponym,
and/or an @ symbol, which acts as a placeholder for a sensing data value, such as
temperature, date, time, name of a location, name of a person, etc. These variables
allow the construction of sentences with heterogeneous information.

If the sentence pattern does not contain a variable symbol, the sentence will fall into
the E, S or P category and will be displayed to the user as is. If the sentence pattern
contains only a # symbol, the algorithm will locate any groups of hyponyms that are
connected with the selected sentence pattern and insert a random hyponym from the
selected groups into the sentence structure in place of the # symbol to form a complete
sentence, which will then be displayed on the screen. Alternatively, if the sentence
pattern contains only an @ sign, it will insert a relevant piece of sensing data in place of
the @ sign and display the complete sentence. In both cases, the sentence will contain
heterogeneous information and will fall in the PE, ES or PS combined categories.
Finally, if the sentence pattern contains both a # symbol and an @ sign, it will include
both a random hyponym from a hyponym group connected with the sentence pattern
and a specific sensing data literal. The full heterogeneous sentence will fall into the
joint ESP category and will therefore reflect all three types of situational context.
Figure 2 shows a concrete example of how this model is implemented.

To continue the example above, the sentence pattern related to walking may
contain, for instance, an @ symbol that points to sensing data regarding the user’s
current location, which is information that belongs to the E category. The combination

Table 1. Examples of data classification.

Category Set Grouped Categories

E 
school, hospital, 
café, windy, hot, 
Christmas, spring

SE 
running in a particular 
location 

PS
a scheduled plan to meet a 
specific person

S 
business meeting, 
trip, exam, party, 
walking, running

PE the user’s birthday

P male, student, 
journalist, athlete PSE

a scheduled meeting at a 
particular location with a 
particular person
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of these two contexts would correspond to the SE group. To illustrate with an example
sentence, the sentence pattern could be “Is @ a nice area to go for a walk?” When the
user’s location based on GPS information is inserted, the full sentence may be

Sensing Data

Data Classification

E

Sentence Pattern Database

Hyponym Database

S

P

E

S

P

E

S

P

Combining a sentence pattern with sensing data and hyponyms.

Complete Sentence

Fig. 1. ESP data model.

Sentence Pattern : S Category

You have a doctor's appointment # and you’re scheduled to visit @. 

Hyponym :
E Category

Combine Sentence Pattern, 
Sensing Data, and Hyponym

Sensing Data :
P Category

tomorrow  <Calendar.Name>

Full sentence : ESP Category

You have a doctor's appointment tomorrow and you’re scheduled to visit Dr. Kim.

Fig. 2. An example of ESP model implementation.
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“Is Hyochang Park a nice area to go for a walk?” This sentence would represent the SE
group and therefore be relevant to 2 types of context.

3.3 Constraints of the ESP Model

The application of the ESP model is not specific to the EXALL software and can be
implemented in other context-based language learning applications. This model is not,
however, suitable for applications that require direct interaction with the user, such as
chatbots and other dialog systems. The reason for this is because the corpus only
classifies sentence patterns and hyponyms based on a particular situation, not based on
a specific meaning. For instance, when the user enters a restaurant, the ESP model
provides a method to offer the user a sentence that is specific to a restaurant setting.
However, it does not distinguish between the different meanings of the sentences, nor
can it choose a specific hyponym from the group of hyponyms that are connected with
a sentence pattern. For this reason, this model’s applications is constrained to software
that only focuses on generating sentences that are specific to the user’s current
situation.

4 Usage Scenario for the ESP Model

The EXALL application continually senses contextual data, which is classified into the
E, S or P category. The classified data are assigned priority values based on their
variability, frequency, and relative priority weight. Then, in regular intervals, the
highest priority data is mapped to a sentence related to the situation, which, following
the ESP model, may contain heterogeneous information based on other known data
sources. The following is an example usage scenario, which demonstrates how the ESP
model is implemented in the EXALL application.

The user may start using the application on the way to school. While walking on the
street, the application will sense that the user is on the move and, more specifically, that
the user is currently walking, which is classified as situational information and assigned
to the S category. The algorithm will then draw a sentence related to Walking from the
corpus. If the sentence contains a # symbol, it will insert the relevant hyponym into the
sentence. If the sentence contains an @ sign, which in this case may signify the current
location or time, it will insert the relevant sensing data into the sentence in place of the
@ sign. Both location and time fall under the E category, thus this process would create
a heterogeneous sentence that includes both situational and environmental information
that is matching the user’s current situation.

On the way to school, the application may inform the user about today’s weather
forecast, which falls under the E category, since it is related to the state of the envi-
ronment. It may display a homogenous weather-related sentence from the E category,
or, based on the specific weather data received from the Korean weather API, it may
classify this data further by determining how this weather condition would feel to the
user. It will define the weather condition as hot, warm, cold, windy, or humid, and
display a heterogeneous sentence that contains not only environmental, but also per-
sonal information.
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While the user is at school, the application will be continually sensing data, such as
the current time of day, calendar events, and the user’s activity. If the user has a
calendar event coming up that day or the following day, the application will construct a
sentence describing the planned event. A calendar events falls under the S category,
since it is related to the user’s situation. The application will determine the type of
calendar event based on 10 predefined calendar categories. If the user has a test
scheduled, this event will be classified as Exam. The application may display a sen-
tence informing the user about the upcoming test, or, if the sentence contains a variable,
it will produce a sentence containing heterogeneous information, such as the name of
the teacher, which would fall under the P category, or the location of the exam, which
would fall under the E category, or the time of the exam, which would also fall under
the E category. If the sentence contains information about, for instance, both time and
the teacher’s name, the generated sentence will represent the combined ESP category.
An example of this usage scenario is depicted in Fig. 3.

5 Conclusion

This paper presented a data model that maps heterogeneous mobile phone sensing data
onto multiple context-based English sentences, which are displayed to the user in regular
intervals, providing language content that matches the user’s current situation. In this
model, sensing data is classified into 3 categories: Environment, Situation, and Person.
These categories are then grouped into combinations of two or three categories:
Person-Environment, Situation-Environment, Person-Situation, and Environment-
Situation-Person. This grouping is achieved through the use of variables in sentence
patterns, which act as placeholders for either a hyponym that fits into the sentence pattern,
or a sensing data value, such as temperature, date, time, name of a location, name of a
person, etc. Both hyponyms and sensing data are also classified into E, S and P

Environment
• School 

location 
• Date 

Situation
• Calendar

Person
• Student
• Person’s 

Name 

• E: Is Sookmyung Women’s 
University a good school?

• P: What have you learned lately?

• SE: Have you prepared for your test 
today?

• EP: What classes are you taking at 
Sookmyung Women’s University?

• ESP: You’re going to have an exam 
with prof. Park tomorrow.

ESP ClassificationSensing Data Possible Generated Sentences

Fig. 3. An example ESP model usage scenario.
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categories. The combination of the sentence patterns, sensing data and hyponyms from 3
different possible contexts allows the generation of complete English sentences based on
multiple situational contexts.

The contribution of this work is threefold. It proposes a sensing data classifier for
mapping sensing data to context-based sentences, defines a data model that combines
the classified data into multi-context groups, and provides a database model comple-
menting the data model, which maps the classified sensing data onto sentences that are
based on several types of context, thus producing content more specific to the user’s
current situation.
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Abstract. NoSQL (Not only SQL) has gained popularity with emerging
demands of scalable database with big data. Despite the great interest of users
toward NoSQL technology, an attempt to analyze how the actual users react to
NoSQL has not been made yet. Thus, the present work utilizes question-answer
data acquired from Stack Overflow, a question and answer site that works as a
large knowledge repository to understand how people perceive NoSQL tech-
nology. To this end, LDA topic modeling techniques are used to find out the
trend of NoSQL databases. In addition, we proposed topic discrimination value
in attempt to find topics that distinguish each NoSQL databases.

Keywords: NoSQL � Database � Topic modeling � Question-answer data �
LDA

1 Introduction

NoSQL (Not only SQL) refers to the next generation databases that are non-relational.
Starting from the demands to have more flexible, scalable and less ACID-restricted
database [1] rather than traditional Relational Databases, NoSQL databases fit for
storing unstructured data and heavy read/write workloads [2].

Describing key features of NoSQL is generally done by reviewing the documents on
NoSQL database, comparing them with Relational Database Management Systems, and
checking if NoSQL databases share certain characteristics that RDBMS doesn’t have.
A number of works [3–7] tried to compare and evaluate NoSQL databases in this
approach. On Table 1, popular NoSQL databases are listed with their data model cat-
egories suggested by NoSQL Archive [33] and descriptions gained from each website.

Stack Overflow is a website made for posting question and answer on wide range of
topics in computer science field. Since 2008, Stack Overflow has gained its popularity
as working as a platform for not only the community users but a lot of people from
outside who still approach the website through search engine. According to the finding
of Parnin and Treude [8], Stack Overflow appears on the first search results page for 84
percent of popular API search in Google search engine.

Various works have been done on Stack Overflow. Andrej et al. [9] used
agglomerative clustering to cluster the dataset into N groups based on tag data in Stack
Overflow. Barua et al. [10] analyzes the overall trend in Stack Overflow dataset using
LDA topic modeling. Yang et al. [11] focuses on expert behavior on Stack Overflow.

© Springer Nature Singapore Pte Ltd. 2018
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LDA topic modeling method, generative probabilistic model for document col-
lections, is proposed in 2003 by Blei [12]. It deduces topic distributions of each
document and word distributions of each topic by Dirichlet distribution. According to
topic distributions, it can be identified how each document contains topics semanti-
cally. Due to its latent characteristic, LDA has been widely used for text classification,
document modeling, collaborative filtering, and so on. Recent applications of LDA [10,
13–15] are followed.

It is important to understand the interest, demand and problem of users who actually
are interested in NoSQL database. In this paper, we aim to investigate the characteristics
of NoSQL databases by analyzing question answer data written by NoSQL users-the
programmers in Stack Overflow community. To analyze large amount of text data,
Latent Dirichlet Allocation techniques are used to find out the major topics and trend in
NoSQL-related questions. Furthermore, we devised a Topic Discrimination Value that
indicates the contribution of the topic to similarity between NoSQL databases.

The rest of the paper is organized as follows: the Methodology section describes
how we collected and preprocessed data from Stack Overflow, why we used topic
modeling and topic discrimination value to explain the difference between NoSQL
databases. The Results section shows what users mainly talk about regarding NoSQL
databases, and what differences exist in them. Finally, in the Conclusion section, we
discuss the limitations of our methods and discuss how our research can be further
developed.

Table 1. Examples of NoSQL database

Data model Name Company/Institution Description

Column-family
model

Cassandra Apache Software
Foundation

A database with linear scalability and proven
fault-tolerance [18]

Hbase Apache Software
Foundation

A hadoop database designed for a distributed,
scalable, big data store [19]

Document model CouchDB Apache Software
Foundation

A database that designed to fit for the web [20]

MongoDB MongoDB, Inc. A cross-platform document database [21]
RavenDB Hibernating Rhino, Inc. A document database with scalability and

extensibility [22]
Key-value model Aerospike Aerospike, Inc. A enterprise-class, NoSQL database for

real-time operational applications [23]
DynamoDB Amazon, Inc. A fully managed NoSQL database that

provides fast and predictable performance with
scalability [24]

LevelDB Google (team) A database that provides simple key/value data
store [25]

Redis Redis labs In-memory data structure store [26]
Riak Basho Inc. A scalable, highly available database [27]

Graph model ArangoDB Company ArangoDB A native multi-model database [28]
Neo4j Neo Technology, Inc. A highly scalable, native graph database [29]
OrientDB OrientDB LTD A multimodel, graph database [30]
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2 Methodology

2.1 Data Collections and Preprocessing

There are total 8314 questions with “nosql” tag on Stack Overflow. Among these
questions, some posts that are lack of certain information are excluded from the target.
Total 7772 questions, 10747 answers, 20876 comments with “nosql” tag were collected
from Stack Overflow in this stage. 1767 tags appeared on the whole dataset.

In preprocessing stage, we decided to use plain text part and discard the code area
in the collected questions and answers since our motivation for this research is to find
out the characteristics of NoSQL from question-answer data. All stopwords based on
NLTK stopword list [31] were also removed to minimize the noise. Remaining words
went through stemming stage by PorterStemmer given in NLTK library.

2.2 Latent Dirichlet Allocation (LDA) Topic Modeling

Topic modeling stage is done in several steps. First, questions and the following answers
and comments are joined to form a single document. This is based on the assumption that
the question and following answers and comments are under same topic. 7772 documents
created in this stage are set as training dataset of LDAmodel. LDAmodel is implemented
with a = 0.1 and b = 0.001. We used python library, gensim [32] to train the model. We
made 4 LDA models whose number of the topic is 10, 20, 30 and 40 respectively. On
labeling stage, we choose LDAmodel with 40 topics. While it is well-accepted that there
is no single value suitable for every situation [16], using 40 topic clusters is also proposed
in [10] to build LDA topic modeling on Stack Overflow dataset.

Each topic cluster is labeled with appropriate topic name manually based on the
word distribution in the cluster. In Table 2, an example of cluster #25, #32, and #35
and their top 15 words are given. Some clusters hard to assign to specific topic are left
without cluster name and excluded in analysis stage.

By analyzing a set of documents using the LDA technique, we obtained the topic
distribution for each document and the word distribution for the topic. The topic
distribution vectors of the tag are calculated as following (Table 3):

T tð Þ ¼ 1
Dtj j

X
d2Dt

hd ð1Þ

Table 2. Example of frequent word distribution of sample topic cluster

Topic Words

(#25)
Performance

performance(.021) query(.012) entity(.010) time(.009) store(.009) database(.009) record
(.009) million(.009) much(.008) fast(.007) solution(.007) size(.007) write(.007) better
(.007) read(.006)

(#32)
Aggregation

aggregation(.039) value(.039) map(.033) reduce(.032) count(.031) function(.026) result
(.023) field(.020) sort(.014) MapReduce(.013) number(.013) group(.011) output(.011)
query(.010) sum(.010)

(#35)
Transaction

transaction(.128) atomic(.045) counter(.030) operation(.026) account(.021) ACID(.021)
increment(.019) update(.016) label(.014) commit(.013) support(.013) lock(.011) consist
(.011) fail(.010) balance(.009)
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2.3 Topic Similarity and Discrimination Value of NoSQL DB Tags

We infer the characteristics of each NoSQL database through topic distribution of
NoSQL database. To do this, tag that (i) is a name of the NoSQL database and
(ii) appears more than 40 questions is selected as NoSQL DB tags. Those are 12
NoSQL DB tags: aerospike, arangodb, cassandra, couchdb, dynamodb, hbase, mon-
godb, neo4j, orientdb, ravendb, redis and riak. Documents that have same NoSQL DB
tag are put together, forming average topic distribution of NoSQL DB.

Similarity between two NoSQL DB are calculated using cosine similarity. Dis-
crimination value of topic t is a subtraction of similarity without t from total similarity.
To devise a topic discrimination value (TDV), we modified the term discrimination,
which is a measure of how useful keyword is as index, and TDV can be used to calculate
which topic contributes to similarity. First, we use cosine similarity as a similarity
measure. A cosine similarity between two tag set vectors, A and B is defined like:

Sim A;Bð Þ ¼ A � B
Aj j Bj j ¼

PK
k¼1 AkBkffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPK

k¼1 A
2
k

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPK
k¼1 B

2
k

q ð2Þ

TDV is defined as:

TDVk A;Bð Þ ¼ Sim A;Bð Þ � Sim Ak;Bkð Þ ð3Þ

(A and B are average vectors of two tag, and k is a topic index (1� k�K). Ak and Bk

are defined as K − 1 dimensional vector formed by removing k-th element from vector
A and B.)

If k-th topic values of A and B are not significant, a cosine similarity between Ak

and Bk would not be very different from one between A and B. But if
Sim A;Bð Þ[ Sim Ak;Bkð Þ, then TDVk A;Bð Þ[ 0, and it means that k-th topic is con-
tributing to the similarity between A and B. Thus, you can know they have a similar
attitude towards k-th topic. Otherwise, if Sim A;Bð Þ\ Sim Ak;Bkð Þ, then
TDVk A;Bð Þ\0, and it means that k-th topic reduces the similarity between A and
B. So, it can be concluded that they may have an opposite attitude towards k-th topic.

Table 3. Parameters of topic distribution

Symbol Meaning

K Number of topics
M Number of documents
hd K-dimensional vector; distribution of topics in document d (1� d�M)
Dt A set of document ids that have tag t
T tð Þ K-dimensional vector; distribution of topics in tag t
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3 Result

As suggested in 3.2 LDA modeling, 29 out of 40 topic clusters are labeled manually.
The topic clusters can be divided into 3 categories: (i) topics that show the data model
(type) of NoSQL (like the data models that appeared on Table 1), (ii) topics regarding
the characteristics/evaluation criteria of NoSQL, and (iii) topics that are related to
NoSQL tasks that users find difficulty in and applications that comes up with NoSQL
techniques. Each category and its following topic clusters are listed on Table 4.

3.1 Topic Distribution

Since it has limits to find out clear border of NoSQL model on reviewing documents,
we used the topic modeling of question-answer dataset which contains actual experi-
ence and perception of a lot of users. 5 clusters are selected as cluster that represent the
theoretical model of the NoSQL database: Column-family, Graph, Relational database,
Key-value and Document. These criteria are suggested in various researches [3–7, 17]
On Table 5, we can find that the distribution of neo4j, arangodb and orientdb in Graph
are relatively high compared to other NoSQL DB in other topic clusters.

Table 4. Categorization of topic clusters

Category Topic clusters

Data model Column-family, Graph, Relational database, Key-value, Document
Characteristics In-memory performance, Performance, Disk space, Transaction
Task &
application

Update & change event, Index Search, DB Application, Time & date,
Connection & run error, Query, Text & file format, Session & Expire,
Array & Object, Tree & Hierarchy, Aggregation, View replication,
In-memory, Board & Blog schema, Hadoop, Distributed systems, App,
Java, Server & Multiprocessing

Table 5. Top NoSQL DB with high distribution on each topic cluster representing data model

Topic Cluster NoSQL DB

Graph Neo4j
(0.199)

ArangoDB
(0.176)

OrientDB
(0.148)

HBase
(0.011)

MongoDB
(0.007)

Column-family
Cassandra
(0.105)

HBase
(0.061)

Riak
(0.016)

OrientDB
(0.012)

ArangoDB
(0.009)

Document
MongoDB
(0.135)

ArangoDB
(0.113)

RavenDB
(0.077)

CouchDB
(0.068)

OrientDB
(0.041)

Relational DB CouchDB
(0.129)

Riak
(0.122)

Neo4j
(0.111)

MongoDB
(0.107)

Redis
(0.095)

Key-value
Riak
(0.095)

Redis
(0.057)

Aerospike
(0.05)

CouchDB
(0.043)

RavenDB
(0.019)
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The distribution for the documents that are tagged with Arango DB and OrientDB
is high both in Graph and Document Topic cluster. This supports the idea that they are
considered as multi-model database. While OrientDB is said to be extremely versatile,
including feature of all 4 data models-key/value, document, graph and object (Messina
et al. 2016), the distribution results show that the users of OrientDB consider it mainly
as Graph or Document model.

Relational DB cluster should be handled with care since documents in Rela-
tional DB cluster because the questioner tried to compare NoSQL DB with RDB.

Table 6 shows the distribution of NoSQL DB documents on topic clusters that are
related to evaluation. The clusters are Performance, In-memory performance, Disk
space and Transaction. On interpreting the result, one should note that the higher
distribution does not always mean higher performance of NoSQL database in the topic
cluster. Considering the motivation of questioner, high distribution in performance
cluster can be considered in either as great interest or compliment on the performance
or as great doubt on the performance.

On Table 6, Aerospike shows high distribution in several topic clusters. To find out
if high distribution actually means higher performance, additional analysis based on
each document in performance cluster is required. However, in this study, we didn’t
cover it.

3.2 Topic Discrimination Value

Table 7 shows Topic discrimination values (TDVs) of 6 samples of NoSQL DB pairs,
which include Neo4j, ArangoDB, OrientDB, MongoDB, Aerospike, Redis and Cas-
sandra. We omitted columns with TDV values close to zero for readability. 3 graph
model databases (Neo4j, ArangoDB and OrientDB) were selected to identify how TDV
shows the difference between them. Since ArangoDB has high weight among both
Graph and Document model, we chose the pair “ArangoDB and MongoDB” in order to
see what is in accord and what is different. The pair “Aerospike and Redis” was selected
because they are major tags in characteristic ‘Performance’ and ‘In-Memory Perfor-
mance’. The last pair, “MongoDB and Cassandra” was chosen since they are major
tags that appears a lot(2529, 905 times each). Although not presented here, the

Table 6. Top NoSQL DB with high distribution on each topic cluster representing
characteristics

Topic Cluster NoSQL DB

Performance
Redis
(0.055)

Aerospike
(0.048)

Riak
(0.036)

Neo4j
(0.034)

Hbase
(0.032)

In-Memory performance
Aerospike
(0.074)

Redis
(0.011)

DynamoDB
(0.006)

Cassandra
(0.004)

Riak
(0.003)

Disk Space
ArangoDB
(0.024)

Aerospike
(0.021)

Cassandra
(0.016)

OrientDB
(0.011)

HBase
(0.01)

Transaction
DynamoDB
(0.015)

Aerospike
(0.011)

Neo4j
(0.009)

Riak
(0.009)

OrientDB
(0.008)
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following analysis can also be conducted for the other pairs to deduce commonalities
and differences between the pairs.

First, topic ‘Query’ has generally high value for all pairs except Aerospike and
Redis. Users in Stack Overflow doesn’t focus a lot on Query regarding Aerospike and
Redis. Thus, when we discuss common features of a pair, we will not mention the topic
‘Query’. Next, you can see 3 pairs between Neo4j, ArangoDB and OrientDB. These
pairs have obviously highest TDV value for topic ‘Graph Model’, because these DB are
based on a graph model. Neo4j and ArangoDB’s lowest TDV value is −.05 by topic
‘Document Model’, which means Neo4j differs from ArangoDB in terms of ‘Document
Model’. In fact, ArangoDB is much more featured in the document model, with a
‘Document Model’ distribution value of Neo4j of about .017 and ArangoDB of about
.113. The same applies for ArangoDB and OrientDB.

Table 7. Topic discrimination value

Update 
&

Chang
e

In-
Memor

y

Col-
umn-
family

Grap
h

Distribut-
ed System

Tim
e & 
Date

Connec-
tion & 

Run Error

Neo4j -ArangoDB -.00 +.00 -.00 +.10 +.00 +.00 +.01

ArangoDB -OrientDB -.00 +.00 +.00 +.04 -.00 -.00 -.01

Neo4j -OrientDB +.01 +.00 -.00 +.05 +.00 -.00 -.02

ArangoDB -
MongoDB +.00 +.00 +.00 -.16 +.00 +.01 +.01

Aerospike -Redis +.00 -.09 +.00 +.00 -.01 -.00 -.02

MongoDB -
Cassandra +.01 +.00 -.05 +.00 -.03 +.01 +.01

Que-
ry

Array 
& 

Ob-
ject

Ja-
va

Relation-
al DB

Server & Mul-
tiprocessing

Key-
val-
ue

Docu-
ment

Neo4j - ArangoDB +.02 +.01 -.00 -.04 +.00 +.00 -.05

ArangoDB -
OrientDB +.02 +.01 -.01 -.00 +.00 -.00 -.03

Neo4j - OrientDB +.02 +.00 -.01 -.03 +.00 +.00 -.00

ArangoDB -
MongoDB +.03 -.01 +.00 -.02 +.00 +.00 +.08

Aerospike - Redis +.00 +.01 +.00 -.01 +.02 +.02 +.00

MongoDB - Cassan-
dra +.03 -.06 +.00 +.07 +.01 +.00 -.05
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Let’s look at the pair ArangoDB and MongoDB. It shows a great similarity with
+.08 in the Document Model and a big difference with −.16 in Graph Model. This
allows us to see the mixed data model of ArangoDB well. Next, you can see Aerospike
and Redis are somewhat similar in topic ‘Key-value’ and ‘Server & Multiprocessing’,
but difference is shown in ‘In-memory’. It shows the difference between Redis, mainly
operating on the memory, and Aerospike, which is mainly operating on the disk.

Finally, with regard to MongoDB and Cassandra, they have a large common topic
‘Relational DB’, because both are widely used NoSQL DB and thus they are often
compared with traditional RDB. They are different in topic ‘Column-family’, ‘Docu-
ment Model’ and ‘Array & Object’. ‘Array & Object’, which reflects one of Mon-
goDB’s feature to accept data of array and object freely, is the largest different of TDVs
with −.06 value. And ‘Column-family’ and ‘Document model’ have a value of −.05,
which means a difference between them, because they belong to Cassandra and
MongoDB respectively.

Using the TDVs above, we could find out what the two targets match or do not
match, thus making it easy to look at the topic differences in the question and answer
that are related with NoSQL in Stack Overflow.

4 Conclusion

In the present paper, we analyzed the NoSQL-related question and answer data gained
from famous programming question and answer site, Stack Overflow. LDA topic
modeling was used to find out topic distribution of each NoSQL databases. Further-
more, we proposed Topic Discrimination Value (TDV) to compare the distribution of
topics between tag pair and confirm how similar or different NoSQL databases are
accepted to actual users.

Applying LDA topic modeling to find out similarity and difference between
NoSQL database by comparing topic distribution has advantage in figuring out the
reason why some NoSQL databases are close to each other while others not. For
example, by investigating topic clusters that are related to data model, we found out
that NoSQL users in Stack Overflow generally accept each NoSQL database as data
model provided by experts. This means that traditional NoSQL data model category
matches actual user perception on data model.

However, due to the limitation of LDA, selecting the number of topics and labeling
the topic were done manually. Another limitation of our research is that all documents
are used equally to calculate the topic distribution, neglecting the significance of each
questions or answers.

By using TDV, we find out that a great interest is on actual problems regarding
NoSQL, like connection & run error and query problem. On further research, documents
in this cluster can be focused on to figure out the problems each NoSQL users face.
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Abstract. Accessing data with low latency is a major issue for big data plat-
forms. Some platforms use a Multiget method when accessing data. The Mul-
tiget method can be used efficiently when a server should seek data with
multiple keys or many single get requests are waiting in a command queue. The
method is implemented to access multiple blocks of data using multiple keys. In
this research, we developed MPMG, a novel multipath Multiget method for a
solid state drive (SSD)-based key-value storage. In MPMG, we use the open
source key-value storage RocksDB, which was developed by Facebook and is
one of the most representative key-value NoSQL stores. Current RocksDB
system cannot fully utilize the internal parallelism of SSD. The MPMG method
was designed to leverage ssd internal parallelism and access data in SSD with
parallel approach. The ability to support the parallel access inside SSD is effi-
cient for performance. With multipath approach, the SSD can fully exploit its
bandwidth, compared to the original approach. In an experiment, this method
showed improvements in speed and throughput. The elapsed time for processing
decreased up to 80.

Keywords: Flash-based SSDs � Big data � Key-value stores � LSM-tree �
Database management � Parallel execution

1 Introduction

The speed at which data can be accessed is one of the most important features for a
database in the big data era. Many highly data-intensive applications such as
e-commerce and social networking services require almost immediate data access when
users want to access the data. Because of its fast data access, key-value stores are
widely used to process big data quickly in data-intensive industrial fields, including
Dynamo [1] at Amazon, LevelDB [2] at Google, RocksDB [3] at Facebook, and
Cassandra [4] or Hbase [5] at Apache. Key-value stores usually store keys and values
with a hash data structure. Thus, they do not need a complicated interface compared
with relational databases. However, even though the storage system is fast, the storage
device becomes a bottleneck to system performance. Therefore, many key-value stores
utilize a solid state drive (SSD) as a main storage device because of its fast data access
speed. Unlike a hard disk drive (HDD), an SSD has a flash-based architecture that uses
electronic signals instead of physical data access. Therefore, it offers speed and
improves the read and write performance of a database. Other features of an SSD are
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wear out problem, fast random access, and internal parallelism. Recent studies have
usually focused on the lifetime [6, 7] and fast random access [8] when developing
key-value storages. Although an SSD has a fast random access speed, continuous
random access cannot fully utilize an SSD’s full performance. Therefore, there is a
limitation when using the simple access pattern for random access. For these reasons,
we attempted to fully utilize the capacity of an SSD by changing the simple data
approach to parallel access. We focused on obtaining the full read performance of the
NoSQL environment using our new method, multipath Multiget (MPMG). We con-
ducted an experiment with our method using the open source platform RocksDB,
which was developed by Facebook and is one of the most representative key-value
NoSQL stores.

RocksDB uses log-structured merge (LSM) tree [9]-based sorted string table
(SST) files for its data structure. Key-value stores that use an LSM tree like LevelDB
guarantee a high write throughput but compromise the read latency because of the
characteristics of the LSM tree. Many key-value stores use an LSM tree for their data
structure because it is highly efficient for a write-intensive data workload. However, the
read latency of the initial version of an LSM tree-based key-value store was too high
because of its multi-layered tree structure. Therefore, many researchers tried to improve
the read performance without impeding the write latency. bLSM [10] introduces bloom
filters and merge schedulers, and LSMtrie [11] adopts a trie data structure for key-value
storage. These studies attempted to use an LSM tree data structure to maintain a
reasonable read latency but did not give much consideration to storage hardware
architecture features.

In this study, we improved the Multiget method in RocksDB by changing from the
multiple random access used by the original method to the bulk parallel access of the
SSD. As a result, an experiment showed faster data access and greater bandwidth for
the SSD. This paper consists of five sections: Sect. 2 explains the background of our
study. Section 3 discusses the methods for implementing MPMG. Section 4 shows the
experimental configurations and results. Section 5 suggests future work about another
optimizing method for key-value store with SSD. Finally, Sect. 6 presents the con-
clusion of this paper.

2 Background

In this section, we describe the LSM tree, RocksDB, and internal parallelism of an
SSD. The first section LSM tree is the base tree algorithm that motivated the devel-
opment of many key-value stores like LevelDB, RocksDB, and Hbase. Then, we
introduce the design of RocksDB, which is the SSD optimized key-value store of
Facebook. RocksDB uses a parallel compaction algorithm for write amplification [12].
The last part explains the block-based and flash-based hardware architecture of an SSD.

2.1 Log-Structured Merge-Tree

The LSM tree was designed for write-intensive data workloads. It maintains a low write
latency by sacrificing read amplification. An LSM tree is composed of one in-memory
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data structure (e.g., RB tree) and many append-only data structures for disk storage. In
an LSM tree, all of the data are first inserted into the in-memory data structure. As
shown in Fig. 1, the LSM tree flushes the data to disk storage when the memory
becomes full. To achieve a low write latency, the LSM tree does not instantly delete the
data. Instead of deleting the data, the LSM tree inserts tombstone entries in the
in-memory data structure to avoid accessing the deleted data. The on disk data are
merged periodically to apply real deletion to the deleted data and reduce the read
amplification. In this architecture, data manipulation workloads only occur in memory,
which allows the LSM tree to quickly process the write operations. However, because
of the many append-only data structures (trees), an LSM tree-based system encounters
a high read amplification, which impacts the read performance. When reading data, the
system should access all the trees on the disk for an existence check. Therefore, the
LSM tree periodically merges the tree components when the size of each component
becomes larger than a certain threshold. In this manner, the LSM tree controls the
number of trees and performs real deletion of data. The merge operation is performed
as follows:

1. Tree component C0 resides in memory and tree components C1 to Cn reside on the
disk.

2. Merge operation occurs between Cn and Cn+1
3. The new tree component obtains data from Cn and Cn+1 using a merge sort method
4. When the merge operation is finished, Cn is joined to Cn+1 and becomes one

unique tree

During the merge operation, the old data are deleted when the merge cursor meets a
tombstone data marker.

2.2 RocksDB

This section explains RocksDB with its approach to store data and how RocksDB
improved LevelDB. RocksDB is designed by Facebook and is one of the most popular
open source key-value stores. RocksDB is based on LevelDB, which is developed by
Google and is also a well-known open source LSM tree based embedded key-value
store. LevelDB uses an LSM tree for high write throughput and aims to optimize the
performance of the key-value store based on memory and SSD characteristics.
RocksDB applies bloom filters to improve read performance and utilizes parallel

Fig. 1. Log-structured merge tree
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programming for compaction, which corresponds to a merge operation on the original
LSM tree. At first data are stored in an in-memory table named ‘memtable’ as shown in
Fig. 2. If the size of a memtable reaches its threshold, the memtable moves its data to a
different structure called ‘immutable memtable’ which is not affected by data insertion.
Immutable memtable does not apply those commands, since this structure should be
prepared for flushing pipeline whereas memtable applies update or deletion immedi-
ately. The flush pipeline transfers contents of immutable memtable to the disk based
table structures. A LevelDB-based system uses SST files, which are maintained in the
multi-level structure of the LSM tree, for its file system. Each level corresponds to a
tree component of the LSM tree and the data on each level are stored in SST files in a
sorted order. SST files are sequentially appended after each file, and this makes efficient
write operations on flash devices. An SST file has metadata that includes the minimum
and maximum values of the data sets. Therefore, when the system accesses the data in a
file, the metadata works as an index and the system does not have to access redundant
files in the disk (or memory). As the file size grows, RocksDB uses a compaction
method (similar to the merge method of the LSM tree) for deleting and merging data.
During the compaction, target-level SST files are merged and saved as a single large
SST file at the next level. In this manner, compaction decreases the number of files and
data size. The LSM-tree based feature allows RocksDB to access data faster with flash
devices because this structure saves data with sequential order. In RocksDB, the
compaction range is divided by the number of threads and each thread processes the
compaction method with assigned key-value pairs. Also, RocksDB uses block-based
approach, since SSD controls data with page blocks. This multi-thread compaction and
optimization of the memory and SSD allowed RocksDB to outperform then existing
frameworks when it was first designed. These features motivated our study. Although
RocksDB is designed for flash storage, but its Multiget method does not fully utilize

Fig. 2. Basic RocksDB architecture
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the characteristics of SSDs, which allowed us to optimize the key-value store with a
flash device with a different perspective.

2.3 Architecture of SSD

SSD architecture is described in Fig. 3. An SSD consists of a DRAM, a controller,
multiple channels for data transfer, and multiple sets of flash chips. This architecture
allows an SSD to access multiple blocks of data in parallel. The controller sends
multiple I/O requests to multiple flash chips and the flash chips deliver data to the
controller using multiple channels. This unique parallel I/O operation of an SSD is
called an internal parallelism.

In a recent study, Lee et al. [13] suggested a new external merge sort method using
the internal parallelism. They used psync [14] I/O, which delivers multiple I/O requests
with a single I/O request function and obtained the result immediately. Through the
psync I/O interface, the researchers could improve the merge sort method for an SSD.
Psync I/O was first introduced through the research of Roh et al. [14].

The SSD saves data as page-structured blocks inside each flash chip. Usually, each
page size is 4 KB or 8 KB, and multiple pages are stored in a single block. In this
block-based architecture, the SSD reads and writes data page-by-page. In page based
approach, it is more efficient to approach data with sequential access. There have been
many researches about changing a random access method to a sequential access
method for this reason. [15–17]. Moreover, S.W. Lee suggested in- page logging for
flash memory database servers [18] to overcome limitations of previous databases.
Recently, many non-relational databases log based structures like LSM tree are widely
used for managing data to improve performances. In the same manner, RocksDB uses
log structured merge tree to write data sequentially. Also, RocksDB uses block based
access to optimize the read pattern of SSDs. Even though RocksDB efficiently uses
block-based architecture, there was an improvement point with regards to reading
operations.

Fig. 3. SSD architecture
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3 Implementation

In this section, we propose a MultiPath MultiGet (MPMG) method for SSDs, which
leverages internal parallelism to boost SSD read performance. Unlike the original
method, the new method does not use the simple for-loop of a get function, but
accumulates the materials for the read operation and sorts them according to the offsets
of files. Using this approach, we could conduct parallel accesses and exploit the
bandwidth of SSDs.

3.1 Original Multiget Method

The Multiget method needs a list of keys to retrieve and it returns a list of found values
according to this key list. The original Multiget method used in RocksDB is quite
simple. The method is shown in Figs. 4 and 5. The internal algorithm of the Multiget
method calls a simple get function repeatedly until it approaches the size of the list.
When the key exists in memory, the function returns data from the memory table, and if
the key does not exist, the function should seek this key in the disk table. This method
is inefficient, especially when block size of RocksDB is smaller than page size of SSD.
The get method is implemented using a binary search and filtered approach as shown in
Figs. 5 and 6. When the data are filtered with bloom filters, the system starts searching
inside the SST file using a binary search. RocksDB can use a binary search because an
SST file is sorted in key order. The binary search returns the iterator of the file block
index, which leads us to the block iterators. We can fetch the real data block into
memory using block iterators. However, this method sends only one I/O request at a

Fig. 4. Access pattern of original Multiget method
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time and requires numerous random accesses of the SSD, preventing it from exploiting
the full performance of the SSD.

3.2 MultiPath MultiGet Method

We designed a new Multiget method, multipath Multiget(MPMG) that uses internal
parallelism of SSD. Figure 6, Algorithms 1 and 2 describes this new method. The
Algorithm 2 explains MPMG and it is divided into three parts. The first part collects
metadata for disk access in memory (Line 5 to Line 15). Then the second part sorts
metadata (Line 16) and the third part sends I/O request to disk using the metadata (Line
17 to Line 25). First, the new method gathers all the information for accessing the data.
This information is composed of file descriptor, offset, and size of the data. SST files on
the same level in RocksDB have metadata that includes minimum and maximum
values in sorted order. Therefore, it is easier to find the appropriate file to access the
data if the key list is maintained in sorted order. When a file is determined to be
unsuitable, it will never be chosen during the file selection step in line 7 of Algorithm 2.
Suitable files can be accessed with file pickers. File picker chooses a file and makes an
index iterator (Line 10). Material list starts accumulating the materials after the index
iterator has been created (Lines 12 to 14). When the accumulating process is done,
mlist begins sorting with each fd and offset component (Line 16). The sorting used in
this method is stl::sort, which is quick sort. As a result of these processes, the datablock
in SSD can be read in sequential access. Psync I/O begins with makeBlockIterator()
function. The process of psync I/O is described in Algorithm 1. First of all, variables
for the psync I/O interface(buffer, io context, pointers) are prepared. Then,
makeBlockIterator() function uses materials from mlist and prepare async I/O opera-
tions. When async I/O operations are ready, psync interface sends async I/O operations
to the SSD and starts reading. Each read operation of async I/Os works same as the
original method. The read operation returns data and these data work as block meta

Fig. 5. Access pattern of original Multiget method
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data and they are used to make a blockiterator in makeBlockIerator method. Blockit-
erator has the information about the offset of key-value data, compression type, and
properties. It performs binary search when finding appropriate data with keys. If the
key is matched with value, valuelist stores the value. The client receives valuelist from
MPMG method after the function is done. MPMG method separated the data obtaining
process into two parts, one is obtaining metadata and the other is data requests. As a
result, when the data request phase starts, the method sends I/O request phase starts, the
method sends I/O requests continuously without asking metadata, and this leads to
performance improvement.

Fig. 6. Access pattern of multipath Multiget method
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4 Experimental Results

4.1 Experiment Settings

Experiments were held to compare the original method to Sequential Multiget approach
in terms of execution time of RocksDB benchmark. We used a single machine having
Intel Core i7-6700 K CPU @ 4.00 GHz with 8 cores to test the RocksDB source code
and used the benchmark method in RocksDB version 4.4.1 environment. To figure out
the difference of actual disk performance, we disabled the OS buffer in the experiments.
The specific hardware and software settings are as follows (Tables 1 and 2).

4.2 Multiget with db_Bench

RocksDB provides its own experimental benchmark tool, called db_bench. The
db_bench has various methods that can check the performance of RocksDB. We used
fillseq, fillrandom, and multiget benchmarks in the experiments. The fillseq method fills
sequential data, while the fillrand fills data with random order. To fill data, keys are
created using 16 byte random integers and values are 512 bytes each using the key. We
experimented with 8 KB of a block size because SSD fetches data with a flash page
size of 8 KB. The total number of key is 1000000. The number of batch operation for
the internal parallelism was changed from 1 to 10000. This shows effect of the internal
parallelism. Figures 7 and 8 shows the experimental results. In both experiments, the
gain from the internal parallelism increased as the number of batch size gets bigger.
The result was the best when batch size was 10000. Figure 7 illustrates the results when
multiget ratio was varied. Multiget ratio is calculated as follows:

number of the multiget keys=number of total keys

Multiget ratio was changed from 1% to 100%. The value size was fixed to 8 KB,
which is the same as the page size of SSD. The result was almost same though the
multiget ratio was changed. In the result, traditional multiget performed better when the

Table 1. Hardware settings

Hardware Environment

CPU Intel Core i7-6700 K CPU @ 4.00 GHz
Memory 64 GB
SSD Samsung 850-pro 512 GB

Table 2. Software settings

Software Environment

RocksDB version 4.4.1
OS Linux OS, kernel version 3.1

Centos 7.3
File system Extended file system 4 (ext4)
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batch size of psync I/O was small. Psync I/O needs preparation phase and this becomes
overhead when the batch size is small. As the batch size gets bigger, MPMG performed
better than the original method. The best gain is shown on Fig. 7(c). In the result,
MPMG performed 45% better than the original method when batch size is 10000.

In Fig. 8, the value size of RocksDB was varied from 256 to 1024. The result
tendency was similar to the result of Fig. 7. The result of the original method was
160 ms in each experiment, which was the same result of Fig. 7. As batch size gets
bigger, MPMG performed better and the original method was better when batch size
was small. Value size affects the database size and data fragmentation inside SSD. Due
to the page based structure of SSD, the data fragmentation becomes severe when the
value size is smaller. This affects the performance of MPMG. As the value size gets
bigger, the gain from the internal parallelism decreased. The best result was when the
value size is 256 byte and MPMG performed 80% better than the original method. As a
result, MPMG is useful when storing small data such as metadata.

5 Future Work

We are expecting to utilize the internal parallelism with compaction operation in
RocksDB. Compaction operation needs continuous I/O for the disk contents. Though
compaction progresses in background, it still affects the performance of database.
When the compaction occurs, the system need to read all the files of the selected level,
and write back to the disk after merging the files. In this mechanism, compaction makes
high read amplification and write intensive work, which leads I/O penalty. Therefore,
we can say that it is an appropriate point for ssd optimization. Using internal paral-
lelism, the read and write operation does not need a lot of threads to control the

Fig. 7. Elapsed time of MPMG on 8 KB value size

Fig. 8. Elapsed time of MPMG on 100% multiget ratio
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compaction method. With psync I/O, the CPU does not care about multiple I/O
operations and regards the I/O as a single I/O operation. In this way, we are looking
forward to develop compaction algorithm with internal parallelism of SSD.

6 Conclusion

On Big-data platforms, I/O Performance is highly important since it produces a bot-
tleneck when both CPU and RAM are relatively faster. Therefore, inducing the disk I/O
to its full performance impacts the efficiency of the entire system. In this research, we
proposed our new method, MPMG, that enhances read performance of the database.
The MPMG method works efficiently when a server should process a lot of multiple get
operations or when numerous read jobs are waiting in a job queue. The major differ-
ence of the proposed algorithm compared to its original is the access pattern of a file —
MPMG method sends multiple batch asynchronous I/Os to the disk to take advantage
of the internal parallelism of flash devices. By changing simple random access pattern
to the parallel access pattern, we could deliver multiple I/O request faster. This method
effectively reduced the query execution time of RocksDB benchmark up to 58%. The
performance was best when the entry size of multiget was the greatest. The sort cost
takes about 0.1 ms per key, which doesn’t affect a lot to the elapsed time. MPMG
approach can also be used for scan operation and compaction operation, since they also
require access to multiple data. We anticipate breaking the limitation of the hardware
bottleneck and optimizing for SSDs more with the MPMG method.
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Abstract. Enabling users to create and consume data anywhere and anytime,
the development of Internet technology changed a large part of data ecosystem.
Along with the changes in environment including data form and storage method,
NoSQL-based database system began to receive more attention than the existing
RDMS (Relational Database Management System). AsterixDB, an open source
big data management system specialized in big data analysis and processing, has
many characteristics to process unstructured data efficiently. However, the
existing AsterixDB Web Console has provided users with very inefficient
environment in terms of UI/UX. In our proposed solution, we propose and
implement new web console that provides efficient and intuitive interface on
which the characteristics are well applied to increase the utilization of
AsterixDB.

Keywords: AsterixDB � Web console � User interface � UI/UX

1 Introduction

The rapid growth in Internet technology brought many changes in database ecosystem
including data form and storage method. While traditional data, which mainly had
text-based structured form, had relatively simple form, recent data has rather free form
and the amount of collected data becomes copious [1, 2].

Besides user generated contents such as social network, blog and news, there is a
lot of sensing data around. The Internet, which is available anywhere and anytime,
enables pumping huge amounts of digital information out in real time opening the big
data era. In big data era, the data is created and used in unprecedented scale. To manage
unstructured data efficiently, NoSQL-based database system is made and used more
than traditional RDMS (Relational Database Management System) [1–4].

Many NoSQL-based database systems, which aim to manage big data, reflect their
own features for efficient data processing. Intuitive console is necessary to make better
use of database system and provide more user-friendly service environment. As the
existing RDMS mainly uses structured data, it shows data and structure based on simple
table such as ‘phpMyAdmin [5]’ or ‘MySQLWork-bench [6]’ and enables management
and processing of data. As NoSQL database has to express unstructured data, however, it
expresses data in JSON (Javascript Object Notation) form rather than tables. In this case,
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it is easy to process various types of data but difficult to identify numerous big data at a
glance.

Among many other NoSQL-based database systems to process big data, AsterixDB,
which is a kind of Apache Project, is a BDMS (Big Data Management System) provided
with open source and has appropriate characteristics to store and analyze unstructured big
data, especially social data [7]. In addition, though it has Web Console for user’s con-
venience, it lists all the information simply in JSON form upon running a query making
intuitive identification harder. Tomake better use of AsterixDB, which is an open source,
and guarantee many users’ convenience, we need new web console that can show main
characteristics of AsterixDB efficiently and provide intuitive interface. We propose and
implement a web console that can provide AsterixDB users with intuitive experience.

2 AsterixDB

AsterixDB is an extensible open source BDMS. Based on NoSQL Style data model
that extends object-oriented database and JSON, it features easy processing of data of
semi-structured form. It has wide range of queries and provides analysis of collected
data. For easy processing of big data, it can construct cluster easily for distributed
processing and is extensible into more than 1000 cores and 500 discs. To process
realtime data efficiently, it supports B+ tree, R tree, inverted keyword and other
indexing methods [7].

ADM (AsterixDB Data Model) can be explained roughly with dataverse, datatypes,
and datasets. Dataverse is an abbreviation of data universe and the most top-level
concept of AsterixDB, and it is similar with database of the existing RDBMS. To store
data, you have to create a dataverse and then use datatypes and datasets. Datatype takes
the role of specifying what kind of data to be stored in advance. In addition, Dataset has
similar concept with data table of the existing RDBMS [7–9].

As AsterixDB targets semi-structured data, ADM provides Datatypes of open type
and closed type. If you declare it as open type upon declaring data type at first, it
permits additional contents when necessary; however, if declared as closed type, it will
strictly restrict contents other than declared. If not otherwise declared, it is declared as
open type to respond to various data types. Moreover, AsterixDB supports Nested type
for flexible data storage and processing [7–9].

In this way, AsterixDB is designed to be flexible and extensible for big data
especially for unstructured data just like social data. Just like many other database
systems, we would like to give convenience to system users through web console.
However, we cannot feel many advantages of AsterixDB with the existing web console
and it does not even provide intuitive interface. As seen in the Fig. 1, you have to enter
all the queries to see information included in the Dataset, and it is hard to see intuitive
result as provided in JSON form. Moreover, it provides inefficient interface as main
characteristics of AsterixDB, such as Nested type or open/closed type are not applied at
all.
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3 AsterixDB Web Console

The biggest problem of the existing web console is that it did not consider user’s
convenience in implementation. It does not show core functions of AsterixDB and is
hard to check the result as it outputs query result in unintuitive method. By supple-
menting these problems, we propose and implement new AsterixDB web console that
provides intuitive interface.

3.1 System Structure

In our work, we propose new console that improves the problems of the existing
AsterixDB web console, applies the characteristics of AsterixDB, and provides users
with convenient interface. The system of proposed web console is structured as in the
Fig. 2. Figure 2(a) is the system structure diagram of the web console used by the
existing AsterixDB, and Fig. 2(b) is the structure diagram of proposed console. The
existing system is of simple structure in which the user has to enter query to get the result.
Proposed new web console consists of Components part, which is in charge of main
functions, and Services part, which is in charge of communication with AsterixDB
system and sharing between components.

Components are mainly composed of three core parts: Browse function to show
records existing in Dataset, Datatype showing function, and Query function with which
a user can build query directly. Besides core components, NavBar, Sidebar, and
TabMenu components take the roles of connecting to core components and expressing
the information of current state. Movement between components is made through
Routing. All the components can share variables through Global Service. Also, Query
Service is used to communicate with AsterixDB so as to access and use necessary data.

Fig. 1. The existing web consoler for AsterixDB
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3.2 Main Functions

The existing web console of AsterixDB did not have user-oriented design. As it targets
unstructured data, it shows records in JSON form just like other NoSQL-based data-
base system. As users want to check records at a glance, however, it is better to utilize
table form rather than JSON form for that purpose. Showing records in table form just
like the existing RDBMS would provide the users with result more intuitively; how-
ever, there are following issues to apply the characteristics of AsterixDB.

• Nested Type: AsterixDB stores and manages data in JSON form. On this occasion,
it supports Nested type data for flexible storage and management of data. However,
if these nested type data were shown in JSON form just like the existing web
console, it would be hard to intuitively identify in which field the nested type exists.
We may show Nested type data by adding a table inside the other but we designed
other method as it uses space inefficiently.

• Open/Closed Type: open/closed type is decided upon declaring the type, and closed
type will permit strictly declared contents only for data input while open type
permits free addition by the user when necessary. Upon record lookup, it is an
important issue how to show field name (column name) of stored data.

• Special Type: AsterixDB has special data types just like Unordered List or Ordered
List besides previously mentioned Nested, open/closed type. It should be showed
that a user can recognize data type easily upon record lookup.

• Query: the existing web console is composed of textarea basically provided by
html, and so it could make good influence in the UI/UX aspect. We improved it to
enable utilization that is more efficient by adding Syntax Highlighting function
upon building query rather than simply providing space to enter query.

Fig. 2. Comparison of system architecture between the existing web console and the proposed
web console; (a) the existing web console, (b) the proposed web console
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• Pagination: in case of the existing web console that calls and shows whole query
results, there has been an issue of long latency time to execute query result due to
insufficient memory on the browser as well as difficulty in expression when there is
a large number of record applicable to the result value. It was necessary to improve
such an issue by reducing the amount to be loaded at once, and we could do it by
implementing pagination for query result value. We mainly used PrimeNG [10]
Library for UI of Angular2 [11] which was used as framework upon implemen-
tation but only the callback, which can send request to database whenever pressing
the page upon implementing pagination, had been implemented then. After all, there
was a weakness of the longer loading time as the dataset size gets bigger upon using
PrimeNG’s pagination that results in a few seconds of loading time for a page in the
worst case. We designed and implemented separate Table Component that can
import data of a few pages in one chunk and improve reactivity between pages.

4 Implementation

The proposed system has been implemented by using web front-end framework
Angular2 and Angular2’s UI component library Primeng in ubuntu 14.04 environment
in which Apache AsterixDB(v0.9.1) is installed. Angular2 is a framework that supports
component-based system design with good maintainability in development and that’s
why we used it upon implementing our system. As for the server of frontend appli-
cation developed with Angular2, we used Node.js.

4.1 Detailed Web Console

The web console implemented based on main issues to supplement the problems of the
existing web console is as in the Fig. 3. New users can see all the Dataverse in the left
with navigation bar, and select specific Dataverse/Dataset to see records and Data type
of relevant Dataverse/Dataset, and transmit query to see the result value.

Fig. 3. The proposed web console for AsterixDB
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Browse. Browse function shows records of selected dataset by using table. Figure 4 is
a pseudo code to show record. When the component is initialized, getChunk function is
called to import the first chunk of currently selected data set; to respond to open/closed
type data, it reads half of imported chunk to build a column with maximum number.
After this, it calls getPageData to fill the page with data. fetchPageNum is the number
of pages relevant to one chunk, and if all the pages are browsed, it gets the next chuck
with getNextChunk. expandCell is browse function of nested data, and it shows
detailed look of nested data applicable to clicked cell by expanding it right below
clicked row. We implemented separate expandAll function so that all relevant nested
data can be expanded just by clicking the top Column name (Fig. 5).

Fig. 4. Pseudo code for browsing

Fig. 5. Implementation result for browsing
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DataType. Datatype function shows detailed data type of currently selected dataset. If
there is any nested data type, it is showed with separate table. It reads record of
Metadata.Dataset dataset to find data type of currently selected dataset. Since then, it
looks for detailed implementation of data type found before in the Metadata.Datatype
dataset. Here, it performs processing of special case and nested data type. If the user
clicks nested type field, it is showed in a table below the table that expresses current
data type (Fig. 6).

Query. Query function is for a user to build query to get result from Database. We
expanded codemirror library and added AsterixDB’s SQL++ and AQL keywords in a
list implementing syntax highlighting. The search result used the browse component
implemented before (Fig. 7).

Fig. 6. Implementation result for data type
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5 Experiments

We found a problem of the existing AsterixDB web console that its UI/UX is not
user-friendly and implemented a web console that can provide more intuitive interface
by considering various supplementary measures. We also performed experiments to
verify that the proposed measure actually provides efficient result.

The experiment targets are datasets of the same Datatype but with different sizes of
1 MB, 10 MB, 100 MB, …, 10,000 MB data. We performed comparative measure-
ments on the difference in reaction speeds per click between PrimeNG’s Pagination and
newly designed Component according to AsterixDB’s characteristics in Browse
component, which is one of main functions of proposed web console. The comparison
result of average latency of ‘getPageData’ between the existing PrimeNG’s
Table component and proposed table component is in the Fig. 8. Figure 8 is a graph
expression of average latency per page click by the user measured in millisecond unit.

In case of record browse, the bigger the total data size contained in dataset, the
slower the response speed (latency) to query. By bringing chunk as much as 10 pages
to be included in a table that shows record at a time, we could reduce average latency
per page click maximum 10 times than the table component of PrimeNG. And we did
the same experiments on the different query types, but the result was almost same with
each other.

Fig. 7. Implementation result for query
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6 Conclusion

In this work, we have proposed new web console that provides efficient and intuitive
interface for AsterixDB, and open source BDMS. AsterixDB reflects unstructured data
characteristics of big data well and therefore, it is characterized to manage various
kinds of data flexibly, but the existing web console is unable to manifest such a feature.
We show intuitive expression methods for Nested type, Open/Closed type, and many
special data types of AsterixDB system. Especially, we made pagination in Chunk unit
to speed up the response speed upon processing huge amount of big data, and could
improve average latency reduced to 1/10 compared to the existing PrimeNG Library
increasing user’s convenience.
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Abstract. Social networks enjoy great popularity among Internet users
while generating large volumes of online short-text conversations every
day. It leads to a huge number of free-style asynchronous conversations
where multiple users are involved and multiple topics are discussed at the
same time in the same place, e.g., an instant group chat in WeChat. Here
emerges an interesting problem: As a result of a large number of users
and topics, the conversation structure may get into a mess, which inter-
feres with our access to the messages we are interested in. For example,
when we open the chat records, we do not want to read all the historical
messages. We just want to get the messages that are the most relevant
with the messages we care about. Therefore, it is an essential task to
understand the logical correlations among messages, which benefits the
text mining, the natural language processing and the web intelligence
techniques.

In this paper, we present the concept of “reply-to” relations to cap-
ture most kinds of logical correlations between messages, such as Q&A
or complement. Also, we propose a model called LSTM-RT to predict
the “reply-to” relations between messages, which is based on the high-
quality vector representations of words and LSTM networks. In addition,
we give two versions of LSTM-RT based on word level and sentence
level, respectively. Experiments conducted on two real-world group chat
datasets demonstrate the effectiveness of our proposed models.

Keywords: Group chat · “reply-to” Relations · LSTM network

1 Introduction

In recent years, social networks have been seen with rapid growth of group chats.
The emergence of new social media, e.g., microblog and instant group chats,
allows people to share ideas and feelings freely in real time. Hence, social instant
messaging apps like WeChat (the largest standalone messaging communication
service developed by Tencent in China) have catalyzed the formation of social

c© Springer Nature Singapore Pte Ltd. 2018
W. Lee et al. (eds.), Proceedings of the 7th International Conference
on Emerging Databases, Lecture Notes in Electrical Engineering 461,
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group chats, bringing people a stronger sense of community [13] and connection
compared with the traditional text messaging [1]. As a result, a large quan-
tity of group chats are generated every single minute in online social networks.
Typically, there are large quantities of group chats in WeChat, which produces
in average 2.3 million new group chats every day. Also, the life cycle of these
group chats has a regular pattern based on statistics in [9]. As more and more
group chats grow, it is greatly interesting to have a preliminary insight into their
structure.

Fig. 1. “reply-to” relations between messages. Alice, Bob, and John are talking about
the latest movies in the current group chat. We use arrows to denote “reply-to” relations
between messages sent by them.

Generally speaking, there are “reply-to” relations between messages in group
chats. That is, someone sends a message in a group chat, then a later message in
this group chat replies to the previous one that has just been sent. For example,
in a group chat of the instant messaging app WeChat, someone raises a question
at some point, and another user sends an answer to the question at the next
moment. Then, we can say that the answer has a “reply-to” relation with the
question. We recognize the “reply-to” relations between messages in group chats
so that users can understand the logic and meaning of group chats better.

Figure 1 denotes an example of “reply-to” relations in a group chat. Alice,
Bob, and John constitute a set of users participating in the current group chat.
They are free to send messages. Suppose they are talking about the recent
movies. Alice presents a question for the latest films. Bob and John recommend
her Jason Bourne 5 and Star Trek 3, respectively. Then, Alice continues asking
some relevant questions about these two movies. Bob and John go on to answer
the questions. Under this scenario, there exist “reply-to” relations among these
messages. For example, the second message from Bob has a “reply-to” relation
with the first from Alice. The arrows in Fig. 1 denote “reply-to” relations.

The structure of the group chat in Fig. 1 is relatively simple. However, the
structure of most group chats is complicated, especially when there are large
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numbers of users participating in and large numbers of topics discussed [11].
Unlike the conversation between two people in which each message replies to the
last message in most cases, a message may reply to any of previous messages in
a group chat. We say such conversations are asynchronous.

In this paper, we attempt to predict “reply-to” relations between messages in
group chats. The inherent value of this work is the better understanding of the
logic of group chats. We bring forward a neural network model based on neural
word representations. We summarize our main contributions as follows:

1. We present a novel problem of predicting “reply-to” relations between mes-
sages in a group chat involving multiple topics. To the best of our knowledge,
this is the first time that the problem is studied.

2. We propose a model called LSTM-RT based on the high-quality vector rep-
resentations of words and LSTM networks to solve the problem of predict-
ing “reply-to” relations in group chats. We give two versions of LSTM-RT:
WL-LSTM-RT and SL-LSTM-RT. The former is based on the word level,
while the latter is based on the sentence level.

3. We acquired a small group chat corpora from WeChat and a large comments
corpora from Douban Group which can be regarded as a group chat. We use
these two group chats corpora to evaluate our LSTM-RT model. The exper-
imental results show that our LSTM-RT model outperforms the baselines in
the prediction accuracy.

The rest of this paper is organized as follows. Section 2 introduces the related
work. Section 3 gives an overview of the problem we study in this paper. In
Sect. 4, we propose LSTM-RT model which has two versions to predict “reply-to”
relations. We evaluate the effectiveness and analyze the parameters sensitivity
of our model on two group chat corpuses in Sect. 5. We conclude the paper in
Sect. 6.

2 Related Work

There have been many studies on RNN or LSTM networks for NLP tasks such as
language modeling [6] and machine translations [4]. The research in [8] presents a
siamese adaptation of the Long Short-Term Memory (LSTM) network for labeled
data comprised of pairs of variable-length sequences. The model consists of two
networks LSTMa and LSTMb where each of them processes one sentence in a
given pair. The model takes the word2vec embeddings from [7] as input. Kiros
et al. [5] propose the skip-thoughts model, which feeds each sentence into an RNN
encoder-decoder which attempts to reconstruct the immediately preceding and
following sentences. To adapt their model to the sentence similarity task, besides
feeding a sentence into the RNN encoder to obtain a sentence vector, they train a
separate classifier to predict the similarity between a pair of sentences. Our model
is a little similar to the above two models, but we train a softmax linear classifier
to predict “reply-to” labels between messages in group chats. In addition, we can
take our model as an encoder fed with sentences.
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Meanwhile, there has been some research work studying the message cluster-
ing problem in Internet Relay Chat (IRC) conversations [3]. The problem has
been stated as chat disentanglement in the literature. The research in [2,3] uses
a maximum-entropy classifier to decide whether two messages are of the same
topic based on timestamps, user-mention relation, cue words and other con-
tent features. The work in [12] enriches the TF-IDF feature of a single message
by combining it with the TF-IDF features of related messages having similar
timestamps or sharing the same usernames in their contents. Then a single-pass
clustering algorithm is used to group messages into topics based on the aug-
mented context.

Unlike the problem of chat disentanglement, the ultimate goal in this paper
is to learn the logical correlations between messages by predicting the “reply-
to” relations between messages. The most related work to ours is the thread
prediction problem [14] which predicts how each message in a newsgroup style
conversation is related to each other. Therefore, we use its method as our baseline
in subsequent experiments. However, our work differs from it in several aspects:
(1) We are dealing with messages in group chats where messages are much shorter
and more informal than the newsgroup conversations in that work; (2) The work
in [14] only redefines the TF-IDF features based on bag-of-words (BOW) which
ignores semantic relation between words, while our model is an order-sensitive
function of the sequence of words because of inherent characteristics of RNN.
Thus, we are tackling a much more challenging problem here and some advanced
techniques are used in the proposed method.

3 Problem Overview

We first give two basic definitions about our problem.

Definition 1 (Group Chat Corpus). A group chat corpus is a list of mes-
sages M = [m1,m2, . . . ,m|M |] which are sorted by sending time in a group
chat. The message length, i.e. the number of words, of each m ∈ M is short
(e.g. less than 15 words each). The words and phrases in M are usually used in
an informal way (e.g. many symbols, abbreviations and Internet words).

Definition 2 (Group Chat Users). Group chat users are a set of users
U = {u1, u2, . . . , u|U |} who participate in a group chat. Users are free to send
messages. For ∀m ∈ M and ∀u ∈ U , we say m � u if m is sent by u.

∀mi,mj ∈ M ,mi �= mj , we say mj ≺ mi if mi has a “reply-to” relation with
mj . When mi starts a new topic in a group chat, it has no relation with any
of preceding messages. In this special case, we specifically define that mi has a
“reply-to” relation with itself to facilitate research on our problem. Thus, we say
mi ≺ mi iff mi starts a new topic.

In this paper, the problem we are going to solve is to predict the “reply-to”
relations between messages in a group chat corpus M involving multiple top-
ics. More specifically, suppose we acquire an M which is a time-ordered list of
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messages sent by U over a past period of time. When noticing an interesting
message mi ∈ M , we want to find out which message mj ∈ M that mj ≺ mi

where mi = mj if mi starts a new topic.

4 Proposed Method

In this section, we propose our method to solve the problem of predicting “reply-
to” relations between messages.

Based on statistics, we observe that the current message replies to another
message which is always within the range of last t+1 preceding messages includ-
ing the current message, which can greatly simplify our research. When we pre-
dict the “reply-to” relation for a message m in a group chat corpus M , we can
narrow the search range from all preceding messages to the last t + 1 preceding
messages including itself. The size of t may be related to the number of users
participating in the group chat or the category of topic discussed. In this paper,
t is a constant for a certain group chat corpus. Based on this observation, we
present a heuristic method to solve the predicting “reply-to” problem.

Given ∀mi ∈ M , we intercept mi and the last t preceding messages from mi.
They constitute T = [mi−t,mi−t+1, ...,mi], a time-ordered message list with
the size of t+1. Then, we just need to predict the “reply-to” label 0 ≤ yi < t+1
of mi so that mi−yi

≺ mi. The specific predicting process is based on LSTM-RT
model as described below.

4.1 LSTM-RT Model: Word Level

In this paper, we propose the LSTM-RT (Long Short-Term Memory Reply-To)
model to predict “reply-to” relations between messages. We have two versions
of LSTM-RT model. The first version is outlined in Fig. 2. There is one LSTM
network which processes a time-ordered message list T = [mi−t,mi−t+1, . . . ,mi]
with the size of t+1. We first put t+1 messages to word segmentation. After word
segmentation, ∀mj∈T , mj consists of a sequence of words W = [wj

1,m
j
2, ...,m

j
lj

],

Fig. 2. The first version of LSTM-RT. This technique is based on word level. We name
it WL-LSTM-RT. This model directly feeds all word vectors of t + 1 messages into
LSTM to predict the “reply-to” label.
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where lj denotes the length of mj . Then, we map each word of Wj into a din-
dimensional vector (din = 200 in this work). After that, ∀mj∈T , mj consists of a
sequence of word vectors Vj = [vj1, v

j
2, ..., v

j
lj

]. Finally, we feed all these sequences
of word vectors representing t + 1 messages into LSTM. Considering that the
model directly feeds all word vectors as input into LSTM, we say this version
of LSTM-RT model is based on word level. We call this version the Word-Level
LSTM-RT (WL-LSTM-RT).

Please note that the time steps of this LSTM is not fixed-length as a result
of variable length of messages. Thus, the WL-LSTM-RT learns a mapping from
the space of variable length sequences of din-dimensional vectors into Rdout

(dout = 50 in this work). More concretely, segmented t+1 messages (represented
as sequences of word vectors) are passed into LSTM. Then, we train a softmax
classifier with t + 1 classes, which maps dout-dimensional vectors of LSTM final
state into R. Finally, the output yi of the softmax classifier represents the “reply-
to” label of mi.

Our loss function is the average negative log probability of the target “reply-
to” labels as follows:

loss = − 1
N

N∑

i=1

ln pyi
(1)

where N is the batch size of the training set, and yi is the target “reply-to” label
for mi. The objective of the whole training process is to minimize the loss.

4.2 LSTM-RT Model: Sentence Level

The above model WL-LSTM-RT, which is based on word level, feeds all
sequences of word vectors representing t + 1 messages into only one LSTM net-
work directly. Another idea is to feed each message of t + 1 messages into the
same LSTM network separately so that we obtain a sentence vector of each mes-
sage first. After that, we get a list of sentence vectors of t+1 messages, and then
feed them into a second LSTM network to predict “reply-to” relations. We say
this technique is based on sentence level compared to the above model.

The second version of LSTM-RT model is outlined in Fig. 3. There are two
LSTM networks totally, i.e. LSTM1 and LSTM2. In general, LSTM1 takes word
vectors as input, while LSTM2 takes sentence vectors as input.

Similarly, there is a time-ordered message list T = [mi−t, mi−t+1, . . . ,
mi] with the size of t + 1. ∀mj∈T , mj consists of a sequence of words
Wj = [wj

1, m
j
2, . . . , mj

lj
], which can be mapped into a sequence of word vectors

Vj = [vj1, v
j
2, ..., v

j
lj

].
We can understand LSTM1 as an encoder. We feed Vj into LSTM1 for each

mj ∈ T , whose output is denoted by sj . Then, LSTM1 encodes each mj ∈ T
into sj , which is a sentence vector in fact. We get a time-ordered sentence vector
list S = [si−t, si−t+1, . . . , si] with the size of t + 1.

We feed this sentence vector list S into LSTM2. Then, we train a softmax
classifier with t + 1 classes, which maps dout-dimensional (dout = 50 in this
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Fig. 3. The second version of LSTM-RT. This technique is based on sentence level. We
name it SL-LSTM-RT. This model feeds word vectors of each message into LSTM1 to
get a sentence vector first, and then it feeds sentence vectors of t + 1 messages into
LSTM2 to predict the “reply-to” label.

work) vectors of LSTM2 final state into R. Finally, the output yi of the softmax
classifier represents the “reply-to” label of mi. Considering that the model feeds
the word vector of each message into LSTM1 to get a sentence vector first, we
call this version Sentence-Level LSTM-RT (SL-LSTM-RT).

The loss function of SL-LSTM-RT is the same with WL-LSTM-RT as shown
in Eq. 1.

5 Experiments

5.1 Datasets

Due to privacy concerns, there are no public group chat corpuses from WeChat
to be accessible. Then, we collect a group chat corpus in WeChat from ourselves
as a dataset with the other users’ consent. There are about 1500 continuous
messages in this group chat corpus, where the average length of these messages
is about six. Although the size of this corpus is limited, we believe that it is
typical for this study since it comes from the most realistic chat situation and
could capture the most authentic “reply-to” relations between messages. We
mark the “reply-to” labels manually as the ground-truth.

Meanwhile, we investigate Douban Group, a popular Chinese Web forum. In
Douban Groups, users can publish topics for discussion. When someone replies to
a comment c, the content of c is automatically quoted by the new comment. This
is how we obtain the ground-truth of “reply-to” relations in our experiments.
That is also the main reason why we choose it as a dataset. We crawl 51,734
messages in chronological order, which we can regard as a big group chat corpus.
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5.2 Results and Discussion

In the experiments, we have three baselines. The first is a text similarity mea-
suring method based on the TF-IDF approach [10]. We denote it by “TS”. The
second method in [14] which redefines the TF-IDF feature to compute text sim-
ilarity is denoted by “RTS”. In the experiments, we choose the top 80% of the
messages as the training set and leave the rest as the test set for each group chat
corpus. We use the following metric of “reply-to” relation prediction accuracy
as the major measurement, i.e., #correctly predicted “reply-to” relations

#total “reply-to” relations .

Predict “Reply-To” Relations. Figure 4(a) and (b) show the results of accu-
racy performance on datasets from WeChat and Douban Group, respectively. In
corpus from WeChat, we set t to 7 since the corpus is small, while in corpus
from Douban Group, we set t to 11. Therefore the former is an eight classifi-
cation problem, and the latter is a twelve classification problem. According to
the results, we can see: (1) Both WL-LSTM-RT and SL-LSTM-RT have nearly
the best accuracy performance compared with “TS” and “RTS”. They both
achieve nearly 56.7% accuracy on the dataset from WeChat, which has around
41 % points better than the baselines. They both achieve nearly 49.3% accuracy
on the dataset from Douban Group, which has around 35 % points better than
the baselines. (2) In fact, the accuracy of SL-LSTM-RT is a little better than
WL-LSTM-RT. SL-LSTM-RT has 0.15% points and 0.35% points better than
WL-LSTM-RT on the dataset from WeChat and Douban Group, respectively.
Though the difference of accuracy between two models are small, we say that
SL-LSTM-RT is a little better than WL-LSTM-RT to a certain extent. We can
partly explain it from the aspect of the model. WL-LSTM-RT directly takes all
word vectors of t + 1 messages as a sequence of inputs. It ignores the separa-
tion between messages, which means it does not know which word that each
message ends with. This drawback may influence the accuracy performance of
WL-LSTM-RT. While SL-LSTM-RT feeds word vectors of each message into
LSTM1 separately and feeds sentence vectors of t + 1 messages into LSTM2. It
considers the separation between messages because it represents each message

Fig. 4. Comparisons of the accuracy performance.
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with a sentence vector first and each input of time step in LSTM2 denotes a mes-
sage. Based on this analysis, SL-LSTM-RT is more reasonable than WL-LSTM-
RT. (3) “TS” and “RTS” have low accuracy performance on both two datasets,
which are just a little better than random prediction. We give two reasons for
this result. First, text similarity measuring methods are not suitable for the pre-
dicting “reply-to” problem we define in this paper, since “TS” and “RTS” are
both used to measure text similarity. This point is easy to understand, since the
“reply-to” relations in this paper are a little complicated. It cannot be decided
simply just by text similarity. It should be determined by meaning of content
and logic between messages, since it captures the latent relevance between mes-
sages. Second, both “TS” and “RTS” are based on bag-of-words model. They
will suffer sparse text feature problem since messages in our datasets are short.
They are also insufficient to capture the semantics of messages due to the model
is order-insensitive.

Sensitivity of Parameters. We analyze the sensitivity of three parameters
in WL-LSTM-RT including the size of each mini-batch B, the size of hidden
layer H and the size of training epochs E. We also analyze the sensitivity of
two parameters in SL-LSTM-RT including the size of hidden layer H and the
size of training epochs E. The experiments on the dataset from Douban Group
show that the accuracy performance varies little with the change of parameters,
which is similar with the result in the last section on the dataset from Douban
Group. So we omit its results in this part. The following experiments are all based
on the dataset from WeChat. If not explicitly specified, the default settings of
parameters in WL-LSTM-RT are B = 10, H = 50, and E = 1. The default
settings of parameters in SL-LSTM-RT are B = 1, H = 50, and E = 1.

Figure 5(a) shows the accuracy performance with different B values in WL-
LSTM-RT. The value of B determines the number of training examples used in
one step of update. From the results, we can see that the performance rises first
and then falls. The optimal setting ofB value should be around 30. This is because
when B is too small, the training examples used in each step of update cannot
represent overall training examples. Therefore, the gradient direction generated
by B training examples is not accurate, which leads to relatively low accuracy.
When B is too big, the model will fit the training examples excessively, which
leads to overfitting. This also results in the decline of accuracy on the test set.

Fig. 5. Accuracy performance under different settings of parameters.
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Figure 5(b) shows the accuracy performance with different H values in WL-
LSTM-RT and SL-LSTM-RT, respectively. The value of H determines the num-
ber of units in the hidden layer of LSTM. We can see that the accuracy of
WL-LSTM-RT decreases with H increasing. The decrease in accuracy may be
caused by overfitting. The larger the value of H is, the more complex LSTM
is. In other words, LSTM fits the training set more sufficiently. It may lead to
overfitting, which results in the decline of accuracy of WL-LSTM-RT. From the
results, we can see that the optimal setting of H value in WL-LSTM-RT should
be less than 50. We can also see that the accuracy of SL-LSTM-RT almost has
no change. It shows that SL-LSTM-RT has a stable generalization ability in
different H values.

Figure 5(c) illustrates the performance of WL-LSTM-RT and SL-LSTM-RT
by changing E values, i.e., the number of loops on the training set. The figure
shows that the accuracy performance of WL-LSTM-RT declines as the value of
E increases. This is also due to the overfitting. The larger the value of E is, the
more sufficiently LSTM fits the training set. According to the results, we can see
that E = 1 is a good choice for WL-LSTM-RT. We can also see that the accuracy
of WL-LSTM-RT still keeps nearly unchanged. It shows that SL-LSTM-RT is
robust under different E values.

Overall, SL-LSTM-RT has more stable ability of generalization than WL-
LSTM-RT.

6 Conclusion

In this paper, we present a novel problem of predicting “reply-to” relations
between messages in a group chat involving multiple topics. We define three
types of “reply-to” relations systematically. We present a heuristic method to
solve the predicting “reply-to” problem based on an important observation. Then
a model called LSTM-RT based on the high-quality vector representations of
words and LSTM networks are proposed. We give two versions of LSTM-RT.
One version called WL-LSTM-RT is based on word level. The other version
called SL-LSTM-RT is based on sentence level. We evaluate these two versions of
LSTM-RT model through experiments on two group chat corpuses from WeChat
and Douban Group, respectively. The evaluation shows the effectiveness of our
model compared with two baselines. We also analyze sensitivity of parameters of
WL-LSTM-RT and SL-LSTM-RT, respectively. The experimental results show
that SL-LSTM-RT has more stable ability of generalization than WL-LSTM-RT
under different values of parameters. In the future, we will consider recovering
the structure of group chats in the form of trees or graphs based on predicted
“reply-to” relations between messages to understand group chats further.
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Abstract. This paper presents a hybrid architecture for accelerating
search and update operations on Semantic Web indices. This database
system uses a B+-tree index structure distributed in a Field Program-
mable Gate Array (FPGA) and a CPU-based host system. The index is
divided into two parts. The host system stores the values and the keys of
the lower levels of the B+-tree while a certain amount of the frequently
accessed levels including the tree root is stored in the FPGAs internal
and attached memory. Inside the FPGA we accelerate search operations
by exploiting the parallel nature of the FPGA. By this, update operations
can benefit from the speed up of their necessary searches. Furthermore,
we estimate the performance based on the given experiments in a worst
case scenario.

Keywords: Hardware acceleration · Semantic web · Index structures

1 Motivation

Today computers aid people to collect and find the information they desire.
This is a big challenge because the amount of data collected grows steadily. This
growth is not only caused by humans, sensors embedded in everyday things
collect data, like in the Internet of Things. However, the most important factor
for most humans is the World Wide Web. Only after a few decades the knowledge
inside the Web seems to grow limitless. This growth is caused by the development
of the Web 2.0 where everyone in the Internet can participate in the Web. This
leads to the need of bigger and faster databases to handle the continuous flow of
information. Still the aid of computers to find the important data for their users
is limited because most data is lacking some sort of context to help the computer
understand the connections between different information. At this point the idea
of the Semantic Web arouse. Enhancing data with context sensitive annotations
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made it possible to process data in a way that machines could evaluate if certain
information belong together or contradict each other. With more complex data
structures the need for memory and processing power grows further. A hybrid
index structure for a Semantic Web database running on a CPU-based host
system and a Field Programmable Gate Array (FPGA) providing a much higher
parallelism than multi-core CPUs is our contribution.

2 Related Work

FPGAs are well-known for their good performance in parallelizable tasks in
such a way that they are used in many scientific areas to exploit this behavior.
Although there is a wide range of research that considers FPGAs we will focus
on researches that try to accelerate databases with the help of FPGAs. First
attempts to accelerate databases with the help of specialized hardware were
made in the late 70’s of the past century. De Witt presented the DIRECT [1]
design which is a multiple-instruction multiple-data stream architecture using
microprocessors and charge-coupled device (CCD) memories to access relational
data in parallel and provide concurrent updates by locks. In these times hardware
limits were reached quite fast and even nowadays it is easy to exceed the limits
of FPGAs with resource excessive designs or inadequate tasks. Still there is
much more research around databases focusing on sorting [2,3], merging [4] and
searching [5] the data in a database with the help of an FPGA.

Casper and Olukotun focus in their paper [4] on three primitive database
operations: selection, merge join, and sorting. They propose new designs for
these operations and combine them in an FPGA cluster to perform a join on
two tables by first sorting each table on a separate FPGA and then merging and
selecting the results on another FPGA.

Mueller and Teubner cover a wide field of topics on FPGAs in database
context. First, they proposed some database designs with FPGA support [6].
Furthermore, they focused on sorting [2], especially on sorting networks [3] which
is an efficient way to sort data parallel on an FPGA. With Glacier [5] they
proposed a library and compiler that transforms continuous queries into logic
circuits.

Werner et al. present a hardware accelerated query engine [7]. At system
runtime, the proposed approach dynamically generates an optimized hardware

+ +

+

Fig. 1. Example of a B+-tree/CSB+-tree with order 2.
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accelerator in terms of an FPGA configuration for each individual query and
transparently retrieves the query result to be displayed to the user.

Blochwitz et al. optimized the data structure of a radix tree for a FPGA and
exploited its characteristics to accelerate the dictionary generation for Semantic
Web databases [8].

We introduce the FPGA-acceleration of B+-trees in [9]. While the main focus
in the referenced paper is the parallel search operation in a B+-tree, we focus in
this contribution on update operations and how the ratio between searches and
updates influences our system.

3 Basics

This section introduces some of the basics needed to understand our hybrid
index structure approach. Starting with the general structure of a B+-tree and
a CSB+-tree. Thereafter the Semantic Web database system is introduced.

3.1 B+-tree

B+-trees are widely used balanced search trees in database indices and are
derived from B-trees [10]. In contrast to its ancestors it saves values only in
leaves which are nodes that do not have children. All other nodes, called interior
nodes, only contain keys. In Fig. 1 a B+-tree is shown on the left. The numbers
inside the nodes are keys while the values are represented by gray boxes beneath
the leaves. The lack of values inside the interior nodes makes it possible to hold
more keys per node and therefore less nodes are needed to be loaded while
searching. The order of a tree k is the minimal number of keys a node requires.
The maximum number of keys in a node is 2 · k to prevent nodes from growth
without limits. At maximum, the node can be split into two halves meeting the
minimum number of nodes. Each key in an inner node has a pointer to a child
with keys less or equal to its own. This means a node can have k + 1 to 2 · k + 1
pointers because there is an additional pointer to a child that contains all keys
that are bigger than the keys in its parent node. The only exception is the root
which has no minimum. The leaves in a B+-tree have their own order k′. This
makes it possible that interior nodes can have a different number of keys than
the leaves. This can be necessary to fit the nodes better into the block size of a
hard drive. The search inside the nodes is mostly performed as a binary search
on uncompressed keys or a linear search when the keys are compressed by dif-
ferential encoding and have to be decoded. We have shown in [9] that FPGAs
allow to search in parallel in nodes by comparing all keys at once in the node
with the search key.

3.2 CSB+-tree

CSB+-trees [11] are modified B+-trees with only one pointer per node to the
children. The basic idea behind this is that a B+-tree has per node one more
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pointer than keys (see Fig. 1, left side). If the child nodes are scattered in different
address spaces it makes sense to address each node independent but also limits
the capacity of the parent node by holding many pointers. CSB+-trees (see Fig. 1
on the right) avoid this problem by putting child nodes into node groups and
storing nodes in a node group contiguously. While searching inside the tree the
eliminated pointers can easily be restored by adding an offset to the one leftover
pointer. We use a CSB+-tree as an index structure inside our FPGA to use less
memory for pointers and more space for keys.

3.3 Semantic Web

The Semantic Web is an extension of the World Wide Web. The basic idea
described by Tim Berners-Lee [12] is to enable machines to process a web of
data in a more context aware way to interpret not only the data but also the
connection to other data and resulting implications. To achieve this, the World
Wide Web Consortium (W3C) promotes the standards for data formats and
exchange protocols in the Web.

Data Representation. The standard way to describe a web resource in the
Semantic Web is the use of the Resource Description Framework (RDF) [13].
A statement to a resource in the Web is always a RDF triple consisting of
a subject (s), predicate (p) and object (o) resembling a simple sentence that
describes the subject. The formal definition of a triple is (s, p, o) ∈ (I ∪B)× I ×
(I ∪ B ∪ L) where I stands for Internationalized Resource Identifiers (IRIs), B
are blank nodes and L are literals. In our example we use two literals to describe
that an IRI has a title and a publication date.

Queries. To retrieve and manipulate data from RDF triples the SPARQL Pro-
tocol and RDF Query Language (SPARQL) [14] is used. The basic concept of
SPAQL queries is the triple pattern, which consist of constants and variables.
Triples matching the constants of the pattern at the right position bind the given
variables with the values of its components. The results of triple patterns can be
further combined with operators of the relational algebra like joins, union etc.

3.4 LUPOSDATE

The LUPOSDATE project [15,16] is a Semantic Web database system developed
by the Universität zu Lübeck. LUPOSDATE uses a full B+-tree structure for
indexing. The data inside LUPOSDATE is stored as RDF triples. The triples are
stored in all six different combinations (spo, sop, pos, pso, osp, ops) to maximize
the number of possible merge joins [17,18]. To avoid large strings while searching,
the SPARQL engine of LUPOSDATE uses a dictionary like Hexastore [17] or
RDF-3X [18]. In this dictionary the RDF-terms are mapped to integer ids (using
96 bits per triple, 32 bit each component) and vice versa. By using ids the
intermediate results and the result consume less memory. On the other hand the
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mapping from ids to strings is time consuming for large query results. Further
details about LUPOSDATE are presented in [15].

4 Architectural Overview

In the following a short introduction of the entire system with its concept and
ideas is given. Thereafter the worst case scenario of the update operations are
described, focusing on the possible acceleration.

4.1 Basic Concept

The basic concept of this hybrid design is that the software side uses partial
solutions for search operations precomputed by the hardware. On a simplified
view the basic concept is a B+-tree in LUPOSDATE whose upper levels are
transferred to the FPGA. With these levels, the FPGA can perform a search in
the upper levels of the tree. The result can be delivered to LUPOSDATE as an
entry point inside the tree rather than starting from the root. Both components
of the system benefit from each other. The FPGA can perform parallel searches
inside the upper levels. Still the hardware resources on the FPGA are limited and
storing all values on the FPGA is not necessary if the host system already stores
them. As a consequence, only the parallel search task in the upper levels of the
tree is assigned to the FPGA. The remaining operations (insert, delete, etc.) are
handled by the LUPOSDATE system. In [9] we describe the data structure of
the upper levels of the FPGA where pointers are eliminated for communication
and recreated at the FPGA to a CSB+-tree.

4.2 Acceleration of Update Operations

Besides accelerating search operations, our system is optimized to enhance insert
and delete performance as well. If a value is inserted/deleted in a B+-tree the
first step is always to find the correct position inside a leaf. This means, there is a
search operation before any update inside the tree. The structure of the tree will
be changed only if a node has more than 2k or k′ keys and needs to be split in
case of insertion. In case of the performed operation removes a key the structure
is only changed if there are less keys left in the node than the order k or k′ and
two nodes can be merged. Since we only transfer the root and the most upper
inner nodes from the tree to the FPGA, updates inside leaves and the lower
inner nodes on the host system do not invalidate the data located on the FPGA.
With this in mind, it is possible to create a scheduler that decides if a transfer
of the tree to the FPGA has a certain chance of accelerating the operations of
the tree. At first we should look at the number of update operations that are
possible. The simplified Eq. 1 shows the important factors for this:

possibleNumberOfUpdates = (UpdatesInLeaves
·UpdatesInInnerNodesSoftware · EntryPointsFPGAtoHost) (1)
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We always start update operations in the leaves (UpdatesInLeaves). After filling
a leaf to its maximum, the leaf is split and a new key is inserted into the inner
nodes of the software part (UpdatesInInnerNodesSoftware) in the case of an
insert operation. For a delete operation it is the opposite, since if a leaf has less
than the minimum number of keys it is merged with another leaf and a key in
an inner node is removed. The last factor are the number of entry points from
the FPGA to the host system. This can be seen as multiple B+-subtrees that
are located on the host and be addressed by the FPGA. With Eq. 1 in mind we
can look at the worst case:

The number of times an update operation can be performed before the data
in the FPGA needs to be updated is only one (possibleNumberOfUpdates = 1).
For the insertion case a key is entered into a maximum filled leaf that causes
splittings in the inner nodes which are also filled up to the maximum and lead
to the point that the data inside the FPGA expires.

· · · · · · · · · · · · · · ·

∅ ∅

∅ ∅· · · ∅ ∅

∅ ∅ ∅ ∅

· · · ∅ ∅

Fig. 2. Examples of B+-trees with the orders k′ = k = 2. The keys are in the nodes
(numbers) and the values are only in the leaves (gray boxes). This represents a worst
case scenario for insert operations (left) and for delete operations (right)

Figure 2 represents this scenario on the left. The values k = 2 and k′ = 2
are the orders of the leaves and the inner nodes in the host system. If another
key is entered into the leaf it needs to be split. This leads to a leaf with 3 keys
and a new leaf with 2 keys. After this split the inner node needs to be updated
with a new key resembling the highest key in the node with 3 keys. The inner
node has more keys than the order so another split happens where a new inner
node is created. However, the FPGA can only address the old node while the
new node can not be reached by any entry point from the FPGA. In this case
the structure on the FPGA needs to be rebuilt to address the new inner node.

When the number of update operations (possibleNumberOfUpdates) is
determined the scheduler still needs an equation to calculate the potential benefit
which leads to Eq. 2:

tgain = possibleNumberOfUpdates · tOp · rOp − tsetup(x) (2)

The important part is the tgain which is the time we gain if we are using the
FPGA. If it is negative, this means the setup of the system (tsetup(x)) takes more
time than the acceleration of the operations can compensate before the data in
the FPGA expires and needs to be updated. If it is positive, it is expected that
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the use of the FPGA boosts the database system. Since the setup of the tree
depends on the number of triples that are transferred to the FPGA tsetup(x) is
a function to determine the time for a given number of triples x. Furthermore,
there are three factors that influence the time we gain using the FPGA. The
first is the possibleNumberOfUpdate we can perform. For each special case we
determined the number we can enter here. The time per operation we gain is tOp

which needs to be measured first before the scheduler can use heuristics for this
factor. The ratio between different operations (search, update) is also important.
A pure search gives the hybrid system the opportunity to save time while the
structure of the B+-tree will not change. And while an update most likely will
add or remove a key in the tree and therefore has the possibility to change the
tree structure, there is also a search for the correct position of the key. This leads
to Eq. 3 and the following limitations of the ratio rOp.

rOp =
number of searches

number of updates
(3)

First the value cannot be below 1 because each update operation implies another
search operation to find the correct position. If it is exactly 1 (rOp = 1) this
means there are only update operations i.e., after each search there is an insertion
in a leaf. Between 1 and 2 (1 < rOp < 2) there are at least some searches while the
most parts are updates. As an example rOp = 1.5 means that per two updates
there is one search. For a value of two the search and update operations are
even, meaning after every second search there is an update in a leaf. Every value
of rOp > 2 means that there are more search operation than updates. For our
worst case scenario it is clear that rOp = 1 applies to represent an “insert only”
scenario.

5 Evaluation

The evaluation is divided into two parts. First, we recapitulate parts of our
experimental setup from [9] in which we focused on search operations. Thereafter,
when we focus on the insert operations, which are important for our scheduler
and therefore are examined further.

5.1 Experimental Setup and Searches

Our experimental setup consists of a Dell Precision T3610 workstation [19] with
40 GB of RAM and an Intel Xeon E5-1600 v2 processor with 3.0 GHz. The
FPGA inside the workstation is a Xilinx Virtex-6 XC6VHX380T [20] using only
its BRAM to store the triples. The communication between workstation and
FPGA takes place via PCIe 2.0 connection with 8 lanes.

There are three different groups of trees we measured. The LB+ group which
is an single B+-tree with an order of 500 for all nodes in software. The LMM

group which resembles our hybrid approach in software to make a more direct
comparison. And the LFPGA group which is our hybrid system. The last two
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Fig. 3. Computation time for setting up the hybrid system
compared to the number of triples inside the tree

Table 1. The needed
minimum ratio of search
and insert operations for
worst case

Order Ratio

3 30,112.9

4 34,210.9

5 73,021.3

6 125,228.9

7 205,270.3

8 280,292.6

9 486,721.4

groups have variable orders from 3 to 9 for their inner nodes. For further notes
check [9].

In our experiments we reached a maximum speed up of 2.3 against the typical
B+tree representation of our Semantic Web system LUPOSDATE (LB+) and
were still faster compared to the LMM group.

Further we describe in [9] how we manage to create trees with differently
filled nodes. The same trees are used in this evaluation and for the description
of this processes we refer to this contribution due to space limitations.

5.2 Impact of Updates Inside the B+-tree

After measuring the times in this evaluation scenario we can get back to the Eq. 2
in Sect. 4.2 to look if it is even possible for our scheduler to make a decision to
transfer data to the FPGA or not.

First we will look at the common parts of Eq. 2 before we come to the special
cases. The tOp is the difference between the execution times of the LB+ and the
LFPGA group. Since we looked at different filling states of the nodes we will take
the worst times for the worst case scenario. The setup time of the system tsetup
is the accumulated time of three precessing steps shown in Fig. 3.

First a modified Breadth-first search (BFS ) is performed inside the upper
parts of the tree located on the host system. This will also determine the entry
point from the FPGA to the host system. After gathering all information the
tree is converted (Convert) to reduce the data that needs to be transferred to
the FPGA. This takes about a quarter of the time the BFS took. The last step
is the transfer of the data via PCIe to the FPGA which takes the double of the
time of the conversion and half the time of the BFS. Adding all three times we
get the total amount of time to setup the FPGA with the tree data which we
equate with tsetup(x) of the Eq. 2. As it can be seen all times grow linear to the
amount of triples that are inserted into the tree. Using linear regression for our
experiments tsetup(x) can be approximated as:
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tsetup(x) = 2.7501701520384 · 10−7 · x seconds (4)

With Eq. 4 we can calculate the time tsetup(x) for a given number of triples
x. Further we know the orders of the tree. Since we are looking at the lower
levels of the tree in the host system the typical values for LUPOSDATE are
k′ = 500 and k = 500. The levels inside the FPGA are four in our experiments,
hence LF = 4 applies and the total number of levels is five Ltree = 5. There are
two variables left. The ratio between updates and searches rOp and the time we
gained for using our hybrid system (tgain). For our scheduler it is important to
know this ratio in order to decide, whether or not it should migrate the B+-tree
to the FPGA. To get the minimum worst case ratios for the different numbers
of triples used, the value will be set to zero tgain = 0 so the hybrid system will
be at least as fast as the software solution.

After switching the variables from the Eq. 2 we get Eq. 5.

tsetup(x)
possibleNumberOfUpdates · tOp

= rOp (5)

The possibleNumberOfUpdates variable will be replaced by the corresponding
number of the case.

In the worst case we can only perform one update which leads to Eq. 6.

tsetup(x)
tOp

= rOp (6)

Therefore the worst case is independent from the orders kFPGA, k′ and k and
only determines how many searches need to be performed before a single update
can take place.

In Table 1 the minimum ratio rOp is shown with the restriction to be at
least as fast as the software system. In the worst case the ratio is increasing
by every order. This is plausible since the order kFPGA has no impact on Eq. 6
and possibleNumberOfUpdates is constant. With a linear growing setup time
tsetup(x) the ratio can only grow.

Table 1 shows the ratios for the worst case in which need much more search
operations than inserts into the tree. Still, there are multiple million values stored
in the trees so even in the worst case the needed search ratio is only a fracture
of the possible searchable values. Moving away from the worst case, the average
case quickly shows much smaller ratios, for example with 500 possible updates
in an order 9 tree the ratio shrinks down to 70. Details for this case had to be
left out due to page limitations.

6 Conclusion

In this paper we have shown a hybrid index for big data systems using an FPGA
and a traditional computer, first introduced in [9]. Since the setup of our system
takes some time, we need to compensate this loss with our acceleration. We
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introduced our scheduler which decides whether it is beneficial to transfer the
tree structure to the FPGA or not. For this we evaluated the worst case scenario
and developed equations for our scheduler. We came to the assumption that our
proposed scheduler needs to avoid the worst case scenarios of the updates for a
better performance. However, it is most likely possible to accelerate the database
system even in worst case scenarios.
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Abstract. In this paper, we propose multiple domain-based spatial keyword
query, called the MDR (Multiple-Domain based Range) query, and query pro-
cessing algorithm. The MDR query consists of two sub-queries. The first
sub-query, called the primary range query, identifies a group of geo-textual
objects that are within a query range. The second sub-query, called the refining
range query, identifies the geo-textual objects whose neighboring geo-textual
objects contain the desired keywords from the results of the primary range
query. The problem is that the keywords domains of each sub-queries are dif-
ferent. Existing methods for spatial keyword queries cannot handle the MDR
query efficiently because they are designed to handle the keywords of a single
domain. In order to accommodate the keywords of various kinds of domains
concurrently, we divide the geo-textual database by the domain of the keyword
and construct IR-trees for each domain. Based on this approach, our query
processing algorithm traverses multiple IR-trees simultaneously, in order to
reduce the number of the refining query. Our performance studies show that our
searching strategy significantly reduces the query response time.

Keywords: Multiple-domain based range (MDR) query � Spatial keyword
search � IR-tree collaboration algorithm

1 Introduction

As the popularity of micro blog data has grown in recent years, various services on
geo-textual data have received significant attention. Geo-textual data refers to data that
contains both geographical information and textual contents. For example, tweets,
reviews, news comments, and other social media content are tagged with their locality
and keywords of context. In recent years, several methods have been developed to
retrieve geo-textual data by considering both spatial and textual relevance simultane-
ously [1–5]. However, most of these methods assume that the keywords of geo-textual
data belong to a single domain. In the geo-textual world, the keywords of different
domains can also be used for a single query.

In this paper, we propose a multi domain-based spatial keyword query, called the
Multiple-Domain based Range (MDR) query. The MDR query consists of two
sub-queries. The first sub-query is called the primary range query. It identifies a group
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of geo-textual objects that are within query range and contain keywords of the query.
The second sub-query is called the refining range query, and it refines the results of the
primary range query, and then identifies the geo-textual objects whose neighboring
geo-textual objects contain desired keywords. For example, “Find the hotels that
provide ‘free Wi-Fi’ and ‘twin bed room’ within 1 km from the bus station. There
should be a Chinese restaurant selling ‘Beijing roast duck’ nearby the hotel.” In this
example, the keywords ‘Wi-Fi’ and ‘twin bed room’ for the primary range query belong
to the ‘hotel’ domain, and the keyword ‘Beijing roast duck’ for the refining range query
belongs the ‘restaurant’ domain.

The problem is that the existing methods for spatial keyword queries cannot con-
currently handle the keywords of various kinds of domains. Suppose that we construct
a single IR-tree on a geo-textual database that consists of multi-domain keywords.
Then the geo-textual objects having the keywords of the query are grouped together
with unrelated objects. In terms of objects that contain the keywords to be retrieved,
such a spatial partitioning method does not accurately reflect the distribution of these
types of objects. Moreover, when the number of keywords increases, the index
structure becomes more complex and the size of the inverted files that describe the
textual information of the objects also increases.

Therefore, we divide the geo-textual database according to different keyword
domains and construct IR-trees [2] within each domain, in order to efficiently retrieve
the geo-textual object for that particular domain. Constructing IR-trees for each domain
significantly reduces the complexity of the index and the size of textual information.
Based on this approach, we propose a collaboration algorithm for traversing multiple
IR-trees efficiently. Our proposed algorithm reduces the number of candidate set of
primary range query through its cooperation with the index for other domains.

This paper is organized as follow. In Sect. 2, we provide a formal definition for the
MDR query. In Sect. 3, we propose the collaboration algorithm of multiple IR-trees for
efficient processing of the MDR query. In Sect. 4, we evaluate the performance of our
method through experiments. Finally, Sect. 5 concludes this paper.

2 Problem and Background

2.1 Problem Statement

Geo-textual data can be viewed as a spatial object that contains a set of keywords. Let
O be a database consisting of a set of geo-textual objects. Each geo-textual object
o 2 O is defined as a pair (o:q; o:wÞ, where o � q is a 2-dimensional geographical point
location and o � w is a set of keywords. The MDR query retrieves geo-textual objects
that satisfy three conditions- the objects are located within query range, contain a set of
query keyword and they must pass an environmental evaluation. Two sub-queries,
called primary range query and refining range query, are used to examine these
conditions. The primary range query takes two arguments, a set of keywords and query
range in order to retrieve the geo-textual objects that are located within query range and
contain query keywords. The refining range query examines the environmental eval-
uation of objects. Similar to primary range query, it takes a keywords-range pair as an
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argument, and investigates the results of the primary range query in order to identify
the geo-textual objects whose nearby geo-textual objects contain query keywords. We
formally define the MDR query and its sub-queries as follow.

Definition 1 Multi-domain based range query (MDR query): An MDR query q ¼
p; r; k; k01; r

0
1

� �
; k02; r

0
2

� �
; . . .; k0m; r

0
m

� �� �� �
takes four arguments, where query point p,

query range r, as well as set k of keywords for primary range query and a set of
refinement conditions ðk0

i; r
0
iÞ for refining range queries. The domain of keywords used

in primary range query is called DPR (domain of the primary range query). Each set k0i
of keywords and range r0i pair for refining range queries belongs to different keyword
domain, called DRR (domain of the refining range query). The result of a MDR query,
q Oð Þ, is then the intersections of the result of primary range query and the results of all
the refinement range queries corresponding to the given refinement conditions.

Definition 2 Primary Range Query (PRQ): The primary range query for MDR query
is similar to Boolean range query. PRQ q ¼ p; r; kh i takes three arguments, where p is a
query point, q:k is a set of keyword and q:r is a range of query. The result of PRQ,
q Oð Þ, is a set of objects such that 8o 2 q Oð Þðdist q:p; o:qð Þ\r ^ q:k�o:wÞ.
Definition 3 Refining Range Query (RRQ): A refining range query q ¼ k0; r0h i
accept a set k0 of keywords and range r0 pair as arguments. The result of a RRQ, q Oð Þ,
is a subset of O containing objects such that 8o 2 q Oð Þð 9o0 2 Onq Oð Þð Þ dist o0:q;ðð
o:qÞ\rÞ ^ q:k�o0:wÞÞ.

A running example of an MDR query is shown in Fig. 1. There are three keywords,
k1, k2, and k3, each from three keyword domains respectively. Suppose that the MDRQ
q ¼ q; r; k1; ðr1; k2Þgh i is issued. In this example, the number of refining queries is one
(i.e., m = 1). For the primary range query, objects d1 and d9 are returned because they
are located within range r and contain the keyword k1. Then, the refining range query is
processed using this result set. Object d1 satisfies the condition because object d7 of
keyword k2 exists within the range r1. However, the object d9 does not satisfy the
condition of the refining query because there is no object within the query range r1.
Therefore, object d1 is returned as the result of the MDR query.

2.2 Background of the IR-Tree

The IR-tree [2] used in our algorithm provides an index that supports geographic
document search and ranking. This method constructs an R-tree using spatial infor-
mation of the geo-textual data, and associates each node with an inverted file and a
document summary that describe the textual information for the objects in their
sub-tree. The inverted file indicates which keyword is associated with which child
node. It is represented as a list of keywords and lists of objects that contain each
keyword. The document summary provides a summary of textual information of the
documents in sub-tree of node in order to calculate TF-IDF values of the words.

Ai; Dij j;
[

w2Wi
dfw;Di ; TFw;Di

� �D E
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Ai is the range of the MBR (minimum bounding rectangle) and Dij j is the number
of the document in set Di. dfw;Di represents the number of objects containing the
keyword w in the set Di, and TFw;Di is the frequency of the word w. This information
can be used to define the TF-IDF score, which is a technique for processing keywords.
The IR tree uses the keyword score and the document summary of the inverted file to
derive the results required by the query. The limitation of the IR-tree is that the index
becomes further complicated when the number of keyword increases. As the number of
keywords increases, the size of the inverted files should also increase, and the textual
relevance of the data, which are grouped together, should decrease.

3 Multiple Domain Based Range Query Processing
Techniques

3.1 Approximate Refinement for Multiple Domain Based IR-Trees

As implied by the definition of the MDR query, the MDR query consists of a primary
range query, and refining range query for refining of the candidate set that derives from
the primary range query. Since each query searches only the geo-textual objects con-
tained in a specific domain, maintaining a single index for all the domains of various
keywords not only increases the complexity of the index, but also causes the searching
for irrelevance objects. Therefore, we divide the spatial-textual database according to
the domain of the keywords and construct multiple IR-trees using the geo-textual
objects belonging to each domain. This method reduces the overall execution time of
the MDR query because it reduces the size of the database required to process the
primary and refining range queries.

The number of refining range queries in the MDR query is equal to the size of the
result set in the primary range query. If we filter out the objects that will be removed by
the refining range query during the primary range query processing, we retrieve objects
more efficiently because the number of refining range queries is reduced. In other words,

Fig. 1. A running example of an MDR query
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the node of the IR-tree for the DPR does not necessary to be traversed if there are no
nearby objects that are used to refine. Based on this approach, we process the
approximate refinement at each phase of the primary range query processing. Figure 2 is
an example of an expanded range for the approximate refinement. Based on the size and
position of the current node 2 to be traversed in DPR, the expanded range is derived
from expanding the refinement range Ri to the MBR. If there is a node of IR-tree in the
DRR (domain of refining range query) within the expanded range, the children of
current traversed node in the DPR are continuously searched because there is the pos-
sibility that an object of the refinement domain exists nearby it. If there is no object
within the expanded range in the DRR, the current traversed node is removed from the
searching plan without waiting for the results of the primary range query. Figure 3
shows an example of an approximate refinement for DRR.

3.2 Multiple IR-Tree Collaboration Algorithm for the MDR

An effective strategy for searching the IR-trees for primary and refining range queries is
through the cooperation of multiple IR-trees using an approximate refinement. Algo-
rithm 1 shows the collaboration technique-based MDR query processing algorithm.

Fig. 2. Expanded range of the node in DPR

(a) MBRs of IR-tree in the DPR (b) Extended Range ER based on  for 
approximate refinement

Fig. 3. Example of an approximate refinement
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To describe brief, the candidate set S (lines 1–2) containing candidate nodes is derived
from the primary range query. If the candidate node is not a leaf node, the approximate
refinement is processed by expanding the range of the MBR in lines 8–9. In this
process, if the window query does not satisfy the approximate refinement, the node is
removed from S. Conversely, if it satisfies the approximate refinement, the algorithm
inserts its children into the candidate set S (lines 10–11). The Boolean function
ApproximateRefining() represented in Algorithm 2 traverse the IR-trees for DRR, and
returns true if there exist a node or an object covered by expended window range of
node.

If the candidate node is a leaf node, the algorithm inserts the object into the result set
V if it satisfies the conditions of the refining queries (lines 15–16). The function Refin-
ingRangeQuery() shown in Algorithm 3 performs similar with ApproximateRefining().
This function returns a subset of set C that includes the objects which passed the refining
range query. As a result, the result set of MDR query contains elements within query
range r, contains the keyword of k, and satisfies the conditions of the refining range
queries.
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Figure 4 shows an example of an MDR query. The algorithm starts by inserting the
root node of IR-tree constructed in the DPR. There are two children, R2 and R3, which
overlap to the query range. Therefore, the algorithm expands the range of the MBR for
R2 and R3, and processes the approximate refinement. Because the expanded range of
R2 overlaps that of R0

3 in the DRR, the children of R2 are inserted into searching queue.
However, node R3 is removed from the searching queue because there are no nodes
overlapping with R3 in the DRR. In the next iteration, the children of R2, R7 and R8, are
examined using primary query range and keywords. R7 is located outside of the range.
Therefore, only node R8 is evaluated through the refining range query. As a result, the
result of refining range query on R8 is inserted into the result set, and the algorithm is
terminated because there are no more nodes to traverse.

4 Performance Evaluation

In this chapter, we evaluate our algorithm through experiments. We compare the
response time of two methods. The first method, tagged IRTreeSeq in the figures, refers
to the processing primary range query and the refining range query sequentially. The
second method, tagged CMIRTRee in the figures, refers to our collaboration algorithm
for multiple IR-trees. Our experiments were performed on a physical machine con-
sisting of a 3.60 GHz quad-core, 16 GB memory, and a 1 TB HDD that operates on a
64bit Linux operating system. The database used in experiment was generated syn-
thetically. It consisted of 10 domains, and contained 10,000 geo-textual objects per
domain.

4.1 Effect of the Number of the DRR for MDR Query

In order to evaluate the effect of the number of the DRR for the MDR query, we
increased the number of domains from 2 to 10. Figure 5 shows the experimental results
of IRTreeSeq and CMIRTRee in terms of the average search time for 100 randomly

 
(a) IR-tree and primary range query 

in the DPR 
(b) IR-tree in the DRR 

Fig. 4. Example of an MDR query
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generated query. As shown in the figure, the collaboration algorithm not only
demonstrated better performance, but was also affected by the number of domains of
the query. On the other hand, the performance of the sequential querying method
degraded as the number of domains increased.

4.2 Effect of the Number of Data

In order to evaluate the effect of the size of the data, we increased the number of data
from 10,000 to 40,000 per domain. The number of domains used in the query was fixed
at four. Figure 6 shows the experimental results of the effect of the number of data on
query execution time. Similar to the above experiment, the collaboration algorithm
showed better performance than the sequential querying algorithm in all cases.
Regarding the collaborative algorithm, the performance degradation was slightly higher
because the number of nodes required to be examined with the expanded window
increased as the data size increased. This means that the split threshold of the MBR
should be defined appropriately according to the data size.

Fig. 5. Effect of the number of the DRR on the query execution time

Fig. 6. Effect of the number of data on query execution time
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5 Conclusion

In this paper, we propose the MDR query. The MDR query is a more selective query
than traditional spatial keyword queries used for geo-textual data. We also propose a
query processing algorithm that uses the collaboration of multiple IR trees. The pro-
posed scheme simultaneously traverses multiple IR-trees constructed in each domain.
Our collaboration algorithm allows additional pruning during the processing of the
primary spatial keyword query. Our proposed algorithms significantly reduce the query
execution times, by reducing the number of refining queries. Experimental results
demonstrate that our proposed algorithms outperform the sequentially processing
algorithm conventionally used.
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Abstract. We investigate the relationship between public sentiment on specific
issues including Sewol ferry disaster and the outbreak of MERS and economic
performance in Korea. For this work, we implement two tasks: (1) after training
sentiment classifiers with several sources of social media datasets, we consider
three kinds of feature sets such as feature vector, sequence vector and combi-
nation of dictionary-based feature and sequence vectors. Then, the performance
of six classifiers including MaxEnt-L1, C4.5 Decision Tree, SVM-kernel,
Ada-boost, Naïve Bayes and Max Ent is assessed. Hence, MaxEnt-L1 shows the
highest performance amongst other classifiers. (2) we collect datasets pertinent
to a number of critical events that public explicitly express their opinions on
such as Sewol ferry disaster, the outbreak of MERS, etc. Then, we calculate
sentiment value of the collected data with trained classifiers and compare it with
economic indices.

Keywords: Supervised learning � Social media � Sentiment analysis �
Maximum entropy L1

1 Introduction

With much attention towards the prediction of economic performance, the studies about
economic indicators are important to be taken into consideration. There are many
factors that affect economic performance and financial market. Especially social media
by communication technologies based on the web, smartphones etc. might be one of
the important factors that affect the stock market and economic activities because of
rapid growth of social media usage. According to the reports by Pew Research Center
[1], nearly two-thirds of American adults (65%) use social networking sites as of 2015.
Hence, the use of social network becomes a critical tool for business to interact and
share information [2]. [3–5] also find that social media and economic market have a
significant relationship. In this paper, we investigate whether there is a linkage between
public opinion on certain topics on social media and economic performance including
financial market using newly developed economic sentiment indicator (MESI) in
Korea. As the first step, we train sentiment classifiers with several sources of social
media datasets including movie review, twitter, and news articles. We then consider
three different feature sets including feature vector and sequence vector with positive
and negative word dictionary, emoticons, lexical properties of sequence of words.
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We evaluate the performance of 6 classifiers such as MaxEnt-L1, C4.5 Decision Tree,
SVM-kernel, Ada-boost, Naïve Bayes and MaxEnt.

Our results indicate that MaxEnt-L1’s performance is consistently more than other
classifiers. The second step is to collect datasets pertinent to a number of critical events
that public explicitly express their opinions on such as Sewol ferry disaster, the out-
break of MERS, etc. The third step is to predict sentiment of the collected datasets with
the trained classifiers, and compare it with economic index. The rest of the paper is
organized as follows. Methodology section provides how we collect data and experi-
ment method such as choosing feature sets and machine learning algorithms. Result
section illustrates performance on sentiment classification, possibility of sentiment
prediction for MESI, the Pearson correlation coefficient, analysis of sentiment graph by
terms, and overall characteristics in this study.

2 Methodology

2.1 Collected Data

To create a MESI that can be used to identify public economy from social media data,
we sought to index consumer responses to the welfare economy based on simple
frequency of economic keywords. We collected 52 words of Twitter, 49 words of blog,
and 48 words of news for each medium. In detail, in this study, we consider 73,229
news articles, 860,445 Naver blogs and 9,749,893 tweets from tweeter covering from
January 1st 2014 to October 31 2015. The reason why we consider the periods between
2014 and 2015, the Sewol ferry disaster happened back in 2014 and the MERS virus
was running rampant during 2015. When collecting data, terms of economic situation
and event related words were collected as query terms as in the following Table 1.
Terms related to Korean social and economic situation are selected by an economic
expert.

Table 1. Queries used for data collection

Economic terms
Household loans, recession, prices, livelihoods, universal welfare, liabilities, depression, poverty
gap, debt, economy for the ordinary people, consumption contraction, small business owners,
Delinquent borrower, unemployment, owner-operator, hardships of life, deterioration, jeonse
crisis, traditional markets, fiscal deficits, policy distrust, entrepreneurship, youth employment,
business sentiment, chicken, coffee shops, strike, closure rate, boom
Event related words
four-river refurbishment project, Ministry of Strategy and Finance, drought, infection,
restructuring, national disaster, bribery, deprivation, corruption, pessimistic suicide, MERS,
Sampo generationa, the Sewol ferry disaster, year-end tax adjustment, divorce, typhoon, flood,
Hell-Joseon, Chilpo-generation
a Generation who gives up courtship, marriage and children.
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2.2 Method

Through sentiment analysis, we made an index into consumers’ sentiment to the public
welfare, and analyzed how the events such as the Sewol ferry disaster, MERS, and
H1N1 influenced the media index. In other words, it is possible to present semantic
analysis results based on the text of social data through sentiment analysis. To be
specific, it was performed sentiment analysis of economic keywords and made it to the
index by adding a frequency related to simple economic results. For economic key-
words, we conducted a correlation analysis between economic index and economic
index based on simple frequency and sentiment analysis of economic keywords. Then,
if the coefficient of correlation with economic variables is more than 6, the keyword is
substantially related to the economy. Also, we analyzed the correlation between the
sentiment response index of the keywords and the frequency and sentiment analysis
results of the keywords related to the events such as Sewol ferry disaster, MERS, and
H1N1. As a result, we tried to analyze how the event affected the Media Economic
Sentiment Index.

2.2.1 Selection of Feature Set
The following three different feature sets were fed into classifiers to predict sentiments.

(1) Feature vector: there are six different features built by the following sources:
Korean positive word dictionary (11461 words), Korean negative word dictionary
(13767 words), curse word dictionary (3863 words), positive emoticon dictionary
(49), negative emoticon dictionary (52), Korean SentiWordNet (105178 words).
Each input text is transformed and represented by these six features. Dictionaries
are made by human manually.

(2) Sequence vector: Each input text is split into a set of sentences, and each sentence
is transformed into feature sequence. During the transforming process of feature
sequence, lexical properties of tokens are identified and used as part of feature
sequence.

(3) Combination of dictionary-based features and sequence vector: We combine
dictionary-based feature vector and sequence vector into augmentable feature
vectors.

2.2.2 Machine Learning Algorithms
In this paper, we concentrate on selecting a right classifier based on a variety of feature
set generation methods. Therefore, we apply six kinds of machine learning-based
classification algorithms used for evaluation; MaxEnt L1, Decision-tree, SVM-kernel,
Ada-boost, Naïve Bayes, and MaxEnt. MaxEnt, that is called Max Entropy, is a
probabilistic classifier that is one kind of exponential model by figuring out the
probability distribution of maximum entropy [6]. MaxEnt is based on the principle of
maximum entropy and can be applied to language detection, topic classification, and
sentiment analysis. Focusing on the fact that we contribute to the performance of
MaxEnt, we use MaxEnt L1. According to [7], MaxEnt model is a one-to-one rela-
tionship between subsets of variables that emerge model’s parameterized factors and
subsets of variables to use in constraints. While, MaxEnt L1 that adapts generalized
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expectation criteria for semi-supervised learning has a flexibility to break out the
one-to-one relationship due to the fact that the generalized expectation criteria are
defined from model that contains generalized expectation terms. In addition, general-
ized expectation criteria have lots of advantages such as easiness of use and simplicity
[8]. The generalized expectation criteria don’t need to have an additional process like
making inverted index for pre-clustering unlabeled data. In this regard, we add the
MaxEnt L1 for evaluate measures. Also, we use C4. 5 decision tree classifier that is
used for approximating discrete valued functions by decision tree and is the most
popular in inductive inference algorithms [9]. As another classifier we use, ada-boost
has many benefits in the way that it is not only fast but also simple to programs [10].
Besides, ada-boost doesn’t require prior knowledge about the base learner, so it can be
combined with any other method for finding base classifiers. We also use Naïve Bayes
that is a probabilistic classifier based on Bayes theorem [11]. Using training data, Naïve
Bayes predicts that the category of documents by cue words that occur in classified
target document. Lastly, we utilize SVM [12] which is a method that can find
hyperplane divided by maximal margin in positive subset and negative subset.
For SVM, we set the complexity parameter (-C) to 0.1 that SVM uses to build the
hyperplane between any two target classes. Also, we set the gamma parameter to 1.0,
which is essential to classification performance. We use the default values for the other
parameters, which the API document says are not critical for performance.

As evaluation measures of these classifier, there are three indicators (precision,
recall, and F-measure). First of all, precision is a portion of correct categorization
among total classification. And then, the recall means that the number of assigned
proper classification is divided by the number of assigned total exact category. Fur-
thermore, F-measure indicates that the combination of precision and recall.

3 Results

3.1 Performance Results of Sentiment Classification

The performance results of sentiment classification are suggested in Table 2. The
training data that is used for making model consists of Naver news article, Naver movie
review comments’ score and Twitter. Three people manually assign sentiment scoring
three kinds of sources. Three kinds of feature sets have the highest F-1 in MaxEnt-L1
that is 0.7351, 0.7456, and 0.9296. When we use vector feature set, MaxEnt-L1
classifier indicates the highest accuracy (0.6787). In particular, when we combine
feature vector and sequence vector, the values of recall, precision as well as F-1 have
the highest in MaxEnt-L1. As a result, MaxEnt-L1 has superior performance among
other five classifiers.

3.2 Possibility of Sentiment Prediction for MESI

The Economic Sentiment Indicator (ESI) is a survey-based indicator that synthesis of
business survey indices(BSI) and consumer survey indices(CSI). Business and con-
sumer surveys view economic agents’ opinions about past, current and future economic
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activity. The prime benefits of business and consumer survey data are timeliness and
high frequency [13]. It goals to get insights into the opinion of economic agents, both
from the business and consumer sides of the economy [14]. The following graph shows
the ESI trend during the period of data collection. During the period, the ESI graph
shows a large change width. The first plunge is from May to July 2014, and it is
believed to have fallen in relation to the ‘the Sewol ferry disaster’ in April 2015. The
second plunge is June 2015, which appears to have been influenced since the end of
May 2015, when MERS was first identified (Fig. 1).

3.3 Differences in Sentiment Index by Economic Terms

First, the Pearson correlation coefficient was calculated to see the difference of sentiment
value by economic terms. Only the correlation coefficients at the 0.01 or 0.05 level are
shown in the following Table 3. Notably, the shaded keyword ‘entrepreneurship’
showed both positive and negative correlations depending on the relative economic
terms. This means that the business itself is a positive signal for the economy as a whole
and a negative signal at the same time. For example, the relationship between ‘deteri-
oration – entrepreneurship’ is positive for entrepreneurship and the relationship between

Table 2. The performance results of sentiment classification

Feature set - Vector
Accuracy Recall Precision F-1

MaxEnt L1 0.6787 ± 0.0051 0.5000 0.7079 0.7351
Decision-tree 0.5096 ± 0.0036 0.5129 0.5968 0.3765
SVM-kernel 0.4778 ± 0.0099 0.5000 0.4815 0.6222
Ada-boost 0.6695 ± 0.0049 0.2589 0.3234 0.2273
Naïve Bayes 0.6763 ± 0.0052 0.4997 0.4503 0.4071
MaxEnt 0.5129 ± 0.0027 0.5109 0.5163 0.4681

Feature set - Sequence
Accuracy Recall Precision F-1

MaxEnt L1 0.8929 ± 0.0168 0.6626 0.7463 0.7456
Decision-tree 0.6834 ± 0.0018 0.6650 0.6991 0.6699
SVM-kernel 0.8942 ± 0.0226 0.6391 0.7189 0.7024
Ada-boost 0.9153 ± 0.0143 0.6436 0.7525 0.6736
Naïve Bayes 0.3789 ± 0.0221 0.5000 0.4479 0.4882
MaxEnt 0.9091 ± 0.0145 0.6460 0.7434 0.6471

Feature set - Combined
Accuracy Recall Precision F-1

MaxEnt L1 0.9353 ± 0.0076 0.9305 0.9299 0.9296
Decision-tree 0.6834 ± 0.0018 0.6650 0.6991 0.6699
SVM-kernel 0.8590 ± 0.0188 0.7471 0.8123 0.8002
Ada-boost 0.8942 ± 0.0226 0.6391 0.7189 0.7024
Naïve Bayes 0.8751 ± 0.0122 0.6195 0.7142 0.6245
MaxEnt 0.9556 ± 0.0071 0.5000 0.9033 0.8698
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‘depression – entrepreneurship’ is negative for entrepreneurship. Positive sentiments
were entrepreneurship mentors, seminars and policies for business start-ups. On the
other hand, the content of seeing entrepreneurship as negative sentiment was that it was
difficult to maintain entrepreneurship and that all owner-operator start to start
entrepreneurship indiscriminately. In other words, even the same word or issue has
different sentiment depending on the context and situation.

3.4 Differences in Sentiment Index by Event Words

As with economic-related terms, the Pearson correlation coefficient was obtained by
event-related words sentiment index is as Table 4. Only the significance of the

Fig. 1. ESI graph

Table 3. Correlation coefficient by economic terms

Economic term 1 Economic term 2 Correlation coefficient

recession coffee shops 0.220
universal welfare liabilities 0.205
liabilities debt 0.231
liabilities unemployment 0.237
depression small business owners 0.268
depression entrepreneurship 0.218
debt boom –0.204
small business owners entrepreneurship 0.481
delinquent borrower unemployment 0.242
hardships of life strike 0.304
deterioration entrepreneurship –0.380
owner-operator traditional markets 0.241
owner-operator coffee shops 0.272
owner-operator boom –0.333
entrepreneurship chicken 0.230
entrepreneurship coffee shops 0.421
business sentiment coffee shops –0.256
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correlation coefficient at the 0.01 or 0.05 level is shown in the Table 4. However, the
correlation coefficient of event - related words is much smaller than that of economic -
related terms - correlation coefficient results. The reason is that the event related words
are fewer than the economic related words. In addition, because the words are related to
the event, the meanings of the words themselves are different, and the degree of
correlation is low. Among the event-related word pairs, ‘Sampo generation- year-end
tax adjustment’ shows a moderate correlation. The Sampo generation is a new term for
2011, which means generation gives up courtship, marriage, and childbirth. The fact
that the Sampo generation with this meaning has a moderate positive correlation with
the keyword of the year-end tax adjustment shows that those belonging to the Sampo
generation who has to live economically well are interested in the year-end tax
adjustment.

3.5 Analysis of Sentiment Graph by Keyword

We analyze the sentiment index figures by keyword as shown in Figs. 2 and 3. The
horizontal axis and vertical axis indicate time and the sentiment value, respectively. At
this time, one of the event keywords ‘the Sewol ferry disaster’ and ‘national disaster’
were similar. This is because the Sewol ferry disaster was considered to be one of the
national disasters, and it appears that there was a negative value after April 16, 2014
and after the first anniversary of Sewol ferry disaster. These parts are prominently seen
in the dotted area. In a similar vein, there is a sentiment graph between the keywords
‘MERS’ and ‘infections’. In the case of MERS, the first MERS confirmed in Korea at
the end of May 2015 shows a large fluctuation in the graph as shown in Fig. 3. Also,
although not shown in the graph, the emotional graphs of the ‘livelihoods’, which is
one of the economic terms, showed a negative value in June 2015 mainly due to the
incapacity of the MERS coping and the welfare breakdown.

3.6 Features that Appear When Integrated as a Whole

Figure 4 shows the overall sentiment graph extracted from the media on a date basis in
thick line and the economic sentiment index graph in thin line. As a result of comparing
these two graphs to date, the media sentiment and the economic sentiment index show
a similar decline at the same time. To put it more precisely, the red economic sentiment
index is also showing a declining trend over a period of one month after the decline of
the green media sentiment index.

In the first full line, the media sentiment index showed a decline at the end of April
2014, and the economic sentiment index showed a decline in early June of the same

Table 4. Correlation coefficient by event related words

Event related word 1 Event related word 2 Correlation coefficient

four-river refurbishment project corruption 0.291
drought national disaster 0.297
deprivation pessimistic suicide 0.400
sampo generation year-end tax adjustment 0.500
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year. In the second dashed section, the media economic sentiment index fell in early
November 2014, and the economic media sentiment index plunged in mid-December.
Finally, in the double line section, the media sentiment index decreased in early May,
and the economic sentiment index fell in mid - June. Again, the media sentiment and
the economic sentiment index show a similar decline at the same time, and the eco-
nomic sentiment index is also showing a declining trend for a month after the fall in the
media sentiment index.

Fig. 2. “The Sewol ferry disaster – National disaster” Keywords sentiment graph

Fig. 3. “MERS – Infection” Keywords sentiment graph
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4 Conclusion

The rapid growth of usage for social media implies that many individuals and business
engage in communications through social media network. [2–4] show the impact of
social media on economic performance. In order to investigate whether there is a
relationship between his or her personal opinion through social media and economic
performance, we employ a newly developed Economic sentiment indicator (MESI) in
Korea by following several steps. First, sentiment classifiers based on social media
datasets from networks are trained. Then we consider three different feature sets such as
feature vector and sequence vector, emotions and lexical properties of sequence of
words. We evaluate the performance of 6 classifiers such as MaxEnt-L1, C4.5 Decision
Tree, SVM-kernel, Ada-boost, Naïve Bayes and Max Ent. The results show that
MaxEnt-L1 outperforms other classifiers that we consider. At the second step, we
collect datasets that are related to a number of critical events such as the Sewol ferry
disaster, MERS, etc. The final step is to predict sentiment of the collected datasets with
the trained classifiers and compare it with economic index.
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Abstract. With advances in technology, high volumes of valuable data
of different veracity can be generated at a high velocity in wide varieties
of data sources in various real-life applications. Examples of these big
data include social media data. As a popular data mining tasks, frequent
pattern mining discovers implicit, previously unknown and potentially
useful knowledge in the form of sets of frequently co-occurring items or
events. Many existing data mining algorithms return to users with long
textual lists of frequent patterns, which may not be easily comprehensi-
ble. Given a picture is worth a thousand words, having a visual means
for humans to interact with computers would be beneficial. In this paper,
we present a framework for data and visual analytics for emerging data-
bases. In particular, our data and visual analytic framework focuses on
mining and analyzing social media data, as well as visualizing the mined
‘following’ patterns that reveal those groups of frequently followed social
entities in a social network.

Keywords: Data analytics · Data mining · Emerging databases · ‘fol-
lowing’ patterns · Frequent patterns ·Knowledge discovery in databases ·
Social media data · Social network · Visualization · Visual analytics

1 Introduction and Related Works

With advances in technology, high volumes of valuable data of different verac-
ity (e.g., precise data, uncertain or probabilistic data [16,21]) can be generated
into emerging databases at a high velocity from wide varieties of data sources.
One such emerging database is the social network, which contains rich sets of
social media data. Embedded in these social media data are implicit, previ-
ously unknown and potentially useful information or knowledge. Hence, data
science—which applies data mining, database, machine learning, visualization,
mathematical, and/or statistical techniques to big data for data analytics and/or
visual analytics—is in demand. Common data mining techniques for data ana-
lytics include (i) clustering [10,14], (ii) classification and prediction [3,5,15,32],
(iii) anomaly detection [33], and (iv) frequent pattern mining [8,25,28]. Our
first key contribution of this paper is our data analysis of frequently occurring
patterns.

c© Springer Nature Singapore Pte Ltd. 2018
W. Lee et al. (eds.), Proceedings of the 7th International Conference
on Emerging Databases, Lecture Notes in Electrical Engineering 461,
https://doi.org/10.1007/978-981-10-6520-0 21
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As many existing data analytic systems return to users with long textual
lists of the data mining results, which may not be easily comprehensible. Given
a picture is worth a thousand words, having a visual means for humans to interact
with computers would be beneficial. This leads to visual analytics [13,17,19,40],
which helps users to get a better understanding of the mining results and/or
to conduct exploratory analysis of the data. Our second key contribution of this
paper is our visual analysis of frequently occurring patterns.

As mentioned above, an emerging database is a social network, which contains
rich sets of social media data. In general, a social network is made of social enti-
ties (e.g., individuals, corporations, collective social units, or organizations) that
are linked by some specific types of interdependency (e.g., kinship, friendship,
common interest, beliefs, or financial exchange). A social entity is connected to
another entity as his next-of-kin, friend, collaborator, co-author, classmate, co-
worker, team member, and/or business partner. Nowadays, many popular social
networking websites or services (e.g., Facebook, Google+, LinkedIn, Twitter,
Weibo [27]) are in use. For instance, a Facebook user can create a personal
profile, join common-interest user groups, add other users as friends, categorize
theses friends into different customized lists (e.g., classmates, co-workers), and
exchange messages. In addition to mutual friendship, Facebook also provides
the user with the functionality of ‘subscribe’, which was relabelled as ‘follow’ so
that a user can subscribe or follow public postings of some other Facebook users
without the need of adding them as friends. So, if many friends of a Facebook
user uf followed some individual users or groups of users, then user uf might also
be interested in following the same individual users or groups of users. Similarly,
a Twitter user can read the tweets of other users by ‘following’ them. As such,
if many friends of a Twitter user ut follow some individual users or groups of
users, then user ut might also be interested in following the same individual users
or groups of users. Relationships between social entities are mostly defined by
following (or subscribing) each other. Each user can be following multiple users
and be followed the same or different followers. Note that the follow/subscribe
relationship between follower and followee is not the same as the mutual friend-
ship because a user ut1 can follow another user ut2 who may not even know the
user ut1. Our third key contribution of this paper is our data and visual analysis
of these ‘following’ patterns.

The remainder of this paper is organized as follows. Next section gives an
overview of our framework called SodaVis for social media data and visual ana-
lytics. Sections 3 and 4 describe the two components—namely, data analytics
and visual analyitcs, respectively—of our framework for the analytics of social
media data. Finally, conclusions are presented in Sect. 5.

2 Analytics of Social Media Data

In this section, we start giving an overview of our data and visual analytic
framework for emerging databases. Such a framework consists of the following
two key components:
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1. Data analytic component—which focuses on mining and analyzing data—
finds implicit, previously unknown and potentially useful information and
knowledge (e.g., in the form of frequent patterns) from emerging database
such as a social network containing social media data.

2. Visual analytic component—which focuses on visualizing and analyzing the
data and/or the mining results—represents and displays the mined frequent
patterns for easily comprehensible information and discovered knowledge.

Consider the following two tasks and their similarity. In data mining, given
a transaction database consists n transactions (each of which contains a set of
items chosen from a domain of m merchandise items or events), the task of min-
ing frequent patterns aims to find sets of frequently co-occurring items or events.
In social computing, given a social media database consists n followers (each of
which follows a set of followees chosen from a social network of m users), the task
of mining ‘following’ patterns aims to find groups of popular followees (i.e., fre-
quently followed users). Due to the similarity between these two tasks, the task
of mining ‘following’ patterns can be reduced into the task of mining frequent
patterns. Consequently, one could adapt frequent pattern mining techniques in
mining ‘following’ patterns.

For an illustrative purpose, let us consider an interesting portion of a social
network. Such an interesting portion involves the following n = 6 followers and
m = 5 followees:

1. Alice (user#51) follows Bob (user#132) and Eva (user#614);
2. Bob follows Alice, Carol (user#143) and Eva;
3. Carol follows Alice and Eva;
4. Don (user#608) follows Bob, Carol and Eva;
5. Eva follows Alice, Bob, Carol and Don;
6. Fred (user#620) follows Alice, Bob, Carol and Eva.

Based on the above following relationships, 13 popular groups of frequently fol-
lowees (who are followed by at least two followers) can be found:

– (1) followee#51, (2) followee#132 and (3) followee#143. These three followees
are individually followed by 4 followers.

– (4) followee#614, who is followed by 5 followers.
– (5) followees#51 and 132, as well as (6) followees#132 and 614. Each of these

two popular social pairs is followed by 2 followers.
– (7) followees#51 and 143, (8) followees#51 and 614, (9) followees#132 and

143, as well as (10) followees#143 and 614. Each of these four popular social
pairs is followed by 3 followers.

– (11) followees#51, 132 and 143, (12) followees#51, 143 and 614, as well as
(13) followees#132, 143 and 614. Each of these three popular social triplets
is followed by 2 followers.
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3 Data Analytics of Social Media Data

Over the past two decades, many frequent pattern mining algorithms have
been developed for data analytics. For instance, many of the early frequent
pattern mining algorithms were Apriori-based algorithms [2,36], which depend
on a generate-and-test paradigm to mine frequent patterns from a transaction
database in a level-wise bottom-up fashion by first generating candidates and
then checking their actual frequency (i.e., occurrences) against the database. To
improve algorithmic efficiency of the original Apriori algorithm [2], several of
its variants use techniques like pass bundling [2] (which bundles the generating
and checking of candidates of several cardinalities or levels) and partitioning
[36] (which divides the original databases into several partitions so that each
partition fits into memory) to reduce the number of database scans.

As alternatives to improve algorithmic efficiency of these Apriori-based algo-
rithms (i.e., the original Apriori algorithm and its variants), other serial frequent
pattern mining algorithms have also been developed. These include FP-growth
algorithm [9], which uses an extended prefix-tree structure called Frequent Pat-
tern tree (FP-tree) to capture the content of the transaction database. FP-growth
uses a divide-and-conquer paradigm to mine frequent patterns from a transac-
tion database in a bottom-up fashion by recursively extracting relevant paths
from the FP-tree to form projected databases (i.e., collection of transactions
containing some items), from which subtrees (i.e., smaller FP-trees) capturing
the content of relevant transactions are built. To avoid building and keeping
multiple FP-trees at the same time during the mining process, algorithms like
TD-FP-Growth [39], H-mine [35] and B-mine [12] have been developed. Unlike
FP-growth (which mines frequent patterns by traversing the global FP-tree and
subtrees in a bottom-up fashion), the TD-FP-Growth algorithm [39] mines fre-
quent patterns from a transaction database by traversing only the global FP-
tree and in a top-down fashion. During the mining process, instead of recur-
sively building sub-trees, TD-FP-Growth keeps updating the global FP-tree by
adjusting tree pointers. Along this direction, the H-mine algorithm [35] uses a
hyperlinked-array structure called H-struct to capture the content of the transac-
tion database. During the mining process, the H-mine algorithm mines frequent
patterns from a transaction database by recursively updating hyperlinks in the
H-struct. The B-mine algorithm [12] uses a tabular structure called B-table to
capture the content of the transaction database. During the mining process, the
B-mine algorithm mines frequent patterns from a transaction database by recur-
sively extracting only some relevant portions (i.e., relevant rows and columns)
of the B-table.

Besides the aforementioned transaction-centric algorithms which mine the
database “horizontally”, there are also item-centric algorithms (e.g., Eclat [43],
dEclat [41], VIPER [37]) that mine the datasets “vertically” (using a level-
wise bottom-up paradigm). To elaborate, Eclat [43] treats the database as a
collection of item lists. Each list for an itemset keeps a set of IDs of transactions
(i.e., tidset) containing all items in the itemset. Frequent patterns can be mined
from a transaction database by taking the intersection of lists of frequent itemsets
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to form itemsets of higher cardinalities. Eclat works well when the database is
sparse. In contrast, dEclat [41] dEclat uses diffset, which is the set difference
between sets of IDs of transactions (i.e., tidsets) of two related itemsets. Frequent
patterns can be mined by first taking the complement of the tidset of a singleton
itemset and then taking the diffset between a non-singleton itemset and its
immediate prefix. As such, dEclat works well when the database is dense. VIPER
[37] represents the item lists in the form of bit vectors (cf. tidsets in Eclat). As
such, VIPER mines frequent patterns by computing the bitwise-AND of bit
vectors of frequent itemsets to form itemsets of higher cardinalities.

In addition to the aforementioned serial frequent pattern algorithms, there
are also distributed and parallel frequent pattern mining algorithms [38,42].
Many of them mine frequent patterns using distributed or parallel computing,
in which frequent patterns are found by multiple processors that either (1) have
their own private memory (i.e., distributed memory) with which for informa-
tion is exchanged via techniques like message passing interface (MPI) among
the processors, or (2) have access to a shared memory with which information
is exchanged by techniques like Open Multi-Processing (OpenMP) among mul-
tiple processors. Among many distributed and parallel frequent pattern mining
algorithms, notable Apriori-based algorithms include Count Distribution, Data
Distribution, and Candidate Distribution algorithms [1].

In the current era of big data, high volumes of a wide variety of valuable data
of different veracities can be generated or collected at a high velocity. To handle
big data, MapReduce-based frequent pattern mining algorithms have been devel-
oped. As implied by its name, MapReduce [6] involves two key functions: (1) the
“map” function and (2) the “reduce” function. Specifically, the input database
are read, divided into several partitions (sub-problems), and assigned to differ-
ent processors. Each processor executes the “map” function on each partition
(sub-problem). The “map” function takes a key-value pair of and returns as an
intermediate result a list of key-value pairs, which are then shuffled and sorted.
Each processor then executes the “reduce” function on every single key from
this intermediate result together with the corresponding list of all values. The
“reduce” function combines, aggregates, summarizes, filters, and/or transforms
the list of values associated with a given key and returns a single (aggregated or
summarized) value. The Single Pass Counting (SPC), Fixed Passes Combined-
counting (FPC) and Dynamic Passes Combined-counting (DPC) algorithms [30]
are some notable Apriori-based algorithms that use MapReduce to mine fre-
quent patterns. Similarly, PFP algorithm [29] is a MapReduce-based parallel
FP-growth algorithm. MREclat [44] and Dist-Eclat [34] can be considered as
MapReduce versions of the serial vertical frequent pattern mining algorithms
Eclat and dEclat respectively. BigFIM [34] can be considered as a MapRe-
duce version of a hybrid of the Apriori and dEclat algorithms. Most of these
MapReduce-based algorithms efficiently mine frequent patterns with cloud com-
puting, which makes good use of a network of remote servers hosted on the
Internet—such as Amazon Web Services (AWS) or cloud data center—to store,
manage, process, and analyze data.
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Recently, the concept of using fog computing [31] for frequent pattern mining
was proposed. The key ideas of the corresponding algorithms [4] are that, instead
of transmitting local data to data centers (as in cloud computing), local data
are kept on the local internet of things (IoT) devices from which patterns that
are frequent locally on these devices can be found. Then, take the union of these
locally frequent patterns to form global candidate patterns. Afterwards, count
the frequency of these global candidates on each device, transmit their frequency
count to other devices (or a master node), and sum the frequency counts to
find globally frequent patterns. As an alternative, in situations where local IoT
devices are not powerful, local data are transmitted to their local networking
services that lie between the IoT devices and the usual data centers.

Recall that the task of mining ‘following’ patterns from social media data can
be reduced into mining frequent patterns from databases. With these numerous
frequent pattern mining algorithms (e.g., serial, distributed or parallel, MapRe-
duce cloud computing-based, and/or fog computing-based algorithms), our data
analytic component for mining social media data is designed so flexible in a
way that it can adapt and execute any of the aforementioned frequent pattern
algorithms to find ‘following’ patterns from social media data.

Furthermore, our data analytic component for mining social media data also
provides users with direct algorithms for mining social media data. Specifically,
we incorporate FoP-miner [11], ParFoP-miner [26], BigFoP [23] and WAH-miner
[20] into our framework. Note that FoP-miner is a serial algorithm designed
for mining ‘following’ patterns. As extensions of FoP-miner, the ParFoP-miner
and BigFoP algorithms are parallel version and MapReduce-based version of
FoP-miner respectively. As another extension of FoP-miner, the WAH-miner
algorithm handles big social media data.

4 Visual Analytics of Social Media Data

Recall that the data analytic component of our flexible framework allows users
to efficiently find from social media data the ‘following’ patterns. These data
analytic results may be returned in long textual lists, which may not be eas-
ily comprehensible. Given a picture is worth a thousand words, having a visual
means for users to interact with computers would be beneficial because a visual
representation matches the power of the human visual and cognitive system and
enables human to interact with computers. In response, the visual analytic com-
ponent of our flexible framework is designed and developed in such a way that
it allows users to visualize the original data and analyze the mined results (i.e.,
frequent patterns). In addition, it also resolves the challenges of (1) showing pat-
terns with their prefix-extension relationships and (2) indicating the frequency
of each pattern. Note that, patterns {a} and {a, b} are said to be prefixes of
{a, b, c}, whereas {a, b, c, d} and {a, b, c, e} are said to be extensions of {a, b, c}.

Like the data analytic component, the visual analytic component of our
framework also adapts and takes advantages of some existing frequent pattern
visualizers. For instance, our framework calls FIsViz [21] to visualize ‘following’
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patterns (i.e., groups of k popular followees being frequently followed by at least
m = 2 followers) as polylines connecting k nodes in a two-dimensional space
with (x, y)-coordinates, in which followees (e.g., users#614, 51, 132, 143, 608
and 620) are listed on the x-axis and the number of followers are indicated by
the y-axis. The x-locations of all nodes in the polyline indicate the individual
followee contained in a ‘following’ pattern Z, and the y-location of the right-
most node of a polyline for Z indicates the number of followers for Z. Hence,
prefix-extension relationships can be observed by traversing along the polylines.
See Fig. 1(a). In addition, to facilitate exploration of data and mining results,
FIsViz also provides users with interactive detail-on-demand features. When the
mouse hooves on a polyline connecting two nodes u and v, FIsViz shows a list
of followees being followed both u and v. Similarly, when the mouse hovers over
a node, FIsViz shows a list of all patterns contained in all polylines starting or
ending at this node.

To avoid the bending and crossing-over of polylines, our framework provides
users with alternative visualizers adapted from WiFIsViz [22] and FpVAT [18].
As shown in Fig. 1(c), WiFIsViz uses two half-screens to visualize ‘following’
patterns. Both half-screens are wiring-type diagrams (i.e., orthogonal graphs),
which represent ‘following’ patterns as horizontal lines connecting k nodes in
a two-dimensional space (where the x-axis lists all the followees). The left half-
screen provides the follower information by using the y-location of the horizontal
line to indicate the number of followers who follow the popular groups of fol-
lowees. The right half-screen lists all ‘following’ patterns in the form of a trie.

Similarly, FpVAT [18] also uses wiring-type diagrams to visualize ‘following’
patterns. However, FpVAT shows all the ‘following’ patterns (i.e., groups of
popular followees) and the number of their corresponding followers on the same
full-screen. See Fig. 1(b).

Instead of polylines or wiring-type diagrams (i.e., orthogonal graphs), both
RadialOutViz [24] and RadialInViz [7] use alternative design with emphasis on
showing the prefix-extension relationships among the ‘following’ patterns. For
example, both RadialInViz and RadialOutViz visualizes groups of popular fol-
lowees in a radial layout, which leads to a benefit of being orientation-free. As
such, the legibility of the represented ‘following’ patterns is not be impacted by
the orientation. Hence, they are ideal for the collaborative environment (cf. tradi-
tional two-dimensional rectangular space, which favors the viewer who visualizes
data or mining results at the up-right position but not favors those on the oppo-
site side or the left/right sides). Moreover, both RadialInViz and RadialOutViz
represent ‘following’ patterns in a hierarchical fashion so that extensions of a ‘fol-
lowing’ pattern Z are embedded within sectors representing the prefixes of Z.
The number of fellowers of Z is represented by the radius of the sector repre-
senting Z. A key difference between RadialInViz and RadialOutViz is that the
former radiating in and the latter radiating out. Between the two, RadialInViz
represents the ‘following’ patterns in a clearer matter because information is not
crowded near the center of the circular space. See Fig. 2.
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(a) FIsViz (b) FpVAT

(c) WiFIsViz

Fig. 1. Visual analytics of social media data via orthogonal graphs

(a) RadialOutViz (b) RadialInViz

Fig. 2. Visual analytics of social media data via circular graphs

5 Conclusions

This paper presents a data and visual analytic framework for emerging data-
bases. In particular, the data analytic component of our framework allows users
to apply either frequent pattern mining algorithms (ranging from serial, distrib-
uted and parallel, MapReduce cloud computing-based, to fog computing-based
algorithms) or direct ‘following’ pattern miners to mine and analyze social media
data. The visual analytic component of our framework allows users to apply
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either orthogonal graph-based visualizers or circular graph-based visualizers to
visualize and analyze the mined ‘following’ patterns (i.e., groups of popular or
frequently followed followees in social networks). As ongoing work in the current
era of growing volumes of social media data and beyond, we are extending our
framework to accept more efficient algorithms for data analytics and/or more
effective visualizers for visual analytics of social media data.
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Abstract. Collaborative Filtering is a useful algorithm to offer personalized
recommendations for users. However, there are several technical challenges in
collaborative filtering, including the first-rater problem, where an item not yet
evaluated cannot be recommended until it has been rated. In the paper, the
presenting method deals with the first-rater problem that is similar to the process
starvation is operating systems. The method reduces the score gap between
items and makes it possible for a new item or an item with no user preference to
be recommended automatically. Thus, the system can recommend items in the
same group without bias. Finally, we present an analysis of an example of the
algorithm.

Keywords: Recommender systems � Collaborative filtering � First-Rater
problem � Data sparsity

1 Introduction

As the amount of web content increases, users find themselves spending a lot of time
and energy trying to find content that is useful to them. Recommender systems offer a
solution to this problem by identifying and displaying those items that the user is likely
to select. There are many types of recommender systems, and each system produces
predictions or recommendations for users through its own framework. Collaborative
Filtering (CF) is a type of recommender system which has been widely adopted in
many applications that offer personalized recommendations for products, services,
locations, learning contents, etc. CF algorithms can be classified into two approaches.
One is memory-based CF, which uses similarities between users or items to find the
best matches. It also is referred to as neighborhood-based CF. The other is model-based
CF, which estimates user ratings using statistical techniques, such as latent factor
models and matrix factorization models, to provide recommendations [1].

Although CF algorithms are suitable for personalized recommendations, there are
several challenges related to data sparsity. One of the data sparsity issues, which is
termed cold start, occurs when a new user is added to the system. Due to lack of
preference information, the user is unable to receive accurate recommendations from
the system. This problem applies not only to new users but also to new items entered
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into the system, which cannot be recommended until they are rated by a user. This
problem is referred to as the first-rater problem or early-rater problem, where an item
with no rating cannot be recommended until it has received evaluation from users.

Thus, the number of items which can be recommended in the recommender system
is reduced. Consequently, the same items are recommended repeatedly to the user,
which may result in the decrease in user satisfaction. In this paper, we focus on the
first-rater problem. To alleviate the problem, we designed a method using inverse
recommend frequency of an item. Our contribution in this work is twofold: First, the
method improves recommendation coverage of the system. Existing methods hardly
recommend items which have lower ratings than the other items or have no ratings
even if the items are enough to be recommended by the system. Second, this method
can be easily applied to recommender systems. Recent recommender systems usually
combine two or more methods in order to improve its performance, but some latest
techniques are hard to apply to a recommender system which already combined with
other techniques due to its characteristics. This method can be useful to apply existing
recommender systems since it has a simple scoring process and characteristic.

The paper proceeds as follows. Section 2 describes the entire process of
user-based CF.

Section 3 discusses related work focused on the first-rater problem. Section 4
explains the basic process of the proposed method. In Sect. 4, we describe how the
method works with an example of English sentence recommender that was designed
for a language learning application. Section 5 concludes this paper and describes our
future work.

2 Preliminaries

In this section, we describe the entire process of user-based CF. User-based CF
algorithm, which is a type of memory-based collaborative filtering, recommends for a
user items which are selected by similar users. The basic assumption of CF is that users
with similar preferences would like similar items as well. When a request from a user
reaches the system, CF recommends items chosen by other similar users (Fig. 1).

Usually these approaches consist of three steps to recommend items. First, a rec-
ommender system calculates similarities of all the users to group the similar users.
Second, it selects users who have a higher similarity within the group. Third, it
computes the values of the similar users’ ratings weighted by their similarity [1].

2.1 Similarity Measure

In user-based CF, a recommender system calculates user similarity to offer personalized
recommendations. There are several methods to calculate the similarity between users,
such as Pearson correlation coefficient, cosine similarity, Spearman correlation coef-
ficient, etc. In this paper, we use Pearson correlation coefficient to compare similarity
between users.
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sim u; vð Þ ¼
P

i2I ru;i � ru
� �

rv;i � rv
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i2I ru;i � ru
� �2q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

i2I rv;i � rv
� �2q : ð1Þ

where sim represents similarity between user u and v, I stands for items rated by user u
and v, ru;i is the rating for item i from user u, and ru is the average rating from user u
[2–4]. Similarity calculated using Pearson Correlation has the output value between –1
to 1. If the value is close to –1, the users u and v are dissimilar from each other. After
calculating similarity using Pearson correlation coefficient, a recommender system with
user-based CF selects top N users with the highest similarity.

2.2 Item Rating

A set of similar users is used to predict items to recommend. Ratings for the items are
calculated based on the selected users’ purchase history. The ratings can be computed
in many different ways. Generally, a recommendation system uses the weighted sum of
others’ rating according to the following formula [1].

Pa;i ¼ ra þ
P

u2Uðru;i � ruÞwa;uP
u2U wa;u

�� �� : ð2Þ

where ra and ru are the average ratings for the user a and user u on all rated items, and
wa;u is the similarity between the user a and user u, which is usually calculated using
Pearson correlation coefficient that is explained above. When the rating process is done,
the system recommends top N items which have higher rating than the other items. This
process can avoid the first-rater problem to some degree, but there still remains the
problem that items with no ratings cannot be recommended.

In the paper, we modify this rating process to avoid the first-rater problem by
including recommend frequency of each item into a scoring process of a recommender
system. Section 4 describes details of the method.

Fig. 1. User-based collaborative filtering
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3 Related Work

In this section, we discuss previous studies addressing the first-rater problem. In [4],
the authors proposed a Community Experts based Recommendation system, or CER, to
solve the first-rater problem by building an interest similarity group in a virtual
community. The authors presented a system in which the users teamed up based on
similar interests and then identified the experts from the field of interest. The system
offers recommendations in the form of positive, negative or neutral opinions based on
the reviews in the experts’ blog. [5] developed a hybrid recommender system for sports
news. The recommender system combines content-based approach with CF to over-
come the challenges of CF. The content-based algorithm in the study considers every
keyword in an article as an element of a vector space and calculates the relative
dimension of the keyword weight. It then shows 50 articles which have the highest
score based on the keyword weight. [6] proposed a method using naive bayes classi-
fication which is used to classify documents. The basic idea of naive bayes classifi-
cation is calculating probability to classify given documents into one of many
categories. The proposed method finds keywords in a paper and computes similarity
based on keyword frequency and weight based on the author’s type, co-authors or
related authors. [7] developed a hybrid recommender system, which collects users’
opinions in the form of user-item rating matrix using a proposed Centering-Bunching
based Clustering algorithm, or CBBC. This algorithm fixed number clusters and stored
it in its database for future recommendation. The algorithm then generates new rec-
ommendations using the clusters. [8] developed a system that makes predictions using
item information which is already in the user purchase history. This method makes a set
of preference words from the purchase history and predicts preference for items. Then,
the system recommends an item which has highest score by comparing each set of
preference words. Most of the studies worked with hybrid systems since the first-rater
problem can be solved when a recommender system has another source of information
that can be used as grounds for recommendation. However, hybrid systems have a
limitation in application scope since it should consider each algorithm’s characteristics.
Moreover, it cannot be used for different type of recommendations since it is usually
constrained to a specific field.

4 Inverse Recommend Frequency

In this section, we introduce an algorithm concerned with the first-rater problem in
user-based CF. To alleviate the first-rater problem, we propose a modified scoring
process for CF algorithm using inverse recommend frequency of each item. This
method is based on the TF-IDF technique, short for term frequency–inverse document
frequency, which is used in the information retrieval field. It is a statistical method to
measure the significance of a word in a document.

The whole recommendation process is applied as follows. First, a recommender
system with user-based CF approach computes similarity between users based on their
purchase history. And the system selects top K users who have higher similarities than
the others. Second, the system creates a rating matrix R including the selected users,
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items the users bought, and ratings represented by ra;i. ra;i is the rating given to item i
by user a. Figure 2 shows an example of a rating matrix R.

The matrix R is used to calculate recommendation score Si. Si is a score for an item
i in the matrix R, which is criteria for recommendations. The Recommendation score Si
is calculated by the formula in below.

Si ¼
X

u2U ra þ ru;iwa;u kþFð Þ�1: ð3Þ

Where U is the set of selected users, and w is similarities between user a and user u.
F is recommend frequency for each item and k represents Base Quantifier to increase

Fig. 2. An example of a rating matrix R

Fig. 3. Recommend process with inverse recommend frequency method
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the recommend frequency of each item by k. It avoids division by zero since if an item
has not been recommended by the system before, its recommend frequency is zero.
When the rating process is done over all the items in the matrix R in this way, the
system makes a list of recommendation based on the ratings. Finally, after sorting the
list in the descending order, the recommender system recommends the top N-items to
the user. Figure 3 shows a flowchart of this process.

This method reduces the score gap between items and allow users to get new
recommendations. Moreover, this method can be applied in many different algorithms
for recommender systems since it has a simple recommendation process.

5 Analysis of an Example of the Inverse Recommend
Frequency

In this section, we demonstrate the proposed method using an example. Let’s suppose
there is a set of items for a recommender system. This group has items which have
different recommend frequency but their ratings and similarities are the same. Item C in
Fig. 4 has no recommend frequency.

The recommender system with the proposed method first calculates scores for every
item in the set. A score for each item is each item’s preference multiplied by the users’
similarity and with its base quantifier added. In this case, the system will first rec-
ommend item C since it has the highest score as the proposed method. The system
recommends item B or C since both have same score in the set when it is required to
offer a new recommendation at the set. In this example, the system recommends item
B. Again, item C can be recommended when the system finds a proper item to rec-
ommend since the item has the lowest score in the set. Therefore, the system maintains
balance of recommend frequency without bias as long as the system follows the pro-
posed method.

6 Conclusion

In this paper, we propose inverse recommend frequency solving the first-rater problem.
The first-rater problem is that an item which has no rating cannot be recommended
until it has received evaluation from users. The proposed method calculates recom-
mendation scores with recommend frequency of each item when they make a

Fig. 4. An example of inverse recommend frequency method
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recommendation to users. The method can recommend items with no rating in the same
group by reducing the score gap between items, which can improve the probability that
an item is recommended by the system. Finally, this algorithm can be applied in any
recommender system and modified based on the system’s objective.

However, we did not conduct experiments to evaluate our method. And there is a
remaining issue where an item with a high score cannot be distinguished clearly from
others. Our future work in this field is to verify the performance of the proposed
method and evaluate the results. Also, we will develop a method that can detect which
items are more valuable for users among ordinary items in order to improve the
proposed method.
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Abstract. Cloud computing resources are offered in various forms, and
surplus of computing resources are provided at cheaper price. A leading
cloud computing vendor, Amazon Web Services, provides such oppor-
tunistic resources as EC2 spot instance whose price changes dynamically
based on the resource demand from users. We analyze the spot instance
price logs and apply various predictive analysis algorithms to better pre-
dict future spot instance price. By applying various train dataset mod-
eling heuristics, we uncover that the SARIMA algorithm achieves the
best prediction accuracy in spot price prediction; it shows 17% more
accuracy than other algorithms that are widely used for spot instance
applications. By applying contributions in this paper, we expect that
spot instance users can decrease monetary cost while improving system
stability.

1 Introduction

Cloud computing provides various types of compute resources to serve diverse
application scenarios. The cloud computing frees the burden of system adminis-
tration overheads without incurring prohibitive initial hardware purchase cost.
From the service provider’s perspective, fully utilizing the already established
hardware resources and services is crucial to maximize monetary gain. As the
users’ resource demand can vary from time to time, some cloud computing
providers offer services at cheaper price than the regular price to maximize hard-
ware/service utilization. For instance, Amazon Web Services (AWS), a leading
cloud computing vendor, provides its surplus of EC2 computing resources at
a cheaper price in the form of spot instance. A user who wants to use a spot
instance bids for a price that one is willing to pay, and if the bid price is higher
than the spot price that is decided by the service provider, one can get the
resource allocated and pays for the spot price in the hourly basis. Other than
AWS, Google Cloud Engine provides such opportunistic resources in the form of
preemptive instances, and Microsoft Azure provides its excess compute capacity
as low-priority VM.

Though users can utilize the opportunistic resources at a cheaper price, sud-
den service termination can happen at anytime as the demand for the com-
puting resource changes. To mitigate the chance of sudden service interruption,

c© Springer Nature Singapore Pte Ltd. 2018
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few works were conducted to better predict and model the price change of EC2
spot instance in literature. Ben-Yehuda et al. [1] and Zhao et al. [10] tried to
predict the future spot instance price using various predictive analysis algo-
rithms, but they all concluded that the spot price is rather random and hard
to make meaningful prediction for future price changes. Since then, most of
studies that are related to spot instance focus on the handling sudden service
interruption [2,5,6,9] or spot instance bid strategy [7,11].

In this paper, we apply various time-series analysis algorithms to predict price
change pattern of AWS EC2 spot instances. By carefully designing the period
of train datasets, we could uncover that applying seasonal-arima (SARIMA)
can improve the accuracy of price change prediction error by 17% on average
comparing to the naive method that references the most recent price to predict
future price [5]. In addition to the contribution of improved price prediction
accuracy, we could also discover that the configuration values to get the best
prediction accuracy differs significantly across different availability zones and
instance types. Based on the extensive experiments and promising results, we
bring up an opportunity of improving spot instance prediction accuracy that can
result in significant cost gain for cloud computing users with increased system
stability.

2 Time-Series Analysis for AWS EC2 Spot Instance Price

In this work, we use various time-series analysis algorithms to predict future
spot instance price. First, we apply a simple mean method that uses the average
of previous price to make prediction. In the mean method, assuming the price
of instance in time t− 1 is xt−1, to predict the price of an instance at time t, we
use previous instance price until lag that is notated as n (Eq. 1).

ŷt =
xt−1 + xt−2 + ..... + xt−n

n
(1)

Naive method is another simple model that references only the most recent
spot instance price to make prediction for future time windows 2. For naive and
mean methods, the expected value can be used to make prediction for longer
period of time later than t.

ŷt = xt−1 (2)

Seasonal naive method is similar to naive method that uses the most recent
observation, but it utilizes seasonal information in making prediction. Assuming
the seasonal period is s, the predicted value at time t is the observed value at
time t − s [3].

ŷt = xt−s (3)

Auto Regressive Integrated Moving Average (ARIMA) is a popular statistical
model and widely applied for time series datasets. The algorithm is a combination
of auto-regressive (Eq. 4) and moving-average model (Eq. 5), with three parame-
ters (p, d, q). p is the number of auto-regressive terms that indicates dependencies
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on past values, d is the degree of differencing to make input dataset stationary,
and q is the number of lagged forecast errors in the prediction equation that
depends only on random error terms.

ŷt = w0 + β1yt−1 + β2yt−2 + .....βnyt−n + εt (4)

ŷt = w0 + εt + δ1εt−1 + δ2εt−2 + ... + δnεt−n (5)

If we set d = n, the equation becomes

ŷt = w0 + β1yt−1 + β2yt−2 + .....βnyt−n + δ1εt−1 + δ2εt−2 + ... + δnεt−n (6)

The term βi is the weight that is applied to prior values in the time series,
δi is auto-correlation coefficients at lags, and εi is the residual error term.

Fig. 1. SARIMA example

SARIMA stands for Seasonal ARIMA that allows ARIMA model to take into
account seasonal characteristics that some seasonal patterns repeat along many
periods in data sets. For example, in Fig. 1, taking historical time series data X
for duration of one year, we will predict ys with a seasonal period, s = 4, then
the model splits the length of time series by the number of seasonal period. We
get 4 periods, and each period contains 3 months of data. In the figure, assuming
(A) as 4th lag, (B) 3rd lag, (C) 2nd lag, and (D) as the first lag, the seasonal
lag time for X would be (x0, xs−1, xs−2, xs−3) and the number of periods will
be chosen based on number of lags given by AR (Eq. 4) and MA (Eq. 5). If we
set AR and MR coefficient as 2 then the AR would be βs and βs−1 and the MA
δs and δs−1.

Prophet model is developed by Facebook‘s Core Data Science team [8].
Prophet model forecasts time series dataset based on an additive and non-linear
model fit with seasonality and holidays. The prophet algorithm predicts yt by
computing growth, seasonality, and holidays:

ŷt = gt + st + ht + εt (7)
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The term gt is the growth function to compute how the series has grown and
the expected values for continuing growth, and st seasonality change based on
series behaviors, ht the effects of holidays, εt the error term.

3 Evaluation

To evaluate the effectiveness of applying various algorithms to predict spot
instance price, we fetch 11 months (from March. 2016 to Feb. 2017) of spot
price log files from the AWS public API service. From the log files, we extracted
the timestamp, spot price, availability zone, and instance type. The price of each
instance is stored hourly-basis using time-series data format in R with the period
of 24 h. The on-demand instance price is different for different instance types in
different regions, we normalize the spot instance price to that of on-demand
instance. The normalized value indicates the cost gain that one can expect while
using spot instances; smaller value indicates more gain.

At the time of writing, there are over 60 s of AWS EC2 instance types that
are served in over 30 availability zones. It becomes prohibitive to present the
experiment results from all instance types, and we select representative instances
in General, GPU, Compute-, Memory-, and Storage-optimized types that are
m4.2xlarge, g2.2xlarge, c3.2xlarge, r3.2xlarge, and i2.2xlarge, respectively. The
instances are not served in all availability zones, and we choose 18 zones that
provide the aforementioned instance types for experiments.

We evaluate naive, seasonal naive, mean, seasonal ARIMA, linear regres-
sion, and Prophet algorithms using packages in R 3.2.4. Among them, linear
regression and Prophet always perform worse than Arima, and we do not show
the result from them. Different algorithms have distinct heuristics to choose the
train dataset window. Naive and seasonal naive methods simply reference values
from the previous observations. For mean method, we use previous 1, 3, 7, 15,
30, 60, 90, and 120 days of prices to get mean value for prediction. However,
using only the most recent data (1 day) shows the best result, and we exclude
other results. For seasonal Arima, we differentiate the training dataset period
as 30, 60, 90, 120, and 150 days. In the prediction step, we use a model built
by auto.arima method of R. After building a model, we use the model for the
next 1, 4, 8, 15, and 30 days. Overall, seasonal Arima has two configurations in
the modeling data, previous days used in modeling, the number of days for a
model to be used, and we notate the value using parenthesis. For all algorithms,
we predict the normalized spot instance price for the next 24 h and calculate
root-mean-squared-error to evaluate each model.

Figure 2 shows the test error of different algorithms. For seasonal Arima and
mean, we select the best performing configuration values. Each algorithm is exe-
cuted in all 18 availability zones, and the mean test error is presented. Regardless
of instance types, Arima algorithm shows the best prediction accuracy among
other methods. Previous works on predicting spot instance price insisted that
using predictive analysis algorithms did not help to improve the prediction accu-
racy. With that, most systems using spot instances usually rely only on the very



Time-Series Analysis for Price Prediction 225

0.00

0.05

0.10

0.15

0.20

Compute GPU Storage General Memory

EC2 instances (−optimized)

Te
st

 e
rr

or

Algorithms arima mean naive snaive

Fig. 2. Test error rates of different predictive algorithms. Regardless of the instance
types, Arima shows the least error rate (lower is better).

recent price (naive method) only. However, with thorough experiments and train
data configuration, we could uncover the effectiveness of using Arima model to
predict spot instance price for the first time. In the figure, we can observe that
different instance types show different test error rate, and we expect the different
hardware specifications, such as GPU cards, can result in distinct supply and
demand pattern.

From Fig. 2, we observed that the Arima algorithm shows the best perfor-
mance. As noted earlier, we use various combinations of modeling data period
and model use days. To see the effect from the different parameters, we show
the test errors of GPU instances for different train data configurations in Fig. 3.
A group of bars in the left two clusters show the test error value of us-west-1a
and us-west-2c that show the least impact from the distinct parameters. The
right two bars show the test error of ap-northeast-1a and ap-southeast-1a that
show the most impact from the parameters. Other availability zones that are not
shown in the chart show the pattern in-between. In the legend, the first value
separated by comma means the number of days used in the SARIMA modeling
step, and the second value after the comma indicates the number of days a model
is used after it is built. In ap-southeast-1a zone, the worst configuration shows
50% more error rate than the best configuration. Furthermore, the worst config-
uration in ap-southeast-1a (150, 1) is the best configuration for ap-northeast-1a.
We suspect that such diversity was not considered in the previous works that
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Fig. 3. The impact of train data configurations to the overall test error rate of GPU
instance (lower is better).

try to predict spot instance price, and they could not eventually find a model to
make better prediction.

To check if there is optimal Arima train data configuration, we list the best
performing train data parameters in Table 1. From the table, we can see that
there is no globally optimal configurations. Contrary to general belief, building
a model with train dataset with shorter time window sometimes performs better
than longer train dataset. Furthermore, using a model longer period of time
occasionally perform better. From the table, we conclude that predicting spot
instance price needs careful consideration in building train dataset, and the
configuration needs to be dynamically updated.

4 Discussion and Future Work

With thorough analysis about spot instance price prediction algorithms, we
uncover the improved prediction accuracy as well as challenges in making bet-
ter prediction. Based on the observation, we are going to further improve the
algorithm in the following way.

The Good: Spot Price Change Prediction Most of previous works that
tried to predict spot instance price concluded that the price is random, and
applying predictive analysis algorithms does not really help to improve predic-
tion quality [1,10]. In this work, we applied multiple time-series analysis algo-
rithms by carefully designing the period of modeling data and parameters. With
extensive evaluation, we could uncover that applying predictive analysis algo-
rithms improves the price prediction accuracy over 17% on average comparing
to a method that uses only the most recent price [5,7].

The Challenge: No Globally Optimal Model Despite of increasing pre-
diction accuracy by applying various techniques, we could not find the globally
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Table 1. Best Arima model configuration for different instance types in distinct avail-
ability zones

Availability zones General Compute Memory Storage

ap-northeast-1a (60,4) (60,4) (60,4) (120,15)

ap-northeast-1c (60,2) (60,2) (120,15) (120,15)

ap-southeast-1a (150,1) (150,1) (150,1) (150,1)

ap-southeast-1b (150,1) (60,2) (150,1) (150,1)

ap-southeast-2a (60,4) (60,4) (150,1) (150,1)

ap-southeast-2b (60,4) (60,2) (150,1) (120,15)

eu-west-1a (60,4) (90,8) (30,2) (150,1)

eu-west-1b (60,4) (60,2) (30,1) (120,1)

eu-west-1c (60,2) (60,4) (30,1) (150,1)

us-east-1a (50,1) (150,1) (30,1) (60,2)

us-east-1c (150,1) (150,1) (30,1) (150,1)

us-east-1d (60,2) (150,1) (30,2) (150,1)

us-east-1e (60,4) (150,1) (30,1) (60,4)

us-west-1a (60,2) (150,1) (30,1) (120,15)

us-west-1b (60,4) (150,1) (30,1) (120,15)

us-west-2a (60,2) (150,1) (150,1) (150,1)

us-west-2b (60,4) (150,1) (30,1) (150,1)

us-west-2c (60,2) (60,2) (60,2) (150,1)

optimal algorithm and training data specification for different availability zones
and distinct instance types. It makes challenging to apply the algorithms for real
applications that can be deployed in any environments.

The Promising: Applying Hybrid Models Even with the diversity of
prediction accuracy for different algorithms and train data configuration, it is
observed that the train error and test error show high correlation. Pearson
product-moment correlation coefficient of train and test error is 0.904 - note
that the coefficient has a value from −1.0 to 1.0, and the value of 1.0 means a
perfect positive linear correlation, −1.0 means a negative correlation, while 0.0
means no correlation. We currently work on referencing the train error to better
choose the algorithms and train data period. We are going to apply the heuristic
to an application that utilizes GPU-based AWS EC2 spot instances to execute
deep learning tasks in a cost efficient way [5].

The Benefit: Lower Cost while Using Spot Instances With the
improvement in the prediction accuracy, we expect it will result in the cost gain
by cherry-picking few availability zones and instance types with lower prices.
We are working on a theoretical model that specifies correlation between the
prediction accuracy and the real cost gain. We are also working to utilize the
predicted outcome to anticipate instances that are likely to incur unexpected
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service interruption that is the crucial factor of making users reluctant to use
spot instances. In the prediction step, we try to anticipate the spot instance
price of the next 24 h. In an ideal case, if the task migration cost among dif-
ferent availability zones and instance types are negligible, we can issue more
frequent migrations by relying on prediction module that has lower prediction
error rate as the prediction window becomes shorter. By applying task migra-
tion heuristics that are proposed in literature [5,6], we expect to decrease the
prediction time window to increase the accuracy.

5 Related Work

Since the introduction of spot instance from AWS EC2 service, many attempts
were made to predict price change pattern in the near future. After thorough
investigation of spot instance price logs, Ben-Yehuda et al. [1] concluded that
applying predictive analysis algorithms in the prediction of spot instance price
is meaningless as it changes randomly. Javadi et al. [4] tries to apply statistical
model to the price logs by applying MLE method. Though the approach helps
to understand the spot price distribution, it does not help to predict future
price. Similar to our work, Zhao et al. [10] applied ARIMA model to make spot
instance price prediction, but they could not uncover the findings as we do in this
paper. The authors performed experiments only for one instance type in a single
region. As shown in this paper, the price change pattern differs significant among
different environments, and we expect the authors missed the characteristics.

As it was widely known that the spot instance price is hard to be predicted,
most of recent work focused on increasing stability of applications that run on
spot instances. DeepSpotCloud [5] and Flint [6] proposed fast task migration
mechanisms when a service interruption event happens. As the spot price pre-
diction is challenging, both approaches used the naive method [7,11], and we
believe that the finding in this paper can significantly improve the cost gain and
system stability of the previous approaches.

6 Conclusion

In this work, we try to predict future price for diverse instance types of AWS EC2
spot instances in 18 availability zones using various predictive analysis algorithms
(naive, seasonal naive, mean, SARIMA, linear regression, and Prophet) to see if
they can help to better predict the future spot instance price. Different from what
is generally known, we uncover that SARIMA model performs better than simple
methods. To the authors’ best knowledge, this is the first work that uncovers
applying predictive analysis helps to better predict the future spot instance
price. To get better result, we need to tune the train dataset by differentiating
the modeling period and model use time, and the tuning steps needs to optimized
to further improve the accuracy.
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Abstract. As mobile devices and personal computers have been more fre-
quently used through the Internet, data generated by not only people but also
devices have been continuously piling up. The data growing endlessly is called
Big Data and Deep Learning algorithms with the Big Data have been intro-
ducing the next level of artificial intelligence. It is generally applicable that the
more data deep learning algorithms train, the more accurate the deep learning
algorithms are. Then, an important problem is which size of data is enough for
deep learning algorithms to train the data. In many cases, it is not practical that
we wait for the data to grow bigger enough, and thus we need a new learning
model that can reduce this latency time and timely derive learning results with
useful accuracy. In this paper, we propose novel block-incremental learning
models for deep learning and experimentally show that the proposed model can
timely derive learning results with useful accuracy and the final accuracy is even
better than the traditional deep learning algorithms with the same size of training
data.

Keywords: Incremental learning � Learning model � Machine learning

1 Introduction

Machine learning techniques that learn data from a computer, select meaningful results
and apply it [1]. Therefore, machine learning becomes a hot topic in many fields
simultaneously with the emergence of Big Data [2]. The most important factor for a
computer to learn and judge for itself is the amount of computer learning, or amount of
data [3].

However, the data accumulates sequentially. Therefore, we must consider the
enormous waiting time of the huge training data for computer to learn. That is because
if the waiting time to obtain accurate and meaningful results is long, the time to use the
results will be delayed. Therefore, when a certain amount of data is input, there is a
need to utilize the data to derive the learning results timely, and to derive accurate
results and utilize the results.

For example, suppose that you want to learn the purchasing information of a user in
a newly opened shopping mall and recommend related products, and let’s assume that
it is necessary to construct learning data for about one year for meaningful learning.

© Springer Nature Singapore Pte Ltd. 2018
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In that case, the service will be available at least one year later. However, failing to
provide any service until the customer’s information is accumulated for a year is a huge
loss to both the company and the customer. In this situation, anyone can feel the need
to learn the purchasing information of the user and present the service as timely as
possible to the customer. Namely, this timely learning result should not be less accurate
than the result of learning by building a year of learning data. Therefore, we propose a
model to incrementally learn data and derive timely results as an alternative to this
need.

The contribution of this paper is as follows.

• Suggest a new learning model based on incremental learning.
• Confirmed through experiments that the model learned using incremental learning

eventually showed a higher accuracy than the existing learning model.
• Using incremental learning to derive timely accuracy results to reduce the appli-

cation time of the learning model.

The composition of this paper is as follows.

• In Sect. 2, we briefly introduce related work of this paper.
• In Sect. 3, we introduce several approaches to algorithms that produce timely

results.
• In Sect. 4, we explain and compares the algorithm introduced in Sect. 2 and the

experimental results of the existing algorithm.
• Finally, in Sect. 5, shows conclusions, limitations, and plans obtained from the

experimental results in Sect. 4.

2 Related Work

2.1 Basic Machine Learning Method

Computers cannot distinguish dogs and cats with photographs alone, but people can be
easily distinguished. To this end, a method called “machine learning”was devised. It is a
technique to input a lot of data into a computer and classify similar things. When a photo
similar to a stored dog photo is entered, the computer classifies it as a dog photo [4].
There have already been many machine learning algorithms for how to classify data.
‘Decision tree’, ‘Bayesian’, ‘support vector machine (SVM)’ and ‘artificial neural
network’ are representative. Of these, deep running is a descendant of artificial neural
networks. Recently, several researches on artificial neural networks, in particular deep
neural networks, have been conducted [5]. Among them, the Recurrent Neural Network
(RNN) applied a deep neural network structure to the language modeling field [6], and
Convolutional Neural Network (CNN) is well applied in the field of computer vision [7].

2.2 Transfer Learning

The model we are proposing is inspired by transfer learning and is based on getting the
results by learning the data to be discriminated [8]. Moreover, Data learning with
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transfer learning shows a one-off. Unlike transfer learning, the model proposed in this
paper has a more efficient and lasting effect because it learns repeatedly by gradually
accumulating data in order to increase learning accuracy by learning by incremental
learning method [9]. That is, in the existing learning method, when there are n pieces of
data to be learned, it is possible to see the result after learning all the n pieces of data to
be learned, and data can be learned only once.

3 Algorithm

In this chapter, we will introduce and compare 4 algorithms which create timely
conclusion with and without incremental learning.

3.1 Definition of n, block, subset and finalT

We use the term of n, block, subset and finalT in this paper. First, n represents the
number of training data to reach goal accuracy in original learning model. Block means
a fixed quantity of data produced in time T, and the sum of block will get to n as time T
increases, and we define correspond T as finalT. Lastly, subset in this paper refers the
training dataset of each algorithm for learning. To make this clear, we will use the
example from introduction. Suppose newly opened mall has to build 60,000 training
data to offer service to their customer and 5,000 data will be gathered in every month.
Then, n will be 60,000 and block will be 5000. At the same time, finalT will be 12 as it
will take 12 months to get 60,000 of data from 5000 of monthly data. And subset will
be 60,000 of data in this learning model.

3.2 Iteration Algorithm

Iteration Algorithm is learning method that use block generated at time T as subset and
train this with model newly produced in every T. It can be said that we use finalT
existing learning models to train each block. In Fig. 1, it trains the data block
(1) generated at T = 1 with Model (1) produced at T = 1, and Block (2) is trained with
Model (2) made at T = 2. Finally, it will train block (FinalT) with model (finalT) newly
created at T = finalT.

Fig. 1. Iteration learning model
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Code. 1. iteration algorithm pseudo code

iteration( )
{

for t ←1 to  finalT {
getSubset(subset, Block, t); 
model = train(subset);

}
}

getSubset(subset, Block, t)
{

subset.clear()

i ← Block*t to Block*(t+1)
subset.add(i);

}

Iteration algorithm uses subset from getSubset ( ). As T updated from 1 to final T,
subset will be also renewed with new subset that correspond to current time T for
training. And this subset will be trained with model generated in every T.

3.3 iterationNext Algorithm

IterationNext algorithm is very similar to the Iteration Algorithm in that it trains data
timely generated in every T. However, in contrast with Iteration Algorithm, Itera-
tionNext algorithm trains the block(T + 1) maintaining the model that was used to train
the previous block(T). In other words, the result of the previous data block is reflected
in the current block training. In Fig. 2, it learns the data block (1) generated at T = 1
with Model (1), and at T = 2, Block (2) is trained with Modelð1Þ2 reflecting the result
of training Block(1). It iterates training in this way until T = FinalT using a model that
reflects the training result block (final (T − 1)).

Fig. 2. iterationNext learning model
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Code. 2. iterationNext algorithm pseudo code

IterationNext()
{

for t ←1 to  finalT {
getSubset(subset, Block, t); 
if (t == 1)

model = train(subset);
else

model = nextTrain(subset, model); training subset with model 

reflecting previous subset.

}
}
getSubset(subset, Block, t)
{

subset.clear() 

i ← Block*t to Block*(t+1)
subset.add(i); 

}

iterationNext algorithm uses same way to get subset like iteration algorithm. It gets
new subset from getSubset ( ) in every T from 1 to final T. But iterationNext algorithm
generate new model at T = 1 and it uses model received from time (T − 1) to train
block (T) in T > 1.

3.4 BlockIncrement Algorithm

Unlike iteration and iterationNext algorithm which subset is temporarily used,
BlockIncrement algorithm train with cumulative subset. But it does not pass the model
like iteration algorithm. In Fig. 3, it trains the data block (1) generated at T = 1 with
Model (1), and Block (2) is trained with Model (2) made at T = 2. Eventually, it will
train with Block (1) +Block (2) +…+Block (FinalT) which is equal to n at time (T).

Fig. 3. BlockIncrement learning model
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Code. 3. BlockIncrement algorithm pseudo code

BlockIncrement()
{

for t ←1 to  finalT {
getBlockIncrementSubset(subset, Block, t);
model = train(subset);

}

getBlockIncrementSubset(subset, Block, t)
{

i ← Block * t to Block * (t + 1)
subset.add(i); 

}

BlockIncrement algorithm uses getBlockIncrementdSubset ( ) to get subset for
training. Subset will be accumulated as T updated from 1 to final T. In addition, this
subset will be trained with model generated in every T.

3.5 BlockIncrementNext Algorithm

BlockIncrementNext is similar to BlockIncrement algorithm in the way that trains with
cumulative subset. Although they are very alike, there is a difference between two in
that BlockIncrementNext algorithm employ model inherited from former block train-
ing. In Fig. 4, after block (1) is trained with model (1), it passes this model to next
training for block (1) +block (2). Finally, it will train block(1)+block(2)+……+block
(finalT) which is n with model reflecting the result of previous training block(1)+block
(2)+……+block(finalT – 1).

Fig. 4. BlockIncrementNext learning model
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Code. 4. BlockIncrementNext algorithm pseudo code algorithm

BlockIncrement_next()
{

for t ←1 to  finalT {
getBlockIncrementSubset(subset, Block, t); 

if (t == 1)
model = train(subset);

else
model = nextTrain(subset, model); training subset with model 

reflecting previous subset.
}

getBlockIncrementSubset(subset, Block, t)
{

i ← Block * t to Block * (t + 1)
subset.add(i); 

}

BlockIncrementNext algorithm makes accumulated subset with getBlockIncre-
mentdSubset ( ) for training in every T from 1 to final T. And it will generate model for
training subset at T = 1, then this model will be handed over to (T + 1) from T in
T > 1.

4 Experimental Result

4.1 Experiment Environment

This experiment implements with java language and it is based on deep learning open
source DL4J. Also it uses MNIST dataset composed of 60,000 training data and 10,000
test data [10].

4.2 Experimental Result

The comparison algorithm in this experiment is as follows.

– oriTrain: Existing Learning algorithm.
– iteration: (3.2) Block learning without passing the model configuration.
– iterationNext: (3.3) Block learning with passing the model configuration.
– BlockIncrement: (3.4) Cumulative block learning without passing the model.
– BlockIncrementNext: (3.5) Cumulative block learning with passing the model.
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These five algorithms were performed for each of 4 experiments with block = 3000
and block = 5000, and the experimental results were the average of 4 experimental
results.

Graph 1 shows the accuracy comparison graph of five algorithms when Block =
3000 and Graph 2 is the graph of five algorithm accuracy comparison when
Block = 5000. Both of them show that as the block increases, the detail of the graph is
the same even though the accuracy is different.

The accuracy of iteration algorithm and iterationNext algorithm, which derive the
results for each block, are much lower than the accuracy of oriTrain. It is because each
block generated for each T is trained to produce a timely result, the number of training
data is too small for the accuracy to reach the oriTrain’s in both training models. Unlike
these two, BlockIncrement learns by accumulating blocks. However, since the results
of the previous training are not used, the accuracy of the oriTrain is reached only when
the final time T = FinalT. But the learning method using the BlockIncrementNext
algorithm, which accumulates the blocks, proceeds through training, passes the model,
and reflects the previous results. In the early stage of the graph, the accuracy of
oriTrain, which is a model that collectively learns n data, is superior to our proposed
BlockIncrementNext model. However, blockIncrementNext model makes accuracy
increasing rapidly as learning progresses and beyond this accuracy from T * (T
* <FinalT). In block 5000, we can confirm that the BlockIncrementNext’s accuarcy
will be exceeded the accuracy of oriTrain from T = 6 and in block 3000 the accuracy of
oriTrain will be exceeded from T = 10. In addition, the accuracy of the blockIncre-
mentNext is maintained higher than the oriTrain continuously from the corresponding
T. Accordingly, BlockIncrementNext can be used without training after T * point
beyond the accuracy of existing oriTrain. Thus, the model we proposed learns through
timely accumulation of data, and the results are timely derived, so that it can be used
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more quickly than the existing model. Therefore, we ultimately present the
BlockIncrementNext model as a reasonable way to reduce the time loss.

4.3 Differences Between Existing oriTrain and BlockIncrementNext

The total time taken to derive the result from oriTrain is the (waiting time until n data
accumulates) + (actual training) and the available time from result is above T =
FinalT. Whereas, the total time required to obtain the results from the BlockIncre-
mentNext method is (waiting time until block data accumulates) + (actual training
time). Also available time is above T * (T * <FinalT). We will explain it with the
shopping mall example that we mention it earlier. If you have accumulated customer
data from January in the shopping mall, results of using the existing learning model
will be reliable in February of the next year, the results using BlockIncrementNext
learning model will be around July according to the experimental results In addition,
you can check whether the accuracy from learning is sufficient to get usable results and
at the same time, you can stop the learning if the accuracy is adequate. To check the
results of January data and use if accuracy is enough, it will take {(1 month) + (January
data training time)}. Then, you realize that subset is not enough yet. However, this
process is necessary. This is because the model used in this process will help to
improve accuracy in the next train. Training will be continued until you get June data
block as accuracy is high enough to use when you check.

To sum up, the BlockIncrementNext model has advantages such that there is no
long waiting time to accumulate data compared with the existing model and that it can
be used quickly with high accuracy at T* (T* <finalT).

5 Conclusion

We present a BlockIncrementNext model as a rational approach to the need to timely
derive learning outcomes, and to derive accurate results and utilize the results. This
model will reduce the time lag between data accumulation and reduce the time loss and
ensure a faster time to use than the existing model with high accuracy results.

However, the BlockIncrementNext model has the limitation that the block time is
accumulated and the learning time is longer than the origin because BlockIncre-
mentNext model accumulates blocks and learns the accumulated data. When learning
in this way, there is a limit point that has longer learning time than existing learning
model. We will suggest new models to complement these problems in future work.
Despite these limitations, this model can have positive effects such as high accuracy,
timely response, and quick availability of meaningful results compared to existing
learning models. Therefore, in this paper, we propose a BlockIncrementNext model
with such meaningful results.
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Abstract. This paper provides a review of the literature on team formation
problem. We illustrate the review based on two different classifications; oper-
ations research and data mining. The papers in each class are then described
according to their contributions to the literature. We aim to facilitate the chasing
of conducted works in relevant area of interest and to identify trends and fields
which should be topic to future studies. Also, we present the problem of the
existing Team Formation method and showed our approach outperformed the
conventional approaches, where we explained not only the abilities of the
players but also the harmony has been one of the key factors that has been
worked in the real world soccer datasets.

Keywords: Team formation problem � Operations research � Data mining

1 Introduction

Most of the tasks, that people usually perform, demand some degree of collaboration
and communication which can be named as teamwork [3, 12]. The importance of
project management and teamwork in engineering and computer science is undeniable
[9, 11]. This importance manifests itself in the attraction of many researchers to con-
duct research on the problem called Team Formation.

A set of interrelated tasks which have been planned to be executed within certain
budget, time, and other limitations can be accomplished with a group (team) of experts
who have a full set of complementary skills. However, the fulfillment of a project is not
only associated with the level of expertise that experts required, but also an effective
collaboration and communication among team members. Thus, the emerging problem
to tackle is selecting a team of experts with a minimum cost, who cover the required
skills of the project and able to have an effective communication and collaboration with
each other.

Concerning the literature of the team formation problem, the research papers
published in this topic can be classified into two communities; Operations Research
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(OR) and data mining [6, 10]. The difference between these two communities lies in the
existence of social network among individuals. Unlike the research papers published in
the operation research community, the communication and collaboration among team
members have been considered in the data mining related publications.

In this paper, we aim to provide a review of the literature on team formation. The
relevant manuscripts have been extracted from different databases such as DBLP, Web
of Science, etc. Some additional publications have been also found from the cited
papers in the references of the obtained manuscripts. We ended up with a total number
of 36 research papers. A diagram to illustrate the distribution of the manuscripts
according to their publication date is shown in Fig. 1.

We organize the literature of team formation using two perspectives; 1. Studies
conducted without considering social network which are in the field of Operations
Research (OR) class. 2. Studies conducted with considering social network in data
mining category. In such a way, a researcher can probe for a list of papers according to
his or her specific needs.

2 Related Works on Team Formation Problem

Traditionally, team formation has been discussed in the field of operational research.
As mentioned earlier, most of the research conducted in operations research community
ignored the network structure of the team members and the focus is limited on only
their expertise level. Generally, team formation studies in OR are based on a trend in
which the problem is formulated as an integer linear program (ILP) to obtain an optimal
match between individuals and the desired functional requirements [8]. In these
research studies, the problem is often tackled applying techniques such as genetic
algorithm [13], branch-and-cut [15], and simulated annealing [2].

In [15], Zakarian and Kusiak proposed a methodology for team formation which is
based on the Analytical Hierarchy Process (AHP) and the Quality Function Deployment

Fig. 1. Number of papers according to Publication date
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(QFD) method. They also developed an integer programming model to form the
multi-functional teams in which the team members are prioritized based on engineering
characteristics. The authors asserted that their research is the first work which uses an
analytical approach for building teams. A similar model to the Zakarian’s one was
proposed by Boon and Sierksma to boost [2] the quality of a team. The authors for-
mulated linear optimization models to calculate the optimal teams for assigning the right
candidates to the right team.

Wi et al. [13] analyzed the knowledge of the individuals to form new teams with
managers and used a genetic algorithm to select team managers and members. In this
research, a fuzzy inference system was used to assess the knowledge of the candidates
and their familiarity. Using similar approach, Baykasoglu et al. [1] developed a fuzzy
optimization model and solved it using a simulated annealing algorithm to build a team
for a given project. To do so, the budget and time limitations of a project and inter-
personal relations of team members were brought into consideration.

Unlike the research studies in OR community, the network structure between
candidates has been considered in data mining papers for team formation problem. To
take the social network into account, it is often modeled as a graph, where the nodes
represent candidates, who possess one or more than one skills, and the edge between
pair of candidates is weighted as either the communication cost (distance) or the
similarity of the two corresponding candidates.

For the first time in the literature, Lappas et al. [8] introduced the problem of finding
a team of candidates from a social network. They tried to build a team which
encompasses the required candidates for the project accomplishment so that the can-
didates can collaborate and communicate with each other effectively. In this study, the
authors estimated the communication cost of the team by proposing two functions;
diameter communication cost (Cc-R) and minimum spanning tree communication cost
(Cc-MST). However, Kargar and An [5] asserted that the communication cost by the
functions proposed in [8] might not be measured well when the communication of two
skills is brought into consideration. To support their assertion, they stated that the
diameter function only calculates the communication cost of two candidates that are far
from each other, and the communication costs of all required candidates are not
measured by MST function. Furthermore, they pointed out that both functions are
sensible to even a slight change to the graph due to the instability essence of them.
Hence, the authors in [5] proposed two new communication cost functions (the sum of
distances and the leader distance) to overcome the limitations of [8] ones. They tackled
the problem and the procedure of finding top-k teams of candidates with/without a
leader. They also proved that one of the functions proposed is NP-hard and designed an
approximation algorithm to solve it.

Later, Kargar et al. [6] developed a bi-objective function to consider both node
attributes and arc values. In the function proposed, each node represented a candidate
who is associated with a weight as the personnel cost, and the weight on the edges
represented the communication costs between pairs of candidates. The authors used the
new combined cost function to select a team of candidates that covers all the required
skills and minimizes the communication and personnel costs of the project. They proved
that the problem with new cost function is NP-hard and proposed four algorithms
(an approximation algorithm and three heuristic algorithms) to solve the problem.
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Similar objective to [5], Juang et al. [4] proposed two efficient algorithms
(BCPruning and SSPruning algorithms) to find a team of candidates for covering the
required skills as well as minimizing the communication cost. By proposing BCPruning
algorithm, the better initial leader candidates, for obtaining a lower communication cost,
were selected and this results in an effective pruning of candidates. On the other hand, a
lower bound of communication cost for each leader was found by SSPruning algorithm
to prune some candidates without any computation. In [14], Yang et al. proposed
approximation algorithms for team formation problem to find near optimum teams. The
problem was presented on a novel heterogeneous network structure which form the team
by prioritizing the skills of the candidates. The information used in the paper was
extracted from research news for constructing a co-occurrence network.

Surprisingly, in the last decades, majority of the manuscripts related to team for-
mation problem have been emerged in data mining community [7, 10, 12]. This issue
manifests itself in the papers such as [5, 6, 8, 14] so that their complementary role in
this specific topic is undeniable. This research is led to the discovery of the theoretical
background on the team formation problem and represented the problem definition with
formal notation as following section.

3 Problem Definition and Solution Framework

The existing methods constitute a team by considering simple harmony among players
or player ability, but we construct a team by incorporating both of them. In order to see
our method Harmonic mean, let’s see the followings.

Let’s assume that a candidate of team, C, and a set of position or skill, S ¼
s1; s2; . . .; smf g. For a given candidate ci 2 C and his position ability ci ¼ si1;

�

si2; . . .; s
i
mg, a team T is denoted by T ¼ c1; c2; . . .; cmf g. Then, we define the harmonic

mean for the team as:

Harmonicmean ¼ a� Tnode þ 1� að Þ � Tarc

where Tnode is the sum of the personal abilities of the team members, and Tarc is the
sum of the team members’ harmony between the team members as follows:

Tarc ¼
X

ci;cj2T and i6¼j

si1 s j2 þ s j3 þ . . .þ s jm
� �þ . . .þ sim s j1 þ s j2 þ . . .þ s jm�1

� �� �

m

For example, given two team members cp ¼ sp1; s
p
2; s

p
3

� �
and cq ¼ sq1; s

q
2; s

q
3

� �
and

m ¼ 3, Tarc cp; cq
� � ¼ sp1 sq2 þ sq3

� �þ sp2 sq1 þ sq3
� �þ sp3 sq1 þ sq2

� �
or Tarc cp; cq

� � ¼ sq1 sp2 þ
�

sp3Þþ sq2 sp1 þ sp3
� �þ sq3 sp1 þ sp2

� �
.

In this paper, the algorithm and other related details will be removed for the size
limitation and the explanation also explained in the conference. In short, this kind
approach is the first approach for the team formation problem to the best of our
knowledge, and in the experiment our approach outperformed the conventional
approaches in terms of time and efficiency that represented in the next section.
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4 Experiment and Discussion

We applied existing method and our approach a real world FIFA data set of the year
2010–2011 where some of the interesting data has been selected and exploited in this
paper such as FC Barcelona, Manchester United, and Real Madrid players in FIFA 11
and compared it with other tactics and other teams in the same team.

Figure 2 shows the experimental results for our method and the existing methods,
where we can see that the players in the three teams are excellent in the personal abilities
(see the last bars of the teams) that is easy to guess. The team harmony, however, of the
tem FC Barcelona (year 2010–2011) was much better than the other two teams, which
can the reason why the team won UEFA champions league at that time.

Fig. 2. Result for existing methods and our method

Fig. 3. Comparison with Team Harmony Method and Sum of the distance method
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Figure 3 shows the experimental results for our method and the existing method,
the sum of the distance approach and the simple sum, where the accumulated score of
the team formation of our approach is superior to the other two approaches with respect
to the top-k increasing. Note that the node sum approach considers only the abilities of
the players that has been the conventional way of research, and the arc sum approach
considers only the relationship between the players of the team. The our team harmony
approach represented always the best among all the three approaches up to the numbers
to the last combination possibility. We can claim that our team harmony approach has
been the best of all the team formation methods for any number of team members.

5 Conclusion

In this paper, we provided a review of the literature on team formation problem. We
illustrated the literature from two different communities such as operations research
community where the social network among team members is not considered in the
manuscripts. And the data mining community where the team members collaborate and
communicate with each other on team formation problem. The review is to facilitate the
chasing of conducted works in relevant area of interest and to identify trends and fields
which should be topic to future studies. Also, we present the problem of the existing
Team Formation method and showed our approach outperformed the conventional
approaches, where we explained not only the abilities of the players but also the
harmony worked, and we showed that it was why FC Barcelona won in UEFA
champions league in year 2010–2011.
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Abstract. Korean text recognition in a natural scene is a challenging task due
to the complexity of character shapes and the lack of dataset comparing to
English or other languages. In this paper, we present a new dataset with the goal
of improving the recognition of Korean natural scene text. Our dataset is gen-
erated by data augmentation techniques without losing a reality. The number of
augmented images is 3 million and these images are made up of about 30
non-commercial fonts and 511,000 words from a standard Korean language
dictionary. This enormous amount of data offers new possibilities for training
deeper neural networks. In our extensive experiments, results show that our
dataset effectively trains convolutional recurrent neural networks that achieve
state-of-the-art performance on the Korea Advanced Institute of Science &
Technology (KAIST) scene text database with very few data-acquisition costs.

Keywords: Scene text recognition � Data augmentation � Neural network

1 Introduction

Scene text recognition, which recognizes text in natural images, is a challenging
problem but widely useful for automatically identifying signboards and guideboards,
etc. While the recognition of English text within natural images has been well studied
in [1–4], Korean text recognition is still a challenging problem due to the complexity of
character shapes and the lack of a dataset. There have been many efforts [5–10] to
recognize or detect Korean text in natural scenes or in handwritten text. Handwritten
text recognitions [5, 7, 8] and detection [6] methods have been proposed, however, the
maximum number of images per class used in these papers is only 2,187 that is
relatively smaller than those in the Modified National Institute of Standards and
Technology (MNIST) dataset [11], which has 6,000 instances per class. This lack of
dataset gets worse in case of natural scene text detection and recognition. The dataset
used in experiments has only 113 images in [10] and 445 images in [9]. To solve the
lack of a dataset on a text recognition in English natural scene text images, there have
been many efforts [2, 3, 12] to generate an augmented scene text dataset.

In this paper, we present a new dataset that contains 511,000 words from a standard
Korean language dictionary with more than 30 non-commercial fonts. In total, the
dataset has 3 million images with 3269 characters. In contrast to the latest Korean scene
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text database [13, 14], our dataset has more classes, instances per classes, and images.
Convolutional recurrent neural networks trained with our augmented dataset are almost
the same accuracy as the state-of-the-art technique.

Our scene text synthesis system is drawn in Sect. 2, our experimental results with
state-of-art method, convolutional recurrent neural networks (CRNNs) [4], is described
in Sect. 3, and Sect. 4 concludes the paper.

2 Scene Text Synthesis System

Supervised learning of deep neural networks such as CRNNs, which have millions of
trainable parameters, needs a huge training dataset with labels. While datasets [14–19]
are publicly available, the datasets have a very limited number of image, and even text
in the dataset [15, 16] is a list of characters, not words. In the real world, it is a very
demanding task that is almost impossible to collect millions of a dataset, especially
natural text scene. To cope with this problem, many researchers have proposed
methods [2, 3, 20] that synthesize a dataset.

Ku-1 dataset has 1,500 characters and 1,000 images. PE92, PHD08, CBNU DB and
KAIST DB have 2,350 characters and the number of images in datasets ranges from
100 to 2,470. Ku-1, PE92 and PHD08 consist of characters, not words. CBNU DB and
KAIST DB contains words. Ku-1 and PE92 are handwritten text, PHD08 is printed
matters, CBNU DB and KAIST DB are natural scene images. Our dataset consists of
3,269 characters, has 3 million images and is synthetic natural scene images. Char-
acteristics of each dataset are shown in Table 1.

In this section, we describe our scene text synthesis system, which helps deeper
networks trained with an augmented dataset. Our system generates realistic scene text
images under hypothesis that text in the wild is generally rendered by printing devices
with various fonts, styles and backgrounds, so that a dataset that is generated by our
system gives the trained models generality to real images. The system consists of four
steps: text and shadow rendering, random curve and rotating in 3D, blending text and
background with natural images and merging layers. The pipeline of our system can be
illustrated as follows.

Table 1. Characteristics of Datasets

Type # of characters # of images # of fonts

Ku-1 [18] Handwritten 1,500 1,000 –

PE92 [17] Handwritten 2,350 100 –

PHD08 [15] Printed 2,350 2,187 9
CBNU DB [19] Natural scene 2,350 2,250 –

KAIST DB [14] Natural scene 2,350 2,470 –

Ours Synthetic 3,269 3,000,000 30
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1. Text and shadow rendering – our system renders text and its shadow for randomly
selected font and each word in dictionary. Font size is varied from uniform dis-
tribution, text and shadow color are sampled from color clusters that are generated
from natural images [21] and gradation is randomly applied to text.

2. Random curve and rotating in 3D – a rendered text follows a random curve that has
various amplitude and frequency and rotates in x- and z-axis according to uniformly
distributed random probabilities.

3. Blending text/background with natural images – text and colored background are
blended with randomly selected natural images. Blended method is arbitrarily
selected from addition, multiply, subtract, difference, etc.

4. Merge all layers – merges all layers with background, shadow and text.

The whole process of our system is depicted in Fig. 1. The number of total images
is 3 million and our dataset contains 3,269 character classes and 511,000 words. Each
class has 5,000 images in average and it is relatively huge size comparing to KAIST
scene text dataset [14] that is made up of about 2,470 images, including Korean and
English.

3 Experimental Results

In this section, we show the validity of dataset that is generated using an augmented
approach. To verify our dataset, we train a convolutional recurrent neural network [4]
that shows the most effective recognition technique for English and we modified the
number of output classes to 3269. The structure of the convolutional recurrent neural
networks used to validate our dataset is illustrated in Fig. 2. Our CRNN networks is
similar to that of Shi et al. [4], but outputs for recurrent layers are extended to 3269 as

Font &
shadow

rendering

Natural
Image

Blending

Random
curve & 

rotate in 3D

Merge all 
layers

<gradational text>

<text shadow>

<gradational text>

<cropped natural image>

<blended text>

<cropped natural image> <colored background>

<blended background>

(a) (b)

Fig. 1. (a) The pipeline of a scene text synthesis system. (b) samples from the dataset generated
by the scene text synthesis system.
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depicting in Fig. 2. Experiments were conducted on a machine with an Intel Xeon
E5-2620 v3 CPU, 32 GB of RAM, which is equipped with an NVIDIA Tesla
K40m GPU. An experimental environment is depicted in Table 2. We use ADA-
DELTA [22] to train the network, setting the parameter q to 0.9. The training process
takes about three days to reach convergence. To test the network, we use a real dataset
[14] as a test dataset. The result shows that the trained network with our dataset
achieves almost same accuracy of 74.8%, as state-of-the-arts. Figure 3 shows results of
recognition of three samples from our synthetic dataset in epoch 10, 45 and 180. For an
image in the first row, the first two characters are incorrectly in epoch 10. In epoch 45,
second character is improperly recognized and, in epoch 180, whole characters are
perfectly recognized. The recognition accuracy of the others in Fig. 3 is also improved
similar to the first case.

Fig. 2. Illustration of convolutional recurrent neural networks for Korean scene text recognition.

Table 2. Experimental Environment

Device Specification

CPU Xeon E5-2620 v3 @ 2.4 GHz
Main memory 32 GB
GPU NVIDIA Tesla K40m

# of Cores 2880
Memory 12 GB
Compute Capability 3.5
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4 Conclusion

In this paper, we have introduced a new dataset with the goal of improving the
recognition of Korean natural scene text. The dataset was generated by
data-augmentation techniques that consist of four steps including text/shadow render-
ing, perspective distortion, blending text with natural images and merging layers
without data-collection effort. Using 511,000 words from a standard Korean language
dictionary and 30 Korean fonts, 3 million images were generated without loss of
reality. Then, as we trained CRNNs with our dataset, we showed the validity of the
augmented dataset and achieved adequate accuracy of 74.8%.

In this paper, we introduced cropped images that contain only Korean text without
a background region. However, in the future works, we will generate a new dataset
depicting a whole scene, including not only characters but also real-world backgrounds.
And we will also propose fully integrated networks to detect a location of text and
recognize characters in a natural scene text. Then we will publicly open our dataset on
our project website.
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Abstract. We apply the Hamilton 2-regime Markov Switching model to the
stock returns along with exchange rates and interest rates from January 1993 to
December 2016 in Korea. Two regimes are distinct in the Korean stock market.
In regime 1 with low-volatility, the stock returns of Korea are significantly
affected first by their exchange rates and secondly by their interest rates. More
precisely, both exchange rates and interest rates negatively influence the stock
returns during relatively stable periods in Korea. In regime 2 with high-volatility,
the Korean stock market is explained by none of the two explanatory variables.

Keywords: Markov regime switching model � Stock returns � Exchange rates �
Interest rates

1 Introduction

Since theAsianfinancial crisis and the globalfinancial crisis, the regime shift behavior has
been more often recognized in the stock markets. Before the two crises, many empirical
studies have already focused on the regime shift behavior or structural breaks in stock
market volatility. Hamilton [1] developed Markov regime switching models (MRSM).
Cai [2] developed Markov Switching Autoregressive Conditional Heteroscedasticity
(MS-ARCH) model. Gray [3] developed Markov Switching Generalized Autoregressive
Conditional Heteroscedasticity (MS-GARCH) model and Henry [4] extended it to a
2-regime Markov Switching Exponential Generalized Autoregressive Conditional
Heteroscedasticity (MS-EGARCH) model. Recent researches associated stock returns
with only either interest rates or foreign exchange rates. Henry [4] evaluated the rela-
tionship between stock returns and short-run interest rates employing MS-EGARCH in
the US. Regime switching behavior of stock returns with foreign exchange rates was
examined by Diamandis and Drakos [5], Lin [6], and Chkili and Nguyen [7].

We examine the regime shift behavior of stock returns associated with both interest
rates and foreign exchange rates in the Korean stock market based on the 2-regime
MRSM (Hamilton [1]) from January 1993 to December 2016.
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2 Methods

The data used in this paper is monthly total return indexes of Korean KOSPI from
January 1993 to December 2016, along with the monthly exchange rates and the
monthly interest rates on the same period. The monthly stock prices and exchange rates
are originated from ECOS of Bank of Korea and the monthly interest rates are from
monthly monetary and financial statistics of OECD.

For estimating the correlations among the stock returns, the exchange rates, and the
interest rates in the Korean stock market, the 2-regime Markov Switching model by
Hamilton [1] is an adequate approach. In terms of methodology, the autoregressive
terms are not necessary in our models due to the logarithmic transformation of stock
returns, while Hamilton models [1] mostly use the autoregressive terms. The Markov
Regime Switching Model (MRSM) following Hamilton [1] assumes that there are
multiple regimes with different volatilities and the processes switch between the two
regimes. The regime 1 consists of the low-volatility periods and the regime 2 consists
of the high-volatility periods. In the empirical studies, the process is said to be in
regime 2 with high-volatility if the estimated probability of regime 2 is close to 1. The
regime 2 is used to identify unstable economic situation.

The logarithms of the stock prices are considered as aBrownianmotion (Osborne [8]).
As an analogy, at time t, let Yt be the logarithm of monthly stock returns as follows:

Yt ¼ log
Stockt
Stockt�1

� �
ð1Þ

Then Yt lies in one of the two regimes st, where st ¼ 1; 2. We similarly transform
the two exogenous variables, exchange rates and interest rates to define Et and It as
follows:

Et ¼ log
Exchange Ratet
Exchange Ratet�1

� �
ð2Þ

It ¼ log
Interest ratet
Interest ratet�1

� �
ð3Þ

The MRSM can be written as follows:

Yt st ¼ b0st þ b1stEt þ b2st It þ et
�� ��st ð4Þ

where etjst �N 0;r2
st

� �
. Our model assumes that the stock returns switch between the

two regimes based on the Markov transition probabilities which are denoted by

pij ¼ Pr stþ 1 ¼ jjst ¼ i½ �; i ¼ 1; 2; j ¼ 1; 2 ð5Þ
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where pi1 þ pi2 ¼ 1 for i = 1, 2. Note that the exchange rates and the interest rates do
not switch. We assume that r2

1\r2
2.

The most widely used criteria for model selection is the Maximum Log-likelihood
(MLL) function. If the sample size is large, the MLL difference between general model
and restricted model is asymptotically a chi-square distribution with the degrees of
freedom as dimension difference of the two parameter spaces when the restricted model
is correct. As additional criteria, the Akaike information criterion (AIC) and the
Bayesian Information Criterion (BIC) are considered and “smaller is better” for both of
them (Akaike [9]; Akaike [10]; Pinheiro and Bates [11]; Rice [12]).

We used msmFit function (Sanchez-Espigares and Jose [13]) and stepAIC function
(Venables and Ripley [14]) in R 3.3.1. Throughout the paper, the p-values less than
0.10 are considered to be statistically significant.

3 Result

The two plots in Fig. 1 show co-movements of processes from January 1993 to
December 2016 in the Korean stock market: (1) stock prices (KOSPI) vs. exchange
rates and (2) stock prices (KOSPI) vs. interest rates. In the first plot of stock prices vs.
exchange rates, there seem to be clear multiple clusters of connected processes. Within
each cluster, stock prices and exchange rates are negatively associated. In the second
plot of stock prices vs. interest rates, there seem to be two clusters. Within the
low-interest cluster, negative relation is observed and within the high-interest cluster,
no linear association between stock prices and interest rates is observed.

For the stock returns, we fit the following four 2-regime switching models: (1) in-
tercept only (2) exchange rates (3) interest rates (4) both exchange rates and interest
rates. According to the criteria, MLL, AIC, and BIC, model 4 is the best (Table 1). The
most significant exogenous variable is exchange rates and the second significant one is

Fig. 1. The left plot is stock prices (KOSPI) vs. exchange rates and the right plot is stock prices
(KOSPI) vs. interest rates from January 1993 to December 2016 in the Korean stock market.
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interest rates. Table 2 presents the parameter estimates for both regimes of the model 4.
The volatility of regime 2 ðr2 ¼ 0:1169Þ is about 3 times the volatility of regime 1
ðr1 ¼ 0:0424Þ. In regime 1 with low-volatility, the exchange rates negatively influence
on the stock returns (P < 0.01) and similarly the interest rates negatively influence the
stock returns (P < 0.1). It means that the stock returns increase when interest rates or
exchange rates decrease. The transition probability from regime 1 with low-volatility to
regime 2 with high-volatility is more than twice the transition probability from regime
2 to regime 1. In regime 2 with high-volatility, Korean stock returns are not influenced
by either its exchange rates or interest rates.

The coefficient of determinant R2 in Table 1 means the explained variability
compared to the total variability of the process. In regime 1 with low-volatility of the
model 2, we can see that the exchange rates alone can explain 18.3% of the stock
returns (R2 = 0.183). In regime 1 with low-volatility of the model 3, we can see that the
interest rates alone can explain 5.2% of the stock returns (R2 = 0.052). In regime 1 with
low-volatility of the model 4, the exchange rates and interest rates together can explain
23.3% of the stock returns. All the coefficients of determinant in regime 2 with
high-volatility are quite small. The coefficient of determinant R2 are increased up to
near 0.6 in 3-regime switching model maybe because each regime gets shorter and is
composed of relatively homogeneous processes. The 2-regime model, however, is
fitted in this study since it looks more intuitive than the 3-regime model.

In view of the methodology, the parameter estimates for the MRSM in Table 2 were
slightly inconsistent which was already pointed out by Campbell [15], Kim et al. [16],
and Yuan [17]. “The unfiltered two-state Markov-switching model suffers estimation
instability while the filtered model turns out to be temporally consistent” or “MLE is
inconsistent for regime-switching models in general”. However, its overall significance
turned out to be consistent throughout the analysis. Above all, the plots of probabilities
for the two regimes well capture the historic Asian financial crisis and also the global
financial crisis.

In Fig. 2, on the left are time series plots of stock returns, exchange rates, and
interest rates. On the right are plots of the probabilities of being in two regimes estimated
from the MRSM for the stock returns along with both exchange rates and interest rates.
The upper plot corresponds to the estimated probabilities of being in regime 1 with
low-volatility and the lower plot corresponds to the estimated probabilities of being in

Table 1. Model selection criteria for the Markov Regime Switching Models for stock returns
along with exchange rates and interest rates.

Exogenous variables AIC BIC MLL Regime 1 R2 Regime 2R2 Selected

(1) None −740.1 −721.5 372.1 0.000 0.000 BIC
(2) Et −775.6 −738.3 391.8 0.183 0.051
(3) It −746.3 −709.0 377.1 0.052 0.000 AIC, MLL
(4) Et and It −783.3 −727.3 397.6 0.233 0.057

Note: R2 is the coefficient of determination. The response variable is stock returns. Regime 1
consists of low-volatility periods and regime 2 consists of high-volatility periods.
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regime 2 with high-volatility. At time t, sum of the two probabilities is equal to 1. The
process is practically said to be in regime 2 with high-volatility if its corresponding
estimated probability is close to 1. In regime 2 with high-volatility of Korea, there are
sets of periods with estimated probabilities close 1, which include Asian financial crisis
of 1997 and the Global financial crisis of 2008. Korean economy suffered great insta-
bility during both the Asian financial crisis and the global financial crisis.

Table 2. Parameter estimates of the selected Markov Regime Switching Model in Korea.

Parameters Estimates (Standard error)

Regime 1 with low-volatility b01 9.6104 (0.1857)
b11 −0.8984 (0.0859)***
b21 −0.1872 (0.1138)*
r1 0.0424

Regime 2 with high-volatility b02 6.5934 (16.2391)
b12 −0.5526 (3.0434)
b22 0.1214 (0.5098)
r2 0.1169

Transition probabilities p12 0.0275
p21 0.0122

Note: 1 The response variable is stock returns. The exogenous variables
are Et and It for Korea. b01 and b02 are intercepts for regime 1 with
low-volatility and regime 2 with high-volatility. b11 and b12 are the
coefficients of exchange rates, b21 and b22 are the coefficients of interest
rates, and r1 and r2 are the standard deviations of the two regimes.
***: significant at 0.01 level. *: significant at 0.1 level.

Fig. 2. The left plots are stock returns, exchange rates, and interest rates. The right plots are the
probabilities of being in regime 1 and regime 2 estimated from the MRSM for the stock returns
along with both exchange rates and interest rates. The upper plot corresponds to regime 1 with
low-volatility and the lower plot corresponds to regime 2 with high-volatility.
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4 Conclusion and Discussion

We examine the regime shift behavior of stock returns associated with both interest
rates and foreign exchange rates in the Korean stock market based on the 2-regime
MRSM (Hamilton [1]) from January 1993 to December 2016. The best fitted model for
this analysis is 2-regime Markov regime switching models with both exchange rates
and interest rates.

In this model, we have found the evidence to support the existence of two distinct
regimes in the Korean stock market: regime 1 with low-volatility and regime 2 with
high-volatility. Regime 2 with high-volatility includes the Asian financial crisis of 1997
and the Global financial crisis of 2008 in the Korean stock markets. The duration of
Regime 2 with high-volatility after the Asian financial crisis of 1997 is much longer
than its duration after the Global financial crisis of 2008.

In regime 1 with low-volatility, the stock returns of Korea are closely related to
their exchange rates and interest rates. The exchange rates are more influential to the
Korean stock returns than the interest rates in this regime. In regime 2 with
high-volatility, Korean stock returns are not influenced by either its exchange rates or
interest rates. It is because that the policy relating to exchange rates and interest rates is
not instantly reflected on the stock markets in unstable economic periods.

The future study will include the analysis of the regime switching dynamics for the
four stock markets, Korea, Japan, USA, and China. The latter three countries are
closely related to the Korean economy. In addition, we examine the simultaneous
cross-correlations among these stock markets using the MRSM for the same periods.
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Abstract. A well-designed portfolio plays a key role in achieving invest-
ment goal. In this paper, we use Recurrent Neural Networks with Long
Short Term Memory (LSTM) Units, to predict potential returns of a
collection of investments. Then, we construct diversified portfolios by
giving thresholds for the potential returns and examine the return and
risk levels of the portfolios. These results show conclusively that it is
possible to build a portfolio given a desired degree of return and risk by
adjusting the thresholds, which is promising in asset allocations reflected
investors’ risk preference.

1 Introduction

Machine and Deep learning are rapidly becoming one of the most important
components of financial field. Prediction of financial time series is regarded as
a challenging problem since the financial market is essentially nonlinear, com-
plex and evolutionary in nature. Machine learning technique have been suc-
cessfully used for modelling and forecasting financial time series. Application of
machine learning algorithms to the financial market has attract a lot of attention
since they provide flexibility in modelling high-dimensional financial data sets
(Atsalakis and Valavanis 2009; Dixon et al. 2015; Huck 2009, 2010; Krauss 2017;
Moritz and Zimmermann 2014; Sermpinis et al. 2013; Takeuchi and Lee 2013;
Cavalcante 2016).

It has recently been proposed that more sophisticated models for stock pre-
diction: two neural network architectures and generalized regression neural net-
works to predict the stock market (Mostafa 2010), a model combined wavelet
transform and artificial neural networks (ANNs) (Chandar et al. 2016), particle
swarm optimization of ensemble neural networks with fuzzy aggregation (Pulido
et al. 2014), ANNs integrated with an improved bacterial chemotaxis optimiza-
tion (Zhang and Wu 2009), and a hybrid neural networks and multiple regression
model (Averkin et al. 2016).

Most previous studies on application of machine (deep) learning to finan-
cial sector focus on the prediction accuracy of financial time series or automatic
trading rules. In this paper, we deal with a portfolio construction and asset allo-
cation methodology which is considered to be the most important of investment

c© Springer Nature Singapore Pte Ltd. 2018
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principles. In the 1950s Markowitz developed the Modern Portfolio Theory (or
mean-variance analysis) which is a mathematical framework for assembling a
portfolio of assets such that the expected return is maximized for a given level
of risk (Markowitz 1952). His work demonstrated that investors should ana-
lyze the combined expected returns and risks of different combinations of asset
classes, not considered individually. However, his work is now considered unre-
alistic since it is based on normally distributed asset returns. That is, today, it
is well-established that equity returns are not Normally distributed.

In this paper, we propose a simple way for building a diversified portfolio
of a specific target risk-return without any financial assumptions using a long
short-term neural (LSTM) network model.

The rest of this paper is organized as follows: Sect. 2 presents an asset uni-
verse, features and proprecessing. Section 3 describes the LSTM Neural Network
for stock return prediction. Section 4 introduces thresholds for filtering the assets
and observes the risk and return of deep predictive portfolios. Section 5 concludes
this paper.

2 Data

The asset universe consists of 10 top stocks in terms of market value from the
Standard and Poor’s 500 index (S&P500),

• Apple, Amazon, Bank of America Corporation, Berkshire Hathaway Inc.
Class B, General Electric Company, Johnson&Johnson, JPMorgan Chase &
Co., AT&T Inc., Wells Fargo & Company.

Daily stock dataset, containing the five attributes (e.g. Open, High, Low, Adjust
Close, and Volume) is taken for January 2004 to December 2016 from Yahoo
Finance. Then, we carry out preprocessing as follows:

x(t)
p = (x(t) − x(t−1))/x(t−1), (2.1)

where x(t) is a sample data at time t, and x
(t)
p is the percentage change of x(t).

We divide the entire data into two parts, the training data set for setting the
parameters of models and the test set for out-of-sample evaluation of the models.

3 Prediction Models

We use LSTM to capture a dynamic interdependence among the features and
their highly non-linear behaviour. LSTM originally introduced by Hochreiter
and Sulovsk (1997), has ability to learn long term patterns in sequential data,
and it has recently been applied to diverse area such as sound, handwriting
recognition, machine translation and many others. The equations for memory
block illustrated in Fig. 1 is as follows:
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Fig. 1. The structure of LSTM cell

Fig. 2. Experiment 1. (Top) Cumulative return of portfolios and (bottom) histogram
of portfolio daily returns for different values of θ+ = 0.0, 0.005, 0.01, and 0.015.
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it = σ(W ixxt + Wihht−1) (3.1)
ft = σ(W fxxt + Wfhft−1) (3.2)
ot = σ(W oxxt + W ohht−1) (3.3)
ct = ft � ct−1 + it � H(W cxxt + W chht−1) (3.4)
ht = ot � ct, (3.5)

where it, ft, ot and ct are input gate, forget gate, output gate and memory cell,
respectively. W ix, W fx,W ox and W cx denotes the weight matrices connecting
xt to the three gates. � is the element-wise product operation with gate value,
σ(·) represents the logistic sigmoid function, and H(·) denotes the hyperbolic
tangent.

Fig. 3. Experiment 2. (Top) Cumulative return of portfolios and (bottom) histogram
of portfolio daily returns for different values of θ+ = 0.0, 0.005, 0.01, and 0.015.
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We build LSTM models for one-step ahead forecasts of daily stock return.
They has one layer that contains 100 hidden layer units and recurrent dropout
with 0.5 strength, and are fitted using the efficient ADAM optimization algo-
rithm (Kingma and Ba 2014) and the mean squared error loss function.

4 Experimental Results

We define threshold parameters, θ+ and θ−, to construct a portfolio from the
asset universe. The parameters are used for classifying assets to be long and
short. That is, a long (short) equity portfolio consists of the asset of which the
predicted return is higher (lower) than θ+ (θ−).

It is generally observed that short and long-term trends in stock movement,
and thus we use different three in-sample and out-of-sample periods to achieve
robustness of our results and conclusion:

• Experiment 1:90% of entire for training, 10% of entire for testing
• Experiment 2: 80% of entire for training, 20% of entire for testing
• Experiment 3: 70% of entire for training, 30% of entire for testing

Fig. 4. Experiment 3. (Top) Cumulative return of portfolios and (bottom) histogram
of portfolio daily returns for different values of θ+ = 0.0, 0.005, 0.01, and 0.015.
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Figures 2, 3 and 4 graphically shows the cumulative returns (top) and
histograms of daily returns (bottom) of portfolios at the threshold levels of
(θ+, θ−) = (0.0, 0.0), (0.005, 0.0), (0.01, 0.0), and (0.015, 0.0). The increase of θ+

causes the histogram to shift to the right and to increase the standard devi-
ation, which means that the higher the potential return of the portfolios, the
higher the risk. This is intuitively reasonable since the increase of θ+ reduces
the effect of diversification on asset allocation by selecting a few of assets with a
high expected return. These results show that we are able to optimize investor’s
portfolios according to their individual risk preference by adjusting θ+: port-
folios with high and low θ+ are suitable for a risk seeking investor and a risk
tolerant investor, respectively. Table 1 provides statistical measurements for the
portfolios.

Table 1. Mean and standard deviation (SD) of the portfolios

Exp. Statistics θ+

0.0 0.005 0.01 0.015

Exp. 1 Mean 0.0064 0.0103 0.0137 0.0169

SD 0.0088 0.0103 0.0137 0.0160

Exp. 2 Mean 0.0058 0.0098 0.0140 0.0178

SD 0.0093 0.0097 0.0129 0.0159

Exp. 3 Mean 0.0061 0.0101 0.0140 0.0179

SD 0.0081 0.0094 0.0125 0.0150

5 Conclusion

We have proposed a new method for constructing portfolios of a specific risk-
return, based on predicted returns produced by LSTM networks. Our method
enable to build target portfolios at specific levels of risk and return by adjusting
the thresholds classifying assets. It is useful for providing investors with portfo-
lios matching individuals’ risk preference, which helps them make appropriate
investment decisions. In this paper, we does not present the effect of the perfor-
mance of portfolios produced from combinations of the thresholds and optimal-
ity for a better risk-return profile. In future work, we will further investigate the
optimality of deep predictive portfolios.

Acknowledgement. This work was supported by the ICT R&D program of
MSIP/IITP. [2017-0-00302, Development of Self Evolutionary AI Investing Technology]
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Abstract. This paper presents a new method for visualizing online product
reviews considering customer profiles. Typically, product review data are
unstructured and have no fixed format or structure. The review data can be used
by customers and also an e-business company. Potential consumers can acquire
useful information on product characteristics and decide whether to buy or not
depending on the review data. Also, the company can understand customers’
experiences or opinions on the product and reflect them in developing marketing
strategies. In order to provide valuable information to the customers from
enormous and unstructured review data, the process of collecting, storing, and
preprocessing of review data should be performed firstly. And then text mining
and personalization techniques can be integrated to extract properly visualized
data. Thus, customers can utilize review data conveniently with the assistance of
the proposed system.

Keywords: Text mining � Information visualization � Product review �
Personalization

1 Introduction

In the past, companies collected opinions or evaluations of their products by con-
ducting surveys online or offline. However, this method of obtaining information is
inefficient because of the time, expense and truthfulness of the data depending on the
customer’s willingness to respond [1]. Recently, online reviews created by consumers
in a voluntary fashion can provide meaningful information to a company by describing
their experience or evaluation of the product, and can also provide useful information
to potential customers interested in the product [2]. For potential customers, online
reviews are one of the important factors influencing their purchasing, which is sup-
ported by previous research that word-of-mouth marketing through reviews has a
significant impact on others [3]. However, since online reviews are in the form of
unstructured data, in order to be able to extract meaningful information, it is necessary
to convert them into regular data form [4].

This study proposes a new method to analyze online product review data by
applying text mining method based on R program. In the proposed method, natural
language and document processing technology are applied to refine unstructured online
reviews into regular data and provide analysis results in a form that best matches the
purpose of use. Specifically, a review table composed of data generated through text

© Springer Nature Singapore Pte Ltd. 2018
W. Lee et al. (eds.), Proceedings of the 7th International Conference
on Emerging Databases, Lecture Notes in Electrical Engineering 461,
https://doi.org/10.1007/978-981-10-6520-0_29



mining is constructed, and data mining is used to derive customized review information
for each purpose.

The rest of this paper is organized as follows. Section 2 reviews related work on
review data analysis. Section 3 presents an overall framework of the proposed method.
Section 4 presents the analysis results, followed by Sect. 5 concluding the paper and
suggesting future research directions.

2 Related Work

In the age of Web 2.0, Internet users can produce information easily. Therefore, online
review data on which an individual evaluates a particular product are being produced as
fast as the increase in the number of informal data on the Internet [5]. Many Internet
users look for product reviews through search engines and find opinions on products
from real users [6]. Opinions in review data with actual users’ evaluations serve as a
factor of judgment in the purchase decision making of Internet users. This review data
recognized as a way of word of mouth marketing has become one of the
decision-making factors of potential customers who are interested in a specific product.
In addition, it has become a means to obtain customer feedback from the perspective of
the company that produces the product [7].

However, without a proper processing method, meaningful information cannot be
obtained from a large amount of informal online review data. Due to the massive
information overflow, potential customers tend to read popular or recent reviews and
make purchasing decisions. It is inefficient for consumers to perform purchasing
activities based on such biased information because they lack comprehensive judg-
ment. Therefore, it is necessary to construct meaningful information by finding
meaning and rule information by processing online reviews into valuable information,
rather than data listed in simple collective intelligence [8]. In order to process review
data, it is necessary to apply a text mining technique to unstructured data.

Most of the existing studies on review data analysis based on text mining are
opinion mining and social mining researches, which collect the opinions of customers.
Opinion mining allows us to understand the distribution of positive and negative
responses from customers [9]. Woolley et al. proposed a new graphical model that
represents a comparison between the products for which the opinions of the customers
are presented for use as an indicator for identifying potential threats to the company,
new product design and marketing activities [10]. Social mining is a method of per-
forming text mining using SNS data. Although it is a technique belonging to the
opinion mining category, there are many studies that interpreted meaning by using
social data in text mining.

Most of the existing studies have focused on the classification of the emotional
aspects of words or the study of natural language processing. However, in this study, it
is meaningful to summarize the review by extracting the keywords, preprocessing each
review, classifying it according to the characteristics or purpose of the user, and ana-
lyzing the keywords again.
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3 Proposed Method

3.1 Overall Framework

Figure 1 shows an overall research framework of review data analysis based on text
mining.

The framework is an improved version from the authors’ previous work [12]. The
proposed framework includes a process of extracting specific product review data,
which is one of the unstructured data existing on the Internet, and collecting a com-
prehensive review of the product and a customized review according to the charac-
teristics of an individual. The whole process of analysis composed of data extraction
and refinement, data preparation and analysis, and conclusion is shown in the figure.
The steps differentiating from existing studies are shaded.

3.2 Keyword Extraction and Word Correlation Analysis

The TF (Term Frequency) is a value that indicates how often a particular word appears
in a document. There are two ways to calculate the TF value. First, the Boolean
Frequency is a way of entering 1 for the value of the matrix if the word occurs once in

Fig. 1. Research framework of review data analysis based on text mining
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the document (or sentence), otherwise 0. Since the value is a Boolean expression
indicating true or false, the frequency of how the word appears in the document is not
considered.

Second, the increasing frequency is a method of adjusting the frequency value of
the word according to the length of the document. In the formula below, t means the
extracted term and d means the collected document. The value of x means a weight, and
if the emphasis is on the appearance of a word, the value of x may be set small.

tf t; dð Þ ¼ xþ 1� xð Þ � f t; dð Þ
max f w; dð Þ : w 2 df g ð1Þ

The IDF (Inverse Document Frequency) is a value indicating how common a word
appears in the entire document set. As shown in the formula below, it can be obtained
by taking the log value to the value obtained by dividing the total number of documents
by the number of documents containing the word.

idf t;Dð Þ ¼ log
Dj j

1þ d 2 D : t 2 df gj j
� �

ð2Þ

The TF-IDF value is expressed by the following equation. The higher the frequency
of words in a particular document, and the fewer the documents containing the word,
the higher the TF-IDF value. Using this value, it is possible to filter words that are
common in all documents and reveal the unique characteristics of each document.

tfidf t; d;Dð Þ ¼ tf t; dð Þ � idf t;Dð Þ ð3Þ

LSA (Latent Semantic Analysis) is a technique for analyzing the potential meaning
[11]. A term-document matrix is obtained by obtaining frequency of words included in
each document, and the relationship between the documents is obtained by measuring
the degree of similarity of words. Because it measures the similarity of words, even
individual words marked differently can be grouped together if they are similar in
meaning. It is a method of analyzing the meaning of each document by reducing the
dimension in a way that minimizes the loss of information.

The steps of deriving meaningful information using LSA are as follows. First, we
extract words to create a word-document matrix. A row of the word-document matrix
means an extracted word, and each column means a document (or sentence). Each
element can take a value of 0 or 1. The next step is to count the frequency of occur-
rences of words in the word-document matrix. To get the result, the values of the
elements are added in rows and ranked. The ranked words are sorted in descending
order and the words are extracted to reduce the dimension. The third step is to reduce
the dimension to create a new matrix. Although the previous word-document matrix
represents all the words extracted from the review data in rows, each row of the matrix
created by reducing the dimension consists of the top 20 words. The fourth step is to
create a co-occurrence matrix. By multiplying the matrix created in the third step by its
transpose matrix, we can obtain the co-occurrence matrix that forms rows and columns
with the top x keywords. Through the co-occurrence matrix, simultaneous word
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analysis can be used to determine the association between words. The final step is to list
the selected words, that is, other words associated with the words that represent the
dimension.

3.3 Results Storage in Review Tables

To provide customized review information for each purpose, the data to be used when
presenting comprehensive reviews and the data to be used when presenting personal-
ized reviews are separated and stored in each review table. In order to present the
comprehensive reviews, we use the results obtained using the LSA algorithm described
in the previous section. When presenting the personalized reviews, review keywords
derived by the Boolean TF value from the TF-IDF are used.

3.4 Comprehensive Review Information Extraction and Visualization

In this step, comprehensive review information about a specific product is extracted
using the extracted review data, stored in a product table, and visualized. Data visu-
alization represents information extracted in the form of a graph, making it easy to find
patterns or relationships that are difficult to find with just numbers or letters. Visual-
ization helps understanding by those who refer to it, and contributes to decision-making
by making it possible to find meaning. Therefore, it aims to convey the meaning more
effectively than the complex data listing.

3.5 Personalized Review Information Extraction and Visualization

There are two types of customized and personalized review information extraction. The
first method is to filter the data based on the characteristics of the individual in the user
table, and then analyze the association with the given data. The second method extracts
a keyword from the review data created by the user and displays the information of the
review data of the other person including other words having a strong relation with the
keyword. After performing the conformance checking between the two reviews, it lists
highly relevant review information to the customer.

4 Application Case and Analysis Results

4.1 Application Case Description

The data of this study were obtained by selecting a specific product on a website selling
cosmetic products and then extracting the review data created by the customers for the
product using the web crawling technique. Figure 2 illustrates the composition of the
review data used in the case study. Through the crawling technique, the product table
includes attributes such as product ID, product name, product type, and the price. In the
customer table, customer ID and the other attributes indicating the characteristics of the
customer are inserted. The review data used in the case study is divided into two parts
because the good and bad points of the product are classified, and the analysis is
performed assuming two parts as individual parts.
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In order to remove the noise of the text data, we used a function to extract the main
morpheme in the R program. The types of noise of data removed in this study are as
follows. The first type is a word that ignores spacing, or has a typo. The other type is
low frequency words. Among the words, when the frequency is low even though it is a
word contained in the main morpheme recognized by the morphological analysis
function of R, it is removed from the existing data because it does not give a significant
meaning to the analysis results.

In the preprocessing process of the data, a user data dictionary is constructed by
using a review text corpus. Then, words appearing frequently in the extracted data
although not in the basic dictionary of R are inputted in advance, and words with low
frequency or no meaning are judged as noise. The case study shows how the review
data is converted into review information and visualized, so the product name was
recorded without disclosing the actual names.

4.2 Analysis Results

This section summarizes the results of applying the proposed analysis framework to the
review data. The co-occurrence matrix of the most frequent 20 keywords can be
obtained by extracting the keywords from the review data and multiplying the reduced
word-document matrix by its transposition.

Then, we can obtain the following result by finding the relation of each word as
shown in Fig. 3. The figure shows 8 clusters based on the K-means clustering method.
As the semantic value of each topic increases, the keywords with positive values
increase their meanings, and those with negative values decrease their meanings.
Therefore, the larger the absolute value, the higher the positive or negative correlation
between the subject and the keyword.

The result of visualizing the comprehensive review information derived from the
association rule analysis can be found in [12]. The size of the circle increases as the
support value increases, and the color of the circle becomes dark as the lift value
increases.

Fig. 2. Composition of online review data
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Differentiated analysis results can be presented according to user characteristics,
which enables personalized visualization of review data analysis. The proposed method
can provide the result of collecting and analyzing positive opinions about the product
for customers with dry skin and the results of analyzing positive opinions of oily skin
users respectively.

5 Conclusions

In this research, we presented a new approach to visualization of unstructured online
product reviews. The visualization results proposed in this work can be used by cus-
tomers and also an e-business company. Potential consumers can acquire useful
information conveniently through the review data analysis. Also, the company can
comprehend customers’ opinions on the product and reflect them in developing mar-
keting strategies or renovation plans.

In the future, we will conduct an extension study that applies the proposed
methodology to review data in other industries. Since reviews of each industry sector
have different forms, further research is needed on a methodology that can be used
universally. In addition, we will implement a system that extracts review information
extracted based on rule discovery of words, and recommends related products of
different kinds by applying association relations found in previous data.

Acknowledgments. This work is supported by Basic Science Research Program through the
National Research Foundation of Korea (NRF) funded by the Ministry of Science, ICT & Future
Planning (NRF-2017R1D1A1B05029080).

Fig. 3. Clustered review keywords

Personalized Information Visualization 273



References

1. Collobert, R., Weston, J.: A unified architecture for natural language processing: deep neural
networks with multitask learning. In: Proceedings of the 25th International Conference on
Machine Learning, Helsinki, Finland, pp. 160–167 (2008)

2. Liu, B., Zhang, L.: A survey of opinion mining and sentiment analysis. In: Mining Text
Data, pp. 415–463. Springer, US (2012)

3. Kangale, A., Kumar, S.K., Naeem, M.A., Williams, M., Tiwari, M.K.: Mining consumer
reviews to generate ratings of different product attributes while producing feature-based
review-summary. Int. J. Syst. Sci. 47(13), 3272–3286 (2016)

4. Kim, J., Kim, D.: A Study on the method for extracting the purpose-specific customized
information from online product reviews based on text mining. J. Soc. e-Bus. Stud. 21(2),
151–161 (2016)

5. Mooney, R.J., Bunescu, R.: Mining knowledge from text using information extraction.
ACM SIGKDD Explor. Newsl. Nat. Lang. Process. Text Min. 7(1), 3–10 (2005)

6. Hu, M., Liu, B.: Mining and summarizing customer reviews. In: Proceedings of the
Tenth ACM SIGKDD International Conference on Knowledge Discovery and Data Mining,
pp. 168–177 (2004)

7. Berry, M.W.: Survey of text mining. Comput. Rev. 45(9), 548 (2004)
8. Rajaraman, K., Tan, A.H.: Topic detection, tracking, and trend analysis using self-organizing

neural networks. In: Proceedings of the 5th Pacific-Asia Conference on Knowledge
Discovery and Data Mining, pp. 102–107 (2001)

9. Holton, C.: Identifying disgruntled employee systems fraud risk through text mining: a
simple solution for a multi-billion dollar problem. Decis. Support Syst. 46(4), 853–864
(2009)

10. Woolley, A.W., Chabris, C.F., Pentland, A., Hashmi, N., Malone, T.W.: Evidence for a
collective intelligence factor in the performance of human groups. Science 330(6004),
686–688 (2010)

11. Doan, A., Naughton, J.F., Ramakrishnan, R., Baid, A., Chai, X., et al.: Information
extraction challenges in managing unstructured data. ACM SIGMOD Rec. 37(4), 14–20
(2009)

12. Kim, J., Kim, D.: A method for extracting organized information from online product
reviews based on text mining. ICIC Express Lett. Part B Appl. 7(10), 2211–2216 (2016)

274 J. Kim and D. Kim



A Trail Detection Using Convolutional
Neural Network

Jeonghyeok Kim1, Heezin Lee2, and Sanggil Kang1(&)

1 Department of Computer Engineering, INHA University,
100 Inharo Nam-gu, Incheon 22212, South Korea

sgkang@inha.ac.kr
2 Department of Earth and Planetary Science, University of California-Berkeley,

National Center for Airborne Laser Mapping, Berkeley, CA 94720, USA

Abstract. Small-footprint airborne LiDAR scanning systems are effective in
modelling forest structures and can also improve trail detection. We propose a
trail detection method through a machine learning method from the LiDAR
points. To do that, we analyze features for detecting a trail, digitize each feature
and combine the results to distinguish between trail and non-trail areas. Our
proposed method shows the feasibility of trail detection by using airborne
LiDAR points gathered in dense mixed forest.

Keywords: Trail feature � Forest structure � LiDAR � Trail detection � Neural
network

1 Introduction

In the case of forest areas, trail detection is important for forest management be-cause it
provides corridors for traveling, access for recreation and education, infrastructure for
fire protection, military planning, and search-and-rescue operations [1]. Unfortunately
mapping un-inventoried forest trails, and maintaining trail position, width, and slope
over large areas can be both time-consuming and expensive [2]. A Light Detection and
Ranging (LiDAR) scanning systems have been widely used for forest structure anal-
ysis, such as geomorphology [3], bare-surface topography, obstacle detection, and
corridor composition [4]. LiDAR can be particularly useful for providing accurate
measurements of ground surface elevations [5]. Research for trail detection with
LiDAR has proceeded as follows. David et al. [6] developed a semi-automated method
for detecting trail ways in forested areas using a normalized Digital Surface Model
(nDSM) and LiDAR in-tensity images. The method works well in situations in which a
canopy does not occlude the trail, and trail features are radio metrically different from
the background vegetation. In many forested environments, the canopy occludes the
trail, and the intensity of the LiDAR return from the ground is not reliable when
com-pared to that of non-trail areas. Kim et al. [7] developed a trail detection method
using height above ground level. They set an area in which obstacles do not exist.
However, the rationale for setting the range of the area is insufficient [8]. In this letter,
we derive three features for detecting trails including flatness, obstacle density, and
ground point density. To determine the optimal threshold of trails/non-trails for each

© Springer Nature Singapore Pte Ltd. 2018
W. Lee et al. (eds.), Proceedings of the 7th International Conference
on Emerging Databases, Lecture Notes in Electrical Engineering 461,
https://doi.org/10.1007/978-981-10-6520-0_30



feature, we apply a statistical analysis with assumption of normal distribution of dig-
itized feature values.

2 Trail Detection Using Convolutional Neural Network

Figure 1 is the CNN model for trail detection consisting of feature extraction part and
fully connected neural network. The feature extraction part extracts three features such
as obstacle, flatness, and intensity.

The obstacle feature determines whether human can go through a space on a path. If
there is no LiDAR point in the space which is assumed a predetermined space through
which a human can go, the space can be considered as a path. Due to noise in the
LiDAR points, even though there exist a few LiDAR points in the space, it cannot be
assured as a non-path. However, the less LiDAR points to the center area in the box,
the more possible is considered as a path, in general. To take into the consideration, we
design the feature detector as dividing it into three sections which are set with equal
distance from the center of the sliding window and the weights (w1, w2, w3) are
provided to the number of LiDAR points in each section.

The flatness feature represents the distinction of elevation from the ground area to
measure how slope on a trail is gentle. If the distribution of elevation of LiDAR points
in the space is rough, the space is not enough to walk through so it can be considered as
a non-path. The variation of elevations between two adjacent ground areas is specified
in order to determine how flat the ground is. The filter used at the convolutional layer
for extracting flatness feature. The weights used as a filter during convolutional layer
are provided to elevation differences of adjacent areas from center area in the box. To

Fig. 1. Convolutional neural network model for trail detection
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take into the consideration, we design the feature detector as dividing it into two
sections which are set with equal distance from the center of the sliding window and
the weights (w1, w2) are provided.

The intensity feature represents rigidness of the area, which is measured by LiDAR
point intensity reflected from objects. The intensity depends on laser divergence, the
diameter of the footprint, the diameter of the receiver, the target diameter, the scan
intensity of the laser, and the transmittance of the atmosphere. Based on these char-
acteristic, LiDAR intensity can be utilized for identifying objects. In general, the
ground is uniform and rigid so it will have high intensity. Vegetables above the ground
are soft so it will have low intensity. The twig or foliage of the tree within aerial area is
soft so it will have low intensity. It is difficult to distinguish between path and non-path
with only intensity value. Thus, we divide three areas such ground, above ground, and
aerial area in the box and then provide weight used as a filter during convolutional layer
to the intensity of each area.

Even though some sections are determined as trails from the feature extraction, they
are not convinced as a path if they are not connected. Thus, the relative location of the
detected features is more important than absolute location. At pooling layer, the spatial
size of the detected feature is reduced, the number of parameter weights in CNN and is
reduced, and learning overfitting can be controlled. We use max pooling algorithm,
which partitions the feature map into a set of non-overlapping 2 by 2 rectangles, and

Fig. 2. (a) The 87 percents result in overall area. (b) The connected main trail
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then outputs the maximum value out of the detected features for the rectangles. At the
final layer, the fully connected neural network trains with features obtained from
pooling layer for classifying four categories such as trail, empty space, water, and
non-trail. At the output layer of FCNN, softmax function is used for reasoning how the
network training penalizes the deviation between the predicted and true labels. As seen
the Fig. 2, the main trail can be detected by training the CNN with three features. The
black point mean trail and the white mean water, forest and etc.

Convolutional Layers accept three dimensional input data in which three of the
dimensions are spatial, and they contains the feature of trail. The layer creates feature
maps by convolving the data with learned filters of shape where maps are the spatial
dimensions and filter is the number of input feature maps. Convolution can also be
applied at a spatial stride. The output is passed through a leaky rectified nonlinearity
unit (ReLU) with parameter 0.1. Pooling Layers.

3 Discussion

To evaluate the performance of trail detection, we applied our method to three test
sections. Figure 3 shows comparison between the LiDAR points plot and the results in
each section. Section A includes a trail across the centre. However, there are several

Fig. 3. The left figure is the LiDAR point elevation plot and the right figure shows the results
from using our method
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vague connections on the trail because the section appears steep gradient with scarps.
Overall, the section is 0.05 cm higher in elevation than another test section. This
problem is alleviated by the adaptive pre-processing measurements of the structural
difference of the section. Section B includes a reasonable trail in the centre. Other trails
are disconnected because they are difficult to go through due to the high elevation
difference. Section C is a straight trail area in which broadleaf trees are densely dis-
tributed. There are numerous LiDAR points on aboveground part by the dense foliage
on the canopy. It can be verified that the trail area is clear in the centre. The trail areas
are obvious because of densely distributed broadleaf trees.

4 Conclusion

In this letter, we proposed a trail detection method in which we analyzed the three
features such as the flatness, obstacle, and intensity using the real LiDAR points
gathered. To determine the optimal threshold for each feature, we used the CNN that is
composed by three features. Our method was well performed for the environments in
which the canopy heavily occludes the trail and the ground elevation change is severe.
Also, we focussed on detecting trails in a forest regardless of the type of trails such as
bridges, corridors, and empty lots. As a further work, we need to develop the classi-
fication of the types of trails. In this case, we need to define the patterns of the LiDAR
points according to the types of trails using various statistical data mining techniques.
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Abstract. With the proliferation of smart devices and sensors, the Internet of
Things (IoT) has been rapidly emerged. The term of IoT generally refers to not
only network connectivity of smart objects with computing capability but also
applications based on the network connectivity. The smart objects generate,
exchange and consume their data with only minimal human intervention. Smart
Home is a service that connects various home appliances, such as refrigerators,
televisions, air conditioners, and so on, in order to improve user experiences and
provide combinational operations between them. In this paper, we introduce a
design of Home IoT system based on mobile messaging applications with
ChatBot, an artificial intelligence based agent to remotely control of home
appliances and inquire their status through natural language messages. We
propose the standard hierarchy of Home IoT system and demonstrate the pro-
posed system by implementing Arduino based prototype systems.

Keywords: Chatbot � Home IoT � raspberryPi � Artificial intelligence

1 Introduction

Internet of Things (IoT) is rapidly emerging as a core value of ICT market, which has
been chosen annually by Gartner, the top 10 strategic technology trends since 2012. In
particular, smart sensors have increased due to the proliferation of smart devices, such
as mobile phones and the convergence and connectivity between devices has been
ensured. The environment rapidly heightened interest in IoT across the field of ICT
convergence [1]. Smart Home means a house where various devices in homes such as
TVs, refrigerators, and washers can be connected to the network and provide intelligent
services [2]. In the early 2000s, ‘Home Network’ based on a wired Internet grew up
with the introduction of high-speed Internet access, while the latest issue, ‘Home IoT’
can be seen as an expanding area of the existing market with wireless Internet envi-
ronment and M2M technology [3]. Namely, ‘Home IoT’ is developed by blending the
smart home with the IoT, and the accessibility of the ‘Home IoT’ is gaining momentum
by popularization or smart phone and application as it becomes easier to control the
device in both the home and outdoors.

Furthermore, interest in chatbot is rising as major global messaging companies
announced that they will adopt chatbot technology based on AI. A chatbot is a com-
puter program which responds like an intelligent entity when conversed with.
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The chatbot understands one or more human languages by Natural Language Pro-
cessing [4]. In the past, chatbot used simple patterns matching the previously defined
keywords to generate a pre-defined response. But lately, due to advances in artificial
intelligence technology, the development of questions and commands was reached in
the context of human knowledge.

In this paper, we want to propose a design of home IoT system that allows users to
remotely control various devices and sensors in their home via mobile messaging
applications. We designed this system with raspberry Pi that is inexpensive, but
highly-efficient and easy to operate sensors using GPIO. In the raspberry Pi, sensor
nodes such as temperature, humidity, infrared and camera module were installed to
monitor smart home environment, and a relay module was also included to implement
electronic device controls.

The rest of this paper is as follows. In Sect. 2, we give an existing case similar to
the system proposed in this paper and introduce the design of the system and results in
Sect. 3. We describe the experiments and results in Sect. 4 and present conclusions and
future research directions in Sect. 5 [5].

2 Related Work

2.1 NEST

Nest was a company focused on smart home climate control and fire alarms and was
taken over by Google in 2014. Nest’s temperature control system learns the behavior of
residents’ behavioral patterns directly after the installation mode and enters into
full-scale indoor climate control within a week [6]. In the case of fire alarm systems, fire
alarms are sent in the form of smartphone message, as well as alarms. Different types of
IoT products of Nest can exchange information with each other to better understand
consumers’ intentions or situations. Although It has the advantage that the product or
service is intelligent. Various malfunctions have been reported as the shortcomings of
the Nest, including two times more expensive than conventional temperature controls,
and a variety of malfunctions, including fire alarm malfunction and malfunction of the
temperature control (Fig. 1).

Fig. 1. Nest Thermostat & Nest Protect (Smoke + CO Alarm)
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2.2 LG HomeChat

LG Homechat commands people in electronic devices to understand what people talk
about in natural language, and plays a personal assistant to deliver the response of the
devices and the results. It has three key features: communication in natural language,
user friendly service orientation, starting as a IoT platform (IoT) platform. Also It
provides character and stickers, and personal recommendation functions. However,
there are limitations to providing limited services to LG Household appliances (Fig. 2).

2.3 Related Studies

Eliza proposed by Joseph Weizenbaum of MIT Artificial Intelligence Laboratory [7] is
an initial form of chatbot that matches user input based on rules and keywords written
in scripts. There is Jabberwacky [8] which records conversations with users in a more
advanced form and conducts dialogues based on the learning based on them. Jab-
berwacky uses ALICE, which has a unique markup language called AIML (Artificial
Intelligence Markup Language), and heuristic pattern matching, and patterns stored in
the knowledge base matched with user input are used to generate output statements.

3 Design of Home IoT System Based on Messaging
Applications

3.1 Features and Key Functions

The home IoT system based on the mobile messaging application proposed in this
paper is based on ‘chatbot’ technology, which is based on ‘IoT’ technology and
interaction between users and electronic devices and combines artificial intelligence
and messaging application. The system has major functions such as electronic device
management, electronic device monitoring, electronic device control, and electronic
device notification, all of which are communicated through the user and mobile
messaging applications.

3.2 System Configuration and Development Environment

System Configuration. The architecture of this system we propose appears as indi-
cated in Fig. 3. The system consists of A virtual home consisting of a raspberry Pi 3

Fig. 2. LG HomeChat
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Kit, sensors (temperature and humidity sensor, infrared sensor and relay module) and a
related home appliance, IoT platform capable of collecting data from sensors and
providing a simple level of statistical processing, a server that provides parsing of
users’ requirements and implement data on electronic devices to natural language,
Lastly, a messaging Application that users and electronic devices communicate in
natural language.

Development environment. The scope and environment of the system is shown in
Table 1. The hardware consists of a temperature and humidity sensor, an infrared
sensor, a relay module, an electric fan, and a camera installed in the raspberryPi3 and A
program was implemented to control the modules and transmit data using PYTHON.
As an IoT platform, we use UBIDOTS to record the sensor values and acts as a
function of configuring specific events, and the data is delivered in JSON. The server
receives a specific data from the IoT platform and generates a notification message to
the messaging application, and receives a message requesting the data on the IoT
platform. Implementation uses Apache 2 and PHP. It was implemented using Apache 2
and PHP. The chatting application was currently implemented using Naver LINE API,
which is widely used, and was implemented using PHP.

3.3 Design of Home IoT System

The Design of the system is largely divided into sensor programming of raspberry Pi,
home server building, and chatting programming. We processed user syntax within the
server using keyword-based processing and rule-based processing, analyzed the
commands that user intended to use, and categorized commands to intensity control,

Fig. 3. Configuration of our home IoT system

Table 1. Scope and environment of design

Hardware Raspberry Pi 3 (Python), Temperature and humidity sensor, Infrared
sensor, Relay module, Camera module, and Electric fan

IoT platform UBIDOTS (Json)
Home server Apache2 & PHP (+Javascript)
Mobile messaging
application

Naver LINE API (PHP)
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power control, and value modification to answer or response appropriately to users’
commands.

The keywords that chatbot recognizes in your message are as shown in Tables 2
and 3. In the case of fan power control, for switching on the fan, it was necessary to
perform a message that included ‘ON’, ‘ (turn on)’, ‘ (it’s Hot)’, ‘ (it’s Hot)’,
‘ (Start)’, and ‘ (Operation)’. Also for switching off the fan, it was necessary to
perform the messages containing ‘OFF’, ‘ (turn off)’, ‘ (it’s cold)’, ‘ (it’s
cold)’ and ‘ (Stop)’. To know the sensor information, we alerted the user to the
temperature information and humidity information when user sent messages containing
‘ (temperature)’ and ‘ (humidity)’.

The main features of the system are check the temperature and humidity sensor
value, motion sensing through infrared sensors and photo shooting and sending, and
fan power controls via the relay module. Depending on the three modes of operation,
the following methods of implementation are shown.

Checking the Temperature and Humidity Sensor Value. The temperature/humidity
sensor attached to the raspberry pi is measured at a temperature and humidity of 0.5 s
and the measured sensor values are stored in the temperature and humidity variable
tables in UBIDOTS. When the user asks the system to ‘temperature’, ‘humidity’ at line
messaging application, the system access to the UBIDOTS to obtain the most
up-to-date data and answer it back to the user. Further, the ability to transmit PUSH
messages to the user was implemented if the temperature value recorded in the UBI-
DOTS exceeded a certain value (Fig. 4).

Motion Sensing through Infrared Sensors and Photo Shooting and Sending.
When motion sensing is detected by an infrared sensor, the function of the shooting
photo is automatically taken up by the camera module. This function consists of an
infrared sensor sensing, a shooting photo, and a photo transfer of a raspberry pi. First,
the infrared sensors detected motion movements every 0.5 s. Then, if motion sensing
was detected, the camera module was activated for five seconds to record the picture.

Table 2. Keyword to control electric fan power

Table 3. Keyword to obtain sensor information
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The photographed picture is stored inside the raspberry pi as jpg format, and after
taking pictures, the image file is uploaded to the Amazon Web Services (AWS) server
and the uploaded image is PUSH to the user at line messaging application (Fig. 5).

Fan Power Controls via the Relay Module. Arelay module was used to control the
power of all devices that could connect to the outlet as well as the fans via the raspberry
pi. The relay module was allowed to be controlled by connecting to the GPIO pins of
the raspberry pi. In order to control the switch within the relay module, it was
implemented by setting whether or not to send an electrical signal to the GPIO pin of
the raspberry pi.

First, when a user sends a message to control power via LINE, the system will
update the relay module parameter value at UBIDOTS in accordance with the corre-
sponding message. Then, the system controls the power of the fan according to the
variable value in UBIDOTS by accessing UBIDOTS every 2 s. At this point, the relay
module and the fan are not connected directly and are connected to the fan via power
strip, allowing other devices to be used besides the fan (Fig. 6).

Fig. 4. Feature of the system: checking the temperature and humidity sensor value

Fig. 5. Feature of system: motion sensing through infrared sensors and photo shooting and
sending
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4 Experimental Results

In order to verify the system proposed in this paper, a simple experiment was con-
ducted for users who had no prior knowledge of the system implemented. The
objective of the experiment was to find out how correctly this system worked in the
command of users without prior knowledge, and to identify this, the user ordered to list
all the messages they would enter when controlling the fan. Because the respondent
replied that they will enter ‘ ’ or ‘ ’ to obtain temperature information, and
‘ ’ for humidity information, we compared the user response to the fan power
control only.

Figure 7 is a user’s message on the motion of turning-on the fan, and a total of 15
researchers replied. There were ten messages like containing
‘ ’, overwhelming compared to other messages. Since the system recognizes 21 of the
25 responses of users as a power control keyword and operates the fan, it has an
operating rate of 84% for turning on the electric fan.

Figure 8 is a user’s message on the motion of turning-off the fan and a total of 15
researchers replied. There were eleven messages like containing
‘ ’, and no one responds to the ‘cold’ keywords built into the system. In other words,

Fig. 6. Feature of the system: fan power controls via the relay module

Fig. 7. Type of user language in fan power control – turn on
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there were . Recognizing 16 out of 18 respondents’ answers as a power
control keyword and stops the operation of the fans, the system has an operating rate of
88% for the operation of the fan.

Based on the above two experiments, the system shows an average of 86% of the
operating rate and indicates that most of the users can perform their intended actions for
this system.

5 Conclusion

We presented the design of the system using raspberry Pi and LINE application to
implement Home IoT based on Mobile Messaging application. The system manages
the various sensor information of the raspberry Pi using the independent IoT platform.
Not only the LINE we used, but also all mobile messaging applications such as Kakao
Talk and Telegram are available. Therefore, it has high reliability and scalability.

The system proposed in this paper is designed to inform the user if there is a user
request or a certain situation arose, so that they can control or respond to them. Future
studies is including technologies such as GPS, Machine Learning, and Natural Lan-
guage Processing to the proposed system to establish custom automatic control sys-
tems, such as running a boiler, knowing that the user’s location is near the house. We
will also implement a more developed version of chatbot through the use of a user’s
conversations and common knowledge establishments. If these technologies are
introduced, a more complete system will be implemented.
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Abstract. Group Recommendation is a method of recommending a specific
item (e.g. product, service) to a group formed of several members. Least Misery,
one of the representative group recommendation method, can recommend items
considering group dissatisfaction, but has a drawback of low recommendation
accuracy and the other method, Average methods has high accuracy but cannot
consider the group dissatisfaction. In this paper, we developed a group rec-
ommendation method that improves the recommendation accuracy by measur-
ing the Opportunity Cost (Opportunity Cost is the largest value of the remaining
item that is discarded when you select a specific item) and personal activity,
taking into account group dissatisfaction. Hadoop-Spark Framework was used
in the experiment to distribute large scale of data safely and process efficiently.
In Experiment result the proposed group recommendation method improved the
recommendation accuracy by 27% while considering the dissatisfaction of the
group members compared to the Least Misery method.

Keywords: Group recommendation � Least Misery � Opportunity cost �
Hadoop � Spark

1 Introduction

The Recommendation method is a method of recommending specific items (e.g.,
goods, services, etc.) that are expected to be preferred by users in various fields.
Collaborative filtering (CF) is a popular recommendation method, and users with
similar preferences can be obtained through evaluation information of items purchased
in the past by a specific user and another user. Through this, we can predict the
preference of item that has not purchased before from the specific user, and based on
this prediction, the system can recommend new item to user [1]. In addition, the
recommendation method is classified into two categories. (1) Personal recommendation
is to recommend specific items that each user is expected to prefer. (2) Group rec-
ommendation is to recommend items that can minimize the dissatisfaction of the
members to a group formed by many members.
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The group recommendation aims to prevent unfortunate member occurrence (e.g., a
situation in which a vegetarian group selects a stake) by selecting a group. Represen-
tative methods for group recommendation include Least Misery, Most Pleasure, and
Average methods. And among them, the Least Misery method can recommend items
that consider group dissatisfaction, but has drawbacks of low recommendation accu-
racy [2].

So, in this paper, we have developed a group recommendation method that
improves the recommendation accuracy considering the dissatisfaction level of the
group, reflecting the opportunity cost concept and personal activity.

This paper is composed of 5 sections. In Sect. 2, we describe Hadoop and Spark in
relation to group recommendation. In Sect. 3, we describe a group recommendation
method considering personal activity and opportunity cost. Section 4 presents exper-
imental and performance evaluations, and Sect. 5 presents conclusions and future
work.

2 Related Research

2.1 Group Recommendation Process

The group recommendation process can be divided into three stages: Group search,
Group modeling, and Group rating prediction [3, 4].

1. The group search is a step of forming an appropriate group considering the purpose
of recommendation, and generally groups users that have similar preferences into
the same group.

2. The group modeling is a step of applying the group recommendation method to the
formed group in the previous step, and is generated as the group preference
information based on the preference information of the individual members of the
group.

3. Finally, the group rating prediction generates a predicted rating for each item in a
specific group based on group formed in the previous step and group recommen-
dation method, and recommends a specific item to the group based on the predicted
rating.

Table 1. Examples of group modeling.

Item 1 Item 2 Item 3 Item 4

User 1 2 4 4 1
User 2 5 3 4 5
User 3 3 3 2 4
User 4 1 1 4 5
Least misery 1 1 2 1
Most pleasure 5 4 4 5
Average 2.75 2.75 3.5 3.75
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To show pros and cons of group recommendation process, one example is given by
Table 1. In the case of applying each group modeling method to Item 1, Least Misery
has the smallest value 1 of the members, Most Pleasure is the highest value of the
members 5, and Average is 2.75, which represents the group ratings. Through the
results of each method, The Least Misery method is characterized by low recom-
mendation accuracy because the lowest rating of the members is simply the rating of
the group in order to consider the dissatisfaction of the members. In addition, Average
is the average rating of the group members as the rating of the group. Therefore, the
recommendation accuracy is higher than the least misery, but it is difficult to consider
the dissatisfaction of the group members.

2.2 Opportunity Cost and Personal Activity

Opportunity cost means the highest value of any item the user give up. Choosing to
take advantage of opportunity costs means making reasonable decisions when there are
several alternatives to choose from, among which the losses resulting from a particular
alternative are improved and then the alternative with the least loss is selected [5]. In
addition, in order to measure the influence of each member on group decision making
and to reflect it on the rating, various methods have been studied. In [6], in case of
determining a place to travel, they applied the weights to the preference calculation by
changing the weights according to the roles of the members, but it is difficult to
calculate if the role of the members in the group is unknown. In [7], we propose a
method to apply weights differently through the social connection between each
member and can be usefully applied in cases where the relationship can be clearly
grasped (e.g., Facebook), but in other cases, It is difficult to define how much
friendship can be seen as a relationship.

2.3 Collaborative Filtering (CF)

Collaborative filtering begins with the idea that users with similar preferences for a
particular item will show similar preferences for other items. The similarity measure
between users is measured through the preference information of the past purchase item
of a specific user, It is a method of predicting the preference of purchase items and
recommending item to users.

Fig. 1. Examples of group recommendation method using CF.
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Figure 1 shows an example of group recommendation through CF, and the pref-
erences existing for each user are generated by group preference through group
modeling. As a result, a matrix composed of preferences for groups and items can be
obtained, and through this, it is possible to calculate the similarity between the target
group (G 1) and the group (G 2, 3) having similar tastes. Therefore, the unavailable
item (Item 4) of Group 1 can be calculated through the similarity and similarity of Item
4 of Groups 2 and 3.

2.4 Matrix Factorization (MF) and Alternating Least Squares(ALS)

Among the collaborative filtering methods, Matrix Factorization (MF) was introduced
through Netflix Prize, a global recommendation algorithm competition. It is a method
of predicting the rating of an item that has not been evaluated based on the user’s
preference information, and recognized as a leading method because of the high rec-
ommendation accuracy [8].

MF is one of the matrix decomposition methods. It is a sparse type matrix with
blank spaces (= means the item that user unrated), and can be expressed as an m � n
matrix as shown in Fig. 2. By using MF, we can extract the latent feature matrix that
consists of k-feature vectors (see Eq. 1). Then, the optimization process finds pu, qi that
minimizes the difference between the actual rating and the predicted rating, and gen-
erates a predicted rating similar to the actual rating, thereby extracting the predicted
rating for all ratings.

minq�;p�
X

u;i rui � qtipu
� �2 ð1Þ

Alternating Least Squares (ALS) is one of the methods to optimize the MF, and this
method is popular because the calculation is process in a distributed fashion and this
can be used efficiently in a distributed computing framework which is the basis of
recent big data analysis [9].

2.5 Hadoop and Spark Framework

Spark is an in-memory processing framework that, in the case of iterative processing,
loads data into memory and drives high-speed data analysis.

Fig. 2. Predicting item rating using MF.
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Through this framework, it can solve the disk bottleneck caused by MapReduce,
which is a large-scale data processing method in Hadoop, and can efficiently execute
data processing requiring iterative processing such as machine learning [10]. In addi-
tion, Hadoop is a cluster system composed of a number of slave nodes for storing and
processing data and a single master node for managing them, which can store and
process large amounts of data. In Fig. 3, YARN (Yet Another Resource Negotiator)
manages the entire resources, tasks, scheduling and defects of the Hadoop Cluster and
parallelizes the work on each slave node through the Spark Driver Program of the
Master Node. In this paper the prototype was constructed for performance evaluation of
the proposed method based on the Hadoop-Spark framework.

3 Group Recommendation Method Considering Opportunity
Cost and Personal Activity

3.1 Group Search: K-Means Clustering

In the group search, K-Means Clustering was used to construct groups with similar
preference members. And this method measures the difference between rating data of a
given individual user by Euclidean distance and forms k clusters with minimized error
between ratings, (shown as Eq. 2).

argmin
XK

i¼1

X

x2si
jjx� lijj2; i ¼ 1; 2; . . .K ð2Þ

In K-Means method, is the number of k that denotes the number of clusters is one
of the hyper-parameter to set by hand and the performance of the model can be very
different depending on the choice of k. So, in this paper, the Elbow Method [11] is
adopted to determine the appropriate k value. And this is a method of gradually
increasing the number of K-Means clusters and finding an appropriate k value through
the result. In this method, the Elbow Point, which is the interval in which the center of
each cluster lið Þ and the data belonging to the cluster, which is the sum of the errors, is
gradually decreased and gradually decreases, is set as the k value.

Fig. 3. Hadoop-based Spark framework architecture.
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3.2 Group Modeling: Opportunity Cost and Loss

In this paper, we apply K-Means to the personal rating data to generate k groups, which
are expressed as G ¼ g1; g2; . . .; gkf g; k ¼ 1; 2; . . .; AndK respectively.

rgki ¼
PL

l¼1
rulk i

L
I ¼ 1; 2; 3 � � � I ð3Þ

The rating of each group is taken as the average rating of the group members, and
the rating rgki

� �
of the i-th item in group k is given by Eq. 3, where rulk i is the rating

assigned to item i by the member ‘ of the kth group. At this time, to get the opportunity
cost for each member of the group, first we search for the item with the highest value in
the group rating, and the personal rating of the item after the search is considered the
opportunity cost of each member.

The loss can be obtained by subtracting the opportunity cost from the rating of each
member of the dissatisfaction degree by selecting a specific item. The larger the value,
the greater the dissatisfaction felt by the group selection. Therefore, the larger the loss
is, the smaller the weight is reflected in the rating, and the larger the weight is, the more
the recommendation considering the dissatisfaction of the members in the group is
made possible.

lgki ¼
PL

l¼1
ðrulk i � culk Þ � PAulk

L
ð4Þ

The loss is defined by the average of the member’s personal activity multiplied by
the value of each member’s item i minus the opportunity cost of each member. The
opportunity cost of the ‘th member of the kth group is expressed as Eq. 4 when lgki
denote the loss for a particular item i.

3.3 Group Modeling: Personal Activity

To measure the influence of each member of the group, we define Repeatability and
Helpfulness criteria. Repeatability is measured by the number of items evaluated by
each member in the group and refers to the degree of participation in group activities.
GIj j is the number of items evaluated by the m-th member of the group G, and Sumj j is
the number of items evaluated by the m-th member of the group G ¼ u1; u2; . . .; umf g,
and based on this rates Eum denotes the repeatability of the evaluation can be derived as
Eq. 5.

Eum ¼ jSum j
jGIj ð5Þ
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• The Helpfulness indicates the consent of other members of the text content eval-
uated by a particular member in a group, and can be measured as the sum of the
number of different member agreements on the evaluation of each item. However,
because the number of values can be excessive, the recommended result can be
distorted if there is a large impact on the overall result.

Hum ¼ hum � Hmin

Hmax � Hmin
� ðmax�minÞþmin ð6Þ

In order to solve this problem, the utility of the evaluation is normalized, and then
the sum of the number of consent can be expressed by hum for the evaluation of the
members belonging to the group G and the Helpfulness of the evaluation is expressed
as Hum (see Eq. 6).

PAum ¼ sqrtðEum � HumÞ ð7Þ

In addition, the personal activity PAumð Þ of the members of Group G is defined as
Eq. 7, which is the product of the number of items evaluated and the consent of other
members of the evaluation and personal activity means how member um is active in the
group, And how well um represents the personality of group.

3.4 Metric for Performance Evaluation

RMSE (Root Mean Square Error) is used to evaluate the performance of the proposed
group recommendation method, which is a typical performance metric for recommen-
dation accuracy measurement [12]. RMSE is a measure of the difference between the
actual group’s rating and the expected rating through the group recommendationmethod.

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

j¼1
r̂ui � ruið Þ2

N

vuuut
ð8Þ

4 Performance Evaluation

Experiment was conducted with Amazon Review Dataset [13] to evaluate the per-
formance of the proposed method. The IDs (reviewerID), item number (Asin), overall
rating of items, evaluation text, a Helpful column was used in this experiment as shown
in Table 1.

Table 2. Shows the sample of Amazon review dataset

ReviewerID Asin Overall Helpful

A2XU46XXNV19C8 439893577 3.0 [59, 59]
ACI4789O50TU5 1556345542 4.0 [1, 1]
A32M15RZXWZ5GS 979959330 4.0 [0, 0]
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The experimental cluster environment consists of 1 master and 6 slaves, and
detailed cluster specification is shown in Table 3.

The experiment process is as follows. First, we adopted the K-means clustering to
the Amazon Review datasets to extract the similar taste group (Table 3).

The WSSSE was calculated by applying the Elbow Method to determine the
number of clusters of K-Means. The result is shown in Fig. 4, and the k-value is set
to 20.

Group ratings for each item were created with an average rating for each item in a
particular group member. After that, the opportunity cost and individual activity were
measured according to the method proposed in Sect. 3 of this paper, and the results
were reflected in the group ratings. A group recommendation experiment prototype was
constructed by applying ALS-based MF, by using Scala language.

Table 3. Experimental environment.

Master Slave

CPU Intel® Core™ i7 or i5 CPU (Skylake)
Memory size
(Total)

16 GB 64 GB*6(384 GB)

Storage size (Total) 6 TB 8 TB*6 (48 TB)
OS Ubuntu 16.04 LTS Ubuntu 14.04 LTS
Spark version 2.01 2.01
Hadoop version 2.72 2.72
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Fig. 4. WSSSE calculation for each cluster.
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We compare the proposed group recommendation method with Least Misery, Most
Pleasure, Average and RMSE proposed in Fig. 5. As a result, we can find that the
proposed method is about 27% better than Least Misery and 5% better than Most
Pleasure On the other hand, the recommendation accuracy was about 4% lower than the
average method. This means that it is advantageous to apply the proposed model to the
group recommendation considering the dissatisfaction level of the group members as a
whole, and the average method if not.

5 Conclusion

In this paper, we propose a group recommendation method for solving the disadvan-
tages of Least Misery among group recommendation methods considering opportunity
cost concept and personal activity. While Least Misery can take into account satis-
faction, the prediction accuracy is low and the average is high, but it is difficult to
reflect the dissatisfaction. We attempted to solve this by applying the concept of
opportunity cost (loss). Also, considering the different influences of the individuals
reflected in the group decision making in the real world, we tried to reflect this through
individual activity. As a result, it was confirmed that the recommended recommen-
dation accuracy is better than Least Misery and Most Pleasure among group recom-
mendation methods.

We also used In-Memory based Spark Framework to solve the bottleneck caused
by iterative processing of data in MapReduce Framework.

In future research, we will apply the proposed group recommendation method to
measure the change of prediction accuracy according to the applied group size of the
proposed method, the proposed group recommendation method will be applied to the
group (small, medium, and large) classified according to the number of group
members.

Acknowledgement. This work is supported by Ajou University Research Fund.
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Abstract. 8 A suitable user interactive model is required to navigate
efficiently in information network for users. In this paper, we have devel-
oped EEUM (Explorable and Expandable User-interactive Model) that
can be used conveniently and efficiently for users in bibliographic infor-
mation networks. The system shows the demonstration of efficient search,
exploration, and analysis of information network using EEUM. EEUM
allows users to find influential authors or papers in any research field.
Also, users can see all relationships between several authors and papers at
a glance. Users are able to analyze after searching and exploring (or nav-
igating) bibliographic information networks efficiently by using EEUM.

Keywords: Information networks · Graph database · Data visualiza-
tion · User-interactive model

1 Introduction

An information network is structured to interact with various types of objects. It
can be represented as a graph, which consists of G = (V,E), where V is a set of
vertices (or nodes) and E is a set of edges (or links). Each edge has two vertices.
Node can be linked by one or more links. Each node represents as a object
(or entity), and each edge represents as a link, which is a relationship between
two nodes. For example, each entity in bibliographic information networks is
identified as author, paper, conferences, or other related type of bibliography.
Also, each link is identified as ‘write’ or ‘cite’.

Numerous researchers lately are working on information network. Profes-
sor Jiawei Han and his team are leading the research, and various research
results have been published. They have conducted various studies to perform
data mining in bibliographic information networks [1,2], and they have devel-
oped a program called, BibNetMiner [3]. In addition, he has conducted research
of ranking-based clustering and classification using star network schema in het-
erogeneous information networks [4,5]. He also has conducted on top-k similarity

c© Springer Nature Singapore Pte Ltd. 2018
W. Lee et al. (eds.), Proceedings of the 7th International Conference
on Emerging Databases, Lecture Notes in Electrical Engineering 461,
https://doi.org/10.1007/978-981-10-6520-0 33
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search in heterogeneous information networks [6], stochastic topic models [7], and
co-author relationship prediction [8].

By taking advantages of the previous results of information network
researches, we have developed the EEUM system1 that allows users to search
and to explore (or navigate) efficiently bibliographic information networks using
WebVOWL [9]. EEUM provides a web-based user interactive interface as easy-
viewing of information networks. An information network can be expanded or
removed by user’s preferences, and multiple filtering functions allow efficient
analysis. Influence on information network can be proven by using various nota-
tions and centralities of each entity.

2 System Overview

Structure of our proposed EEUM system has shown as Fig. 1. First, EEUM pro-
vides users able to explore on information network efficiently through browsing
modules. Also, EEUM provides users to organize and to display information net-
work through graph modules. At server modules, graph database stores all data
and returns query’s result of bibliographic information network.

Fig. 1. EEUM system architecture

Figure 2 shows the web-based user interface of the EEUM. Users are able to
explore and to expand information networks through the graph structure, and
they are able to analyze data efficiently through several functions.

2.1 Browsing Modules

Searching. EEUM provides a module that can search efficiently in bibliographic
information networks. This module basically allows searching for author and
1 EEUM system: http://eeum.suanlab.com.

http://eeum.suanlab.com
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Fig. 2. Web-based user interface

similarity searching for keywords such as title and journal. It features auto-
complete for over 1.8 million authors and over 1600 journals. Users can set
conditions to search either for the start node only or for the entire node only. In
the search module, user can specify year range of the published date to search,
and can specify number of hops, the portion of each path between source and
destination.

Exploring. EEUM allows users to explore efficiently in bibliographic infor-
mation networks. Users can explore a structure of graphs and all relationships
between various nodes. They can see and read a detailed information by selecting
paper-node or author-node. By selecting a paper-node, EEUM provides users a
detailed information of the node such as title, type, EE, volume, journal, pages,
year, URL, and key. As similar for selecting an author-node, it provides users
a detailed information of the node such as author’s full name, type, author’s
DBLP website, and a list of his/her written papers.

Expanding. Users would acquire to expand their associated networks rather
than continuously searching with conditions for exploring bibliographic infor-
mation networks. In expanding module, EEUM allows users to expand their
assoicated networks for acquiring a new network.

For example, all nodes of authored and co-authored papers along with co-
authors will be appeared to information networks with links when expanding of
an author-node. Also, as similar to a paper-node, all nodes of papers (including
cited and cited-by papers) and author(s) that are related to the node are will
be appeared as well. Therefore, users can expand networks by selecting ‘expand’
from context menu of each node.



302 S. Lee et al.

Removing. Users can remove specific nodes that are displayed on bibliographic
information networks. In order to remove, clicking right-mouse button on a node
will display menu. Then selected node will be removed by selecting ‘remove’ from
menu. Removing an author-node performs one of two methods for user’s choice.
(1) All nodes that are linked with selected node including relations, which are
links in this paper, will be removed, or (2) a selected node, the node’s relations,
and its authored paper-nodes which contain no other relations will be removed.
However, removing a paper-node performs that only a selected node and the
node’s relations will be removed. Users can efficiently search and explore on
information networks after removing user’s unwanted some nodes.

Filtering. Bibliographic information networks may included uncountable nodes
and relations on web-based user interface when user starts to search, and it can
be complexed to user. Therefore, EEUM provides several filtering functions that
can be useful in bibliographic information networks. These functions are the
followings:

– Cited Paper Node(s): show/hide all node(s) of cited paper and its relation.
– Cite Relation(s): show/hide all ‘cite’ links.
– Write Relation(s): show/hide all ‘write’ links.
– Degree of Collapsing: show/hide number of nodes as many as the number

of relations based on the all of the above filters. When number of all nodes
exceeds a specific number (100 as default), collapsing will performed auto-
matically, which is called auto-collapsing. This performs to display only upper
nodes after hiding each node’s relations in ascending order.

2.2 Graph Modules

Notation. EEUM presents several objects with nodes and relations in biblio-
graphic information networks. Notation and description of each object is shown
in Table 1. EEUM shows all relationships between various objects, and it allows
users to analyze by exploring in information network.

Centrality. At EEUM, node’s size is adjusted depending on centrality in bib-
liographic information networks. In case of an author who wrote and published
numerous papers, the author-node’s centrality increases as well as a size of the
node. As similar to paper-node, when number of times that a single paper has
cited by people, a centrality increases. Figure 3 shows that all author-nodes and
paper-nodes are set depending on its centrality of all authors that are displayed
on user interface, and similarlity to all paper-nodes.

Statistics. At graph module, EEUM provides statistical information which
will be displayed numbers, which are total number of all nodes, number of all
edges, author-nodes, paper-nodes, ‘write’ links, and ‘cite’ links, separately. Num-
ber of all author-nodes is a sum of all authors including selected author-node, and
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Table 1. A description of each object’s notation

noitatoNnoitinfieDepyTtcejbO

Paper node
Object with information of a pa-
per; Linked directly to author or
selected author (node)

Cited Paper node
Object with information of Paper;
No link directly to author or se-
lected author

Selected Paper node

Object when paper node or
cited(by) paper node is selected,
or when papers title matches with
keyword that is searched by user

Author node
Object with information of an au-
thor

Selected Author node

Object when author node is se-
lected, or when authors name
matches with keyword that is
searched by user

Publishing relation
Relation that is linked to paper
published by Author

Citation relation
Relation that is linked to paper
cited by other paper

a number of all paper-nodes is a sum of all papers including selected paper-node,
and all cited and cited-by paper-nodes. Users are able to easily see the statis-
tical information of bibliographic information networks that they are currently
searching.

2.3 Server Modules

Web Server. Web server retrieves user’s query results from graph database.
First, EEUM generates graph data based on the query results that were initially
retrieved from user. Graph data of the query results is stored and managed as
a JSON2 file. Generated graph data can be reused when an identical query is
requested. Web server is linked to the graph database which is currently based

2 https://en.wikipedia.org/wiki/JSON.

https://en.wikipedia.org/wiki/JSON
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Fig. 3. Example of the size difference of nodes according to centrality (nodes with less
than 10 relations are collapsed)

on JSON file, and web server can efficiently shows users the necessary parts of
the bibliographic information networks.

As a user explores on information network with the query result, network
can be expanded, or the node and relation can be removed. When expanding
information network is required, user can append the result of query to graph
data. When removing a node or a relation is required, user can remove the node
and its relations from graph data without querying to graph database.

Graph Database. At EEUM, we use graph database Neo4j3 for efficient stor-
age and usage of graph data, and all data of bibliographic information networks
are stored in a graph database. Neo4j is an ACID compliant transaction database
with graph storage and processing capabilities. While system saves directional
data as [Node − Relation → Node], data is stored as one of two types of data,
[Author − Write → Paper] or [Paper − Cite → Paper].

Author-node contains an author’s name, and paper-node contains various
information such as title, type, EE, volume, journal, pages, year, URL, and key.
Relation is identified as ‘write’ or ‘cite’, and each relation has information of
‘from node’ and ‘to node’ to acknowledge directionality.

In this paper, we use DBLP dataset to construct bibliographic information
networks. As previously stated, we store DBLP dataset to graph database.

3 https://neo4j.com/.

https://neo4j.com/
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3 Experimental Case Studies

EEUM shows the process of exploring and analyzing DBLP dataset. In this
paper, we show demonstration in two scenarios.

Fig. 4. Search model interface in EEUM system

Scenario A [Information Network]. It is supposed that user explores entire
information network, and performs searching for influential author in applicable
field. Firstly, Fig. 4 shows as a screenshot of searching the network for title
including ‘information network’ keyword.

Figure 4 shows the results from the search, “Jiawei Han”. In the result,
“Jiawei Han” is an author who is influential in a field according to the cen-
trality as shown in figure. In the Fig. 5, two large networks are shown. One
network contains numerous papers and co-authors that are related to “Jiawei
Han”, and other networks centers on “Philip S. Yu”. If user desires to see only
articles that are related to ‘Information Network’ written by “Jiawei Han”, then
user is able to search after inputting “Jiawei Han” as author and ‘Information
Network’ as title. A network after retrieving above conditions is shown as Fig. 5.
Figure 5 shows single network with numerous co-authors distributed around at
centered node, “Jiawei Han”. One of co-authors, “Yizhou Sun”, is located closed
to “Jiawei Han” in network. This can be seen in form of a graph that “Jiawei
Han” and “Yizhou Sun” work together on paper on a field of information net-
work.
Scenario B [Data Cube]. It is supposed that user understands the influence
on “Jim Gray” and ‘Data Cube’ in bibliographic information networks. User
searches author as “Jim Gray” and title as ‘Data Cube’. To analyze the influence
of the paper based on the results, user expands network to obtain information
of co-author(s) and cited(by) paper(s) for data cube. Figure 6 shows how much
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Fig. 5. Results for information network research (degree of collapsing: 4)

Fig. 6. Results for “Jiawei Han” in ‘information network’ research
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Fig. 7. Information network result of “Jim Gray” author and “data cube” paper

Fig. 8. Information network about “Jim Gray”

influence of data cube papers. Figure 7 shows as expansion of network when user
would like to understand how much “Jim Gray”, one of authors for the Data
Cube Thesis, has influential. In Fig. 7, papers and co-authors of “Jim Gray” are
expanded to Fig. 8. In Fig. 8, user can determine that “Jim Gray” is the author
who wrote numerous influential papers as information network shows.
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4 Conclusion

We have designed and implemented explorable and expandable user-interactive
model for browsing bibliographic information networks. Our system allows users
to efficiently search, search and analyze information networks based on a graph
database. Users can use EEUM to find influential authors or papers in the bib-
liographic information network. Currently, we are working on combining EEUM
systems with various information networks and efficiently summarizing and ana-
lyzing the graphs. In the future, we will carry out studies to efficiently analyze
large-scale information networks.

Acknowledgments. This work was supported by the Industrial Technology Innova-
tion Program through the Korea Evaluation Institute of Industrial Technology (Keit)
funded by the Ministry of Trade, Industry and Energy (Project#: 10052797, Project
name: The development of the real-like business simulation platform enable by case-
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Abstract. In this paper, we have reported an effective model for familiarity
analysis in indoor environments based on proximity and direction. We employ
the positioning data of users; thus, we avoid recording the action or any con-
versation pertaining to the users. We use the beacon signal to find a user’s
location and choose a subgroup, which is a temporary group obtained using the
location of the users. The proposed method analyzes the familiarity using two
different methods. The proximity-based method is used to calculate the famil-
iarity based on the time for which the user has stayed in the subgroup. The
direction-based method is used to calculate the familiarity based on the direction
of each user in the subgroup. This study addressed situations arising in an event
or a group activity in indoors to analyze the degree of familiarity by determining
the location of a user.

Keywords: Bluetooth low-energy beacon � Familiarity analysis � Indoor
positioning � Subgroup analysis

1 Introduction

The Internet of Things (IoT) is expected to be overpopulated by numerous objects with
intensive interactions, heterogeneous communications, and millions of services [1].
A large amount of data will be generated because of the considerable increase in the
number of users of wearable devices and social network. With IoT devices, the
familiarity between users or devices can figure and it helps to analyze user’s property
and to provide personalized services. So many researches study familiarity-analysis
method and previous studies have used social networking services (SNS), sensors
installed in buildings, etc. [2]. However a user’s privacy could be put at risk, many
studies have not used personal information but instead have used the users’
location-tracking data [3]. Accordingly, many studies have used sensor data and they
use a personal device, which helps transfer the user’s location data to the server [4, 5].
Others use attached sensor data employ video, image, and voice data [6]. Unfortu-
nately, these data and personal device contain a user’s information. Hence, this is still a
matter of privacy.

In this study, we assume that each user carries a beacon, and the receiving device is
installed on the building. When the device receives the beacon signal, each device
calculates the distance between the device and the beacons to find a user’s position and
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transfer the position to the server. From the transmitted data, the server detects the
subgroups. A subgroup is a temporary group in a specific location like classroom.
A subgroup is determined by user’s location and its density within a group. Using the
subgroup, this study figure the familiarity score for each user based on two methods:
proximity and direction analyses. Unlike other study, we do not use any information
other than the location. Moreover, the users need not send any information from their
personal devices.

In this paper, we explain the overall structure of the system in Sect. 2. The
subgroup-analysis model using the Bluetooth low-energy beacon is explained in
Sect. 2.1. The proximity and direction-based familiarity-analysis models are described
in Sects. 2.2 and 2.3, respectively. In addition, we show the scenario and experiment
results of the proximity and direction-based methods in Sect. 2.4. Finally, the con-
clusions of this study are presented in Sect. 3.

2 Real-Time Familiarity Analysis Model

We consider that if the users enter a specific location such as a movie theater or a
banquet hall, the users are members of a certain group. If the user is in the movie
theater, the user might be an audience watching a film. Although the users are per-
forming the same group activity, it does not imply that the users are familiar with each
other. We assume that if the users are familiar with each other, they will have a
conversation and be in close proximity. Hence, before we analyze the degree of
familiarity between the users, we will detect the subgroups, which are defined by their
location within the group [7].

A subgroup and tracking data of the user are the basic elements of our analysis
model. We recognized the subgroups and tracked a user’s route through the familiarity
analysis process. We describe our suggested models as follows. Figure 1 shows the
process of the proposed system using the models.

While a user carrying a beacon enters an indoor environment, the receiving devices
receive the beacon signal. Each receiving device calculates the distance between the user
and the receiving device. If a user is within the certain observation area of the receiving
device, it is assumed that the user is active around that receiving device. The threshold
for the observation area is different from the installation distance. If the interval of each
device is 1 m, the threshold is 50 cm. The receiving device will be deemed as
being closest to the user if the receiving distance is found to be less than 50 cm.

Fig. 1. Process of Familiarity Analysis Model.
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We recommend that the distance between the receiving devices be in the range of 75 cm
to 3 m [7]. This range is the most efficient to obtain a high accuracy with respect to the
distance. The receiving device is used to calculate the beacon signals using the distance.
The user’s location is transferred to the server within the observation area of the
receiving device. If the user moves quickly or an error is observed in the calculation,
more than one receiving device appears to be the closest to the user. In these cases, the
calculation is repeated and the distance is recalculated every 30 s.

Figure 2 shows the flow of the sensor data. The beacon only transmits its signal and
ID through the Bluetooth. Moreover, each receiving device transmits the distance data
to the server through Wi-Fi. The server is used to determine the subgroups and user
routes using the received data. The user routes are based on the user location, which is
calculated using a triangulation method [8].

Our familiarity analysis model is based on location. For identify users in an indoor
environment, we use the beacon wherein the Bluetooth signals are used to transmit a
timestamp, major number, minor number, transmission power, RSSI (dB), and prox-
imity to the receiving device. We can identify a beacon with the major number because
it is a unique number such as device ID. The offering proximity data is the distance
between the beacon and the receiving device, which is measured using the free-space
Friis model. However, the accuracy of the proximity data is 68% [9, 10]. Hence, we use
the Average_30s_Distance equation which modified the Friis equation [7]. Using this
equation, the difference between the actual and calculated distances is found to be
within 10 cm [11]. This is not a problem for the recognition of familiarity. We cannot
detect the user’s exact location because the calculated distance does not contain
direction. Therefore, we use the triangulation equation [8] to determine the user’s
location.

The proximity-based familiarity analysis is performed using subgroups. The sub-
group is calculated using a map, user’s location, and density. If the users are in the
same subgroup, the familiarity between the users increases every 5 min. The
direction-based familiarity analysis is performed using the routes taken by the users. If
two users are in the same subgroup and look at each other, they are assigned a
familiarity score. In addition, if the users are in same route when they are moving, the

Fig. 2. Sensor Data Flow
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familiarity between them increases every 10 min. The results of each familiarity score
will be added to final familiarity score in the server.

2.1 Subgroup Analysis Method

The receiving devices receive the beacon signal through Bluetooth. Each receiving
device installed under the desk transmits the user’s position to the server, and subse-
quently, the server determines the subgroups. In Table 1, we define four types of
subgroups based on their ranges. If the range is over 5 m, the group is public and the
range score is 1. A social group, a friendly group, and very-friendly group are assigned
ranges of 3 m to 5 m, 1 m to 3 m, and under 1 m, respectively; the groups have range
scores of 2, 3, and 4 in regular sequence, respectively. A user may be included in any of
the various subgroups. The range score will be used to determine the influence on the
subgroup. The number of receiving devices in a certain type of subgroup depends on
the interval between the receiving devices. In this study, the interval is 1 m; hence,
there is only one receiving device in the very friendly group. The range of the friendly
group is 1 m to 3 m; thus, 2 to 9 receiving devices are included. The social group
includes 10 to 25 receiving devices. The number of receiving devices in the public
group is more than 26.

Rscore is the weight value of each group. It will be used to calculate the entropy
score of the subgroup. To calculate the density score Dscore and density D for each
subgroup, we use the following equation.

Dscore ¼ U
4S

; D %ð Þ ¼ U
4S

� 100 ð1Þ

In Eq. (1), U is the number of users, and S is the number of receiving devices. For
example, if two users are in the observation area of a receiving device, the density score
would be 0.5. We consider that four users are sufficient within a distance of 50 cm.
Thus, the density score is 1 when four users are within an observation area. However,
more than four users can be within the observation area of a receiving device and our
system can calculate the density score regardless of the number of users.

To determine whether a subgroup is substantial to be included in the
familiarity-analysis model, we calculate its entropy score from the calculated density
and the range of the subgroup using Eq. (2). If the density is zero, the user is not within
the range and the subgroup entropy (SGE) score is determined to be zero. Otherwise,
we multiply the density and range scores and apply natural logarithm as follows.

Table 1. Type of subgroup based on range

Type of subgroup Range Rscore

Public group 5 m and above 1
Social group 3 m to 5 m 2
Friendly group 1 m to 3 m 3
Very-friendly group Up to 1 m 4
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SGE ¼ 0 Dscore ¼ 0ð Þ
lnðDscore � RscoreÞ ðDscore [ 0Þ

�
ð2Þ

The server is used to calculate the SGE score and this score is used as a basis for
determining the influence of the subgroup on the familiarity. The threshold for an
influential subgroup is 0.5. Therefore, if the SGE score is above 0.5, we consider it a
subgroup for the familiarity-analysis model. For example, if two users are in the
observation area of a receiving device, which is a very-friendly group, the equation is
lnð1� 2Þ � 0:69; thus, it is classified as a subgroup. However, if two users are in the
observation areas of two receiving devices, it is not classified as a subgroup. Table 2
lists the entropy scores of the subgroups. The scores qualifying the influential subgroup
in the model are in bold.

Figure 3 shows an example of the method used to select a subgroup. (a) has two
users in one observation area, and (b) has three users in three observation areas. (c) has
ten users in four observation areas. Based on the above equations, (a) and (c) are
subgroups. In (c), there are possibly two overlapping subgroups, where one has two
users and three users in each observation area. In this study, we evaluated these designs
and selected the highest range of the subgroup between the overlapped subgroups.
However, we did not develop a geometric design but instead limited ourselves to a
quadrangle design. The design in (b) which was not selected as a subgroup is recal-
culated with a higher range. If a user does not belong to the subgroup, the user is
considered temporarily isolated.

Table 2. Examples of subgroup entropy score

Number of users Number of device

Very-friendly group Friendly group
1 2 4 6 9

4 1.39 0.41 −0.29 −0.67 −1.11
5 1.61 0.64 −0.07 −0.46 −0.87
10 2.30 1.32 0.64 0.23 −0.17
15 2.71 1.73 1.04 0.64 0.23
20 3.00 2.01 1.32 0.92 0.52

Fig. 3. Example of subgroup analysis
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2.2 Proximity-Based Familiarity-Analysis Method

The location and time influences the familiarity. Therefore, we have considered that
there is a connection within a subgroup. In this case, the familiarity score between each
pair of users increases by 1 point every 5 min.

Algorithm 1 describes the method used to calculate the familiarity. Using the
beacon’s major value, subgroups, and duration time, we calculate the familiarity score
using a two-dimensional matrix and recalculate the algorithm every 5 min. UserID is
the major value of the beacon, which is unique. When this algorithm is run for the first
time, the initial value of the familiarity will be zero. After the first run, the familiarity
value uses the saved score that is obtained from the previous calculation. If a user has
left the area, the familiarity of the user with others is saved to the server. DurationTime
indicates that the user has been included in a certain subgroup for some minutes during
the previous 5 min. It enables us to know whether the user is leaving the subgroup. We
consider the moment the user leaves as the average time that a user remains in the area
within the 5 min duration, not an exact time such as 5, 10, or 15 min. For example, a
user is included in A subgroup from 05:04 p.m. to 05:07 p.m. If the system use an exact
time, system understand that a user include in the A subgroup during 05:04 p.m. to
05:05 p.m. and during 05:05 p.m. to 05:07 p.m. separately. Hence, we use the duration
time then system understand a user include in the A subgroup during 3 min. Thus, if a
user stays for more than 3 min, we assign 1 point.

2.3 Direction-Based Familiarity-Analysis Method

The location-based method has a limitation in that the user’s direction is not consid-
ered. Thus, we add a 10-min tracking data of the users. In Sect. 2.1, we calculated the
user’s location using the beacon every 30 s. Using the receiving device as reference
points, we map the classroom as shown in Fig. 4. Each device is placed in the form of a
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square shape, and the interval is expressed to set to 1 of the graph value per 10 cm.
This is for convenience when calculating the direction of the user. Figure 4 shows the
example of the method used to determine whether the users are facing each other
through the users’ route.

When the users are included in the group, the location data for the previous 1 min is
recorded to determine the direction of the user’s route. We then predict the direction in
which the users will move for the next minute. Based on this data, we find the predicted
directions of two users in the same subgroup on overlapping. If there is an overlapping
data between the users, we assume that users are looking at each other. In Fig. 4, we
record the current location and the location before 1 min of users A and B. We then
estimate the location of the users after 1 min along the moving routes and follow the
arrows as shown in Fig. 4. If the extended dotted lines overlap each other such as users
A and B, we consider that they are facing each other. Although the users C and D are
close to each other, their extended lines are not overlapping; thus, we assume that they
are facing different directions. Naturally, the predicted location will be different from
the real location. However, we use this data to determine whether the users are looking
at each other.

In addition, if the paths are the same within the same subgroup, we consider that
they are highly familiar than others. During the 10 min tracking, we collect 20 location
data of the users. If a user is moving along a similar route with another user at the same
time, we assume that they are moving together.

Fig. 4. Example of route tracking of users
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Figure 5 shows the example of the 10-min tracking data. The red, blue, and green
circles indicate users A, B, and C. Based on our algorithm, three users are familiar with
each other. However, user C is moving in a different route than users A and B. It
implies that they are together but they are not close to each other. Thus, if a subgroup
member has the same route during the 10 min, they obtain 1 more point. Although this
type of tracking cannot fully reflect the directionality, unfamiliar users in the subgroup
can be determined.

2.4 Experimental Result

To experiment with the proposed model, we need a user movement data. We design a
scenario and 10 volunteers move based on our scenario for 15 min. In our scenario,
two users remain in one observation area and moves around the receiving device in one
direction. Five users move to another observation area every 5 min in various direc-
tions. Others move continuously in various directions.

The receiving devices were the Samsung Galaxy S7 smartphones and Nexus 7
tablet. The server was a core i7 PC with 4 GB of RAM. We used a RECO. Inc. beacon
sensor. We installed 9 receiving devices under the desk with intervals of 1 m. In the
proximity-based familiarity-analysis method, we found two subgroups and each
member of the subgroup is assigned a familiarity score of one. Table 3 lists the result of
the proximity-based familiarity score.

Fig. 5. Example of 10-min tracking

Table 3. Proximity-based Familiarity Score

 A B C D E F G H I J 
A  0 0 0 0 0 0 0 0 0 
B 0  0 2 1 1 0 0 0 0 
C 0 0  0 0 0 0 0 0 0 
D 0 2 0  0 0 0 0 0 0 
E 0 1 0 0  1 0 0 0 0 
F 0 1 0 0 1  0 0 0 0 
G 0 0 0 0 0 0  0 0 0 
H 0 0 0 0 0 0 0  0 0 
I 0 0 0 0 0 0 0 0  0 
J 0 0 0 0 0 0 0 0 0  
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In the direction-based familiarity-analysis method, we track a user’s route who is a
member of the subgroup. Although the number of users is ten, only three users are part
of the subgroup. Two subgroups comprise <B, D> and <B, E, F>. In the <B, D>
subgroup, each user moves to different locations. In the <B, E, F> subgroup, each user
walks to a particular location. Therefore, B, E, and F are assigned one point each.
Table 4 lists the combined result of the familiarity score.

The accuracy of the proposed method is over 94%, which is high. This test can only
prove that the proposed model is technically possible. In addition, during the test, we
found a problem with the proposed model. If two users were both close to the boundary
of the observation area but in different observation areas, they cannot obtain a famil-
iarity point. In an actual environment, it is possible that two users are acquainted. Thus,
if we use the user’s track data as a whole rather than only within a subgroup, we can
solve this problem. However, this solution will take more time as more users are
involved.

3 Conclusion

In this study, a familiarity-analysis model is proposed. The proposed model is based on
the proximity and direction, which are the location and route of the users, respectively.
Using a Bluetooth signal, we can obtain the location of the users. When a user carries a
Bluetooth low-energy beacon, receiving devices installed in an indoor environment
receives the signal, and subsequently, the position of the users is calculated. To identify
a user’s exact location, we use two equations: Average_30s_Distance equation and
triangulation equation. Using the locations of the users, we define subgroups. The
familiarity score is analyzed using two methods and the results obtained using the
methods are combined. The first method is based on the proximity and the second is
based on the direction. Each method is used to calculate the familiarity score every
5 min. We experimented with two types of receiving devices, Bluetooth low-energy

Table 4. Result of Familiarity Score

 A B C D E F G H I J 
A  0 0 0 0 0 0 0 0 0 
B 0  0 3 3 2 0 0 0 0 
C 0 0  0 0 0 0 0 0 0 
D 0 3 0  0 0 0 0 0 0 
E 0 3 0 0  2 0 0 0 0 
F 0 2 0 0 2  0 0 0 0 
G 0 0 0 0 0 0  0 0 0 
H 0 0 0 0 0 0 0  0 0 
I 0 0 0 0 0 0 0 0  0 
J 0 0 0 0 0 0 0 0 0  
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beacon, server, and 10 volunteers. The result was more than 94% accurate. Although
our result shows high accuracy, our experiment was based on an artificial scenario. The
experiment does not reflect a real situation and we cannot be sure that it will be
effective in practice. To determine realistic errors, we will continue to repeat the test in
an actual environment and modify our model. The final objective of our study is to
develop a familiarity-analysis model for various situations. This challenge of paper is
showing possibility of extended usage of location info at IoT. If we did test for this on
grocery store and basket has beacon. This system check each shopper’s standing time
on each materials and find each shopper’s preference. Proposed familiarity analysis
method can apply various field.
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Abstract. In the music streaming service, users can feedback their preference
explicitly or implicitly. We propose a link prediction approach for music rec-
ommendation with various types of user feedback to alleviate the data sparsity
problem and the cold-start problem. Moreover, by reflecting the temporal fea-
tures of the feedback, we analysis the time-varying user taste. The experiment
on real-world dataset demonstrates the effectiveness of our approach in the
recommendation quality.

Keywords: Recommender system � Link prediction � Music recommendation

1 Introduction

In many on-line web services, recommendation system has emerged as an indispens-
able choice [2]. The recommendation system analyzes the user’s taste on the items
from the collected user feedback, then recommend them.

Traditional recommendation systems can be categorized into two approaches. The
first one is the content-based approach. It recommends items based on the character-
istics similar to the previous items that the user prefers. The other is collaborative
filtering (CF) which recommends items based on the similarity between items or users.
CF analyzes the users’ feedbacks for items to calculate similarity. It can build a
recommendation model for items that are difficult to analyze contents such as music
and images. Moreover, it is not free to cold start problem and data sparsity problem, in
which recommendation accuracy of early users who lack the amount of user’s feedback
is poor because it is not enough to collect sufficient amount of user behavior records.

The cold start problem and the data sparsity problem are the traditional challenges
in recommendation because they cause negative effects on the recommendation quality.
There are some studies conducted to cope with the problems by translating recom-
mendation problem into link prediction task [13]. Various relationships between a user
and an item can be represented as a user-item bipartite network. The recommendation
problem in the user-item bipartite network can be replaced with a link prediction
problem that predicts the link which occurs between the user node and the item node.

However, since the previous link prediction techniques have considered only single
kind of user’s feedback, they may not fully overcome the data sparsity problem and the
cold-start problem. In this paper, we propose a recommendation model that recom-
mends music in user’s taste based on link prediction method. Our model considers
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various types of user feedback (i.e. ratings, repeated listening and skipping current
music) and the time-varying temporal feature of the feedback. We adopt a network
structure that represents user ratings and listening events. With our approach, we
recommend music similar to the user liked or listened before.

In the experiment with real-world dataset, our approach yields up to 78 times better
recommendation quality despite of the data sparsity problem. Furthermore, considering
temporal feature improves recommendation quality by 1.18 times.

The rest of the paper is structured as follows. In the next section, we describe the
traditional recommendation models, then list the previous work to link prediction
approach for the recommendation. Section 3 explain our approach in detail. We
describe dataset used for experiment and analyze experiment result of our approach in
Sects. 4 and 5 respectively, then finally conclude our research in Sect. 6.

2 Related Work

In music recommendation, common techniques are the Content-based Approach and
Collaborative Filtering (CF). At first, content-based approach analyzes the profiles of
the music and recommends other music which has the same profiles with the user liked
music [1, 11]. Therefore, it is possible to construct a recommendation model even if the
number of the user feedback is insufficient. However, this approach has the disad-
vantage of limiting the range of recommendations when it is difficult to analyze the
essential content of an item, such as video or music.

Secondly, CF is based on the decisions on the experiences and knowledge that
reach each user from a relatively large group of acquaintances. Unlike content-based
approach, CF uses only interactions between users and items for recommendation. Due
to this characteristic, CF can recommend items that are difficult to analyze contents,
such as images and music. However, CF is not free about the following two issues: data
sparsity problem and cold start problem.

One of the ways to overcome these issues is link prediction approach. Link pre-
diction problem is a task to predict a new link in a continuously evolving network [12].
Many previous works have been studied to solve the data sparsity problem and improve
the accuracy of the recommendation by expressing the sparse data on the network. For
example, Dong et al. [3] proposed a transfer-based ranking factor graph model that
combines several social patterns with network structure information. Xie et al. [13]
proposed a model that consider the relation duality such as similar or dissimilar and like
or dislike using the complex number. However, the previous works used only
single-type user feedback, which inevitably led to a low accuracy in the recommen-
dation result. Since the music data has a characteristic that user preference changes with
time, the temporal feature should be reflected in the music recommendation [5, 6].

In this paper, we propose a novel link prediction method using the various type of
user feedback. Moreover, our method considers the temporal feature of user feedback.
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3 Methodology

During streaming service, users may show their preference via various feedback.
A music recommendation system might consider various kinds of user feedbacks and
its temporal feature for recommendation task.

3.1 Network Construction

The user feedback records in music streaming service can be modeled as a user-music
bipartite network. From the network, we can get the recommendation of music based
on link prediction approach.

We categorize user feedback into two groups: explicit feedback and implicit
feedback. The user shows his/her music preference with rating or review. This kind of
feedback is called ‘explicit feedback’. The traditional recommender system focus on
processing explicit feedback for building a recommendation model since it is valuable
information for understanding user’s taste. Explicit feedback has the benefit of user
preference understanding, but collecting explicit feedback is a difficult task. As the
result, recommender systems have trouble computing similarity accurately between
users or items for recommendation.

Otherwise, recommender system can analyze user’s music taste by observing user
behavior. The user gives some hints to analyze their taste.

We construct user-music bipartite networks from the explicit and implicit feedback.
The user-music bipartite network consists of user and music nodes and links between
two types of node. Figure 1 shows an example of building user-music bipartite net-
works from multiple user feedbacks. In the example, a user feedback, whether it is
explicit or implicit, is represented as a weighted link in the network. The weight of link
indicates user’s preference or confidence to the music. Taking into account the weight
of the link, the recommendation system interprets the high weight between the user and
the music node as a high interest or preference of the user to the music.

Fig. 1. An example of building user-music bipartite network from user’s feedback
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3.2 Proposed Method

To address the data sparsity problem, we propose a link prediction based model for
recommendation. Given multiple user-music bipartite networks, we recommend music
in user’s taste by the link prediction method.

Network Projection. Bipartite network projection is a task for compressing a bipartite
network into a unipartite network. In Fig. 2, the user-music bipartite network for each
user feedback is transferred into a network with music node. If two music nodes have
common users in the original bipartite network, they are connected in a projected
unipartite network.

To minimize the data loss during network projection, we compute a link weight in
music network from the topological feature in the user-music bipartite network. The
weight means the similarity between two music.

Since users’ music preference is changed over time [7], temporal feature in user
feedback records has to be considered. To do this, first, we construct a music network
by summing the projected network from the user-music bipartite network corre-
sponding to time window. Then, we multiply aging factor by the weights of each
projected network.

The music networks for each user’s feedback are collapsed into a single music
network. During the process, the weight for each user’s feedback is multiplied by the
link weight of corresponding music network. The weight represents the effect of each
user’s feedback in the viewpoint of user preference. We will discuss how to obtain the
optimal weight of each user’s feedback.

Link Prediction Algorithm. We find the music that is similar to the user preferred by
the random walk with restart (RWR) in the projected music network.

RWR is defined as a sequence of randomized moves by random surfer starting from
the certain nodes. The algorithm has been adopted as a similarity measure for recom-
mendation problem [8]. Compared with other similarity measures, RWR can capture the
global structure of the network and the composite relationship between nodes [4, 9].

Fig. 2. The user-music bipartite network projection for each type of user feedback
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The random surfer repeats one of the following actions, starting from the nodes
representing the user liked music.

• Move to neighbor. The random surfer moves to one of the neighbors of the current
node. The probability that a random surfer moves is directly proportional to the
weight of the link between the current node and the neighbor.

• Back to starting node. During the network search, the random surfer returns to the
starting nodes with predefined restart probability. It limits the range of search space.
The restart probability also limits the random surfer from moving too far from the
starting nodes.

The relevance score measured by RWR is interpreted as the possibility of link
creation. The system recommends the top k ranked music to the user.

Optimization. As mentioned above, we need to find optimal weight for each user’s
feedback. This optimization process identifies the impacts of each user feedback in user
taste analysis.

In this research, we take an evolutionary algorithm to find optimal weight for each
user feedback. Compared with other optimization algorithms, the evolutionary algo-
rithm can find global minima in given search space. The overall optimization process is
shown in Fig. 3. The algorithm optimizes the weight of user’s feedback by an approach
inspired by biological evolution such as recombination and mutation.

The goal of optimization is to calculate the weight for user’s feedback for higher
recommendation quality. The cost function for users U in training dataset is defined as
below:

cost ci; uð Þ ¼ 1
Uj j

X
u2U

Xk

j¼1
ruj ð1Þ

The Eq. (1) sum all recommendation ranking ru1 ; r
u
2; . . .; r

u
k

� �
of the music the user

u has heard in training data. The link prediction to obtain recommendation results is
performed on the projected music network that is calculated with the one of weight

Fig. 3. The overall optimization process
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candidates ci. After calculating the cost for all the weight candidates, we update the
weight candidates by recombination and mutation among the weights which have small
cost. The entire optimization process is repeated until we find the optimal weight in
recommendation perspective.

4 Experiment Design

4.1 Datasets

We use one-year user play history and ratings collected from Last.fm in 2014 [10].
Note that there is only ‘like’ expression in the user rating records. The basic statistics of
the dataset is shown in Table 1.

We sampled the listening events and ratings for 10,000 songs which have at least
one interaction with the user. We then partition the sampled dataset into three sets
according to timestamp: network construction data, training data, and test data. The
dataset in first 10 months is used for network construction, the rest of data sets are used
for learning and testing, one month each.

Figure 4 shows the distribution of the correlation between the music and the user in
the sampled dataset. The left plot is users’ music rating frequency distribution and the

Table 1. Dataset statistics

Data type The number of data

Users 45,167
Music 4,519,105
Ratings 4,106,341
Listening Events 31,351,954

Fig. 4. The distribution of sampled dataset
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right one is users’ listening frequency distribution. From the both of plots, we can
observe that there is the sparsity problem of the dataset; the most of the users only rate
or listen small amount of music.

Because of the limitation of the given dataset, we only use two types of user
feedback, each represents explicit and implicit feedback; the user ratings and the
number of listening events for music.

4.2 Baseline Models

We compare our method against following baseline methods

1. Naive Item-based CF (I-CF): This method is naive item-based CF which use user
ratings to build recommendation model.

2. CF with Matrix Factorization (MF-CF): This method adopts the matrix factor-
ization technique for CF. It also uses user ratings as the input data.

3. CF Considering Multiple Feedbacks (CCF): This method uses two model-based
collaborative filtering recommendation that uses explicit and implicit behavior as
input data.

4. Simple Link Prediction (LP): This method adopts link prediction approach on a
music network for the recommendation. The music network is projected from the
user-music bipartite network built with single kind of user feedback.

5. Static Link Prediction (S-LP): This method is modified version of our approach
without the consideration on the temporal characteristics of user feedbacks.

4.3 Evaluation Metric

We evaluate various recommendation models for the test dataset with three evaluation
metrics; the precision at top 20(P@20), the recall at top 20(R@20) and MAP (Mean
Average Precision) [14]. With these metric, we check that how many of top 20 ranked
music are actually listened or liked by a user.

5 Experiment

5.1 Data Sparsity Problem

From the experiment dataset, we select 12,858 users as target users. The target users
have 491 ratings and 28,718 listening events for 5,045 songs. We show the evaluation
of recommendation quality of various methods in Table 2.

In the table, we note that our approach gives a significant improvement in rec-
ommendation quality over the other recommendation methods. We further observe that
the sparsity of input data affects the performance of recommendation method. The
comparison between the two methods, with implicit feedback and with explicit feed-
back, clearly indicates the sparsity problem. Since the sparsity of explicit feedback is
much lower than that of explicit feedback, the experimental results with implicit
feedback are much better. Among three algorithms in same types of data, MF-CF
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shows better performance than the others. This is because the lack of user feedback
drops the accuracy of the similarity measure.

5.2 Cold Start Problem

To evaluate the recommendation results for the cold-start problem, we select 9,486
users as new users who have less than three relationships with music. The experimental
results for new users are shown in Table 3.

In the result, we can observe that our approach shows the best performance
compared with the others. Note that the most of the evaluation metrics for new users
are consistently lower than the results in Table 2. As we can observe in the previous
result, the quality of recommendation result depends on the sparsity of input data.

5.3 Temporal Feature Consideration

Next, we examine how the consideration of the temporal feature in music recom-
mendation affects the improvement of recommendation quality. To alleviate the neg-
ative effects of the sparsity problem in recommendation quality, we pick up 42 heavy
users who have interactions with more than 20 music in the dataset.

In the Table 4, we compare two link prediction approaches: the link prediction
method in the static network(S-LP) and our approach. S-LP shows better performance
than our approach in P@20 and R@20. However, in MAP, ours better. These results

Table 2. The experimental results for the sparsity input data

Feedback type Methods Mean P@20 Mean R@20 MAP

Explicit I-CF 0.004 0.053 0.047
MF-CF 0.009 0.109 0.047
LP 0.001 0.009 0.008

Implicit I-CF 0.008 0.100 0.045
MF-CF 0.008 0.104 0.066
LP 0.008 0.091 0.040

Multiple CCF 0.009 0.109 0.066
Ours 0.014 0.166 0.053

Table 3. The experimental results for the new users

Feedback type Methods Mean P@20 Mean R@20 MAP

Explicit I-CF 0.004 0.052 0.038
MF-CF 0.007 0.110 0.041
LP 0.001 0.009 0.006

Implicit I-CF 0.007 0.101 0.035
MF-CF 0.007 0.105 0.058
LP 0.006 0.087 0.033

Multiple CCF 0.007 0.110 0.056
Ours 0.011 0.163 0.043

326 N. Kim et al.



may explain that our approach recommends the music in user’s taste with higher rank.
Therefore, we can point out that the temporal feature may increases the recommen-
dation quality.

6 Conclusion

In this paper, we propose the link-prediction recommendation model based on music
streaming service. With various types of user feedback, our approach tries to alleviate
the most well-known challenges in the recommendation: the data sparsity problem and
the cold-start problem. To improve recommendation accuracy, we consider additionally
the temporal feature of user feedback.

We examine the performance for various recommendation system on the real-world
dataset. The experimental result demonstrates that our approach has up to 78 times
improvement in recommendation quality despite the data sparsity problem and the
cold-start problem. By comparing with the link prediction approach in the static net-
work, we show that considering temporal feature leads 1.18 times better performance.
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Abstract. Due to emerging technologies like Clouds, recently the prob-
lem of encrypting and querying big data is of great interest trough the
community. Here, the main problem consists in devising effective and
efficient encryption schemes for big data, and then effective and efficient
query algorithms for querying such data in their encrypted form directly.
By comparing both lines of research, it emerges that querying encrypted
big data plays the major role, as the encryption phase is usually con-
ducted on top of well-recognized state-of-the-art encryption schemes. On
the other hand, OLAP data are a knowledge-rich class of big data that
are extremely important for latest big data analytics tools. Inspired by
these two authoritative research trends, in this paper we provide the
following contributions: (i) an overview of most relevant initiatives in
the scientific field of querying encrypted OLAP data; (ii) critical discus-
sion on open issues and research challenges that will dominate the future
scene of the investigated research topic.

1 Introduction

With the advent of Cloud methodologies and paradigms, big data security
(e.g., [1–5]) is becoming a hot-topic in database and data warehousing research.
Due to emerging technologies like Clouds, recently the problem of encrypting
and querying big data is of great interest trough the community. Here, the main
problem consists in devising effective and efficient encryption schemes for big
data, and then effective and efficient query algorithms for querying such data in
their encrypted form directly. By comparing both lines of research, it emerges
that querying encrypted big data plays the major role, as the encryption phase is
usually conducted on top of well-recognized state-of-the-art encryption schemes.
On the other hand, OLAP data [6] are a knowledge-rich class of big data that
are extremely important for latest big data analytics tools.

Data encryption is a well-focused and mature method for allowing secure
data access and publishing over Cloud environments (e.g., [7–9]), in contrast
with comparative approaches that adopt even-well-recognized alternatives (e.g.,
secure access methods). According to this consolidated line of research, the main

c© Springer Nature Singapore Pte Ltd. 2018
W. Lee et al. (eds.), Proceedings of the 7th International Conference
on Emerging Databases, Lecture Notes in Electrical Engineering 461,
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idea consists in encrypting data and then devising ad-hoc query algorithms to
process encrypted data directly (e.g., [10]). Among several kinds of relevant data
targets, OLAP data [6] are, without doubts, a first-class kind of data in emerging
big data analytics scenarios (e.g., [11–13]).

In this paper, following these evolving trends, we focus on the relevant prob-
lem of querying encrypted OLAP data. Summarizing, the problem consists in
devising ad-hoc algorithms for encrypting OLAP data cubes, and then algo-
rithms for querying so-encrypted cubes, via some relevant properties/principles.
Suitable transformations from/to the encrypted/decrypted domain must be
developed as well.

Figure 1 shows a typical setting of the application scenario we investigate
in this paper. Here, the user is interested in querying an (encrypted) OLAP
data cube that is stored in a proper Cloud node. Note that the user is not
aware that the cube is encrypted and she/he is able to query the cube just by
knowing its main multidimensional-model metadata [6] (e.g., dimensions, mea-
sures, dimensional attributes, and so forth), for big data analytics and decision-
making purposes. The reference encrypted OLAP query framework works as
follows. First, the input OLAP query is parsed and transformed in a suitable
encrypted query over encrypted OLAP data. To this end, the encryption proxy
component (e.g., implemented via suitable Cloud services) takes into consid-
eration: (i) the encryption scheme; (ii) the reference OLAP query workload;
(iii) proper OLAP data cube statistics; (iv) memory/space constraints. Then,
the so-generated encrypted query is issued over the encrypted OLAP data cube
directly. The encrypted query answer is now returned to the encryption proxy
component for its decryption and, finally, to the user who will build meaningfully
big data analytics for decision-making purposes. From a research-point-of-view,
the most relevant challenge relies in how to effectively and efficiently devise the
proper OLAP data cube encryption algorithm and the proper encrypted OLAP

Fig. 1. Querying encrypted OLAP data: application scenario
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data cube query algorithm that are the two pillars of the encryption proxy com-
ponent.

In more details, in this paper we provide the following contributions: (i) an
overview of most relevant initiatives in the scientific field of querying encrypted
OLAP data; (ii) critical discussion on open issues and research challenges that
will dominate the future scene of the investigated research topic. The paper
significantly extends the short paper [14], where the embryonic ideas have been
initially proposed.

The remaining of this paper is organized as follows. Section 2 provides a brief
overview on some state-of-the-art proposals in the context of querying encrypted
OLAP data. Section 3 contains a critical discussion on open challenges and future
research directions in the investigated topics. Finally, Sect. 4 reports conclusions.

2 State-Of-The-Art Querying Encrypted OLAP Data
Proposals: A Brief Overview

Relevant proposals in the context of querying encrypted OLAP data are reported
in the following.

[15] presents a novel method for encrypting a Data Warehouse (DW), and
the related OLAP system based on the proposed encryption method that is
able to query so-encrypted DW data. The proposed algorithm is complex in
nature, and performs several encryption tasks depending on statistical properties
of target DW data. Authors also conduct several performance tests to validate
the proposed OLAP system in terms of query processing performance.

[16] describes a framework for providing encryption-based security over Cloud
Data Warehouses (CDW) via an adaptive approach. The proposed mechanism
applies a separation of concerns approach to obtain such adaptiveness. Proper
algorithms that support the introduced mechanism are presented as well.

[17] addresses the specific applicative setting represented by encrypting CDW
via multi-valued encrypted values, in order to obtain minimal encrypted data
redundancy. Authors study grouping (OLAP-like) predicates over encrypted DW
and introduce two novel encryption schemes, namely MV-HOM and MVSE-
HOM, which specifically support analytical queries over encrypted OLAP data.

[18] argues that homomorphic encryption (e.g., [19]), which allows the exe-
cution of queries over encrypted data without requiring decryption, has been
poorly applied to DW. In order to fulfill this gap, authors propose a framework
that defines how a homomorphic-encryption scheme can be used to encrypt
numeric OLAP measures, and how SUM-based aggregations of analytic queries
are processed over so-obtained encrypted DW. In addition to this, a system
architecture for safely processing encrypted DW is presented and described in
details.

[20] investigates the specific problem of supporting efficient multidimen-
sional range queries over attack-resilient databases. Authors consider outsourced-
services’ scenarios where the owner make available its proper data to the ser-
vice provider, which may be curious on them. In order to avoid this problem,
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the Random Space Encryption (RASP) approach is proposed, with the benefit
of providing efficient range search with stronger attack resilience than exist-
ing efficiency-focused approaches. Range queries are securely transformed to the
encrypted data space and then efficiently processed with a two-stage processing
algorithm. A comprehensive experimental campaign completes the analytical
contributions of the paper.

[21] applies a novel conjunctive query scheme over encrypted multidimen-
sional data in the specific smart grid context. The scheme is called ECQ. Authors
focus on emerging smart grids that can collect metering data of users’ power con-
sumption where, in order to preserve users’ privacy, metering data are mostly
encrypted by cryptographic algorithms. They argue that power system data in
smart grid has multidimensional attributes. Therefore, querying encrypted mul-
tidimensional data along all multiple dimensions is a challenging issue in smart
grids. To solve this challenge, the ECQ scheme is introduced. It incorporates
the idea of public key encryption and conjunctive keywords search to achieve
conjunctive query without data and query privacy leakage. The benefits carried-
out by ECQ are truly supported by a detailed security analysis provided by the
authors.

Finally, [22] introduces and experimentally assesses MONOMI, a system
for supporting the evaluation of (OLAP-like) analytical workloads over sen-
sitive data via encryption methodologies. MONOMI works by encrypting the
entire target database and running queries over the encrypted data. It particu-
larly introduces split client/server query execution, which can execute arbitrar-
ily complex queries over encrypted data. In addition to this, several techniques
that improve performance for such workloads, including per-row precomputation,
space-efficient encryption, grouped homomorphic addition, and pre-filtering, are
introduced.

3 Future Research Directions for Emerging Querying
Encrypted OLAP Data Techniques and Algorithms

The problem of querying encrypted OLAP data is relevant in the database and
data warehousing research communities. This poses several future research direc-
tions to be considered. In the following, we report of some noticeable of them.

Dealing with Complex OLAP Schema. OLAP data cubes very often expose
complex schema (e.g., [23]). As a consequence, encrypting such cubes become
harder and harder. Dealing with complex OLAP schemas is thus a research
challenge for future years.

Support for Complex Aggregation Predicates. Conventional proposals do
not focus on querying encrypted OLAP data cubes built on top of complex
aggregation predicates (not just traditional ones like SUM, COUNT, etc.), which
instead play a significant role in big data analytics (e.g., [24]).
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Support for Filtering Predicates. OLAP queries very often are equipped
with ad-hoc filtering predicates that limit their scope to specific domains of
(encrypted) data. Combining encrypted query execution with filtering predicates
is not an easy task (e.g., [25]). This challenge will require lot of attention by the
research community.

Extensions to Non-Conventional Query Classes. Usually, OLAP queries
are mixed and combined with other interesting non-conventional query classes,
such as iceberg queries (e.g., [26]) or skyline queries (e.g., [27]), as to empower
the capabilities of big data analytics tools. When these combinations are issued
on top of encrypted OLAP data cubes, critical issues derive, and specialized
solutions are necessary as a consequence.

Query Optimization Plans. When encrypted OLAP queries must be executed
against a distributed collection of (encrypted) OLAP data cubes, then, like in
classical distributed query execution paradigms, query optimization issues arise
(e.g., [28–30]). Heuristics seem a promising direction to this end.

Scalable Encryption Methods. While there are several proposals for encryp-
tion mechanisms, even quite mature, scalability is still a critical requirement for
such techniques, especially when they are executed against big data (e.g., [31]).

Flexible Transformations From/To Encrypted/Decrypted Multidi-
mensional Domains. As implicitly dictated by the reference encrypted OLAP
query framework shown in Fig. 1, a leading component of the target appli-
cation scenario is represented by the transformations that are necessary to
move from/to the encrypted/decrypted multidimensional domains, which expose
severe challenges due to their inherent complexity. Applying these transforma-
tions with flexibility (e.g., under OLAP data updates) is a critical requirement
for research in this area.

Privacy-Preserving Encryption Mechanisms. When OLAP data cubes are
encrypted, their data cells must be universally accessed. This may represent a
potential privacy breach. Therefore, devising privacy-preserving mechanisms for
encrypting OLAP data cubes become mandatory.

Moving to Column-Oriented Databases. A significant achievement for effi-
ciently processing OLAP queries over big data is represented by column-oriented
databases (e.g., [32]). It has been proven that such databases are capable of
efficiently supporting such queries by overcoming limitations of classical row-
oriented databases. Relevant questions are now: what happens when encrypted
OLAP queries are executed over encrypted column-based OLAP data cubes?
Which research innovations will pinpoint this novel querying encrypted OLAP
data scheme?

Integration with Hadoop/MapReduce Frameworks. Like for other big-
data-oriented methodologies, even OLAP data encryption solutions should be
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integrated with innovative Hadoop/MapReduce frameworks [33,34]. Due to the
specific nature of encryption schemes, the latter is not an immediate result to
accommodate and it would need engaging efforts during future years.

4 Conclusions

In this paper, we have focused on the emerging querying encrypted OLAP data
problem. The main conclusion of our research is represented by the evidence that
there is still a lot of work to do in this area, stirred-up by latest cybersecurity
requirements that are among the most significant ones for the next-generation
digital society.
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