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Abstract. This study presents an integration of Evolving Spiking Neural -
Network (ESNN) with Dynamic Population Particle Swarm Optimization
(DPPSO). The original ESNN framework does not automatically modulate its
parameters’ optimum values. Thus, an integrated framework is proposed to
optimize ESNN parameters namely, the modulation factor (mod), similarity
factor (sim), and threshold factor (c). DPPSO improves the original PSO tech-
nique by implementing a dynamic particle population. Performance analysis is
measured on classification accuracy in comparison with the existing methods.
Five datasets retrieved from UCI machine learning are selected to simulate the
classification problem. The proposed framework improves ESNN performance
in regulating its parameters’ optimum values.
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1 Introduction

Neural network inspired by the human brain is gaining popularity nowadays due to its
capability in solving various problems. Artificial neural network (ANN) is a group of
processing components in a collective network resembles the features of a biological
neural network [1]. The characteristic of an early neural network is restricted to a single
layer, which inspires researchers in improving the neural network architecture. It leads to
the creation of a new generation of neural network [2]. Spiking neural network is the third
generation of a neural network model. Evolving Spiking Neural Network (ESNN) is one
of the well-known SNN categories that evolves from the latest spiking neurons [3].

However, ESNN is dependent on parameter tuning. Thus, an optimizer is needed to
help automate the process of determining the ESNN’s parameters combination [4]. Few
studies integrate ESNN with several optimizers [4, 5]. However, some of the optimizers
known today require a large computational cost which has driven researchers to
establish more effective methods.

Particle Swarm Optimization (PSO) introduced by Kennedy and Eberheart [6, 7]
based on swarm population is inspired by the nature of birds’ flocking behavior. PSO
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has the ability to solve various issues of optimization [8–11]. However, despite the
recognition received by PSO, this optimizer also has drawbacks. This study proposes a
dynamic population concept in PSO known as Dynamic Population Particle Swarm
Optimization (DPPSO), which will be implemented as an ESNN parameter optimizer.
ESNN-DPPSO improve classification accuracy compared to the other ESNN integrated
techniques.

2 Evolving Spiking Neural Network

Evolving spiking neural network (ESNN) was originally proposed as a visual pattern
identification system. The earliest ESNN was derived from Thorpe’s neuron model
whereby the earlier spikes represent the significance of the output generated [12, 13].

ESNN evolves its form whereby for each input pattern, a new neuron is created and
linked to the connectivity of neurons [12]. ESNN classifier determines the mapping by
computing the distance between neurons to a particular class marker. Hence, it is
appropriate to be utilized for time-invariant information categorization [14].

A single input value is encoded to multiple neurons by calculating the intersection
of a Gaussian function [5] using the following mathematical equations.

l ¼ lminþð 2 � i� 3Þ=2ð Þ � lmax� lminð Þ= M � 2ð Þð Þ ð1Þ

r ¼ 1= b lmax � lminð Þð Þð Þ=M � 2 where 1� b� 2 ð2Þ

where:

l = The center of a Gaussian intersection
r = The width of variable interval [lmin, lmax]

There are three parameters for ESNN consisting of modulation factor (mod),
similarity factor (sim), and threshold (c). The mod shows how the sequence of temporal
spike’s arrival time affects the neuron, whereas sim regulates the neuron distance and
cluster in the output and the c determines when a neuron should produce an output
spike. Details on ESNN can be found in [13].

3 Dynamic Population Particle Swarm Optimization

Although PSO has been widely used, there are a few drawbacks encompassing being
trapped in a local optima and premature convergence [15]. This has influenced
researchers to further improve the algorithm [16–19].

The proposed dynamic population PSO is implemented with a dynamic number of
particles instead of a fixed population. The basic PSO element is retained to leverage its
ability on fast convergence [15]. Algorithm 1 explains the details of DPPSO.
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Algorithm 1: DPPSO

initialize DPPSO parameters
calculate reduction cycle 
initialize particle with random value
initialize  and with the lowest value
while not reaching the maximum iteration do

get particle fitness
if particle fitness > 

= particle fitness
end if 
if >

=
end if
if current iteration == reduction cycle value

remove lowest fitness
end if
update particle based on PSO equation

end while

The DPPSO has four parameters; inertia weight (x), velocity towards global best
C1ð Þ, velocity towards particle best C2ð Þ and reduction cycle. First, the parameters are
initialized. Next, the reduction is calculated. The particle is initialized with a random
value. Particle best Pbestð Þ is the best solution obtained by the particle itself while the
global best Gbestð Þ is measured by the best solution achieved globally. Pbest and Gbest

are initialized each with the lowest value. If the particle fitness value is greater than
Pbest, the Pbest value is updated. If the Pbest value is greater than Gbest, the Gbest value is
updated. If the current iteration value is equal to the reduction cycle value, particle with
the lowest fitness value is removed. The particle position value is updated using the
PSO rule in Eq. 3.

vp i; jð Þ ¼ xvp i; jð ÞþC1 Pbest i; jð Þ � x i; jð Þð ÞþC2 Gbest � x i; jð Þð Þ ð3Þ

4 Integration of ESNN-DPPSO

The integrated ESNN-DPPSO is described in Algorithm 2. The algorithm begins with
the initialization of particles and its fitness at the lowest value which is −9999. The
iteration is set to 2000. The fitness is updated throughout the iteration. The reduction
cycle (reductionCycle) removes a particle with the lowest fitness value and is set
according to Eq. 4.
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Reduction cycle ¼ Iteration= reductionCycleþ 1ð Þ ð4Þ
If the current fitness value is better than the Pbest value, the Pbest is updated. The ESNN
parameters are updated by training the fitness value of each particle with DPPSO. PSO
rule is implemented to update the position of particles.

Algorithm 2: ESNN-DPPSO

for all particles do
initialize all DPPSO parameters 
initialize fitness

end for
while not reaching maximum iteration do

for all particles do
calculate reduction cycle
get fitness from ESNN
if current fitness > PBest fitness then

PBest = current particle
end if
for all ESNN parameters do

update parameter
end for
if iteration == reduction cycle

remove lowest particle
end if

end for
end while

The proposed integrated framework is illustrated in Fig. 1.

4.1 Experiment Setup

In this study, five standard datasets retrieved from UCI machine learning repository
[20] are selected to simulate the classification problems and are implemented to the
proposed framework. The datasets are Iris, heart, breast cancer, Pima Indian diabetes,
and wine datasets. The datasets are normalized using Eq. 5.

X ¼ Xi� Xminð Þ= Xmin� Xmaxð Þ ð5Þ

where,

X = initial value of variable
Xi = variable value after normalization
Xmax = variable maximum value
Xmin = variable minimum value
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In addition, DPPSO has its own parameters. Table 1 shows the respective value of
each selected DPPSO parameter.

5 Results and Discussion

The datasets are separated into two categories, training and testing. A 10-fold cross
validation technique is used for these datasets. 90% of the datasets are used for training
to avoid overfitting while the remaining datasets are used for testing. Overfitting can
occur if the size of training is small. Next, each dataset is normalized followed by the
training phase for classification. The training process for the integrated ESNN-DPPSO
is shown in Algorithm 2. Three ESNN parameters; mod, sim and c are set in the range
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Fig. 1. ESNN-DPPSO framework

Table 1. DPPSO parameter

Parameter Value

Inertia weight 2.0
Velocity global best 2.0
Velocity best particle 2.0
Reduction cycle 4
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of zero to one. These values are important as they influence the classification result.
According to [21], a standard ESNN parameter value for parameter mod is in the range
of 0.9 to 1.0. Parameter c is set in between 0.55 to 0.85. Parameter sim is set within the
range of 0.3 to 0.6. Table 2 shows the result of an early experiment where the ESNN
parameters are set manually.

Table 3 shows the classification accuracy using the ESNN-DPPSO method. The
value of each parameter shown is the optimum value found by utilizing the optimizer
DPPSO. It is known that there is no specific combination of parameters’ values across
all five datasets. The combination of ESNN parameters generated by ESNN-DPPSO
produces a better classification result than the manually set values of the standard
ESNN parameters.

In ESNN-DPPSO, the best mod value found is within the range of 0.7 to 1.0. This
value should not be low as it depicts the ESNN connection weight. On the other hand,
parameter c influences the PSP threshold value within the range of 0.6 to 1.0. Mean-
while, the best sim value is within the range of 0.4 to 0.5 as it controls the evolving
neurons where a lower value shows less neurons in the same range are being merged.

Thus, ESNN-DPPSO assists the search of best ESNN parameters’ values combi-
nation automatically and reduces computational time. Next, a comparison study is

Table 2. Classification accuracy result based on manual tuning of ESNN

Dataset Manually set
parameter value

Classification accuracy %

Mod C Sim

Iris 0.90 0.90 0.10 92.00
Diabetes 0.90 0.90 0.10 56.41
Wine 0.90 0.95 0.10 66.67
Breast cancer 0.90 0.35 0.10 94.41
Heart 0.85 0.75 0.10 74.44

Table 3. Classification accuracy result using ESNN-DPPSO

Dataset Manually set
parameter value

Classification accuracy %

Mod C Sim

Iris 0.85 0.70 0.52 92.00
Heart 0.98 0.97 0.45 70.37
Diabetes 0.74 0.61 0.53 75.23
Breast cancer 0.99 0.87 0.54 95.48
Wine 0.98 0.91 0.58 85.40
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carried out to evaluate the performance of the proposed ESNN-DPPSO with other
methods. Table 4 shows the comparison of the results of various ESNN methods such
as a standard ESNN [21], standard ESNN using manually set parameters’ values,
ESNN-DPPSO, and DE-ESNN.

Based on Table 4, ESNN-DPPSO shows the best accuracy results for breast cancer,
diabetes, and wine datasets with the accuracy of 95.48%, 75.23%, and 85.40%
respectively compared to other methods. The proposed method has improved ESNN
method by at least one percent better classification accuracy compare the other tech-
niques. The DE-ESNN has the best classification accuracy for iris dataset with the score
of 93.33% because DE-ESNN uses different parameter suitable for DE such as
mutation constant and crossover constant. The DE-ESNN classification accuracy result
for diabetes and wine dataset are absent since it use different dataset; appendicitis and
ionosphere.

6 Conclusion

In this study, a new ESNN-DPPSO optimizer technique is proposed. This simulation
optimizer shows a promising result in parameter optimization. The proposed optimizer,
ESNN-DPPSO, searches for optimum ESNN parameters’ values. The experiment result
shows that ESNN-DPPSO has a better performance result in comparison to the

Table 4. Comparison between ESNN-DPPSO classification result with other methods

Dataset Algorithm Classification accuracy %

Iris Standard ESNN parameter 89.33
ESNN Modified parameter 92.00
ESNN-DPPSO 92.00
DE-ESNN 93.33

Breast cancer Standard ESNN parameter 66.18
ESNN Modified parameter 94.41
ESNN-DPPSO 95.48
DE-ESNN 91.18

Diabetes Standard ESNN parameter 38.46
ESNN Modified parameter 56.41
ESNN-DPPSO 75.23
DE-ESNN –

Heart Standard ESNN parameter 66.30
ESNN Modified parameter 74.44
ESNN-DPPSO 70.37
DE-ESNN 62.71

Wine Standard ESNN parameter 44.45
ESNN Modified parameter 66.67
ESNN-DPPSO 85.40
DE-ESNN –
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standard ESNN and ESNN-DE for most datasets. For future work, more improvements
on DPPSO could be carried out in order to obtain a better classification accuracy result.
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