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Abstract. The software agent technology is one of the human assistive tech-
nologies that enables team working. In the process of achieving the team goals, an
agent may need help from its teammate to perform its remaining task’s activities in
order to meet the task’s deadline. However, certain conditions are needed to be
fulfilled for the task transfer even though these would be a burden to the teammate.
This paper shows the use of aWorkloadManager for handling signals to allow the
agent getting help from its teammate. It is also used to identify the available
teammate agents that can really help. In this paper also, we simulate the transfer of
the remaining task’s activities from one agent to another and demonstrate the
process of awarding merit points to the agent that sincerely helps its teammate.
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1 Introduction

The existence of intelligent technologies such as drones and robots which are autho-
rized to make decisions at a certain level eases many burdens of humans especially in
performing tasks. With these technologies, task performances are accelerated and at the
same time are maintained at high quality of delivery and output. One of the autono-
mous technologies that support these intelligent technologies is the software agent
technology. A software agent is able to work individually or in a team to accomplish its
assigned objectives [1]. The ability of a software agent to collaborate with its teammate
and react to its environment is one of the keys that accelerate and improve task
performance. It is also capable of performing multiple tasks at a certain time. This
autonomous technology has proven its advantages in many fields such as healthcare,
energy consumption, manufacturing and military [2–5].

While the advantages of software agent technology have been proven in many
fields, the mechanism to avoid imbalance of task delegation among agents in a com-
munity should be taken into account in designing the intelligent system. The situation
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is worst if the tasks involve deadlines which cause problems to an agent. One solution
to this problem is for the agent to transfer some of its tasks to a teammate agent.
However, in certain situation this can be a burden to the teammate agent, especially if it
is having a heavy workload. The agent may face problem to identify a suitable
teammate agent which is willing to cooperate in completing the task.

This paper discusses the method of designing the process of task transfer in a
software agent community by considering the total workload of each agent. We pro-
pose a Workload Manager that calculates an agent’s workload but also determines the
right time for the agent to get help from a teammate agent. The Workload Manager also
identifies a suitable agent which can offer help to the agent. This paper also shows the
process of awarding merit points to an agent which helps its teammate to sincerely
perform the task.

This paper presents the work-in-progress of our research in modeling sincerity for
software agents. The rest of this paper is organized as follows: The next section
discusses the related work in this area. We show the design of task transfer in a
software agent community. We then animate the process as a simulation to validate the
design. Finally, we conclude the paper.

2 Related Work

A software agent is a component that supports autonomous technology. It can work
individually or in a group to meet some assigned objectives [1, 6]. The characteristics
of software agent such as reactive, autonomous, communicative, goal-oriented,
learning, mobile and flexible supports the software agent to work in dynamic envi-
ronment [1, 6–9]. It also interacts with its community via negotiation, coordination and
cooperation activities.

The ability of a software agent to work in a team is an advantage of this technology
to deliver a much faster output and with higher quality. It can also build teams in
dynamic environments. These advantages provide humans with the confidence to
authorize agents in making decisions at certain levels and assist humans [4, 10].

Although working as a team brings many benefits to software agent in achieving the
goals, the coordination among agents in a community should be designed properly.
Since agents may have individual and shared goals, designers in agent-based systems
should design the coordination of agents to avoid conflicts in achieving the individual or
shared goals [1]. The situations of multi-agent systems’ organization should be carefully
studied because collaboration within the community depends so much on it [11].

Conflicts could become worst if the tasks that are handled by the agents involve
tight schedules with deadlines. The problem of tasks with the deadlines involve issues
such as resources problems that need to be managed to avoid conflicts in performing
tasks individually or in groups [12]. The agents may face with issues in managing to
achieve individual or team goals. In this situation, the agents should find ways to
balance the effort of fulfilling the individual and the team goals [11]. Here, agents’
workloads could be considered in solving this problem. The workloads could be an
indicator to identify the percentage of burden for each agent, which enforces com-
munity awareness between the agents and their environments [13].
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In order to motivate the agents to take action ethically, the ethical behaviour such as
human sincerity should be instilled in software agent environments. Machine ethic is
one of the applied ethics that is created to ensure the machine such as robot, drone or
autonomous system to function ethically. The increasing of autonomous machines
usage in taking over humans’ tasks is a signal to us to include the machine ethics in
autonomous machines, especially in the role of decision making [4, 14, 15]. Adapting
human behaviour to the machine environment is a solution to develop ethical machine
behaviour that is more human user-friendly. Previous researches had proven that
adapting human behaviour to machine environment brought a lot of advantages to
human livelihoods [16, 17].

3 Task Transfer Between Agents

The process of task transfer involves a group of agents that consist of worker agents
and their teammate agents. In this environment, we propose a Workload Manager
(WM) that computes a workload for each agent. This Workload Manager will monitor
the each task under every agent and also the performance of overall tasks. The mon-
itoring activity of each task is to identify the needs of favour completing it before the
deadline. From here, the Workload Manager will be able to use the signal to worker
agent to get help from another teammate agent. While monitoring the overall task
performance of all agents, the Workload Manager, at the same time, will be able to
identify the teammates that could offer help to worker agent. The details of Workload
Manager processes have been discussed in the previous research [18].

Figure 1 shows the process of transferring a remaining task from a worker agent to
its teammate agent. Based on the workload of each agent, the Workload Manager
broadcasts a signal when a worker agent is allowed to get help from its teammate

Fig. 1. Sequence diagram of transferring remaining task from one agent to another
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agents. We constrain this signal to avoid a worker agent from overly depending on its
teammate agents in performing tasks. In this research, the system broadcasts the signal
when a worker agent achieves the percentage of a task completion; CT <= 50% and
the remaining deadline of the task; DL <= 40%.

In order to avoid the burden to the other agents which are having heavy workloads,
the Workload Manager calculates all agents’ workloads to identify their availabilities.
In this system, a worker agent can only get help from a teammate agent which does not
have a heavy workload. The system considers an agent as having a heavy workload if
the total workload of all tasks assigned to it exceeds 100%. The current task, Tc, and the
incoming task, Ti, (the task that will be transferred to the agent) is summed up to
determine whether the workload exceeds 100%. The agent with a heavy workload is
considered as an indispensable agent.

From the list of available agents, a worker agent chooses a teammate agent, which
would give a supportive response to the request. If the available agent is more than one,
the worker agent chooses the one with the lowest workload among the available agents.
The worker agent then sends a request and waits for the decision from the selected
teammate agent. The teammate agent decides whether to accept or reject the request.
Once the teammate agent agrees to help, the worker agent transfers its remaining task’s
activities to the teammate agent.

In this system, we implement the awarding of merit points to a teammate agent and
Fig. 2 shows the sequence diagram of the process. Merit points are used to analyze and
gauge the sincerity of a teammate agent when it gives help to a worker agent. We use
the point system as a mechanism to formulate the sincerity of agents in the environment
[18–20].

Fig. 2. Sequence diagram of awarding merit point to the agents
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The system starts to analyze the merit point gains when a teammate agent delivers
the output of a task it has agreed to help. Two criteria are considered when giving the
merit point; (i) fulfilling the deadline, and (ii) the condition from the teammate agent.
The teammate agent gets 1 merit point if the task is completed on time or earlier and the
teammate agent does not give any condition for performing the task completely. The
agent is considered as sincere agent if it fulfills these criteria. However, the agent gets 0
merit point if it fails to meet these criteria, which shows the agent’s insincerity.

4 Simulating Task Transfer Between Agents

To validate the design, we create a simulation using Java and the JADE platform. We
exploit the POSTGRESQL as a database for this system.

In the simulation, we create three agents: Agent_1, Agent_2 and Agent_3 that are
involved in production works such as printing and packaging of products. In this
simulation Agent_1 and Agent_2 have two tasks while Agent_3 is free. The tasks’
information for Agent_1 and Agent _2 is stated in Table 1. Figure 3 is an example of
an interface for inserting the task’s information.

Subsequent to the entry of the task assigned to each worker agent, the system shows
the total workload for each agent. Currently, the worker agents’ information shows that
the total workload of Agent_1 and Agent_2 is 17.77% each while the total workload of
Agent_3 is 0.00%. Figure 4 shows the total workloads for all agents.

Figure 5 shows that there is a worker agent, which needs help to perform and
complete its task. On 2017-04-04, the system detects that Agent_1 needs help to
perform the printing task. The deadline for this task is 2017-04-07 and the completion
status is 0/3, which shows that the activities are not completed for this task. Agent_1’s
workload also increases to 44.44%. These situations fulfill the condition for the agent
to get help from its teammate.

Based on the Workload Manager, the available agent that can give help is dis-
played. In this case, Agent_2 and Agent_3 are available to give help to Agent_1. If the
number of available agents that can offer help is more than one, the system compares
the total workload among these available agents. Based on the communication between
the agents as shown in Fig. 6, the system chooses Agent_3 because its workload is
0.00% while Agent_2’s workload is 17.77%.

Table 1. The tasks’ information for Agent_1 and Agent_2

Agent Task Task deadline No. of activities

Agent_1 Printing 4/7/2017 3 activities
Packaging 4/13/2017 5 activities

Agent_2 Printing 4/7/2017 3 activities
Packaging 4/13/2017 5 activities
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Then, the remaining task’s activities are transferred to Agent_3. The workload of
Agent_1 is reduced and the Agent_3’s workload is increased. Figure 7 shows the
changes to both workloads of Agent_1 and Agent_3 after the task transfer.

As mentioned earlier, the teammate agent gets 1 merit point if it completes the task on
time or earlier without putting any condition and is considered as a sincere agent. In this
case, Agent_3 successfully completes the task on time without putting any condition.

Fig. 3. An example of interface for inserting a task

Agent_1’s Workload Agent_2’s Workload Agent_3’s Workload

Fig. 4. Workload of agents
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Thus, Agent_3 gets 1 merit point because it actions shows that it is a sincere agent.
Figure 8 shows the merit point earned by Agent_3.

The simulation shows that the Workload Manager works well in delegating tasks
and managing help. The simulation also shows the validity of the task transfer design to
streamline the imbalances of workloads among agents.

Fig. 5. Agent_1 needs help for performing its task

Fig. 6. The communication of agents at the time of choosing the available agent
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5 Conclusion and Future Work

Team working is one of the keys for agents in accomplishing shared objectives. It
provides many benefits in supporting autonomous agents to perform tasks faster and
with higher quality. However, the problem of workload imbalances among agents can
be a serious one. Indirectly, it would negatively affect the accomplishment of the
objectives to perform scheduled tasks. Consequently, the transfer of the remaining
task’s activities from one agent to another should be crucially designed, which this
research has attempted to achieve.

The implementation of the Workload Manager in this process somewhat eases this
problem and at the same time ensures that the agents are able to deliver the tasks’
output as scheduled. The use of merit points for awarding teammate agents which help
the worker agents sincerely presents a positive strategy in motivating agents to help
each other in its community.

However, the enforcement of sincerity behavior in software agents should be for-
mulated properly to ensure that it works in its environment. As a perspective for further
research, we plan to integrate all formulation of instilling sincerity in software agents
and simulate it to study the effectiveness of this formulation. In future, the cumulative
of sincerity merit point will be used to calculate the sincerity level of agent. This
sincerity level will be used to identify how the agent will react to its environment when
its teammate facing problems while performing the task.

Fig. 7. The changes of workload for Agent_1 and Agent_2

Fig. 8. The Agent_3 gets 1 merit point from the system
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